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General introduction

PINTRONICS (contraction of spin and electronics) is arecent branch
in the field of electronics where the spin of the electrons is exploited.
Its official birth is 1988, after the discovery of the Giant Magneto-Resis-
tance (GMR) by Albert Fert and Peter Griindberg [2, 5]. Since 19971, it is used in our
everyday life within the read-heads of the hard disk drive of our computers. The
GMR effect consists in a significant diminution of the resistance in a thin film made
of ferromagnetic and non-magnetic conductive layers, when an external magnetic
field is applied. For instance, consider that at zero field, both magnetic layers have
an anti-parallel magnetization. If we apply an external magnetic field in such a way
that a reversal of the magnetization is induced and both magnetizations align, then,
we observe that the resistance of the heterostructure drops drastically. It is due to
the fact that the electrons, whose spin is not aligned with the magnetization of the
metal where they propagate, experience more collisions than the ones whose spin
is parallel to the magnetization of the metal. Such a system can be conceived as a
spin polarizer/analyser: the first ferromagnetic slab polarizes the current and the
second ferromagnetic slab analyzes the polarized current.

It is interesting to notice that the advent of the spintronics could have taken
place earlier with the discovery of the Tunneling Magneto-Resistance (TMR) by Jul-
liere in 1975 [32]. The TMR is an effect similar to GMR which occurs in a magnetic
tunnel junction, whose components consist of two ferromagnets separated by a
thin insulator which replaces the non-magnetic spacer of GMR. However, at that
time the discovery did not attract a lot of attention. The TMR was rediscovered in
the middle of the nineties [45, 47]. Another ten years were needed to improve the
technique and to observe a TMR reaching several hundred percent at room tem-
perature [30].

By coupling these GMR/TMR-structures with a semi-conductor, one can con-
trol the spin-polarized current which is injected in the semi-conductor [46]. A cur-
rent of electrons whose energy is winthin few eV above the Fermi level is injected
from a transmitter within a metallic base which is in contact with a semi-conductor.
If their energy is sufficient (these electrons are often called “hot electrons”, because
their energy to overcome the Schottky barrier is much bigger than kg T), they can

IThe first use of spin-valve sensors in hard disk drive read heads was in the IBM Deskstar 16GP
Titan, which was released in 1997 with 16.8 GB of storage
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cross the Schottky Barrier at the metal/semi-conductor interface and be collected
at the back of the semi-conductor. Such devices are the so-called “spin-valve” (see
Fig. I1.8, Chap. II).

In this context, the Surfaces and Interfaces team of the Materials and Nano-
sciences department of the Physical Institute of Rennes (IPR), in particular dr. Pas-
cal Turban, has developed a Ballistic Electron Emission Microscope (BEEM). The
principle of this microscope is presented in chapter II and in figure II.1. It allows to
image metal semi-conductor interfaces and to study structures that holds interest-
ing features for the spintronics. In the last few years, several researchers from this
team investigated the physical effects that govern the magneto-current by studying
amodel structure Fe/Au/Fe/GaAs with BEEM experiments [26, 25].

These experiments are quite long to carry out. Not only they require a long time
to prepare the samples but each spectroscopy experiment takes several hours, and
a few days are needed to obtain and analyze a spectrum like in Fig. I1.3. For these
reasons, a reliable theoretical model and a numerical code to quantify it can be very
useful: they would help to target a system by making predictions and preselecting
the sample to analyze.

The first model to describe a BEEM current, based on the free electron model,
was proposed by Kaiser and Bell [34, 4]. It was quite successful to predict the height
of the Schottky barrier but it failed to explain the constant behavior of the current
in some system, such as Au(111)/Si(001) and Au(111)/Si(111) [44], as described in
chapter II. In 1996, E J. Garcia-Vidal, PL. de Andres and E Flores [16] proposed a
model, based on non-equilibrium approach by means of Keldysh formalism, where
electrons propagate within the metal, by taking into account the band structure of
the material in which they propagate. Their model was successful to explain the
BEEM current behavior for Au(111)/Si(001) and Au(111)/Si(111), for both the inten-
sity and the lateral resolution. However, in spite of its success about two decades
ago, as it is based on the calculation of semi-infinite slabs, it cannot predict the
behavior of electrons in extremely thin metallic films (few layer), or in heterostruc-
tures like spin-valves, that are studied nowadays.

In this context, we have chosen to work again on the model of Garcia-Vidal, E
Flores and P. De Andres [16] and to extend it in order to describe finite structures.
Our idea is:

1. to compare the non-equilibrium approach with a simpler equilibrium ap-
proach. We ask ourselves if it is possible to interpret experimental results or
to make predictions only by considering the band structure.

2. to provide a direct theoretical support to the experimentalists of our group
by means of a user-friendly numerical code that can tell, for instance, what
would happen if gold is replaced by silver in the Fe/Au/Fe/GaAs spinvalve,
what would happen if we change the number of layers of iron etc...

In order to complete this program, we have decided to work with a tight-binding
approach, as in the original work of E Flores et al.. Of course, it would have been
possible to use Green functions also within extended non-equilibrium Density Func-
tional Theory calculations. However, for reasons detailed in section 11.3.1, we be-
lieve that tight-binding is the most appropriate method to fulfill our objectives.
This manuscript is organized in two parts: the first part is focused on the theo-
retical and experimental background, and the second on the modeling of Ballistic
Electron Emission Spectroscopy (BEES) on metallic films. Unlike the microscopy
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mode of the BEEM that allows to image buried structures, the spectroscopy mode
records the evolution of the BEEM current with respect to the applied bias, as de-
scribed in chapter II. The first part of this thesis, the general background, corre-
sponds to chapters I and II, whereas chapters III, IV and V, together with the con-
clusion, compose the second part where I derive and describe my results. In more
details, in the first chapter of this thesis, some theoretical background, about equili-
brium and non-equilibrium perturbation-theory within second-quantization Green-
functions is recalled. Although the reader who is already familiar with this formal-
ism can skip this chapter, it might be useful, in order to get acquainted with the no-
tation that is used in the next chapters. Chapter II introduces the Ballistic Electron
Emission Microscopy and Spectroscopy. We shall see that the existing free-electron
models failed to describe some experiments, like Au/Si, and that it is necessary to
introduce a new model where the band structure of the material has to be taken
into account. In chapter III, we extend the previous model of E Flores and P. De
Andres’ group to thin films by avoiding their decimation technique through a dif-
ferent layer-by-layer perturbation expansion. In this scheme we extend the older
approach by considering second and third-nearest neighbor interactions. Chap-
ter IV is devoted to the presentation of our new BEEM program. After presenting
the flow chart, we explain how to format an input file and what is the effect of the
key parameters. Whereafter, we present some key subroutines that are required to
calculate the Green functions and hence the BEEM current. Chapter V presents
our results obtained with this code and with the simpler equilibrium approach de-
scribed in chapter II. Finally, we draw our conclusions and some perspectives in
chapter VI.






Theoretical background

S IT IS IMPORTANT to define a common language, and as there
are a lot of different notations in non-equilibrium Green func-
tion formalism, a general background is presented in this chap-
ter. We start with a quick overview of the second quantization and the derivation
of the second-quantization Hamiltonian ; we then introduce Schrodinger, Heisen-
berg and interaction pictures, and finally move to the fundamental principles of
equilibrium and non-equilibrium perturbation theory using Green functions.

I.1 Introduction to second quantization

In the usual Schrodinger formalism of non-relativistic quantum-mechanic (it might
improperly be called “first quantization”) the position x of the particle and its im-
pulsion p are replaced by operators X and P acting on a Hilbert space (see for in-
stance [15]). Commutation rules of these operators are established by analogy with
Hamiltonian-mechanic formulation. Elements or vectors of the Hilbert space de-
scribe possible configurations or states of a system with a fixed number N of par-
ticles. The representation in the coordinate space of such a state is called a wave-
function. This wave-function is a probability amplitude, that is to say a complex

CHAPTER




Chapter 1. Theoretical background

function of the positions (x3,...,xy) and time ¢, ¥ (xy,..., XN, t), whose square of
modulus is the probability density of finding the particles at points (xi,..., xy) and
time ¢. As well known, the wave-function is a solution of the Schrodinger equation,
a partial differential equation in space and time.

This approach works well when we deal with a well-definite number of parti-
cles. If, however, the interactions are such that the number of particles changes,
a better procedure, called “second quantization” (the name might be misleading:
there is no real quantization, it is just a formal tool), should be introduced. This
second quantization formalism is fundamental in relativistic theories, where it was
first formulated, because of particle creation and annihilation [13]. Yet, it turns out
to be extremely important also in non-relativistic quantum-field theories [14, 39] in
several cases where the number of particles varies, like for Cooper pairs in super-
conductivity. In our work, it is found to be extremely useful to describe the electron
propagation from one metallic layer of the thin film to another, what can be seen
intuitively as an electron annihilation and creation from the first layer to the sec-
ond.

In order to describe such a process or, more generally, the transitions between
states with different numbers of particles, the so-called creation and annihilation
operators (or ladder operators) are introduced. Their role is fundamental in the
formalism of second quantization. Though in the following we consider fermions,
the simplest analogy to understand the physical meaning of ladder operators is in
the boson case with the harmonic oscillator [9, chap. 5]. In quantum mechanics,
the Hamiltonian operator for a one dimensional harmonic-oscillator is

by 1 .
H=—""+-mw?X? (L1)
2m 2
where X is the position operator and Py is the x-component of the impulsion op-
erator of the particle. Since H is time independent, the quantum mechanical study
of the harmonic oscillator reduces to the solution of the Schrédinger equation

Hly) = Ely) (1.2)

where E is the energy associated to an eigenstate |y) of the system. This is equiva-
lent, in the x representation, to:
h? d?

A a1 o _
2 A + zmw x“ |y (x)=Ey(x) (1.3)

The research of eigenvalues and eigenvectors of H can be simplified by introducing
the ladder operators (for bosons)

a= %(X +iP) (1.4)
at = L(f(—i}ﬁ*) (1.5)
7 )

with X = /22X and P = |/ —L- P. Because X and P obey the canonical commu-

tation relation [X, P] = i, the new operators obey

la,a'1=1 (1.6)
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Another useful formula is
JURED B
aa= 5(X—1P)(X+1P)
1 . o
= E(X2+P2_1) 1.7

Comparing this equation with ] = %2 (X2 + P2) we see that

(1.8)

So that the eigenvectors of the particle-number operator 7 = ' @ are eigenvectors
of H. Itis then possible to replace H by 7 in the Schrédinger equation

vy =v|v) 1.9)

The eigenvalues of the quantum harmonic oscillator are thus
1
E,,:hw(v+ E) (1.10)

It is possible to find the eigenvalues of 72 by using commutation relations:

(A,a]=—a (1.11)
(n,ah=a' (1.12)

which gives
A, allv) = alalv)) - vialv)) =-alv) (I.13)
Aalvy = (v-1alv) (1.14)

in other words, (é|v)) is eigenvector of 7 with eigenvalue (v —1). This means that
a acts on |v) to produce, up to a multiplicative constant, the state |v —1). A similar
equations holds for a'

patlvy = w+1a' v (.15)

This times, a' acts on |v) to produce, up to a multiplicative constant, |v+1). For
this reason, 4 is called a lowering operator and @' a raising operator. They lower
or raise the energy of a quantity Ziw. In quantum field theory, these operators are
respectively called "annihilation" and "creation" operators because they destroy
and create particles, which correspond to our quantum of energy. There is however
a complete analogy between the two cases.

The fermion case, though conceptually identical, brings in more cumbersome
algebra, because of the antisymmetrization requirements of the N-particle wave-
function. For this reason, we placed the general treatment in the appendix A. We
just remind that the Hilbert space on which these operators act is what is known
as a Fock space, that is to say, a stack of infinite Hilbert-spaces communicating
through fields and operators and comprising the vacuum, a-zero particle space, a
one-particle space, a two-particles space, etc ...In what follows we describe the
second quantization Hamiltonian as we shall use in our work.
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I.1.1 Second quantization Hamiltonian

The Hamiltonian of a system of N interacting-electrons evolving within a periodic
potential U(7;) can be written as

N 1 _ 2
= Z —A +U(F) Y, VFE-T) (1.16)
— iL,ji#])
monoelectronic Hamiltonian sum h(7;) two-body term

where U(7;) = —eX ;. u(7; — Ry) is the interaction with the nuclei and V (7; — 7j) =
e%/ (4mep|7; — ?jl) is the Coulomb repulsion. As shown in the appendix A, it can be
rewritten in second quantization as

ﬁ=2<k|h|l>é%l+— Y (kU VImnyelélenem
k,1 2‘klmn

—ZTklc c,+E Y ViinmCl &l éném (1.17)

k,l,m,n

where {(7|]) = ¢;(7)} is a complete basis for the wave-function (/ including spin)
and where

Tkl = <k| h(?) | l)

—Z< ——Ak+U(rk) >+Z<k|U(?,-)|l>
2m - iZk
€00k, — ks
= f d*7 @} (F) h(7) @1(7) (1.18)

and

Viinm =@k @ @IVIQm ® pn)

:fd3?fd3?’ PN FYVE=T) mP)pn() 1.19)
The final Hamiltonian can be therefore written as:
A=Y leobr1—t 1éhe+ L Y Vitnmélélemé (1.20)
=2 1€00k, 1 — Lk1lCL.C 5 kinmCp.C; CmCn .
k,1 k,l,m,n

I.1.1.i Tight-binding model

The tight-binding model consists in making the assumption that the Coulomb in-
teraction of the electrons is negligible compared to their kinetic and lattice ener-
gies. In other words, Vi, = 0in Eq. (I1.20). The Hamiltonian is then reduced to

Hypy =Y [£08 1 — tril L (1.21)
k,1

The physical interpretation of the terms is the following: &y corresponds to the
atomic energy or to the orbital energies in the case of multi-orbital atoms (as in the
following of this work). It is the on-site energy. The so-called hopping term #, léz ¢
destroys a state characterized by the quantum number / and creates another one
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with quantum number k with an amplitude f; ;. The tight-binding model has been
very used in the literature because it allows reproducing electron structure with lo-
calized orbitals (i.e., only neighbor interactions are taken into account) of many
materials or to model electronic transport, as we shall see below, and has the ad-
vantage that it can be extended in a straightforward manner to describe problems
where the electron correlation is not negligible, as done, for instance in the Hub-
bard model [27, 28, 29].

I.1.1.ii Hubbard model

In his approach, Hubbard supposed that the most important part of the electron-
electron interaction is due to the on-site Coulomb repulsion [27, 28, 29]. In other
words, Viinm # 0 only when k, [, n and m all refer to the same site (say, site R).In
that case by writing the spin explicitly, the Coulomb repulsion is

2
Viio! igio’ = 4;—80 f d*rd’F |<p,-a(?)|2ﬁ|<p,-ar(?’)|2 (1.22)
and the Hamiltonian writes
A=H,,+Hy
=L leodki - k1681 + U Y i g (123)
: o

where U = V54 igio’ /2 and where 715 = éjaéig is the number of particle operator

of spin o at site |R);. In general, c:.r C; is the number of particle operator in the state
at site ﬁi. In the case of, e.g., transition metals, characterized by more than one
orbital per site, Eq. (1.23) should be generalized in order to take into account of the
extra degree of freedom [23].

1.2 Pictures

In the next chapters, we want to describe Ballistic Electron Emission Microscopy
thatis a technique based on the Scanning Tunneling Microscope. In this microscopy,
the electric field induced by the STM tip can be seen as a weak external perturba-
tion. Hence it seems natural to use a perturbation approach. In this subsection the
various representations, or pictures, of quantum mechanics are recalled, namely,
Schrédinger, Heisenberg and interaction pictures. As the name suggests, the in-
teraction picture is the natural framework to formulated the perturbation theory,
Schrédinger and Heisenberg pictures are a necessary complement to understand
it.

I.2.1 Schrodinger and Heisenberg pictures

In the Schrodinger picture, only the wave-functions are time dependent, while in
the Heisenberg picture it is the operators that hold the time dependence. While
the wave-functions in the Schrédinger picture obey the usual Schrédinger equa-
tion (1.29) below, the operators in the Heisenberg representation obey the Heisen-
berg equation of motion, through the commutator with H:

ind,; 0 (1) = Oy (1), Hy (1.24)
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By definition, for all values of ¢, the expectation value of an operator is the same in
both representations:

(ws()|Os|ws®)=(yu|Ou®)|ynu) (1.25)

Where label S refers to the Schrodinger representation and label H to the Heisen-

berg representation. In order to simplify the calculation, let’s take ¢ = 0 the time
where both representations coincide:

Ou(t=0)=0s (1.26)

lws(t=0) =|yn) (1.27)

It is useful at this point to introduce the evolution operator U(t, f) as the operator
that leads from the state |ys(fy)) to the state [wg(#)):

lws() = Ut to) |ws(to)) (1.28)

Of course, this operator must be related to the Hamiltonian, because for time de-
pendent phenomena, the Hamiltonian can be seen as the infinitesimal generator
of time translations, i.e., it leads from the state |y (1)) to the state |y (£ + d?)). This is
a consequence of the Schrédinger equation for a time dependent Hamiltonian:

0 5
iho |ws) = HDys) (1.29)

Because of the hermiticity of A the time derivative d, (ys(?) |wg( 1) =0, ie., the
probability is conserved.
All this, implies that: U(t, ty) is a unitary operator: which obeys the following
identities:
Ulto, to) =1 (1.30)

and because of the conservation of probability
U'(t,10)0(t, 1) =1 (L31)

So that:
U~ Yt t0) = U2, 1) (1.32)

Furthermore, if the time-reversal invariance can be used, we also have
Ut 1) =0 (2, 10) = Ulto, 1) (1.33)

as
Ulty, UL, tp) =1 (1.34)

Using the expression for the time dependent wave-function and the equality
(I.25), we can move from Schrodinger to Heisenberg representations using the evo-
lution operator as follows:

On(t)=0"(t,00050(t,0) (1.35)

This allows to find out the explicit expression of the evolution operator in terms
of the Hamiltonian. In fact, one recovers the usual results for time-independent
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Hamiltonians by noting that in this case, the solution of Schrédinger equation for
the evolution operator is

O(t, 1) = e HU- )N (1.36)

whose general integral form is

t
Ul(t, to):f"{exp —i dt’ﬁ(t')” (1.37)

4}

where T is the time-ordering operator. It orders time dependent operators from
right to left in ascending time and adds a factor (—1)” where p is the number of
permutation of fermion operators. As we shall see in sections, it is a key operator
for the definition of Green functions.

I.2.2 Interaction picture

As said above, the interaction picture is the best representation for perturbation
theory, i.e. when the Hamiltonian is written as H = Hy + V and it is supposed
that we can solve the Schrodinger equation for a time-independent Hy (but not
for H) and that V is a “small” perturbation of Hj. It is an intermediate representa-
tion, between Schrodinger and Heisenberg ones, introduced by Dirac (sometimes
it is called Dirac representation). In this representation, both operators and wave-
functions evolve in time. The wave-functions however develop under the influence
of the “difficult” interaction part of the Hamiltonian

H=Hy+V (1.38)

where Hj is time independent as stated above. In this framework, the time-evolution
operator U 1(¢,0) is given by
0(£,0) = e oMy (1,0) (1.39)
00, 1) = U;(0, el or/™ (L.40)

This operator has the same unitary property that an ordinary time evolution oper-
ator. So it is possible to write:

0(t, o) = e N[, (1, 1) eifoto/h (1.41)

Again, at ¢ = 0 all the representations coincide. The reason to define the time evo-
lution operator in this way is that, for a small perturbation V, U;(t, ty) is close to
unity, that is U; encloses the “smallness” of the perturbation V.
Using again the equality [y 5(0)) = [v ) = [w(0)) and Eq. (I.39), the matrix ele-
ments are:
(wu|0u®) | wu) = (ws(t=0)|Os|ws(t=0))
= (ws(t=0)|0"(1,00500,1) |ws(t=0))
= (i | O] (1,001 e 0117 1,0 | )

= (y10| 0] 1,00, 71(1,0) | y: ) (142)
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This important result can be interpreted as the fact that the operators in the inter-
action picture evolve with the Hy part, that we are supposed to know:

O[([) — eiHoto/hOSe*iﬂot/h (143)
while the wave-functions obey

lwi(0))=Ur(£,0)|ys) (1.44)

That is, the unknown part (but supposed small). We shall see in the next section
how to get a closed solution for this problem, at least for a tight-binding Hamilto-
nian, by means of a Green function approach.

I.3 Green functions

This section introduces the concept of Green functions within the second quan-
tization formalism of quantum mechanics. They are also called propagators, as
they describe the propagation of an excitation from (x, t) to (x’, '). We remind that
the Green function method is very useful and widely employed independently of
quantum mechanics in the theory of ordinary and partial-differential equations
like Poisson equation or Maxwell equations in electrodynamics (see, eg, [31]). In
this case, Green functions are used to re-express differential equations as integral
equations, to be solved, eventually, by perturbation methods. Mutatis mutandis,
this method has been used in quantum mechanics to solve the Schrédinger equa-
tion in its second-quantization form, as detailed below. In this case, the single-
particle Green function allows to find the expectation value of any single-particle
operator in the ground state, the ground-state energy and the excitation spectrum
of the system [14, Chap. 3]. Green functions are also particularly useful for prob-
lems solved by means of perturbation theory as they can be represented diagram-
matically through Feynman diagrams [38].

The reason why we introduce the Green-function formalism in our work is that
the electric current can be expressed in a straightforward way through this formal-
ism, as we shall see in section III.1.

1.3.1 Definition

The single-particle Green function is defined in Heisenberg representation by

(v [rwtosy 0] )
(w7

iGijo(t,1) = (1.45)

where I‘Pgl ) is the Heisenberg ground state of the interacting system satisfying
vl = vl (1.46)

with the second quantification Hamiltonian of Eq. (1.20). We suppose from now
on that it is normalized ((\Iléq I‘Pgl » = 1) and remove the denominator in Eq. (1.45).
Here, the annihilation ¢;4 () is a Heisenberg operator with the time dependence

Cio () = eth/héie—th/h 1.47)
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i and j label the components of the field operator. The product 7' represents a
generalization of

Eio (1) é}a(t’) >t

1.48
ié}g(t’)éig(t) <t (1.48)

7 [éio (0, ()] ={
where the + sign refers to bosons/fermions. That’s why this product is called time
ordering: operators are ordered from right to left in ascending time order and a
factor (-1)” is added for p interchanges of fermion operators, from the original
order. From (I1.46) and (1.47) we can write

N LA
elEd (t=1)1h <\P(I)J‘éiele(t7t’)/hé;r' \P{f> r>1

. A (1.49)
i_e—lEéV(t—t’)/h<\P6{ é;elH(t—t')/héi \P6{> >t

iGjjo(1,1) =

N . . .
The factor e'Fo ¢~)/7 js merely a complex number which can be taken out of matrix

element. In contrast, the operator H must remain between the field operators.

I.3.2 Retarded and advanced Green functions

A very interesting representation of the propagator is the Lehmann representation
where the Green function is expressed in frequency space because information
about the excitation spectrum can be extracted in a natural way. For this purpose,
we re-write Eq. (1.45) in the form (still in Heisenberg picture):

iGijo(t,1) =
soN ’ A —iFI(f— A
—elB =y (N | g e-ifite )/ W%N+1)><W51N+l)’0} y™ >0
N e 2 N
e iE t=t)hy <WBN)|C}61HU z')/h‘w%\/ D><W§$’ DIFS 1//((]N) £<0
(1.50)

The |1//(mN_U> and |w(nN +1)> denote a complete set of eigenstates of the (N —1) and

(N +1) electron systems, respectively, characterized by the quantum numbers m
and n. Their corresponding energies are EJy~! and EN'*!, while E)Y is the ground-
state energy of the N-electron system. Since the volume of the system is kept con-
stant, the change in energy

n=ENt1_EN (1.51)

is the electron affinity. The other difference
Im=EN"1-EN (1.52)
is the ionization potential. Introducing these quantities in Eq. (I.50), it gives

i -t N)|a N+1 N+1) | 4 N
— eln=0Vy () Ci‘w% )><W51 )‘cT yiV >0

e itne=y (yi¥ | e |wi ™) (i ™

Using the Fourier transform of the Green function

- L. ! _
Gijo 6, 1) = & |ply r<0
(I.53)

~ 1 oo . ’
Gij(t)= —f Gij(w)e_“””_”dw (1.54)
27 J—co



14

Chapter 1. Theoretical background

Eq. (I.53) becomes (see, for example [14]):

p aimaln)  _ Bim)plm) s
”(w)_;hw—A,ﬁin—i—mhw—lm—in (1.55)

where a;(n) = <ng)|éi|w§{V*”> and ﬁ;r.(n) = (wéN)lé}tlw(,ﬁlV*U). 7 is a positive in-

finitesimal quantity which ensures the correct analytic properties of G;, j(w). We
can introduce the chemical potential by rewriting Eq. 1.51
EN+1 _E(I)V = g+ _E(1)V+1 +E(])V+1 _E(])V
=eNt 4y (1.56)
and in the case of a macroscopic body, as there is a large number of electrons we

can write
u=ENtL gV ~ -1 _EN (1.57)

Thus, Eq. (I1.55) becomes

ai(mal(n) Bi(m) B (m)

Gijw) = +
Y Xn"hw—u—fjr)”l—i-in o ho —u+e* —in

(1.58)

From this last equation we can introduce two new Green functions, the so-called
retarded and advanced Green functions which are defined, in the Lehman repre-
sentation, by (see [14, Sec. 7]):

R ai(mat(n ﬁ-(m)ﬁf(m)

=Yy —————+ S (1.59)
! n hw—:u_flr)“—l"'ln mﬁw—,u+£],>7+1+1n

R ai(mat(n B:(m) Bt (m)

Gl =Y — S (1.60)
/ who—p—elt —in  F ho—-p+elNt —in

The corresponding time-dependent Green functions are (see [14]):

GR(r— 1) =-i0(t - 1) <wo|{éi(t),é]*.(r’)}|wo> 1L.61)
Glie—th=i0( - 0 (wo [{ai@, €1} |wo) 1.62)

where the curly bracket denotes an anti-commutator and 6(¢ — t') the Heaviside
function. The retarded Green function is also called a propagator since it gives the
wave-function at any time as long as the initial condition is given.

As said above, those Green functions gives access to spectral quantities, such as
the density of states

pe) =) 8(e-Ey)

1 AR
=——ImTrG" (¢) (1.63)
7

The quantity
1 A
pi(®) =-—ImGy;(©) (1.64)
is the local density of states. It is a relevant quantity in particular when there is no

translational invariance. That is what is measured by scanning tunneling micro-
scopes.
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Figure I.1: Starting from ¢ = —oo, the perturbation is adiabatically switch-on until
t = 0, time at which the system is described by the full Hamiltonian H. Then the
perturbation is adiabatically switch-off until ¢ = +oo, and the system go back in its
original state )

I.3.3 Perturbation expansion

The aim of the perturbation expansion is to generate exact eigenstates of the inter-
acting system, described by A, from the eigenstates of the non-interacting system,
described by Hy, as we suppose to know all about the latter, and from the pertur-
bation V. In other words, we want to express the Green function of the interacting
system

iGijo(t— 1) = (il | T [eiw 0], (0] | wh)

in terms of Green functions of the non-interacting system and V. In order to do that
we rewrite the full Hamiltonian H = Hy + V and introduce a new time dependent
Hamiltonian:

A = Hy+e My (1.65)

where € is a small quantity which allows to switch-on and switch-off the pertur-
bation adiabatically, that is very slowly.! At very large times, both in the past and
in the future, the Hamiltonian reduces to Hy. At time ¢ = 0, H describes the full
interacting-system. This is described in Fig. I.1. If the process is slow enough, then
any result is independent of € (adiabatic theorem [43, Chap. 17, Sec. 11.8]).

As we are interested in a time dependent problem that depends on the small
quantity €, we shall use the interaction picture (Eq. 1.44):

ly (D) = Ue(t, 10) Y1 (10)) (1.66)
In the limit #y — —oo, the Schrédinger-picture state reduces to:
lws(t)) = e 0™ |y (1.67)

where |¢0) is a time-independent eigenstate of the unperturbed Hamiltonian Hy
with eigenvalue Ey. Moreover, as said above, at time ¢ = 0 all three pictures coin-
cide. Then

lwa) = |wi(t=0)) = U:(0,~00) | o) (1.68)

1t should be reminded that originally an adiabatic transformation refers to a thermodynamic trans-
formation with no heat exchange. Roughly speaking, the slow temporal evolution is supposed to keep
the state evolution from Hy to H in a one-to-one correspondence that should mimic an adiabatic trans-
formation.
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This last equation is a very important result as it expresses an exact eigenstate of
the interacting system in terms of an eigenstate of the non-interacting one.
Coming back to the definition (I.45) and using the integral form (1.37), we have:

(| i ], ) |wil) =

,20 (—iznfdtl...fdfn <¢0|T[V(tl)...‘7(tn) éia(t)é}U(t,)] |¢0> (1.69)

n

for € — 0. This equation could seem quite complicated due to the time-ordering
operator.”? However, G. C. Wick has built a theorem [58] which allows to write down
such time ordering product by pair, if there are the same number of creation and
annihilation operator. Here, as our Hamiltonian is quadratic, we can use this pow-
erful theorem. The proof of it is quite tedious and can be found, for example, in
Ref. [14, Sec. 8]. Here, we will just see how we can use it:

" [Vt Vitn) G (08, (8] = T |0 (0E], (2] = 85,
n=1
TVt Vitn) Gio (06, ()] = T[V(a) i (0, ()]
= T |eio (e, ()] V(e T [eio (0, ()
= &ij0V B1jo
n=2

T [V V(1) eio(nel, ()]
= 7[00l ()| VDT [eio (0], (0] Vi T &0 (0E] ()
— 50 750 v 50
=8ijoV8ijoV8ijo

Iterating up to infinity we obtain Dyson’s equation 1.70 that links the full Green
function (perturbed) with the unperturbed one and with the perturbation V in the
following form

A 50 50 s L 500 1 50) 1 40)
Gijo=8ijo*8ijsV8ijo+8ijoV8ijoV8ijot
— 50 50) A,
=8ijo *8ijsVGijo
-1
— 5(0) 5(0)
=[1-g%v] &9, (1.70)

whose integral form is

Gijo(t, ) = &3, (11, 1) +fd4t2d4t3 80 (1, 1)V (2, 1)Gijo 13, 1) (L71)

2\We have even oversimplified it (see [14]), as we have assumed that the normalization of (wé{ Iu/é{ y=
1 implies that of |¢pg) and this is not generally true. Actually the denominator of Eq. 1.45 should also be
expanded in the interaction representation, leading to the elimination of the so-called non-connected
diagrams of Eq. 1.69. In what follows, we suppose it to be done already.
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There is a formally simpler approach to derive Dyson equation whose simplic-
ity however hides some important features that we shall use in section 1.4. This
approach is shown in Appendix B.2.

The Dyson equation is particularly useful because even if we cannot invert the
large matrix A to compute G, we have re-expressed it in term of the unperturbed
Green function gl((])zy and the perturbation V that are usually easier to evaluate.

In practice, if we want to know the propagator at a given order, we just stop
the above expansion at this order. However, this could lead to misleading results.
Moreover, we should be sure that the series .70 converges, which is not always the
case, depending on the perturbation.

We have seen that this formalism is based on the fact that the perturbation is
time independent. However, if it is not the case, then, one has to use another the-
ory called non-equilibrium perturbation theory based on non-equilibrium Green-
function (NEGF), or Keldysh Green function, as explained in Sec. I.4.

I.3.4 Resolution through equation of motion

The Green functions can be also obtained by solving an equation of motion without
using the time evolution operator, thereby, avoiding to pass through the interaction
picture. This can present some advantages, as we shall see in Chap. III. We start
with the time derivative of Heisenberg operators of the Green function:

i70,Gijo(t—1) = <atf [6w(t)éj.0(t’)]> + <T [(atéi,,(t))éja(t’)b 1.72)

As the time-ordering operator 7' can be represented by the step function
0t~ 1)eig(C], (1) forr>1' (L73)
(' - )¢l (1)¢io (1) fort' >t (L74)

its time derivative is given by a dirac §-function and one obtains:

. A 0
lhatGija'(t—t’): &H(I’—Z‘)

0
—0(t—t
at( )

Cio (D&, (1) = &, (i (D)

+ <T [(atéw(r))éjg(t')b
=5(t-1) [eio (e, (1) + &l (1N (0] + <T[6téia(t) é}g(t’)]>

-

{¢io 6!} =016 50

jo!

1.
=5 [éig, H] cf. Eq. (1.24)
(I.75)

The time derivative of the Heisenberg operator ¢;4 (£) is obtained through Eq. (1.24).
Consider a simple tight binding Hamiltonian

ﬁZZtijéjéj with t;; =l (1.76)
ij
Using Eq. (B.22), the commutator [ ¢;,, H| writes

[Cig, Hol = [éia,(fﬁ}gémal = Zailémotlm
im

=Y timCmo | (L.77)
m
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Finally, the equation of motion is

110,Gijo(t— 1) = 6(t— 185+ L timGmjo (t— 1) (1.78)

As we are interested by the energy spectrum, we have to use the Fourier transform
in time domain of the Green function:

N +00 R A ,
Gija'(w) :f Gija(t)elw(t—f)dt
—00
N 1 [too ) ,
Gijo(t) = P f Gijo(@)e @ Ddy 1.79)
—00
whose time derivative is
. N in [t 4 —iw(t—1)
lha[Gija([) = gf —leijg(w)e 1w dw
—00

h(,U +00

=— [ Gijplwe @ do (1.80)
27 J-co

And, the Fourier transform of Dirac delta function is

+00 ) ,
5(t—1) =f 4o i) (L81)
—co 2T

Hence, the Fourier transform of Eq. (1.78) is

T dw, A —iw(t-1") _
[ Elhat (G,]U(w)e ) =

o0

+00 d(J) . , +00 dw " ) ,
Oii — e 0U=1) L ¥ f —Gpig@e @1 (182
i|  om ; im | 5 Gmjo (@) (1.82)
Factorizing and regrouping:
1 [ree —lw(t-t") A A
Py dwe hwGije(@) = 6ij =Y timGmjo@)| =0 (1.83)
—o0 m

That implies, because of the completeness of the complex-exponential basis:

hwGijo(@) =8ij+ ) timGmjo (@) (1.84)
m

If the system is infinite, we can also use the Fourier-transform of the Green func-
tions and the hopping matrices in space domain in order to diagonalize Eq. (1.84).
In this case, we would obtain:

hoGy () =1+ Gy, ()

(hw - 17) Gy, (@) =1 (1.85)
where 1= % i ti,jei%'(ﬁi_ﬁf). In the case of metal thin-films, we lose the full 3D
periodicity, so we shall not perform the Fourier transform in one of the three direc-
tions. Therefore we have to solve directly the equation system 1.84, as shown in the
Sec. I11.3.1.
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Figure 1.2: Contour C. The upper branch is called “positive branch” and the lower
“negative branch”. The + notation follows [11] which is the same as Lifshitz nota-
tions [38], except that the positive and negative branches are exchanged. See Ta-
ble I.1 for a summary of the different notations.

I.4 Non-equilibrium perturbation-theory and Green functions

In non-equilibrium problem, there is no guarantee that the system returns to its
initial state at asymptotically large times: this is a fundamental condition to de-
velop perturbation theory as we have seen in sec. 1.3.3. Therefore, perturbation
theory cannot be applied along the same lines: any references to asymptotically
large times should be avoided in the non-equilibrium theory. This implies, as we
shall see below, that a different approach has to be looked for in the adiabatic in-
troduction of the perturbation. Such an approach leads to a new contour for time
integration, but, in spite of some conceptual complications, several formal aspects
of non-equilibrium perturbation theory (like Dyson’s equation) keep an equivalent
structure as in equilibrium theory.
The non-equilibrium is formulated as follows. We consider a system evolving
under the Hamiltonian
H(=h+H (1) (1.86)

where # is the time independent part of the Hamiltonian, and it can be split in two
parts: /1 = Hy+ H;, where Hj is “simple” (it can be diagonalized, and hence, Wick’s
theorem applies) and H; may contain the many body aspects of the problem, and
hence requires a special treatment. H'(¢) is the external time-dependent perturba-
tion.

I1.4.1 Contour-ordered operator

As shown in section 1.2.1 a general operator in Heisenberg picture can be written in
terms of interaction-picture operators:

Ou(0) = U} (1, 10) Op () Uy (1, 1) (1.87)

with the unitary operator Uh(t, fp) that determines the state vector at time ¢ in
terms of the state vector at time f#;:

Uh(t, ty) = T{exp

t
-i| df' i1
to

} (1.88)
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T is the time ordering operator which arranges the latest times to left. A (1) is the
interaction picture of H' (1)

A (1) = "0 f (1)e T~ 0) (1.89)

The following property ﬁh(to, 1) = U;;(t, fp) of the evolution operator, allows to
rewrite equation (1.87) with a contour-ordered operator as follows:

OH(I) = TC {exp

—i f dt H,,(1) Oh(t)} (1.90)
C

Where the contour C is represented in Fig. .2.

Demonstration 1: Eq. (1.87)=Eq. (1.90)

The proof of equivalence Eq. (1.87) and Eq. (1.90) is done by:

Tc{exp —if dr Hj, (1) Oh(t)}=
c

2
n=0

n!

fcdn ...deTnTC (A}, (t1)... Hy (1) On(0)]  (191)
Divide the contour in two branches

[=[ ] 52
C - Je

where [ goes from —oo to +oo and [_ from +oo to —oco. Replacing con-
tour integral by this sum generates 2” terms. For the demonstration, let’s
consider one of them:

fd‘rlf def dTg...f dr, Tc [H),(t1)... H), (1,) Op(1)]
=f dTg...f dr, T [H) (x3)... H, (1) Op(1)]
x f dr f dr, T [H, (1) H) (12)]  (1.93)

There are (,'r’l] = n!/[m!(n — m)!] combinations of m integrals from —oo to
+o0o (in the above example m = 2) amongst the 2" terms generated terms.
All these terms give the same contribution. Thus we can write

fcdrl...fcdrn:fc[H,;(rl)...ﬁ,;(rn)éh(t)]=
&2 n! A [ 2 a
n;om th drmﬂ...ﬁ dt, T [H (Tme) ... Hy (1) Op(0)]

xf dn...f dry, T [H(T1)... Hy(Tp)]  (1.94)
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Demonstration 1: Eq. (1.87)=Eq. (1.90)

Replacing n — m = k, both k and m can be summed from 0 to oo as long as
their sum equals n. This is achieved by inserting a Kronecker delta:

% !
)y mr:k' nk+m{f dry .. dekT [H), (@) H(Tk)]}Oh(t)
m, k=0

x{f d‘rl...f dr, T- [H;l(n)...H;L(rm)]} (1.95)

Going back to eq. ((1.91)), the n-sum is (due to the factor §,, x+, and simpli-
fying the n! terms):

Tc{exp —if dt A}, (1) Oh(t)}
0o l)k
I;O = fdn fdrkT (A}, (1) ... Hy, (1) Op (1)
xz( fdn [ drn T (A A ] Onte) - (196
m=

The factors multiplying Oy, (t) are U'(t,t) and U(t, tp) of Eq. (1.87). This
demonstrates the equivalence between Eq. (1.87) and Eq. (1.90).

This equivalence shows that the contour-ordering operator is a strong formal
tool which allows to develop the non-equilibrium theory along lines parallel to the
equilibrium theory. The main difference is that instead of the evolution operator
going from ¢ = —oco to t = +oo, one is forced to consider the evolution operator
along the time path depicted in Fig. I.2. The formal complication introduced by the
contour C is that instead of one Green function as in the equilibrium theory, we are
forced to introduce four Green functions, as detailed below.

Similarly to equilibrium theory, a contour-ordered can be defined as:

Glan, 1) = 60, 1) = —i( Te [ enne, (] ) (1.97)

the subscript H, as before, means that field operators are in Heisenberg picture,
and (1) is a shorthand notation commonly used for (x;, #;). The contour runs on
the real axis from +oo to —oo. This operator works as usual: operators with time
labels that occur later on the contour are arranged to the left.

Contour-ordered Green function is the time ordered Green function of non-
equilibrium theory, and possesses as well a perturbation expansion based on Wick’s
theorem [14]. However, as the time labels lie on the contour with two branches, one
has also to keep trace of the branch. As sketched above, there are four possibilities
which are depicted in Fig. 1.2

G, 1) n,nect
s ) GTWI) n,feC
G 1) = G (1,1 n,eChiteC (1.98)

G *(1,1" n,eC,tfecCt
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our notations (as [11]) ¢t ¢ (@,1Y Gt GtTY(,1)
de Andres’ notations [11] | Gt*(1,1) G (1,1 G *(1,1) GT(1,1)
Lifshitz’ notation [38] ¢ (1,1 Gt GtTY(,1H) Gt,1)
Jauho'’s notations [23] G.(1,1) Gz(1,1) G~ (1,1 G<(,1)

Caroli’s notations [7] G°(14,1,) G°-,1) G (1-,1)) G(14,10)
Keldysh' notations [35] G°(14,1,) G°-,1) G (-,1,) G'(14,10)

Table I.1: Summary of notations that can be found in the literature. We choose to
follow Pedro de Andres and Fernando Flores’ definitions, based on Lifshitz ones.
We believe that our notations are the most intuitive: you can easily find them by
looking at the picture of fig. 1.2. G** connects the positive branch (from —oo to +0c0)
with itself, G*~ connects the negative branch (from +oo to —oo) with the positive
one. Though Lifshitz used the opposite definition of the positive and the negative
branches, we have chosen to set the positive branch as the one where time goes in
the causal direction.

G** and G~ are respectively the causal (or time ordered) and anti-causal Green
functions of non-equilibrium problem:

G (1, 1) = -i( Tlen(Del, ()
- —i0(t - 1) <6H(1)6H(1’)> +i0(ty — 1) <6H(1’)6H(1)> (1.99)
G, 1) = —if(ty - 1) <6H(1)6L(1’)> +i0(r - 1) <6L(1’)6H(1)> (1.100)

G*~ and G~ are respectively the lesser and greater Green functions of the non-
equilibrium problem:

G, 1) = +i (e (1en(D) (L101)
G, 1) = =i(euhef ) (1.102)

Other notations that can be found in the literature are summarized in table I.1.

By analogy with equilibrium theory, these Green functions are not all indepen-
dent, and for example: G** + G~~ = G*~ + G~". In our case, we shall focus on the
“lesser” Green function G*~ because, as we shall see in chapter I1I, it is directly re-
lated to the BEEM current. Moreover, it is possible to link these Green functions
with the retarded and advanced Green functions, defined formally in the same way
as in the equilibrium case in sec. 1.3.2:

GAa, 1) =0t - ) ({ennel,ah})

=0ty - 1) [GT (1, 1) -G (1, 1] (1.103)
GR1, 1y = -0 - 0) ({enefan})
=-i0(t - t,) [G (1, 1) -G (1,1"] (1.104)

where curly brackets denote the anticommutator. This leads to G — G4 = G+ —
G*~. The reason why we introduce G® and G“ is that, as we shall see in Eq. (1.122),
it is possible to express G*~ (and therefore the current in the metal layer) in terms
of retarded and advanced Green functions.
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These new Green functions have to be transformed in such a way that Wick’s
theorem can be applied. The first step is to repeat the transformation from H-
dependence to h-dependence leading to Eq. (1.90):

6, 1) = —1<TC [Sgéh(l)é;(l’)b (1.105)

with

S& =exp (.106)

—-i| dtH. (1)
[Lar,

The important features of this results are: it is exact, all time dependence is
ruled by the solvable Hy, and our quadratic Hamiltonian allows to use Wick’s the-
orem [58]. The general proof of that is quite cumbersome to obtain, but it is nicely
described in Ref. [50].

To summarize, equilibrium and non equilibrium theory are, formally, struc-
turally equivalent. The only (fundamental) difference lays in the replacement of
real axis integrals by contour integrals. As these kind of integrals are rather im-
practical, they have to be replaced by real time ones. This process introduced by
Kadanoff and Baym [33] has been generalized by Langreth and is now known as
Langreth’ theorem [36]. It is presented in the next section.

1.4.2 Langreth theorem

Dyson equation of a contour-ordered Green function has the same form as the
equilibrium function Eq. (I.71):

G, =g (L, 1+ f d*2d*3 [8(1,22(2,363,1)]" (1.107)
In this Dyson equation, we encounter terms with the time structure:
C(t1, 1) :f drA(t1,7)B(1, ty1) (1.108)
c

and their generalization involving products of three (or more) terms. In order to
evaluate this integral assume in a first step that #; is on the first half of the contour
(positive branch) and that #;/ is on the other half (negative branch). This corre-
sponds to study G*~ in our notation (it corresponds to the lesser “<” in the older
Kadanoff & Baym notation). The second step consists in deforming the contour

(fig. 1.3)
C’+_(t1,t1/):f drfl(tl,r)l:}+_(r,t1r)+/ dtA*™ (4, 7)B(1, 1) (1.109)
Cy Cyr

The +— exponent means that as long as the integration variable 7 is confined on the
contour Cj itisless than ¢/ (in the contour sense). Now, by splitting the integration
into two parts, the first term becomes

~ A tl A A - A~ A
dtA(t;,7)B* (1, 11) =f dtA " (1, DB (¢, ) +f dtA™ (1, DB (¢, ty1)
o0 t

G 1

+00
=f deAR (e, 0B (¢, 1) (1.110)

(o¢]
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- J

Figure 1.3: The above contour C has to be deformed in order to perform the inte-
gration. The new contour is is formed of two contours, C; and Cy/. The first runs
from —oo to #; and go back to —co. The second goes from —oo to t; and go back to
—OQ.

using the definition of the retarded Green function Eq. (1.104). By doing the same
on the second term, an analogous equation arises

+00
dTA+_(t1,T)I§‘(T,t1r)=f drA™ (1, D BA(t, 1) (1.111)
Cy —00
Finally the first of the Langreth’ result is:
A +OO A A A A
C+_(t1,t1/)=f dtAR(n, B (¢, ;) + AT (1, ) BA(t, 1) (1L112)
—00

This demonstration allows the derivation of a simple recipe for the more general
case: any factors that lie on the left of the +— function are retarded. All those on the
right are advanced. For instance, the contour time-integral of a product of three
functions D = [ ABC gives:

DY (1, 1) = fd42d43 [AR(1,2BR(2,3C* 3, 1N+ AR(1,2B%7(2,3CA(3 1)

+A*(1,2B8%2,3C43, 1)) (1113)

where the time integrals of the right-hand side are evaluated on the real-time axis.
The Langreth theorem therefore provides us with a powerful result to move from
contour integrals to real-time integrals and it will be widely applied in the following.

It should be noticed that the Fourier transform of the convolution in the time-
domain (I.113) leads to a simple multiplication in the frequency domain

D' () = AR () BR ()t () + AR(w) BT (0)CA(w) + AT (0) B (w)CA (w) (1.114)

The reason why we can make this simplification is because the Fourier transform
of the Green function is given by:

A A A H s s !
A(w)B(w/)C(w//)e—uo(tl—tz)e—lw (t27t3]e71w (3—17)

R dw do’ do”
GJf = lim | dtdz | ——
n—1 2w 2w 27

(I.115)
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Exchanging the order of integration and highlighting #, and #3
. do do' do”
lim

n—t 21 21 27

i i o (PN AR PN/ ]
detgdtge uutle it (w a))e iz(w-w )e iw"ty

G~ = Alw)B"C"

do . o .
= lim ﬁA(w)B(w)C(w)e“‘”(“_tl) (L.116)
1—h

Using the property that integrals of the form [ dte it@-0) = Ow,w'- With an abuse
of notation, in the following, we shall use the simplified form:

AR A

D= ARBRC + ARB*CA+ AT~ BACA 1.117)

also for its time counterpart.

I.4.3 Keldysh equation

Keldysh has shown in his seminal paper how to express non-equilibrium Green
functions in term of equilibrium ones. However, his derivation is quite cumber-
some because the power of the Langreth’ theorem was not available at that time.
For this reason, we derive Keldysh formula expressing non-equilibrium Green func-
tions in terms of equilibrium ones following the simpler approach of Ref. [23], based
on Langreth’ theorem on the contour Dyson equation (1.107):

Gy =gl +8RERGT + glstGA+ gREAGA (1.118)
Iterating once, i.e. replacing G*~ by itself, we obtain:
Gy~ =g +gRsk (go SRGH- 4 ghst- GA+g+72AGA)+g+fi+féA+gA+72AéA
(I.119)
which can be written as
Gy =A+gRER g A+ 22GY + (8B + gBERgBSGA+ gl2RglfSRGT (1120
Iterating once again
Gy =W+ giER + g2 elfsPgr—a+246N+
8+ glsR gl + glisR el eREMEH—GA+ gliSRglSRgBERG  (L121)

This leads to the infinite order

T=(0+GRER g1+ 214G + GRET-GA (1.122)

provided that series converges, i.e.:
lim (gF£R)" Gt =0 (1.123)

In the original Keldysh’' paper, this result was written for an other Green function:
F=Gt+G+ (eq. 50 of Ref. [35]). The result (I.122) is the key result at the basis of
our expression for the BEEM current (I11.62).






HAPTER

Ballistic Electron Emission Microscopy

ALLISTIC ELECTRON EMISSION MICROSCOPY (BEEM) is a techni-
que derived from the Scanning Tunneling Microscope (STM) that
was proposed before the advent of spintronics by Kaiser and Bell in

1988 [34, 4]. It was initially devoted to the characterization of electronic proper-ties

of buried metal/semiconductor interfaces: the so-called “Schottky barrier” that ap-

pears by putting a metal in close contact with a semi-conductor.

This microscopy technique takes advantage of this Schottky barrier. As shown
in figure II.1, a current I; is injected in the metal (typically some nA) with a STM
tip. A tiny part of the injected electron current propagates elastically through the
metal slab. If the energy of these electrons is higher than the height of the Schottky
barrier (of the order of 1 eV) they can cross the metal/semi-conductor interface
and be collected (BEEM current Iz ~ pA). It should be underlined that, as clear
from the ratio II—; ~ 10%, most of the electrons injected do not pass the Schottky
barrier and are thermalized in any case. There is only a small fraction of electrons
that behaves elastically, and both experimental and theoretical studies are focused
on these electrons, which are called “ballistic electrons” for historical reasons.

As the height of the Schottky barrier ¢psg depends on the metal/semi-conductor
interface, measuring the BEEM current Ip allows to picture buried structures at the
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Potentia

Tunnei current I, Ballistic current I,
CBM
U;ﬂ
VBM
STM tip

(@ (b)

Figure II.1: (a) Ballistic Electron Emission Microscope and (b) potential represen-
tation. Electrons are injected from a STM tip by tunnel effect, if their energy is
higher than the height of the Schottky barrier (at the metal/semi-conductor inter-
face) they are collected at the back of the Semi-conductor. Otherwise, all electrons
are thermalized in the metallic films and evacuated by a contact at the surface of
the metallic film linked to the mass.

interface. The BEEM allows in this way, by scanning along the (say, xy) surface, to
obtain an image that is a cartography of the transparency of the interface to elec-
trons at a given energy, as shown in Fig. I.2.

Another possibility is to keep unchanged the xy-position of the tip on the sur-
face and record the evolution of the BEEM current I3 with respect to the bias Ugap
(Fig.11.3). In this mode, the tunneling current remains constant through a feedback
loop which varies the altitude of the tip with respect to the surface. Amongst other
things, this mode gives a direct measure of the Schottky barrier. It is the mode that
we shall analyze in this manuscript.

A L by P
ey WP T

6pA mmmm—116p

A

300nm

Figure I1.2: Image of a buried structure (Fe(1lnm)/Au(6nm)/Fe(1nm)/GaAs(001))
made using the BEEM imaging mode (Ugap = 1.5 V), from Ref. [24]. The dark re-
gions are low current areas, while bright regions are high current area.
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Figure 1I1.3: Ballistic Electron Emission Spectroscopy performed on

Au(5nm)/GaAs(001). The BEEM current I B(Ugap) starts to increase above a
given threshold: the Schottky barrier. In this mode, the position xy of the tip
remains constant, as well as the tunneling current through a feedback loop which
varies the altitude of the tip with respect to the surface.

II.1 Free-electron-like models for BEEM current

II.1.1 Kaiser & Bell and Ludeke & Prietsch model

In order to give a good description of a BEEM experiment, one has to describe sev-
eral physical process for the injected electrons (see Fig. I1.1):

1. the tunnel injection from the STM tip to the sample
2. the propagation of the electrons within the metal
3. their transmission inside the semiconductor to be detected as BEEM current.

The first model, proposed by Kaiser and Bell [4], has been developed in order to ex-
tract the height of the Schottky barrier from BEEM experiment. In their approach,
they consider that the BEEM current is the flux of ballistic electrons (free-electrons)
that can enter the semiconductor:

dk  _ -

_ AR M z
Ip=e | o5 0071 [FP (B~ Ugap, T) - F (1) T(E) 0(E-¢ss) (LD

with the velocity of electrons 17(%), the normal vector to the interface 7, F the Fermi
distributions in the tip and in the metal, the probability T for electrons to cross the
junction and the Heaviside function 8 which gives the allowed energy condition for
electrons to cross the interface.

Defining v, and k, the components of the group velocity and wave-vector of
the electrons normal to the interface, and by considering the temperature T =0 K,
the equation becomes

e

1= Gmp

ergap dE6 (E - pss) f dk)T(EF))%) (11.2)

SC
EBC

using the change of variable v, = STE.
z
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Several hypotheses are required to simplify this equation. First, the metal/semi-
conductor interface is supposed abrupt and the component parallel to the interface
of the wave vector k is conserved

M 7SC 7
k// —k// =ky (IL.3)
The electrons are supposed to be free particles whose energy is given by
h2k?
E=—— (I1.4)
2m

The transmission coefficient T is supposed to be energy independent T'(E, k /)=
T(k /)~ Using all those approximations on Eq. (I.2) gives [49]:

1p= = [ apw [k, 7R F I
B_(zn)?’ngg f 1Py (5)
After integration, it gives a BEEM current proportional to the square of the electron
energy, above the Schottky barrier:

Ip o (eUgap — Psp)* (IL6)

However, such a formula was considered not to be accurate enough by Ludeke
and Prietsch [41, 49] who improved this free-electron-like model by supposing that
the transmission coefficient T depends on the energy. Then, the current becomes:

eUgp . - . . _d__ .
Ip o fE ., GE® f dky F(E™? = Ugap, T) D(E"P, Ugap) €A™ ky T(E'P, k) (IL7)
BC

Here again F is the Fermi-Dirac distribution of the electrons of the tip at tempera-
ture T, D is the probability for those electrons to tunnel from the tip to the metal
and T is the probability for electrons to cross the metal/semiconductor interface.
The exponential term represents the attenuation of the electrons with respect to
their mean free-path A and the thickness d of the metallic slab. If we consider again
that k ) is conserved at the interface and that the electron energy is close to the bot-
tom of the conduction-band of the semiconductor, then, it is possible to write the
transmission coefficient T as [49]:

T o \/M — k2 (11.8)

n? /

where m* is the effective mass at the bottom of the conduction band. Moreover,
if we consider that the temperature T = 0 K and that A and D are constant in the
considered energy range, the BEEM current becomes:

eUgap .
Iy o f AEP (E - gp)3'2
Eg¢

Ig o (eUgap — Psp)°"> (IL.9)

At higher energy, other mechanisms of diffusion must be taken into account in or-
der to fit the experimental curves. However, most of the time, BEEM experiments
are performed near the Schottky barrier and it is sufficient to use this simple power
law to fit experimental data and find the height of the Schottky barrier.
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SC

Figure I1.4: In free-electron model, electrons that reach the junction can be re-
flected or refracted in the same way as light. By analogy with geometrical optics,
a critical angle, above which electrons are reflected, exists.

I1.1.2 Transmission at the metal/semiconductor interface

When we consider that the interface is abrupt and that the parallel component of
the wave vector to the interface is conserved, we can draw an analogy with geomet-
rical optics: electrons that reach the junction can be reflected or refracted, in the
same way as the light. A critical angle should then exists, above which, electrons
cannot enter the semiconductor (see Fig.11.4). This calculation was performed by
Kaiser and Bell [34, 4] using the energy conservation at the interface:

m* (eUgap —¢sB) 12

6. = arcsin
m(eUgap + EF)

(IL.10)

For instance, it gives a critical angle equal to 2.2° for Au/GaAs (m* = 0.067m for '
valley, ¢sp = 0.86€V, Ugap = 1V, Ep = 5.53eV). Using this angle we find the lateral
resolution Ax = 2d tan8, = 7A. As such a calculation is basically dependent on the
free-electron energy dispersion, Eq. (I.4), its conclusion is valid also for the Ludeke
and Prietsch model, that assumes the same free-electron energy dispersion.

II.2 Some key experimental results

This section gives a brief overview of some key experimental results which cannot
be explained by a free-electron approach. We first present some results obtained
by the Surfaces and Interfaces team of the Materials and Nanosciences department
of the Physical Institute of Rennes and how they fit experimental data in order to
find the height of the Schottky barrier. Then we present older experimental results
for Au/Si. The latter is the historical reason which motivates the research of a better
model, as we shall see.

II.2.1 Au(110)/GaAs(001)

Figure I1.3 represents Ballistic Electron Emission Spectroscopy (sometimes abbre-
viated BEES) curve for Au(110)/GaAs(001) [19] and the band structure of gallium ar-
senide obtained through Density Functional Theory calculations and Abinit code,
within the Local Density Approximation [17].

The BEEM spectroscopy curve of Au(110)/GaAs(001) has been fitted (Fig. I1.5)
using the above power law I1.9 of Ludeke and Prietsch (which works better than
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Figure I1.5: (a) and (b): Fit of experimental spectroscopy curve [19], using re-
spectively 1 and 3 thresholds (Eq.(I1.12)): ¢r = € +0.75 eV, ¢ = ¢r + 0.33 eV and
¢x = ¢r +0.48 eV. (c): band structure of GaAs obtained through DFT/LDA calcu-
lations. The 3 thresholds of the fit correspond to the 3 minima, I', L and X of the
conduction band of GaAs.

Kaiser and Bell Eq. (I1.6)):

i
I—B=a0+a1(E—(/)p)5/2 (IL11)
t

The parameter ¢r gives the height of the Schottky barrier (the minimum of the
conduction band of the semiconductor at point I'). Ref. [19] gives a Schottky barrier
¢sp = 0.81eV. However as we can see in Fig. I1.5(a), even if the fit gives a correct
value of the Schottky barrier, it cannot describe the experimental data at higher
energy. In order to do that, we have to consider electron injection in other valleys
of the conduction band of the semiconductor by including other thresholds in the
ballistic-electron current formula:

1
Z=aota(E-¢r)* + ay(E-¢p)* + as B~ g3 (I.12)
t

Here we consider that electrons can be injected in T, X and L valleys, depending on
their energy. Indeed, by fitting experimental curves, Sophie Guézo et al. [19] found

¢r=0.75¢eV, ¢y = ¢pr+0.33 eVand ¢x = ¢r +0.48 eV (Fig.I1.5(b)), which is in good
agreement with the GaAs band-structure calculations (Fig.I1.5(c)). In other terms:
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e at ¢r =0.75 eV, electrons can be injected in the minimum of the conduction
band of GaAs, the I valley. Below, injection is impossible because there is
no available density of states within the semiconductor. This energy is the
height of the Schottky barrier.

e at ¢ = ¢r +0.33 eV, another valley is accessible for electrons: the L valley.

* at¢x = ¢r+0.48 eV some other accessible density of states are accessible via
the X valley.

Depending on the energy, the electrons can cross the interface through up to three
channels which explain the need of three different thresholds in the experimental
fit of Fig. I1.3. Moreover, for one of these channels, the L-valley, the wave-vector k

is different from 0. As the electrons in the tip are mainly injected with k ) =0, this
is in direct contradiction with the assumption that electrons behave like free par-
ticles. This phenomenological approach works quite well to fit experimental data,
but it cannot make predictions. We need to use another theoretical approach which
is not phenomenological, as proposed by E J. Garcia-Vidal et al. [16], to explain the
data of Au(111)/Si(111) versus Au(111)/Si(001), as shown below.

I1.2.2 Au(111)/Si(111) and Au(111)/Si(001)

The Au(111)/Si(111) and Au(111)/Si(001) systems also demonstrate the failure of
free-electron models to describe accurately experimental data: in Ref. [44] it was
observed that the BEEM current is almost the same for both orientation of the sili-
con. However, by looking at the band structure of silicon (see for instance Ref. [48])
we can see that there are no available states inside the acceptance cone defined
by Eq. (II.10) for Si(111), unlike the Si(001) direction. It means that in a ballistic
free-electron hypothesis with k /) conservation at the metal/semiconductor inter-

face, i.e. k /) ~ 0 also in the semiconductor slab, the BEEM current should be very
different for those two systems (Fig. I11.6). As in Subsec. I1.2.1, this finding points
towards a strong limitation of the free-electron energy dispersion hypothesis at the
basis of both Kaiser/Bell and Ludeke/Prietsch models, or of the k / conservation at
the metal/semiconductor interface.

Therefore all possible explanations can be divided in two classes: the first class
[40, 53, 3] explained these results by questioning the elastic diffusion of electrons
at interfaces and supposing non-conservation of k / atinterfaces due to roughness
and defects. The opposite point of view has been proposed by Fernando Flores’ and
Pedro L. de Andres’ groups [16]. In their model, electrons follow the band structure
of the metal in which they propagate and this leads to big deviation from the small
cone of Eq. (II.10). This theory proved successful [11, 16, 51, 10] when coupled to
the almost ideally layered structure of presently available surfaces [18]. It is detailed
in the next section and this is also the one we used in this thesis.

I1.3 Band-structure-like models

In the case of metallic films, electrons should feel the periodic potential of the ma-
terial in which they propagate already after few layers [51]. By elastic scattering,
they choose some preferential directions of propagation and for the same reason,
lack of allowed density of states can prohibit some reciprocal-space directions, as in
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Figure I1.6: (a) Au(111)/Si(001) and (b) Au(111)/Si(111). The yellow hexagone rep-
resents the projection of the gold FCC-Brillouin zone in the (111) direction. The
small yellow circle represents the ballistic electrons. In order to propagate inside
the semi-conductor, ballistic electrons have to match available density of states in
the semi-conductor. Here it is represented by the red ellipses that are the projec-
tions of the constant-energy ellipsoids of Si (c) in the (111) and the (001) direc-
tions. For Au(111)/Si(111), pure ballistic-electrons cannot cross the metal/semi-
conductor interface, unlike the Au(111)/Si(001) system.

the usual propagation of Bloch electrons. In 1996, E J. Garcia-Vidal, PL. de Andres
and E Flores have proposed a model where electrons propagate within the metal by
taking into account of the band structure of the material in which they propagate.
They describe the system as a metallic slab M in interaction I with a STM tip T

H=Hr+ Hy+ Hj (I1.13)

Starting from this hypothesis it is possible to use two methods in order to calcu-
late the BEEM current: the original one, developed by E Flores, is based on Keldysh
approach and is described in Sec. I1.3.1. A simpler, approximated approach, based
on a direct equilibrium calculation that we have developed in this thesis, is pre-
sented in Sec. 11.3.2.
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I1.3.1 Non-equilibrium calculations

In their approach, E J. Garcia-Vidal ef al. have used the non-equilibrium pertur-
bation theory (Sec. I.4) in order to express the BEEM current (Sec. I1I.1). The key
quantities of their approach is the Keldysh Green function (Sec. 1.4.3) which can in
principle be calculated through several methods. For instance, we can use Density
Functional Theory, as described in [6] and implemented in the SIESTA code, by re-
placing the usual input electron density by the non-equilibrium one. The electron
density follows from the non-equilibrium Green function:

de
nx)=-iG" (x=x,r=1 :f_—G+_(x:x’,£) (IL.14)
2im
Using the Keldysh equation, the only required ingredients are therefore the retarded
(advanced) Green function and the self energy. Depending on the system, those
quantities can be more or less easily obtained. The self consistent loop is then:

initial n(x) = SIESTA = ¥k s(x) = NEGF = new n(x)

However this kind of method might become very expensive in term of calculation
time for large systems (<20 layers, with 9 orbitals per layer) and requires expertise
to use it properly.

In the following we shall use instead a tight-binding approach expressed within
the second quantization formalism. This is the approach proposed by E J. Garcia-
Vidal et al.. They have re-expressed the current in terms of equilibrium Green func-
tions (that we know how to calculate) and hopping matrices which are calculated
iteratively in a very efficient procedure (see Chap. IIl and V). We also decided to use
the tight-binding parametrization for two main reasons. First, bthe Hubbard-U pa-
rameter can be relatively simply included for future work (see Chap. VI). Second, it
provides a simpler way to play with the parameter at the interfaces that can better
respond to the experimentalists need. We have hence started a collaboration with
Fernando Flores and Pedro de Andres of the Universidad Auténoma of Madrid.

The Madrid’s group has shown the following results for Au/Si (Fig. 11.7):

¢ There is no propagation at all in the direction (111) of the gold slab. This is
in direct contradiction with the free-electron-like model. Even if the electron
are injected with a given k , they lose this memory when they propagate in-
side the gold metal due to its band structure.

¢ The high-current region matches the available density of states inside the sil-
icon for both orientation (100) and (111). This explains the similar experi-
mental observations in Ref. [44].

* The obtained resolution is compatible with the experimental nanometric res-
olution due to the focusing properties of forward elastic scattering.

In conclusion they explain experimental results in a purely elastic limit, without
the necessity to invoke any further scattering process at the interface. This was
confirmed as stated above by the high-quality epitaxial interfaces grown at the Sur-
faces and Interfaces group of IPR, where scattering processes at the interface are
not expected [18].

However the results of Garcia-Vidal et al. concerned only semi-infinite struc-
tures and were tested only on FCC gold, for which a tight-binding description in
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Figure I1.7: (a) Au(111)/Si(111) and (b) Au(111)/Si(001) from [51]. High elastic-
current is in black and the available DOS in Si is represented by ellipses. Unlike the
free-electron model, a BEEM current is expected for the (111) direction of Si. The
BEEM current is the overlap between the elastic current and the available DOS. (c)
Reuter et al. have calculated the ratio of the BEEM current for the two orientations.
Despite the strong approximation of a transmission coefficient equal to 1, the result
is qualitatively similar to experimental results.

terms of just first-neighbors is technically possible. This is however not possible
for BCC Fe, that is a key element of spintronics: in section V.3.2 we show why a
tight-binding description of iron with nearest neighbors does not work. For this
reason, in Chap. III we shall extend the Keldysh formalism so as to handle both a
finite-layer system and second and third-nearest neighbors.

I1.3.2 Equilibrium Calculation

In spite of the successful approach of E Flores’ group based on Keldysh formalism
by taking into account the band structure, we asked ourselves whether the key in-
gredient for this success was just the band structure and whether one could avoid,
in a first approximation, a full non-equilibrium calculation, that is quite heavy (see
Chap. IIT). Moreover, a simpler-band structure, equilibrium calculation would be
much more intuitive for the whole experimentalist community. The calculation in
this case could be done as follows: if p electrons per unit volume all move with
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velocity vy the current density is:

jz =-—pevy
Tk, = —Pevg,

=y f dRepitaxy Vel -8(e" = €7) (IL.15)
n

where the velocity is given by the gradient of energies and where d(e” — 6%’) is the

non-integrated density of states at k. Of course, at equilibrium, the overall current
is zero. The trick used here is to evaluate Eq. (II.15) only along the epitaxy direc-
tion, i.e., the real direction of propagation of the current. This will never provide
us with the absolute value of the current, but allows a relative analysis in k / (par-
allel to interfaces, which are perpendicular to the epitaxy direction), that is what is
demanded for the experiments. The results of this approach are shown in Sec. V.2.
Though approximated, its simplicity should be compared with the heavy artillery
of Chap. I1I.

II.4 Towards spintronics

I1.4.1 Fe/GaAs[100]

This system has been extensively study here at Rennes [24, 19]. The group has
shown than they can growth in-situ Fe on GaAs by Molecular Beam Epitaxy (MBE)
with an interface of a very good quality. The growth is “cube on cube” of four cells of
iron (cell paramater=2.87A) on one cell of Gallium arsenide (cell parameter:S.GSA)
with the relation Fe(001)[100]//GaAs(001)[100] and a misfit of 1.4%.

I1.4.2 Fe/Au/Fe/GaAs[001], a spin-valve

The Fe/Au/Fe/GaAs(100) spin-valve has been studied by Marie Hervé during her
Ph.D [24]. The gold growth on the iron following the epitaxial orientation:

Au(001)[100]//Fe(001)[110]

Ferromagnetic

R )
Non-magnetic
spacer

-
[1-10]gaps

(@) (b)

Figure I1.8: (a) MagnetoResistance (GMR) device. The BEEM current depends on
alignment of the ferromagnetic electrodes, because of the different transmittance
for parallel or anti-parallel alignment. (b) Structure of the Fe/Au/Fe/GaAs spinvalve
studied by M. Hervé et al. [25, 26]. The top film of gold is used to avoid oxydation
of the iron electrode.
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with a misfit of 0.3%. The last film of iron growth with the same orientation:
Fe(001)[110]//Au(001)[100].

In other words, the system is from bottom to top (Fig. I1.8(b)): 1 zinc-blend cell of
gallium arsenide, 4 body-centered-cubic cells of iron in the same direction as GaAs;
1 face-centered-cubic cell of gold with a rotation of 45° with respect to the BCC cell
of iron ; then a new BCC cell of iron with a in-plane rotation of 45° with respect to
the FCC cell. In practice there is a last slab of gold, a cap, in order to avoid oxidation
of the iron film.

In order to simplify the structure for future calculation (as further detailed in
section V.2.4 and V.3.2), the 45° rotating FCC-cell can be seen as a tetragonal-centered
cell with the same cell parameter as iron (2.87A) in the horizontal plane, and with
the usual gold parameter in the vertical plane (4.08A).

The aim of this study was to obtain the largest giant magneto resistance as pos-
sible. The magneto-current (MC) is defined as the relative variation of the BEEM
current between parallel and anti-parallel magnetization of the two ferromagnetic
slab (here, the iron):

=I5
MC=——5— (I1.16)
Ty
Notice that the commonly used formula for relative variations applied to this spin-
Ji— 18"

valve would have rather led to MC =

T However, probably because of “psy-
chological” reasons the form which is used in the literature is the one that gives
higher ratio, i.e. Eq. (I1.16).

Hervé and co-workers managed to obtain a magneto-current of 400% at room
temperature, as shown in Fig. I1.9. Moreover, they showed that the magneto-current
was almost independent of the thickness of the iron slab, which suggests that these
are interface filtering effects. This is also reinforced by the dependence on energy
of the magneto-current, which reaches 500% near the Schottky barrier, as we shall
see in Sec. V.2.
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Figure I1.9: (a) Room temperature Ballistic Electron Magnetic Spectroscopy per-
form on the Fe/Au/Fe/GaAs spinvalve, by M. Hervé et al.[25] and (b) resulting
magneto-current. The MC seems to increase near the Schottky barrier.



CHAPTER

Non-equilibrium perturbation-theory
applied to BEEM

HIS CHAPTER presents the expression of the BEEM current based on

non-equilibrium Green functions. After defining the system and the
notations, we derive the current formula which describes the propaga-
tion of electrons inside a layered structure. As we shall see, the key quantities of
the final expression are the equilibrium retarded and advanced Green functions of
the sample and the density of states of the tip. Before performing in chapter III,
the calculation of these equilibrium Green functions for our finite-slab case (thin
films), we present in Sec. I11.2, for future comparison, the decimation method due
to E Guinea et al. [20]. The decimation is based on Dyson equation and designed to
find the Green function of a semi-infinite homogeneous structure (a surface fol-
lowed by an infinity of identical layers). This approach is the one coded in the
program BEEM v2.1 [52] and used in Ref. [51]. However, by construction, the dec-
imation cannot describe the propagation of electrons inside thin films, in particu-
lar when they are not homogeneous (multi-materials). For such finite systems, it
is necessary to evaluate the Green functions, layer by layer. Such an approach is
described in Sec. I11.3. In particular, we shall use two different calculation proce-




40

Chapter III. Non-equilibrium perturbation-theory applied to BEEM

”o o 'o\'oi o"o“ oy )

)
IR
&

Figure I1I.1: Representation of our BEEM system: the STM tip is in interaction with
a sample made of a finite number of layers n + 1 in z direction, but infinite in the
(x,y) plane (the horizontal plane). The STM tip and the sample are each at equi-
librium (described by Hr and Hg) yet the chemical potential of the tip, ur, being
higher than the one of the sample, g, as the tip is at the highest electric-potential.
The full Hamiltonian is given in Eq. (III.1). We want to calculate the elastic current
atlayer n + 1, as described by Eq. (II1.8)

dures, each with its pros and cons: the equation of motion, in section I11.3.1, and
the perturbation expansion (Dyson equation) in section II1.3.2. The first method
allows to obtain a straightforward iteration procedure for the evaluation of the n-
layer Green function (Sec. I11.3.1.ii). However, such a procedure works well only for
nearest-neighbor hopping and we could not generalize it to the case of second and
third nearest-neighbors, needed to describe iron. To this aim, Dyson equation in
perturbation theory, though quite cumbersome (Sec. II1.3.2.ii), is more appropri-
ate.

III.1 BEEM current within Keldysh formalism

In Chapter II, we have seen that in order to give a good description of a BEEM ex-
periment, one has to describe several physical process for the injected electrons:

1. the tunnel injection from the STM tip to the sample
2. the propagation of the electrons within the metal

3. their transmission (and in principle propagation, though this is never treated
in the literature) inside the semi-conductor to be detected as BEEM current.

As current propagation is, by definition, a non-equilibrium process (though we
limit ourselves to the stationary case), a natural way to find an expression for the
BEEM current, between two layers [ and m, is to use non-equilibrium perturbation
theory. The framework, illustrated by Fig. II1.1, is the following [7, 16, 11]: we first
consider the STM tip and the sample as separate objects non-interacting one an-
other, each at equilibrium (Hr and Hg below). Yet, the two chemical potentials are
different, that of the tip being higher (this mimics the fact that the tip is at a higher
potential than the metal). We then switch the interaction on (H; below) by allowing
electrons to hop from the tip to the sample. This term is treated as a perturbation
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and is expressed as hopping matrices #, ; that link tunneling active atoms in the
tip, a, with the corresponding ones in the sample, i. In what follows, Greek letters
concern the tip and Latin letters the sample. The full Hamiltonian is

H=Hr+ Hs+ Hy
Hp = Zsana + Z ta,/;cz;cﬁ+h.c.
a a,ﬁ

— s R
Hs—Zelnl+Ztl,]cic]+h.c.
ij

1

Hr=Y tyiclci+hec. (IIL.1)

a,i

where the time dependence on operators has been dropped in order to lighten the
notation. It is interesting to note at this point that, in the original work of Caroli
et al. [7, 8] from which the above procedure is borrowed, the authors underlined
the fact that “one might raise a major objection to the above procedure” as “the
DC bias is first established, and only later the coupling between the barrier and the
electrode”. In their system, a metal/insulator/metal junction, indeed the physical
realization did not follow the above procedure: the metal/insulator/metal junction
already existed and then, the bias was switched on. This situation is not properly
described by Eq. (III.1). It is however useful to underline that in our BEEM case, the
physical process really corresponds to the procedure described by Eq. (I11.1): a DC
bias is first established between the sample Hg and the tip Hr, and only later (term
described by Hj) the STM tip is brought near the sample.

In our case, the perturbation ¢, ; is instantaneous and real. z,; is real because
we work with a real orbital basis and this follows from Eq. (I.18). We can also con-
sider it to be instantaneous because it is a tunneling process, whose time duration
is usually negligible.! If the perturbation is instantaneous, then the retarded Green
function is zero because of the Heaviside function in the definition:

lim GR(1,¢) = lim ~i0(1~ 1) {wo ( {a,élan} ‘U/o> -0 (IIL.2)
Therefore, H; does not connect the two branches of the contour C (fig. I.2), and the
lesser Green function identifies to the usual causal Green function:?

Gt =6, 1N +GRu, 1) (I11.3)

This instantaneity and the fact that the perturbation is fy,; and real imply that
the self-energies in Eq. (1.122) G*~ = 1+ GF=F) g~ + 24G4) + GRZ*~ G4 are (Fig.
111.2):

I = tai=tia =24, (111.4)
2i=0 (I1L5)

Hence, the Keldysh Green function through Langreth theorem is:

G* = (Gt =GRiG + Gt GA (111.6)

1We should remember that, however, time duration of tunneling processes are not properly defined
within the orthodox quantum mechanics formalism.
21n the reference [7], Caroli et al. used the Keldysh definition for the retarded and advanced Green

functions, which is not the usual one (used here): G GA In their second paper [8], Caroli

R —
Keldysh ~ literature”

et al. used the usual definition.
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Figure I11.2: The perturbation induced by the STM tip is instantenous.

We need to write the expression of the BEEM current in terms of the non-equili-
brium Green functions. In one dimension, the electron current J; ;+; from point i
to point i + 1 (suppose i above i + 1) is defined as the sum of all electrons hopping
from the sites above the site i to the sites below the site i + 1 (i and 7 + 1 included).
To this, we have to subtract the sum of all electrons hopping from the sites below
the site i + 1 to the sites above site i (again, i and i + 1 included).

Using creation and annihilation operators of the second quantization, the cur-
rent operator can be written as [7]:

Jiis1= Y, ApmCl(E+00)8m(0) = Y, Apmél (t+0M)én(n)  (IL7)
=i I<i
mls+i1 mzil+1

The first term of the right-hand side of 111.7 destroys an electron on m above the
site i at time ¢ and creates it on [ below the site i + 1 at a later time ¢+ 0*. The
second term, instead, destroys an electron m below the site i at time ¢ and creates
it on [ above the site i + 1 at a later time ¢ + 0*. The coefficients A; ,, measure the
amplitude of the process. The Heisenberg picture is assumed here and the small
quantity 0+ is required mathematically in order to ensure analytical properties of
Green functions.

From now on, in order to describe the BEEM current of epitaxial thin films, we
replace the site indices 7, + 1 with layer indices. Moreover, as in this work we limit
the analysis to the study of k -filtering at metallic interfaces (see Chap. V), for a
metallic film made of n+ 1 layers, the current we are looking for, is the current from
above towards the last layer n + 1 (Fig. III.1. The evaluation of the BEEM current is
therefore performed as in Ref. [51], by projecting the metal current density on the
available density of states of the semi-conductor. In this way, the double sum in
Eq. (II.7) reduce to a simple sum:

Jus1= Y, Ansmbh (40N en(D = Y Amns1€h, (140780010 (IL8)

msn msn

In practice, this sum runs over the first and second nearest layers only.®

In order to determine the arbitrary constant A, ,, we impose the time evo-
lution of the occupation number operator 71; = 6;(1‘ +0%)¢(1), around any site [,

3In BCC structure, one has to consider the second and third neighbors in order to reproduce well
the band structure. However, the third neighbors reside in the second nearest layer (as described in
Sec. IV.3). That is why the sum runs over the first and second nearest layers only.
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under stationary conditions:
Jne1=—e{0tAns1)

ie
=Ty ([An+1, HD) (I11.9)

According to the derivation in appendix B.3 and equation (B.27) the current reads

ie
Jne1= % Z (tn+1,m (Cjﬁ.lcm) - t;;z,n+1 (Cjncn+1>)
m
e _ _
=7 Y tniim G (E+07) =Gy 1 (£+079)] (I11.10)
m
using t;:l,n +1 = In+1,m and defining the non-equilibrium lesser Green function (cf
Eq. (1.98)):
Gl (£+07) = i<0neq & em oneq> (IL11)
Giy(t+0%) = i<0necl &t et oneq> (IL.12)

Notice that in Ref. [7], it is the causal Green function (defined as G** here) that is
used, but as shown in Eq. (II1.3), both Green functions can be used as the perturba-
tion is instantaneous.

As the BEEM is a non equilibrium but stationary process, it is more convenient
to Fourier transform and work in the energy domain (while the time domain is bet-
ter suited to study transitory regimes):

+— N _ odo —iw(r—t")
G (t—1) = 2 G @e (II.13)
—00
As we are interested in the limit #' — ¢+ 0%, Eq. (I11.13) becomes
+_ - o dw -
Gipa (+0%) = 2 G @)e (I11.14)
—00

where 7 is a positive infinitesimal part needed for a proper contour integral in the
complex w-plane. From Eq. (III.10), this leads to

e [(dE . Y Y
Jn+1= %ngr [tn+1,m (Gm,rHI(E) _Gn+l,m(E))] (1IL.15)

In Sec. 1.4.3, we have seen how to calculate non-equilibrium Green functions, us-
ing a perturbation expansion based on Langreth theorem. For STM and BEEM cur-
rents, the above definitions Eq. (II1.4) and (II1.5) allow us to write the Dyson equa-
tion (1.107) as:

G;TnH = g;@_nﬂ + Z (gm,i ti,aGa,n+1)+_

a,i

=&mn+1+ Z (gfq,i tiaGape1 + Emi ti,aGé,nﬂ) (II1.16)
a,l

We need the expression of the new non-equilibrium Green function:

G;,_n+1 = Z (ga,ﬁ 1g,j Gj,n+1)+_

Bj
R - - A
= /; (82 516, G s + 8o pt8.1G i) (IIL.17)
0]
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Once again we need another non-equilibrium Green function:

= gt ) +-
Gini1=8jn1t z]‘,{(gj,kfk,YG%nH)
Y,

- R - - A
= 81+ 2 (8] kG s + 8] 16y G (I11.18)
Y.k

We notice that we have as many non-equilibrium Green functions as hopping terms
from the tip to the sample. As the distance between tip and sample in BEEM varies
around 5A, we will consider only hopping from the last atom of the tip, to the first
layer of the sample, i.e. #,,; = tp,1 and vice-versa, so that we can now close the sys-
tem by writing:

S R +— +— A
Grone1 = 8mn+1 T 8m111,0G0 n1 + &m,1 1,06 i (I11.19)
- R - - A
Gone1 = 80,010,161 11 + 800 10161 ps1 (I11.20)
R R +— +- A
G nt1 = &)1 T 81,11,0G0 i1 + 811 1,0Gp, 1 (II1.21)
And we obtain
R - A
g0,0 tO'lgitl tl,OGO,n.,.l
- R R - R -
Gon1 = —goto181110) | +80 to,lng,Hl (I11.22)
N +800 10161 41
DO,O A ,

Re-injected in Eq. (II1.16) we obtain:

Grons1 = Emn+1 (I11.23)
+ g,’fm tLngogé?,o f,1811 tl,oGé‘,nH (I11.24)
+ &1 110030800 10,181 1 (I11.25)
+ 851,1 tl,oD(}f,og&a 101Gy i (IIL.26)
+ &1 110Go e (I11.27)

That can be simplified using

gr};,l tl,ODg,oggo = gﬁi,l ’fLOG(})?,o = Gﬁ,o (I11.28)
and
-1
g1 11,0000 = & 1110 (1= 850,181 1 11.0) (ITL.29)
_ -1
= gﬁz,l (tl,é - gg,o tO,lgf?,l 1,0 tl,(l)) (I11.30)
1 -1
= ngEz,l (tl,(l) - tl,(l) tl,Ogg,o tO,lg{?,l) (IIL.31)
-1
=gR (1-gfotongfitie) o (II1.32)
-1
= g,};’l (1 — tl,()ggo tO,lgfl) 1,0 (II1.33)

=GR 1o (I11.34)
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Htip |
HUs

Jap  Imi

Figure I11.3: The Keldysh Green functions for the uncoupled system (i.e. for the tip
alone and for the sample alone) are linked to the chemical potentials as shown in
Eq. (I11.42).

So finally, G~ ., is:

Grone1 = &mnsl (I1L.35)
+Gry 001811 1,0GG 11 (IIL.36)
+GR 010181 nin (1L37)
+GR 11,0800 101G it (II1.38)
+ &1 1,0G0 41 (II1.39)

G;;L 1, 1s obtained by switching indices m and n + 1.

The Keldysh Green function g*~ of the uncoupled system (and hence equili-
brium) can be expressed as retarded and advanced equilibrium Green functions
and the Fermi distribution (f7(E) for the tip and fs(E) for the sample):

g1 = fs(gt - gfy) (I11.40)
oo = fr(gdo — &t (II1.41)

Equations (I11.40) and (I11.41) are a consequence of the explicit expressions of g*~,
g® and g* for uncoupled systems (Fig. I11.3), that are:

gt -1 =i(ehwaw)

=if e igit=1) (II1.42)
gh (=1 ==t — ) ({0, &b, (0}

= —if(t— ) f e tei=1) (IIL.43)
gma (-t =100 - 0 ({eim, et}

=i0(¢ — 1) f e i t=1) (IIL.44)

Those equations lead to:

Goins1 = Grsim = &mns1 ~ Eneim + frUr + fsUs (I11.45)
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where
R A R A
Ur = [Gyp,,111,0(80,0 — 80,0) 10,161 41
~Gr,1110(800 — 800V t01 G (I11.46)
concerns the tip and where
R A R A R A
Gr0t01(81 041 = 81 ns) + (&1 = &) 11060 4

R A R A R A
Us=| =Gy11,001(81m = 81m) ~ (8i1,i ~ 81, 1,0G0,m (II1.47)
R +— A R +- A
+Gm,0t0,1g1’1 tLOGO,rH-l - Gn+1,0t0v1gl,l tl'OGO,m

concerns the sample. We now, consider each term separately.

+= _ ot-
.gm,n+1 gn+1,m

The first term g~ .| — gy, ,, in Eq. (I11.45) corresponds to the current between
I and m inside the metal in absence of coupling between the tip and the sample
(equilibrium situation), i.e. zero.

8mn+1~ 8nrim =0 (I11.48)

BUr
"
Let’s consider first the term associated with the tip Ur. Using Gﬁl L= (Gf m) and
fo= tg | one can write
R A R A R A R A qf
Gpm,111,0(80,0 — 80,0 10,1 G1 s = = [Gi1,111,0(80,0 — 80,0) 0,1 G, ) (I11.49)
It allows to write Ut as a real part of a matrix:

Ur= ZRe[Gﬁz,l 11,0 (86?0 - gé?,o) tO,le,nH]

R A A R R A
=2Re[Gy, 11,0800 10,1G1. 1~ Gin,1 11,080,010, G1 1]

Ur =2Re[GR 110G ,1.1 — G 010161 11] (I11.50)

B U

Us also can be expressed as a real part of a matrix using same arguments:

R A R R A R
Gm,(}qtovl(glj?n+l _gl,[{zﬂ) - GnAi—l,Otoll(gl,m_gl,n}q)
Us=| *+(&m1~8m1)1.0Gh i1 = (8pe1,i ~ 8ne1, ) 1060
R A R A R A R A
+Gy 000,181 — 81,1106 01— Grii0%01(81, — 81,111,060
(II1.51)
R A R R
Gzz,o t0y1g}4n+1 - GF,O 10,181,141
=2Re +gm,l tl:OGO,n+1 — 8ma tl,OGO,n+1 (I11.52)
R A A R R A
+G0%0,18111.060 1 = Gpo0181,1110G7 41
here, we can use the fact that:
R A A R A A
G000,181,111,0G0 41 = G t0,1(G1 s1 — &1ons1) (II1.53)

Gﬁq,o tO,lgfl tl,OGénH = (Gﬁz,l - gl’lsl,l) I1,0 Génﬂ (I11.54)
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That allows to simplify Eq. (I11.52):
R A
Gm,() [0v1g1,11+1 4 L
+ ~8m 110Gy 41
R R A
+G tOlGl n+1 Gm,()to’]gl,nﬂ
y:d A A
_Gm' tl»OGO,n+1+gm,1 tlvOGO,n+1

Us=2Re (IT1.55)

The two terms in blue, as well as the two terms in red, obviously cancel. The two
terms in orange also cancel as we are evaluating the real part of the difference be-
tween two complex conjugates Re( ) =0.

Finally, Us is:

Us=2Re[GR (101G, 1 — GE 1 110G 1] (I11.56)

B Current formula

At this point, Gm 1 G;;l . 18 given by the exact formula
Gmn+1 Gn+1m fTUT+f5US
=2Re(fr ~ f5) |G 1 11.0Go,ne1 ~ G101 Glpe] (157

Expanding G()“n 4+ and fo1 o we have:
Gt = Grirm = 2Re (fr = £5) (G 1 11,0800 10,1 Gt = Gty 11,0800 10,1 Gy
=2Re(fr— fs) [Gp1110(800 ~ 80.0) 101 G (IIL.58)

As the matrix density of states of the tip (Eq. (1.64)) is given by pg = %Img{fo =
-+ Img, we have finally

Gm n+1 Gn+1 m = =2Re (fT _fs) [Gﬁz,l 1,0 (2impo,0) tO,le%nJrl]

=4 (fT - fs) Im [Ggl,l 11,000,0 toylerHl] (II1.59)
Hence, the current is:
4denm
w1 === (fr=fs) Im —TrZ tnr1,m G 111,000,001 G iy (I11.60)
This equation is the generalization of the one in Ref. [51], where the approxima-

tion described below were assumed since the beginning. We can further simplify
Eq. (I11.60) with the following assumptions that apply in our case: in BEEM, a typ-
ical distance between the sample and the tip is ~5A. Assuming that the coupling
matrices #j,; are much smaller than hopping matrices in the metal (as in tunneling
condition), one can work in the lowest-order perturbation theory and not “renor-
malize” the Green function. In other words, the denominators defined above are
DR®A =1. This leads to the simpler expression

Goon+1 = Gurim =47n(fr = £5) Imgﬁ,l 11,000,0 to,lgfml (I1L.61)

where capital G are now small g. Finally, assuming zero temperature, the current
is expressed as an integral over a window of energies ranging from the Schottky
barrier height ¢sp up to the applied voltage:

dem eV dE
Jnor=——Im [ =—=Tr) tns1,m&hm 11000000181 i1 (I11.62)
h bsg 2 m
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The current is now expressed with equilibrium Green functions, and DOS, of iso-
lated systems, quantities which can be calculated with the usual equilibrium for-
malism, as detailed in the sections below. With this equation, two of the three phys-
ical processes (the tunnel injection from the STM tip to the sample, the propagation
of the electrons within the metal) can be described by calculating the equilibrium
retarded and advanced Green functions. The third physical process (transmission
and propagation inside the semi-conductor to be detected as BEEM current) will
be dealt with in Chap. VI.

II1.2 Modeling of a semi-infinite slab

In order to highlight analogies and differences with the finite-slab case that is the
main object of this work, it is useful to introduce here the case of a semi-infinite
slab, treated through the so-called decimation procedure with nearest-neighbor
hopping by E Flores group [20, 10, 37].

This decimation procedure is a way to obtained Gj »» (the Green function from
layer 1 to layer 2 to the power of n) through a set of Dyson equations, faster than
by iterating layer by layer, because, at each iteration of Dyson equations, the num-
ber of layers is doubled (i.e., we move from a n-layer system to a 2n-layer system,
instead of a n + 1-layer system of the layer-by-layer procedure). It can in principle
be used to evaluate exactly any homogeneous system with a number of layers 2.
When the system becomes thick enough (semi-infinite), any propagation from one
surface (layer 1) to the other (layer 2"), expressed by G 2», vanishes and some sim-
plification occurs [10]. We would like to remind, however, that though the decima-
tion technique was used in Refs. [20, 10, 37] with this “semi-infinite approximation”,
it is otherwise an exact procedure. Here for example, we present the calculation for
G1,4 of a four layers slab with nearest neighbor hopping. Our starting point is the
one-layer Green function. We suppose to have two different layers: A, with Green
function g{ i and B, with Green function g"élg

The Dyson expansion of the Green functions of two planes “AB” in interaction
is:

A(2) (1) A(1) ~(1) A(1) (1) A(1)
G 5=811128,+811,28,,12181 11128, +
= Gﬁ f,285 (II1.63)
2) _ A1 1) 1 1
GH g{i+g11t1zg§%t21g()
~(1 1 1 2
=g +8N 028016 (I11.64)

Solving the system, we find

-1
6@ = (_ §§lft128§13t21) g (I11.65)

-1
GO =[-g"n2800) &85 (ITL.66)

and also, by switching indexes:

-1
62 = 1-g0mieln.) &l (I1L67)

N . . 1 R
Géz,i = (1 — gé,lz) 1 g{’li tl,z) g2 %tg 1gili (I11.68)
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Here the exponent (1) means “a slab made of n layers” and the subscript represents
the layer’s number (as usual). A small g is for unperturbed monolayer (redundant
with exponent (1)). Note that as every quantity is a matrix (which is labeled with a
hat), the multiplication are thus non-commutative.

Consider now 2 layers “AB” in contact with two other layers “AB”. This means
that the perturbation is the hopping #, 3 between layer 2 and layer 3. The Green
functions Gg and Gﬁ are the zeroth order Green function starting from which we

have to write the “full” (n=4) Green functions G\*), G, Gi") and G{"). From Dyson
equation, we have:

G =GP + Gy GEY (II1.69)
Gy = Gy 13263 (IIL.70)
G = G5 + G365 (IIL.71)
Gy = Gy3 132634 (IIL.72)

using the equalities “layer 1 =layer 3” and “layer 2 = layer 4, it leads to

AU _ @), AW
Gy =Gy 132Gy (I11.73)
AU) _ A2), AR @, AW@
Gy1 = Ggp +G35123G33 132Gy ) (II1.74)
N——_———
G(4)
3,1
AU) _ AR, AR, A@
G =Gy + Gy L2363 (IIL.75)

Using Ggli = (1—(?5% 2,3 Gﬁ 132) -1 Gézl) (this equation is the formally same as eq.(I11.67)
by replacing unperturbed Green functions by perturbed Green functions) we finally
get:

G =G 1320 - G136 132) 7 G (I11.76)
by expressing Gg.) in terms of glg}) (equations (I11.65) to (II1.68)) we obtain:

A4 (1 ~(1 -1 (1 (1
G =U-g0 01810 027 8500811 32

-~
@
G2 1

-1

1- (1 -8 fz,lgili tl,Z)_l gh 23 (1 - §ili h285n tz,l)_l §i1} 132
(-8 e1gnz) gl )
o

This Green function, in turn, becomes the new zeroth order from which we can
write the “full” (n=8) Green functions, and so forth. It is clear that is a very effective
way to calculate propagators. Moreover, as stated above, it is an exact derivation.
However, it only describes slabs of 2" layers: it does not give the Green functions of
any number of layers, and, especially, of any composition. This is the reason that
hasled to its dismissal in the present work. We are interested in studying hepitaxial
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thin films of the kind: Fe(1nm)/Au(2.6nm)/Fe(1.2nm)/GaAs. We need therefore a
method allowing to deal with each single layer separately. This is shown in section
I11.3.

Before finishing this subsection on the decimation technique, however, it is use-
ful for technical reasons to linger on the following point. In the ancient code BEEM
v2.1, K. Reuter had implemented a transfer matrix method which allowed to calcu-
late propagator at a given layer m, G(Wzﬁ), inside a semi-infinite structure, starting
(2n)
1,1

from the exact Green function G\“"”. The equation was written as follows:

G%) - (M”)’”‘IGYI’” (IIL.78)

where M = G 1,1 , is called the transfer matrix.

Demonstration 2

This idea comes from the generalization of Eq. (II1.70) that can be written as:

@n) _ ~(n) @2n)
Gn+1,1 - Gn+1,n+1 tﬂ+l,nGn,1
=G\ tns1,n Gy (I11.79)
N—
Wil

(n)
n+l,n+1°

clear: the matrix M allows to propagate from layer 7 to layer n + 1 of the
2n-layer slab. We want to see if this matrix can be used to propagate from
layer 1, to any layers, as expressed in Eq. (II1.78).

From Dyson equation we have the following expression for the propaga-
tor from layer 1 to layer 2 of a 2n-layer slab:

where we have used Gi"l) =G The meaning of this last equation is

om A . . "
G;l"] = Gg’ff + Gg’; tanil Gg’ff fniln G;,;’) (111.80)
——
M

| aa1- We recognize M = Gty n-
In order to have an equation of the form of Eq. (I11.78), the following equality
has to be satisfied:

where we have used again G\ = G

MM GHY = (111.80) (I11.81)

The exact expression for Gizf), from Dyson equation, is however:

GEY =G + G by i M GEY (I1.82)
Therefore, Eq. (I11.81) is satisfied only if the following equation is satisfied:

or(n) An) or(n) A(n) Cr(n) AQ2n) _ Aln) | An) A(n) A(2n)
M Gl,l +M GLntn,nHM Gn,1 = G2,1 + G2,nt”:”+1G1,l tn+1,nGn,1

(II1.83)
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Demonstration 2

The latter equality is true only if:

Y An)  _ An)
MMG =G
(111.84)

, 2,1
A _ wor(n) A
Gz,n =M Gl,n
This is however generally not so, because we should have at the same time:

¢ _ ppni2) ¢
{ 21 Ll (I11.85)

A _ wr(n/2) Aln)
G2,n =M Gl,n

It turns out that Eqgs. (I11.84) and (II1.85) can be both satisfied only for a semi-
infinite system, where we have G\ = G\*” and then M"/? = M™. In that
case only, we can use the transfer matrix M" in order to find any Green func-
. A(2n) .
tions Gm,1 , using o o
AR2n) _ yr(n) -1 A@2n
Gyl = (M) G (I11.86)

m,1

In conclusion, the transfer matrix approach is a very useful tool to get the current
at any layer inside a semi infinite slab (Fig. I11.4(a)). However, it is based on the
assumption that M = N[""/? is valid only for the semi-infinite slab. The method
has therefore not be designed to describe thin films. For that, we need another
procedure to calculate the propagators, as described in the next section.

III.3 Modeling of a finite structure

Besides the decimation technique, it is possible to find the retarded and advanced
Green functions needed for Eq. (I11.62) through an exact layer-by-layer procedure.
The advantage of this procedure, though less efficient, is that it becomes possible to
describe structures of low thickness, as well as structures that are not layer periodic
(Fig. I11.4(b)), like spinvalves.

As stated in the introduction to this chapter, we shall employ two different meth-
ods for this layer-by-layer calculation: the equations of motion (Sec. I11.3.1) and the
perturbation expansion (Sec. I11.3.2).

III.3.1 Layer-by-layer equation of motion

It is quite easy to solve the equation of motion for few layers but it very quickly
becomes tedious even if straightforward (already for more than 5 layers). That is
why we have found an iterative procedure to find the n-layer Green function. For
that, we have solved the Green functions Gy, for slabsof n =2, n=3 and n =4
and have established a formula which gives the Green function of n-layers starting
from 1 layer and iterating up to the n layers. For simplicity, we describe the deriva-
tion considering only nearest-neighbors interactions. It should be reminded that
by using the method of equation of motion, we do not need to pass through the in-
teraction representation: all operators in this subsection are Heisenberg operators
and their time-evolution is governed by Eq. (1.24), as shown in section .2.1



52

Chapter III. Non-equilibrium perturbation-theory applied to BEEM

co
Gll

(@ (b)

Figure III.4: Semi-infinite vs finite procedures. (a) BEEM v2.1 [52] uses the deci-
mation procedure combined with a transfer-matrix approach in order to calculate
the elastic current inside a semi-infinite slab that is, by construction, layer periodic.

(b) Calculate Green functions through a layer-by-layer procedure allows to describe
thin heterostructures.
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III.3.1.i Few layer procedure
« Case of two layers

The Hamiltonian is:

H= Wat s Le@4t

E.°C 7
= ky

o A A
- er’C . C7z +holC . Cz +11C - Chz (I11.87)

5 1k, k) Tk, ok, 2Ky 12 2k, T 21 1k

/

lk/ Zk/

As shown in section 1.3.4, the Green functions can be calculated using the formula

(hw — &)Gijo(w) = 51"]' + Z timGmj(w) (I11.88)

Specializing it to the Hamiltonian (II1.87), we get:

(hw - MG () = 1,,GF) () (I11.89)
(hw—e®)G) (@) = 1+ 1) G () (I11.90)

Note that every quantities are matrices and hence do not commute.

-1 ‘
Defining (g;li)) = (hw - ), and dropping the w dependence, the solutions
are:

R R -1 . -1

GO =gMne [(gg;) - 1218} tl,zl (111.91)
A2) m\! wm, |7

G2,2 = [(gz,z) - t2,1g1,1 tl,Z] (111.92)

(n)

1 then,

Remind that we want to find a general formula which allows to find any G
we have to find a similar set of equations for 3 layers.
Remark 1

In the case of scalar quantities, it is possible to find the poles and the spectral
weight by identifying

6@ (w) = fiw — €2 (II1.93)
1,2 (Mw)? — (€1 + £2)Aw + (€182 — hi2t21) ’
with
R Ay Ay
G () = +
12@) hw—-E, ho-E»
A+ A))hw— (A1Er + Ao E
=( 1+ A2)hw — (AL E> + A2 E) (111.94)

(hw)z = (El + Eg)hw + E1E2

because the denominator is quadratic. The two poles E; and E, and their
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Remark 1

weights A; and A; are

E —1(8 + &) 1\/(8 €)% +41st (I11.95)
1=5E1+e) -3 1—&2 12121 0
E —1(8 +£)+1\/(£ €)% +41st (I11.96)
2= E1+e)+3 1—&2 12121 0
1 1
Al=-|1+ —— (I11.97)
2 \/W
(e1—¢€2)?
1 1
Ay=—[1- —— (I11.98)
2 \/W
2
(e1—-€2)

For matrix hopping terms #; ;, it is not possible to find an analytical expres-
sion in that way, and we must use a numerical approach.

« Case of three layers

For three layers, the system of equations of motion to solve after Fourier transform
is:

(w - £GP (@) = 1+ 13,GF) () (I11.99)
(w - £P)GP) (@) = 151G (@) + 1o 3G) () (I11.100)
(hw—eM)GP) () = 3G (1— 1) (I1.101)

and with some algebra

G =8111.2Gy)3 (IIL.102)
A -l R -1 R

Gy = [(gélg)) - 11811 tl,z] to,3GY) (111.103)
A3) AL W)~ o, 1! -1

G33= { (G3,3) 132 [(g’z,g) - 1181, t1,2] l‘2,3} (I11.104)

-~
A(2)
G2,2

where we recognize GAQZ% in the expression of Gg. An iterative procedure begin to
emerge: we moved to four layers, in order to confirm it.
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« Case of four layers

Working with the same method for the four layers configuration, we obtain:

Gl =8&inn2Gyy (II1.105)
N -1 R -1 .

Gé‘fﬁ = [(gélé) - fz,lgili tl,zl I3 Gé‘fi (111.106)
A4 A1) 7! n)~! 1 IR

Gy = {(Géé) — 132 [(é’é}) - 11811 tl,z] tz,g} ts4Gy) (I11.107)

. . -1 -1 -1 -1 -1
Gz(fi)l = (ng)l — I3 { (GE(:E){) —132 [(géylz)) — tgylgil{ tlyg] tz,g} t3‘4) (I11.108)

A(2)
G2,2

A3)
G3,3

It is then clear that we can express GAffi in terms of G§3; which is itself expressed in
term of GY), and finally find G'*).

III.3.1.ii Iterative procedure

From the previous equations (II1.102) to (I11.104), of the three-layer case, and (I11.105)
to (II1.108), of the four-layer cases, it is possible to deduce the following iterative

formulas:
n+1

Gl = T1 Gt (II1.109)
i=1
s — m)~!
&1 =(hw-eV)
. -1 ‘ _
ith (i+1) — [ A,
wit Gi+1,i+1 - (gi+l,i+1) tl+1,lGl~,itl,z+1

In+1,n+2 =1

As we wrote Eq. (I11.109) with a sum up to n + 1, we have to specify the special con-
dition #,11,,+2 =1 since the layer n + 2 does not exist. We see from these equations,
that as long as we know both the hopping from one layer to the next one, and the
Hamiltonian of the isolated layers, then we can find the advanced Green function

. T
G+ _ [G(Rvnﬂ) of Eq. (II1.62).

n+1,1 1,n+1

In order to calculate the retarded Green function Giﬁ” D required by Eq. (I11.62)

we can proceed in the same way as for G{*l.l. We obtain a generalization similar to
Eq. (II1.109):

A 1 ‘3
G =TT Gt

NOI _ !
g1, =(ho-eD) (II1.110)

. -1 .
with (i+1) — m Wy
Gininn = [|8is1in ti+1,i Gy tiiv
In,n+1 =1

This time, as the sum runs up to n layers, , ,+1 does not exist and must be set equal
to the identity.
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II1.3.1.iii Effective hopping

It is possible to write the above iterative procedure in another form using a transfer-
matrix approach similar to the one defined in the decimation procedure (Sec. I11.2).
The advantage to proceed as follows is that it allows a direct comparison with the
equations obtained through Dyson equation. Besides, it is more intuitive, as we
shall see.

We can start, as above, from the two-layer case. Equations (II1.91) and (I11.92)
can be rewritten as:

111
&%) = g(ntllz[(1_g2§t21g(”t1,2)(gg) ]

gl nal- gtglgﬂtlz] g (IL111)
eff
12
63 =1-gn, 1g(”t1,2) & (IML.112)

where Teff t [1 —tp8W 0] i i ich li
=12 21 g to g is the effective hopping which links layers 1

and 2 one to another, by taklng into account their interaction through the denomi-
nator (energy-dependent renormalization).

We move to three layers, in order to see if we can find a similar effective-hopping
ef ! . Developing Eq. (II1.102), we find:

AB) _
Gl,3 -

1 -1 4 B -1 -1
(1 1 1 A(1 A(1
gi{ [(g;;) — I, 1g{ itlzl f2,3{(g§,3)) —132 [( é;) — I, 1g flz] tz,s}

[

G (Eq. (11.91)) G(Z’(Eq (111.92))
-1
1
A2 1 A2
=GP )t23{ (88) - 5269 tz,g} (IL.113)

Using the same factorization as above, we have:

63 =69 t2,3{1—g3 132Gy tgg} g;” (IT1.114)
5

From that, we see that the effective hopping obeys the iterative expression

s -1
T = tiian 1= gl g 101, GO 1 (IIL.115)

i,i+1
and the Green function can be obtained through

QU+ G(z) Teff cw

1,i+1 1,i 7 i,i+1 7 i+1,i+1

(II1.116)

We can choose either equation (I11.109) or equation (II1.116) in order to find the
Green functions. The latter has the advantage of being more intuitive: electrons
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jumps from a slab of n layers to an isolated layer »n + 1 with a probability £, ,+1,
and this process is renormalized due to the interaction between the slab and the
isolated layer.

Both methods converge very fast, so that, choosing one or the other is not criti-
cal. In conclusion, we have found iterative equations which give the propagator for
any number of layers considering only first-neighbor interactions by solving the
equation of motion. We could use the same procedure for second and third neigh-
bor hoppings. However, their derivation becomes much more complicated and it
is really impractical to find an iterative formula (especially because we deal with
matrices). To this purpose, the perturbation approach is better suited as detailed
in the next section.

I11.3.2 Layer-by-layer perturbation expansion

In the above subsection, we have seen how to obtain the Green functions of n lay-
ers through the exact derivation of equation of motion. Here, we first show that
perturbation approach and equation of motion give the same results in the case of
nearest-neighbor hopping. Then, in subsection II1.3.2.ii, we extend the expression
of Green functions including second and third-nearest-neighbor hopping.

The aim is to find an iterative formula which gives the Green function of n + 1
interacting layers as a function of the Green functions of » layers and of the isolated
n+1 layer. In order to do that, we consider that the perturbation is the added layer
(see section IV.3.2 for a more precise definition of the terms):

H
Z Hn+l
Hy = eDel e et +Yeét e 1117
0 lei ky tk// Ciky ZZ ik, € iky Jk// Z n+1k, n+lky ¢ )
k// k k//
H=Y1t t et e (111.118)
I kz nn+1k// nk// n+1k// %Z n-1,n+Lky n-1k, n+l,ky
/ /
H;r?;Hl) H}n:rl,nﬂ]
In the next subsection, we consider the case where H;"_l’"“) =0, i.e., only nearest-

neighbor hopping, in order to compare with the results of section I11.3.1. From now
on, we shall drop the k ; dependence for simplicity.

I11.3.2.i Nearest-layer hopping

If we consider only nearest-neighbor interaction, a system of, e.g,, two layers in-
teracting with one layer can be represented with diagrams, as pictured in Fig. I11.5
According to Dyson equation (cf. Sec. 1.3.3) the perturbation expansion is then

A3) _ A2 1 2 1 2 1
Gi%:G()IZ G() G()tggG()tngé%tggGé,%+
=GP 136G (I11.119)
This result can be generalized in a straightforward way as:

1 A Al
GYZ;; G(m In, "+1Gn+1 n+1 T G t” "+1Gn+1 n+1 t"“:”G(nr})n t"v”“GiH)-l,nH
=Gty ni1 G (111.120)

n+l,n+1
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1
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Figure III.5: Diagrammatic representation of perturbation expansion for a slab of
two layers put in contact with a third isolated-layer through #, 3 (and #32).

From this we see that in order to obtain Gg”,:' ﬂ another Green function is required:
G;Tlli +1- Its Dyson equation is:
An+l)  _ AQ) A(1) An) A(1)
Gn+1,n+1 = Gn+1,n+1 + Gn+1,n+1 tn+1,”Gn,n t"v”+1Gn+1,n+1 ..
— A0 A1) A(n) A(n+1)
= Gn+1,n+1 + Gn+1,n+1 t’“'l,”Gn,n t"'”+1Gn+1,n+1 (IIL.121)
This equation can be easily solved as:
-1
A(n+l) A1) A(n) A(D)
Gn+1,n+1 - [1 - Gn+1,n+l t"*'l'”Gn,ﬂ In,n+1 Gn+1,n+1 (II1.122)
Reinjected in Eq. (II1.120), it gives
-1
A(n+1) _ A A(1 A A
Gﬁn;;i = ngr)l 1 (1= ngj—l,n+l tn+1:nG£zr'lzz In,n+1 G;il,nﬂ (II1.123)
ff
T;,n+l
eff _ _ AW A(n) - - ]
where T, " | = tyne1 1= G, i1 nt1,nGontnn+1 is the same effective hop

ping as defined in Sec. II1.3.1.iii (Eq. (I11.115)). The denominator contains the sur-
face Green function G;”; of the previous iteration. Unlike the transfer matrix of
decimation for a semi-infinite slab, the effective hopping has to be recalculated
each time a layer is added because of the finite nature of the slab. This is the main
difference between our finite system and the semi-infinite of Refs. [16, 51, 11].

Considering only nearest-neighbor hopping is sufficient to reproduce quite well
(see Chap. V) the band structure of face centered cubic crystals (like gold, silver or
Nickel). Nevertheless, for body centered structure (like iron), we have to consider
second and third nearest-neighbors (see Chap. V). As we shall see below, the deriva-
tion becomes far more tedious.

I11.3.2.ii Second-nearest-layer hopping

In the BEEM current formula, Eq. (I11.62), 3 Green functions are required in order to

A
calculate the current at layer n of a n-layer slab: G|, G4" = (Gﬁ(n”)) and G;”,.
All these three Green functions can be obtained through an iterative procedure: we

have to express the GE’;.“) in terms of GE';)
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N VAN DVZANAVARNEAS

Figure I11.6: Diagrammatic representation of perturbation expansion for a slab of
two layers put in contact with a third isolated-layer through #, 3 and #; 3.

1
+ 2
3

Note that for body-centered structures, like iron, that requires third-neighbor
parameters to fit well the band structure, the third nearest-neighbors are located
in (110) positions. Consequently, by considering all hopping terms between layer i
and layer i + 2, the third-neighbor interactions are completely taken into account
and there is no need to consider hopping terms between layers i and i + 3.

The starting point of the derivation is to use a Dyson expansion of a n-layer
slab that is put in contact with an isolated layer (labeled n + 1) through nearest and
second nearest-neighbor hopping. This means that we consider both H}"'"H) and

H}”_l"”l) in Eq. (II1.117). Diagrammatically this is shown in Fig. I11.6

M.3.2.di.a GV

1,n+1

From perturbation theory (Dyson equation), we get:

An+1) _ An) A(1) A(n) A1)
Gl 1 =61 ntnn+1Gppy iy + Gy 10416500 4
A(n) A1) A(n) A1)
+ Gl,n In,n+1 Gn+1,n+1 In+1,n Gn,n In,n+1 Gn+1,n+1

A(n) A1) A(n) A1)
+G1,n In,n+1 Gn+1,n+1t"+1,” Gn,n—l t”—lv”+1Gn+1,n+1
SEM b G 1 GP GO

Ln ‘mntl n+l,n+l ntLn=1Yy_1 n_1'n=-Ln+1Yp41 py1

A(n) A1) A(n) A1)
+Gln el G g tnein1GLy o et Gy

A(n) A1) A(n) A1)
+Gl,n—ltn*1'n+1Gn+l,n+ltn+1vn Gn,n In,n+1 Gn+1,n+1

An) A1) A(n) A1)
+Gl,n—lt”—1'n+1Gn+1,n+1tn+1vn Gn,n—l ["—1vn+1Gn+1,n+1

A(n) A1) A(n) A1)
Gy n-1n1 Gy i Ine1n-1Gy 0y In-1,n41 Gy gy

A(n) A1) A(n) Al
+Gl,n—lt”—l'”+1Gn+l,n+1t""'l:”—lGn—l,n In,n+1 Gn+1,n+l
+... (II1.124)
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We can highlight a new Green function by factorizing:

) A A
I+ tni1n Gﬁfﬂz Inn+1 G}H)—l,n+1

A(n)
ol = o tien Gpoq thinn1Grp
Ln+l — 1,n  ‘nntl n+1,n+1 +t G t e
n+ln=1Y,_1 p-1'n-1,n+19p,41 nt1

A(n) A1)
+ t”"'lv”—lGn—l,n In,n+1 Gn+1,n+1 te.
r A(n) A1)
I+ tni1n Gn,n Inn+1 Gn+1,n+1

A(n)
Lo ) tlen Gyoq t-1ne1Gypy p
Ln-1n=-Ln+1Yp41 pi +t el t el
n+Ln=1Y,_1 p-1'n-1,n+19p,41 n+1

A Al
+ In+1,n-1 G;n_)lﬂ In,n+l G(rH)-LnH +...
Giinn
(II1.125)
A+ - -
GVt =16 taynsr + G tn1, ] (II1.126)
Where GAE”; is the previous iteration and where and GAY’%_I are calculated
in sec. I11.3.2.ii.b and sec. II1.3.2.ii.c.
II1.3.2.ii.b
A(m+l)  _ AQ)
Gn+1,n+1 _Gn+1,n+1
A1) A(n) A1)
+ Gn+1,n+1tn+l,n Gn,n In,n+1 Gn+1,n+1
A1) A(n) A1)
+ Gn+1,n+1tn+1»" Gn,n—l t"*L’HlGn+1,n+1
P61 G G
n+1,n+1n+Ln=1,_1 p 1 tn-Ln+t19,41 ni1
A1) A(n) A1)
+ Gn+1,n+ltn+1»"—1Gn—l,n Inn+1 Gn+1,n+1
+... (I11.127)

Where we recognize the last two factors of Eq. (I1I.125). At infinite order it gives:

Z'n+1,n Gf{fﬂ, tn,n+1
. . . +1 el L .
(n+l)  _ A0 m n+tln Uypq In-1n+l (n+1)
Gn+l,n+1 - Gn+1,n+1+Gn+lvn+1 +t G"(n) t Gn+l,n+1 (111128)
n+l,n—-1Yy,_1 p—1*n-lLn+1
+ln+1,n-1 G,({L_)Ln tn,n+1
Finally:
-1
tn+1,n tn,n+1
A(n)
N +t G [P N
1) n+l,n n,n-1 n-1,n+1 1)
1—Gn+1’n+1 ot ; G”+Ln+1 (II1.129)
n+l,n-1 n—-1,n+1
+tn+1,n—1(;£,”21y,, tn,n+1
is the previous iteration, (751’ I,JH and (7;; Y |, are derived below in sec. I11.3.2.ii.d

and is derived in sec. I11.3.2.ii.e.
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L.3.2.4ic GV

Eq. (II1.126) shows that Gi";_l is required to get Gg";ji. Hence, we need to find a
way to calculate it iteratively, i.e. to rewrite this Green function for the n — n+1

case:

An+l) A . Al N
G =G+ 6l tunt Gt O
(n)

A(n) A(1) A
+ Gl,n Inn+1 Gn+1,n+1 In+1,n-1 Gn—l,n

Aln A1) An)
+ Gl,n—l t”*Ln+1Gn+1,n+1 tn+1v"*1Gn—1,n

A Al A
+ Gy tno1nnt Gl i G

+... (II1.130)

As in Eq. (II1.126), it can be rewritten in a simplest form by factorizing and high-
lighting G};';" and G} (sec. I11.3.2.ii.e):

An+l) _ An)
Gl,n - Gl,n+

A ~ A A ~
Gilfr)z tn,n+1 + GYZ,;,l Z'n—l,rH—I G;J)rly,Hl Z'n+1,n—1 (G;’?Ln +.. ) +tn+1,n (G%% + )
—_— —_—
. A(n+1)
co i
(II1.131)
An+l) _ Aln)
Gl,n - Gl,n+
A A AL A(n+1
G\t + G tntnet | Gl it | Tnstne1 G+ ot (IIL.132)

Here, another set of Green functions is required: Gi”,)lfl is obtained from the pre-
vious iteration of this formula and G;”r)l is obtained from the previous iteration of

Eq. (I11.126). GA;"_?),Z and are obtained at the current iteration from equations

(IT1.145) and (I11.144).

m.3.2.ii.d GU"*Y and GV

n+l,n n,n+l

A(n+1 Al A Al A
GEquZz = Ggﬁ)—l,n+l tns1,n Gl + Gizj—l,n+1 tn+1'n—1G§zn—)1,n o (IIT.133)
A(n+1 A Al A Al
G0 = 6 tner €+ Oy trct e O+ (L130)
Considering the next orders they become:
Aln+l) _ AQ) A1) Aln+1)
G/Hl,/} - Gn+l,n+1 In+1,n + Gn+l,n+l t’“'lvn—lanl,/z (IIL.135)
and
A(n+1) _ (1) A(n+1) A(1)
nn+l — t”v"+1Gn+1,n+l + Gn,m—l t”—lv”+1Gn+1,n+1 (IIL.136)

Where, again, from eq (II1.144) and G from Eq. (II1.145) are required.

n-1,n
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II1.3.2.ii.e Closure of the system: and GV

n-1,n

G%"; U has the same Dyson expansion as Gﬁ”; D (Eq. (II1.130)) except for the first
label of each term:

An+]) A N Al N

Gan ) =G+ G tanet Gy i tnern il
A(n) A1) A(n)

+ Gn,n In,n+1 Gn+1,n+1 t""'l:”—lanl,n

(n)

A(n) A1) A
+ Gn,n—l t"_lv"+1Gn+1,n+1 t""'l:”_lGn—l,n

A A1 A
+Gna -t Gl Tt Gl

+... (II1.137)

and its factorized form is

A(n+1) _ An) A1) A(n+1)
G”r" _Gn,n+ Gn+1,n+1tn+1v”—1Gn—1,n

ng',lll hn+1 + G(,:?L_l n-1,n+1

N

A A 1 A(n+1
+[Gﬁ{};t,,,m+G§f§l_ltn_1,n+1 G tnsn G (IIL138)

Regrouping G+ :

A A Al A 1
[1 - (G% tn,n+1 + Gg,?z—l tn—l,nﬂ) GgH).L,Hl tn+1,n ngn:z— )=

- A A AL A(n+1
GO+ |G tner + Gt ne1 | GOl ey nen1 GOl (ITL139)

n-1,n

Regarding GA;"_?L, the Dyson expansion is, again, the same as Gi”; Y (Eq. (111.130))

except for the first label of each term:

Gt _ A

A(n) A1)
n-1,n n—l,n+Gn—1,n thne1 G

n+l,n+1
A(n) A1) A(n)
+Gn—1,n In,n+1 Gn+1,n+1t”+1’”_1Gn—1,n

tn+1,n G%l

A(n) A1) A(n)
+ Gn—l,n—l tnflr”+1Gn+1,n+1 t’Hlvn*lGn—l,n

A(n) A1) A((n)
+Gn—1,n—1 tnfl,n+1Gn+1,n+1tn+1vn Gn,n
+... (I11.140)
Hence:
A(n+1 A A A Al A(n+1
Gizn—l,lz :Gizn—)l,n + Gizn—)l,nt”’”"'l + Gizn—)l,n—l In-1,n+1 G;J)rl,nﬂ tﬂ+1v"—1G£zn—1,3z
A A Al A(n+1
+ Giln_)l,ntn,n+l+G£ln_)Ln_1 tn—l,n+l Ggﬂ)-l,m—l tn+l,n GE;?; )
(I11.141)

The equation for Gil";})l is the same but it should be read from right to left:

An+1l) _ An) A(n+1) A1)
Gn,n—l _Gn,n—l + Gn,n—l t”—l’”+1Gn+1,n+1

An) A(n)
tn+l,nGn'n_1 + tn+l,n—lGn_1'n_1

A 1 Al
+G(nr,l:l- ) tn,n+1 G( )

n+1,n+1 tn+1,nG(n) + tn+1,n—1G(n)

n,n—1 n-1,n-1

(I11.142)
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A(n+1) _
Gn L,n—

tne1,n G (1IL143)

A Al
[1 (G; Lntnn+l +thn_)lln_ltn—l,n"'l)ng_').l,n_Fl In+1,n-1

A(n) An) A(n) A1)
G Gn Int”v”"'1 +Gn71,n71t’1—1v"+1 Gn+1,n+1

nln

By solving the system of Eq. (I11.139) and (II1.143) the whole system of equations
can be closed:

A(n) D
- {1 - ( thn+1 + (:]:’1”7] tn_l,n+l)Gn+1 n+1

-1
A(n) Al
- Z'n+1,n—1(1 + (G/;Ll,n Inn+l + tn—l,n+1)G£lJ)r1,n+1 Z'n+1,n—1)
-1
An) A(l
X (G,In,ly,l Inn+l + tn—l,n+1)G§H).1,n+1 tn+1,n}
A(n) Al
X { + ( Inn+l + Gf;vl”,l tn—l,n+1)G£H).1'n+1 In+1,n-1
A 1
x 1= (G/IHJI,/I Inn+1+ In-1 ”+1)G£z-3—1 n+1 In+1,n- 1] G/z 1 /1}
(II1.144)
and
A(n+1) _ (n) A(1)
anl,n - {1 - (Gn Lplnn+l + t"—l,”+1)Gn+1,n+l

-1
A( AL
x |1- tn+1,n(1 + ( Inn+1 + (T,Z’YI,)I,I tn—l,n+1)G£H).1,n+1 tn+1,n)

-1
A(n) A(1)
x ( na1+ G tnfl,n+1)Gn+1'n+1 tn+1,n71}
A(n) A(n) A1)
X {anl,n + (Glzfl,n tn,n+1 + tn—l’n+1)Gn+l,n+1 tn+1,n

X

N N -1
1- ( tn,n+1 + Gf;f,)l,l tn—l,n+1)G£,1_3_1'n+1 tn+1,n } (IT1.145)

-1
A(n+1 A A(n)
Gz(;,n—)l = { [1 - tn:”+1Gn+1,n+1 (tnﬂ,ﬂ—l(’/;l—l,u + In+1,n )]

A(l A(n)
x tn,n+1G£lan+1(tn+l,n—l + In+1, ”(’/1 n— 1) + (')171,11}
Al A(n)
x {1 - tn—l,n+1 G;llyn+1(tn+1,n—l(l,1,]‘,, + tn+1,n )

-1
(1+tn n+1Gn+1 n+1(tn+1n 1(1,, ],,+tn+1n )) tn,n+1

x G1(11-3—1 n+1(tn+1,n71 +ln+1 nCu n— 1)} (II.146)

nL3.2.iif G

At this point, we have two of the three Green functions which are present in the
BEEM current equation (I11.62): GR(”)1 and GA(”) (GR(”)) . The last Green func-
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tion is Gf%”_)z, whose Dyson equation writes:
Aln+l) _ Aln) A(n) A1) An)
Gl,n—l _Gl,n—l + Gl,n In,n+1 Gn+1,n+1 In+1,n Gn,n—l
A(n) A1) A(n)
+Gl,n Inn+1 Gn+1,n+1 t"*'l'”—lGn—l,n—l
A(n) A1) A(n)
+ Gl,rz—l tn_lv”+1Gn+l,n+1 t”‘*'l:”_lGn—l,n—l
An) A1) A(n)
+Gl,n—lt”—1v”+1Gn+l,n+1 In+1,n Gn,n—l

+... (I11.147)

As in Eq. (II1.126), it can be rewritten in a simpler form by factorizing and highlight-
ing G"*D and GV (sec. 111.3.2.ii.e and sec. 11.3.2.ii.g):

n, n—1,n—

An+l) _ Aln)
Gl 1= 61 pat

A A Al A 1
Gi'f,),_l tnfl,nJrl + G(ln,)l tn,n+1 G;lll,ﬁ_l tn+1,n71 + tn+1,nG(”+ ) (I11.148)

n,n—-1

G, G and G are already calculated above. We only need to calculate

II1.3.2.ii.g
Following the same procedure as above, the Dyson expansion can be written as:

Gt _ 4

n-1,n-1 n—l,n—1+

A(n) A(n) A1) A(n+1) A(n+1)

Gn—l,n—l In-1n+1+ Gn—l,nt”v""'1 Gn+1,n+l t”"'l»”—lGn—l,n—l + t”"'l»”Gn,n—l
(II1.149)

Finally,
= - G G (1150
= In-1,n+1+ '”,1,,,tn,n+l n+1,n+1 In+1,n-1 (I )
A(n) Al A(n+1

X ( In-1,n+1+ ('51”71,11 tn,n+1) Gil-?—l,n+1 tn+1v"G§1},In—Jl (IIL.151)

I11.3.2.ii.h Example: How to obtain GY}};

Given the complexity of the whole calculation scheme, we provide here a specific

example for the case with n + 1 = 4 layers. In what follows, we enumerate the dif-

ferent steps in reverse order with respect to the code, but we keep the numeration

of the code that performs the procedure in the opposite order (from step 6 to step

1). The reason is that the order from step 6 to step 1 is more appropriate to explain

whereas the opposite order from step 1 to step 6 is needed to do the calculations.
Starting from a slab of 3 layers (n = 3), let us calculate Gﬁ:

step 6. In order to calculate
G =160 134+ G141 G (IIL.152)

For the iteration with n + 1 = 4, we need from the previous iteration (n+1 =
3): Gg (step 6) and Gg (step 4). And we also need Gfﬁ)1 (step 5) from the
current iteration (n+1=4).
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step 5. For
ey
4,3 3,3 3,4
A3
+143 Gé; f4
o)
+142 Gé'% 24

A3
+142 Gé'% 134

AM) _ A1)
G4,4 =[1- G4'4

(II1.153)

only Green functions of the previous iteration are required: Gégé (step 5),

GA_S’% and G;B% (step 3), and GAf’% (step 1).

step 4. The Green function

A4) _ AB) [ AB A3 AL A4 A
G =G+ [ 30+ G 14| G 14268 + 115G

(II1.154)

can be obtained with GA?% (step 6), Gg (step 4) of the previous iteration and

with GAg% (step 2) and Gé‘% (step 1) of the current iteration.

step 3. Here,
A4) _ A1) A@4) , AQ) A(4)
Gy3=Gy4ta3G55+Gyyta2Gy5

requires G} (step 2) and G{) (step 1).

step 2. For
Al4) _ A(3) A(3) A1)
Go3 = {1 —(Gyat3a+Gyyt24)Gy

X

-1
A3 A3 Al
x (G 134+ GY) f2,4)G§,3;] f4,2}
A3 A3 A3 A(l
X {Géé + (G;,% f34 + Géy% I2,4) GA(LA)1 143

X

-1
A3 A3 Al
1-143 (1 - (G;% 134+ Gé]; t2,4)Gz(1,z)1 l4y3)

-1
A3 A3 Al A3
- (680 + Cma)Cla] G2}

(II1.155)

(II1.156)

only Green functions of the previous iteration are needed: Gg and Gf;

(step 3), Gg (step 1) and G§3§ (step 5).

step 1. Finally,
A(4) _ A(3) A(3) A1)
33~ {1 —(G33t34+Gyot24)Gy y

X

-1
A(3) A(3) A(1)
X (G2'3 I34+ G2,2 [2,4)G4,4] t4y3}

A(3) A(3) A(3) A1)
X {G3y3 + (G3,3 I34+ G3’2 tgy4) 44 7%}

X

is obtained with the same Green functions of the previous iteration: Gg 5

and G;B,;T (step 3), GS’; (step 1) and Gg (step 5).

-1
A3 A3 A1
1-14 (1 ~ (G 3.4+ Gy 124) G f4,z)

-1
A3 A3 Al A3
1- (Gé,;, I34+ Géy% l'2,4) Gi‘i [4,2] Géy; }

(II1.157)

3)
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As stated above, considering next-nearest layer interactions, an additional Green

function is required: Gf (n"_)z In our n = 3 case such a Green function Gi‘g is obtained
as follow:
step b.
GAYg = GAfg + GAf% foa+ GAf% t3'4] GASA)I [t4'2 GA;}% + 143 GAgg (II1.158)

Equation (I11.158) is obtained using G®), G©) and G{) from step 4 and step 6

of the previous iteration and from step 2 and step a of the current iteration.

step a. In order to close Eq. (I11.158) we need to evaluate also:

-1
A A3 A3 Al
68 = 1= (682120 + G 15.) Gl 12

x (620 + G 15.4) G 143G (II1.159)

For this,we need Gf& and Gf’; from step land step 3 of the previous iteration

and G} from step 2 of the current iteration.

In conclusion, in order to apply the current formula (I11.62) in this 4-layer case,
three Green functions are needed and have been evaluated with the above steps:

A A A A t
Gl Eq. (L154); GiYY Eq. (1L158);  GHPaiL1s8) = (GF4Y) Eq. (1L152)

Figure. I11.7 offers a better visualization of the algorithm.
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Figure II1.7: Flow chart of the algorithm used to calculate the Green functions Gf 354),

GR '@ and GA 4 (pink circles). Thelabel 1, 2, 3, 4, 5 and 6 are the same as those used
in sec ITL.3. 2 ii.h. This is also the same order used in the code to calculate the var-
ious Green functions. At the first iteration (n=1, we are looking for n+1=2), there is
no next-nearest layers: G( ) is only expressed in term of G(IJ) At the second iteration
there are next-nearest- layer interactions, but still one degenerate case: step step 4
= step step 2. At the third iteration, each Green function is different (at least all in-
dexes are). Equations (I11.152), (II1.154) and (II1.158) give the retarded Green func-
tion and the advanced Green function of the current formula (eq. (I11.62)).

n+1=2

n+1=3

n+l1=4






CHAPTER

BEEM program

S STATED in the previous chapter, K. Reuter and P. de Andres

from the Universidad Autonoma de Madrid have developed a
Fortran code called BEEM v2.1 which calculates the BEEM cur-
rent using the decimation approach for semi-infinite structures. At that time, the
decimation was by far the best choice for thick slabs, because of the 2"-algorithm
(n=number of layers) allowing a fast convergence (see Sec. I11.2). However, today,
developments in computing make it possible to implement an exact calculation of
the Green functions layer by layer in order to describe a finite system, even for a
large number of layers. The layer by layer approach has the advantage of allowing
a better analysis of present experiments, where the number of layers can be con-
trolled at the level of monolayer. Moreover, it allows to change the layer character
(eg, Au/Fe/Au/Fe/Fe...) whereas a description by means of decimation require a
homogeneous system.

To this aim, I have created a new code, based on the layer-by-layer approach,
named BEEM v3.0, after BEEM v2.1, as some subroutines have been borrowed from
it. We start by presenting the flow chart of the code and then we present some key
parts.




70

Chapter 1IV. BEEM program

IV.1 Flow chart

The aim of the code is to perform numerically the calculations described in chapter
III. In order to achieve this, I have organized the code according to the flow chart
described in Fig. IV.1. The main parts of the code are:

1. The input files are read. The main input file contains the name of all the oth-
ers input files, including 2-center parameters and atomic positions for each
slab. For instance, for a Fe/Au structure, there are 3 input files (in addition
to the main input files and the k point input files): one for Fe, one for Au and
one for the interface FeAu.

2. Aloop over the slab is performed

a) The two subroutines det_neighbors and det_matrixelements build the
hopping matrices for each atom.

b) Aloop over k ) is called
i. det_tightham and arrange_tightham build the hamiltonian matri-

ces (on site hamiltonian and hopping matrices in k space)

ii. Green functions are calculated (through the procedure described
in Sec. I11.3.2.ii).

iii. The current is calculated (through Eq. (I11.62)).

iv. The density of states is calculated if there is a loop over energy (con-
trolled in the main input files) by taking the imaginary part of the
propagator.

The action of each of the main subroutines is detailed in the next sections.

IV.2 Execution of the code and input files

IV.2.1 Execution, input and output

When executing the code, we need first of all to specify the structure for which we
want to evaluate the current. The code opens all the required input files automati-
cally. For instance, the command

./BEEM.exe structure

opens the input file structure.in (for instance FeAuFe.in, Aulll_13layers.in etc...)
and creates the output files structure.log (that contains the log of the execution),
structure_current.dat (that contains the current) and structure_dos.dat (that con-
tains the density of states).

IV.2.2 Input files

The code requires three input files. The first, structure.in, is given with the above
execution-command. It contains the name of the two other input-files: the one
used to build the Hamiltonian and the one which contains the k-point grid. These
three input files are described below.
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Loop over slab

Read_slab

Read_structure

Loop over k and E

Det_neighbors

Det_matrixelements

Det_tightham

Arrange_tightham

Green functions
N layers

A81aua Jano dooT

Green functions
N+1 layers

Loop over layer

current

Density of states

Figure IV.1: Flow chart of BEEM v3.0.
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IV.2.2.i The main input-file structure.in (Listing IV.1)

The main input-file contains the structure and the parameters that can be con-
trolled experimentally. An example of such a file is reported in listing IV.1. The
main parameters that can be controlled are:

line 3 the number of slabs in the structure. i.e. the number of different materials +
the interfaces. eg: for a FeAu structure there are 3 different kinds of slabs. Fe,
FeAu interface and Au.

lines 4 to 6 name of the files which contain the data required to build the Hamilto-
nian (they are described in subsection IV.2.2.ii); the number of layers in each
slab is also given here.

line 7 name of the file which contains the k-points where the current has to be
calculated (grid in the 2D Brillouin zone), described in subsection IV.2.2.iii.

lines 9 to 12 repeat the unit cell in (x,y) directions in order to find the different
neighbors when the Hamiltonian is built. Here, (x, y) refer to the in-layer
coordinates, as detailed in section IV.3.

line 13 plane up to which neighbors have to be searched

lines 15 to 23 parameters of the tip, for future use. At the moment the tip is con-
sidered as placed at the coordinate origin in the plane (x, y). See chapter VI
for further remarks.

lines 25 to 27 set minimal energy equal to maximal energy in order to calculate
the BEEM current at a given energy. For DOS calculation choose a range of
energy and a step in eV.

line 29 mean free path for Green functions = 7, the damping parameter. A typical
value is kg T at room temperature, i.e. about 0.025 eV.

IV.2.2.ii The Hamiltonian input-file (Listing IV.2)

The Hamiltonian input-file contains the data required to build the Hamiltonian
whose inversion is needed to evaluate the gl@; Green functions. Pre-existent data-

bases are set for non-expert users, for most common structures.

lines 3 to 5 2D lattice parameter in A and vectors of the 2D unit-cell (in reduce co-
ordinates). We must choose a 2D unit cell in order to have one atom per cell.
A BCC cell can be used. However, for a FCC, the requirement of one atom per
cell in the layer is not respected. For instance, for gold on iron, the FCC cell is
45° rotated with respect to the BCC cell. In that case, The FCC cell can be de-
scribed with a tetragonal centered whose in-plane parameter is the same as
BCC, and whose z parameter (epitaxy direction) is the one of the usual FCC
cell. The tetragonal cell is used in the Listing IV.2 (gold).

line 6 number of atoms in the 3D unit-cell. See line 11 for more details.

line 7 number of different chemical species.
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=======s=======ss=s==s=========== gxperiment data =ss=========s=ss=s===s=s====s======
global structure and input files Fe/Au ------
! nb of slab + interfaces. eg: FeAu= 3
Fe.in 10 ! slab 1: ham filename, number of layers
Fe_Au.in 2 ! slab 2: the interface, 2 layers (2nd nn hopping)
1
]

Au.in 9 slab 3: ham filename, number of layers
kpoint_BCCOO01.in name of the k-point input file
————— Data on plane, where current is to be calculated

-2 ! nla Plane goes in x-direction I4
2 ! nlb from nia to nib (index integer) 1I4
-2 ! n2a Plane goes in y-direction I4
2 ! n2b from n2a to n2b (index integer) 1I4
2 ! Max. plane-distance of neighbours I4
————— tip data ------ ! NOT USED FOR NOW except the nb of orbitals
9 ! No. of tip-orbitals (max=9) I4
0.000 ! Tip fermi-level in eV (sample=0.00) F7.3
1.000 ! STM bias in eV F7.3
3.000 ! Pot. barrier for tunneling in eV F7.3
0.000000 0.000000 -5.00000 ! Tip position in A (xyz) 3F7.3
5.100 ! Max. tunneling-dist. in A F7.3
1 ! No. of max. allowed t-atoms (arrays) I4
1 ! No. of atom-types/layers involved I4
0.000 ! Temperature in K F7.3
————— Data on energy-integral interval
1.000 ! Min. energy in eV F7.3
1.000 ! Max. energy in eV F7.3
0.100 ! Increment in loop in eV F7.3
————— Data for Green function calculation
0.025 ! Mean free path for G-functions F8.4

Listing IV.1: Main input file.

line 8 dimension of the Hamiltonian = number of orbitals x number of atoms in
the unit cell.

line 9 maximum number of allowed neighbors. Used to dimension arrays.
line 10 maximal value for the azimuthal quantum number [. eg: 2 for d-orbitals.

line 11 position of atoms in the unit cell (reduced coordinates) + on-site energies

(witheg = W# as they are very close). Warning, there is a trick here in or-
der to simplify the code when it calculates the hopping matrices: as it needs
to calculate hopping matrices up to second-nearest plane (i.e. up to third
nearest-neighbors), we must add two layers to the usual unit cell, as it is done
here for the FCC cell of Au(001). The reason for that is illustrated in Fig. IV.2
and explained in Sec. IV.3.3. You shall find other examples in the database,

and it is also documented in the Hamiltonian subroutines.

lines 16-52 two-center parameters for nearest, second-nearest and third-nearest
neighbors. The first data-line (eg line 18) is for hopping from atom of typeito
type j. Warning, if there is more than one type of atom, for instance Fe=1 and
Au=2, all the hopping combinations have to be specified: 1 with 1, 2 with 2, 1
with 2 and 2 with 1. For the next 9 lines, the two first digits are the azimuthal
quantum number / and “—1 - 1" ends a data set.

line 53 minimal and maximal radii of the shell where first, second and third neigh-
bors j of atom i are searched. Warning, again, we have to specify all possi-
ble combinations for i and j when there is more than one type of atoms, as
above.
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® N DU R W N

File for Tight-Binding Calculation

Data is for
1

Au (001) Layer

2.87000 Lattice parameter in A F10.5
1.00000 0.00000 0.00000 ! Unit_vector_1 (in units of a) 3F10.5
0.00000 1.00000 0.00000 ! Unit_vector_2 3F10.5
4 ! No. of atoms in unit-cell I3
1 ! No. of diff. chemical species I3
36 ! Dimension of H-matrix (atoms*orb) I4
12 ! No. of max. allowed neighbours (arrays)I4
2 2 2 2 ! Imax for each atom in unit-cell XI3
x/y/z in units of a chem es ep ed 3F10.5,I3,3F10.5
0.50000 0.50000 0.00000 1 0.32926 10.08141 -3.82279 ! Au
0.00000 0.00000 0.70711 1 0.32926 10.08141 -3.82279 ! Au
0.50000 0.50000 1.41422 1 0.32926 10.08141 -3.82279 ! Au
0.00000 0.00000 2.12133 1 0.32926 10.08141 -3.82279 ! Au
Parametrized interactions between atoms in lattice (all in eV):
first neighbor
11 ! Data between type i&j 213
0 0 -0.90886 ! sssigma 2I3,3F10.5
o 1 1.32261 ! spsigma
0 2 -0.64246 ! sdsigma
1 0 -1.32261 ! pssigma
11 2.43079 -0.22381 ! ppsigma,pppi
1 2 -0.87063 0.25796 ! pdsigma,pdpi
2 0 -0.64246 ! dssigma
2 1 0.87063 -0.25796 ! dpsigma,dppi
2 2 -0.67634 0.35701 -0.06218 ! ddsigma,ddpi,dddelta
-1 -1 ! End of data i&j 213
second neighbor
11 ! Data between type i&j 213
0 0 0.03769 ! sssigma 2I3,3F10.5
0 1 0.03551 ! spsigma
0 2 -0.10667 ! sdsigma
1 0 -0.03551 ! pssigma
11 0.50436 -0.13946 ! ppsigma,pppi
1 2 -0.10368 0.06395 ! pdsigma,pdpi
2 0 -0.10667 ! dssigma
2 1 0.10368 -0.06395 ! dpsigma,dppi
2 2 -0.04150 0.03265 -0.00776 ! ddsigma,ddpi,dddelta
-1 -1 ! End of data i&j 213
third neighbor
11 ! Data between type i&j 213
o 0 0.00000 ! sssigma 2I3,3F10.5
0 1 -0.00000 ! spsigma
0 2 -0.00000 ! sdsigma
1 0 0.00000 ! pssigma
1 1 -0.00000 0.00000 ! ppsigma,pppi
1 2 -0.00000 -0.00000 ! pdsigma,pdpi
2 0 -0.00000 ! dssigma
2 1 0.00000 0.00000 ! dpsigma,dppi
2 2 0.00000 0.00000 -0.00000 ! ddsigma,ddpi,dddelta
-1 -1 ! End of data i&j 213
Maximum interaction radius between atoms i & j in lattice (in A):
first neighbor
1 1 0.10000 2.90000 ! i,j,rmin,rmax(i,j) 213,F10.5
second neighbor
11 2.90100 4.10000 ! i,j,rmin,rmax (i, j) 2I3,F10.5
third neighbor
1 1 4.11000 4.12000 ! i,j,rmin,rmax (i, j) 2I13,F10.5
Listing IV.2: Hamiltonian input file.
IV.2.2.iii The k-point input-file

This input file contains a grid of k-points which belong to the 2D Brillouin-zone.
Such a grid can be created by my own code for a rectangular set or can be imported
from another program for general, non-orthogonal sets. For example, the hexag-
onal grid needed for Au(111) was imported from R. Ramirez (CSIC, UAM) code
within BEEM v2.1. The first line of the file must be the number of k-points to be
read (for dimensioning).
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IV.3 Building the hopping matrices and in-layer Hamiltonian

As seen in the chapter III the only required ingredients to calculate the current is the
retarded and advanced Green functions of isolated layers and the matrices which
describe the hopping from one plane to another. Therefore, we have to build the
Hamiltonian of a slab, which is achieved in two steps.

IV.3.1 The tight binding matrix

After reading the input files, two subroutines are used in order to build the tight
binding matrix: det_neighbor.f90 and det_matrixelements.f90.

The first one determines, for each atom in the unit cell, all its first, second and
third neighbors within a given radius (between rmin and rmax), as specified after
line 53 of the Hamiltonian input file. Then, using as input the atomic and neigh-
bor positions, as well as the parametrized interactions (both from Hamiltonian
input file), det_matrixelements.f90 subroutine determines all interatomic matrix-
elements needed for the tight-binding Hamiltonian. Rotation matrices allowing to
determine the overlap for the interatomic transition-matrix elements are included
from the older BEEM v2.1 code: they are encoded in rot_coord.f. This subroutine
and those that are called by it allow the correct rotation of the spherical harmonics
using the tensor algebra of the Wigner matrices [56, Chap. 4 & 5].

The results are square matrices of dimension “orb” which describe the proba-
bility to jump from an orbital at site i to another one at site j. There are as many
matrices as neighbors for each atom of the unit cell. For structures made of differ-
ent materials, e.g. Fe/Au, the program calculates these hopping matrices for Fe, Au
and the interface FeAu. Once these matrices are calculated, it is possible to build
the matrix elements of the Hamiltonian.

IV.3.2 The Hamiltonian matrix hban

We identify a given atom by the label iy, iy, i, and its neighbors by i +6y, i}, +6y, i, +
0 ;. In this way, the tight-binding Hamiltonian of Eq. I.1.1.i can be written as:

H=Y Y Y {mm ghm  gtm) he (V1)

.. C. . . +
L. ix,iy,iz ix+0x,iy+0y,iz+0
ixy,iz0x,0y,0, mm (ixly i), DR e e

(ix+0x,iy+0y,iz+02)

Where the terms

t(m,m’) ctom A(m')
(ixsiyis), ixyiyyiz Cig 40,0y +8,,i5+6,

(ix+0x,iy+6y,iz+02)

destroy an orbital m at i+6 to create another one m’ at { with an amplitude ¢. These
t are the ones obtained through the det_matrixelements.fo0 subroutine.

As the system is finite in the z direction, it is not possible to perform a Fourier
transform in this direction. Hence, we split the xy plane, where the Fourier trans-
form can be performed, and the z-component, where it cannot. This implies rewrit-
ing the Hamiltonian (IV.1) as the sum of two terms: H=3%; H; ; +Y; 5.20Hi, s,
where H;, ;, corresponds to the layer-to-layer hopping (in the z-direction). In for-



76 Chapter 1IV. BEEM program

mulae
Hy;=Y Y Y fmm) ghom sm) +h.c (IV.2)
iziz = i, S, mo 6xy5yvlz lx,ly:lz lx+5xvly+6yvlz T :
xlyOx,0y
X _ (m,m") A’r(m) A(m')
Hi.p. = izi 525 mzr:n f x0y,02 lxyly,lz+5zClx+5x,ly+5y,lz +h.c. (IV:3)
xlyOx,0y
!
where témbm ) is the in-layer hopping term for layer i, which is independent of i,

and i), because of translation invariance.
As we saw above, the slab periodicity in the (x, y)-plane allows us to perform
the following Fourier transform of the ladder operators:

1 ) .
pim — — _— gtmy pilkeintkyiy)
Cixviy,iz VN kz kaky,lz (Iv.4)
X)
1 I .
g pUm) iy (i +0.2)+ky iy +8)))
Clictb,iy+8y,iz \/_k e ky i © S e (IV.5)
X y

and analogously for the Hermitian conjugated terms ¢;
ingitin Eq. (IV.2) we find

L (m,m’) 1(k ix+kyiy) —ilkl (ix+6x)+k,(iy+6,)]
le:lz - Z Z Z 6Xv5yvlz Z Z e e yRyTry

ix:iy5x,5y m,m’ kx, ykx,k’

A(m) [ AT(m)

ix)iy,iz

] . Re-inject-

lxvlyvlz

Catm)  A(m")
Che ki Ok i

_ Z émém) Z Z Ze—1[(k’ —ky)ix+(ky—ky)iy]
X ylz

5Xy6y m,m’ kx, ykx,k', ix,ly

5+ =+
k//k’//
LpTom - alm) =ik Btk 0))
kx;kyylz k;,k’ i

(m',m) AT(m) A(m)
Hiikp=Y Y & (IV.6)
// k//mm’ k// i k// iz k// iz

(m',m) .
// Z . .

same can be done for the off-layer terms, i.e. the hopping from one layer to another.

These can be expressed as:

where € is the matrix energy over the orbital indexes (m, m’) for layer i,. The

k gmm) - gHm gy, Iv.
Hi,,izvo. (k) = kz Z, k) iziztos k//,zzck//,zzmz ¢ V.7
/

with EZZ :n z 5. = 2050y Zmm! é’:g,zbl“&z e!(kx0x+ky0)) the hopping matrices in E//
Wtz z

space from layer i, to layer i, + 0 ;. Let us now consider, as an example, the case of
three interacting layers. It is useful, for iterative purposes, to write the Hamiltonian
in the following matrix form:

3 Hy1y Hpp His
H=| Hx Hy Ho (Iv.8)
Hs;  Hs, Hsg
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The Hamiltonian here, is just an example which describes three interacting lay-
ers. The diagonal part, of this block-Hamiltonian is the Hamiltonian of the isolated
layer i, (for i; = 1, 2 or 3). The off-diagonal part of the block-Hamiltonian corre-
sponds instead to the layer-to-layer hoppings (Eq. (IV.3)). For example, H;» and
H, ; are respectively the hopping matrices from layer 1 to 2 and from layer 2 to 1:

Hiz=Y Y ¢l gftm atm) ,+he. (IV.9)

s . zx111x+6x1+5
lx,ly(sx:&y m,m' (ix,iy,1), "y Ry TRy

(ix+6x,iy+8,2)

And similarly for Hy3 and Hs;. As in this thesis we work with a local orbital basis of
s, p, and d orbitals, each of the sub-Hamiltonians (Hj,;,H,; etc...) is a9 x 9 matrix.

After Fourier transform, if we consider the hopping from layer 1 to layer 2,
eq. (IV.9) becomes:

Hio(ky)) = gmm) ghlm am) |, o (IV.10)
/7 %%, kp12 Kyl k2

whose matrix representation is

Hl,z(%/) =
|s) |px> |py> |pz> |dxy> |dyz> ldxz) |dx2_y2> |dz2>
o | B ERp o HV
el | B E )
(pyl
(pzl
(dxyl
(dyzl
(dxzl
(dxz_yzl
(d|
Ivin)
For instance with m = |s) and m’ = |p,) we have:
($,px) (7. 7. (s,px) —i(kyOx+kyo
Hl,szp (k//)=<S‘H1,2(k//) Px>=§Z(s tifgyﬁze i(kx0x+ky0y)
+ Z t(lzxéi)é e+1(kx6x+ky5y) (IV.12)

6x,0y

This 2D Fourier transform is performed in the det_dettightham.f90 subroutine,
which is called within the k-point loop. It requires the atomic position and the
hopping matrix for each neighbor.

IV.3.3 Extracting the hopping matrices and the in-layer matrices from

hban

In the previous version of the BEEM program (v2.1) the full matrix was used in or-
der to calculate the Green functions. However, it could be troublesome for finite
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systems because if the Hamiltonian describes a slab made of 3 layers, it propagates
3 layers by 3 layers and we have to deal with dimensioning problem of matrices. To
avoid those complications, arrange_tightham.f90 extracts the required matrices:
in-layer Hamiltonians H;, ;,, nearest-layer hopping H;, ;,+1 and next-nearest-layer
hopping H;,; +2. From now on, we shall call H;_; 11 and H;_; +2 as t;,;,+1 and
t;, i, +2 respectively. As shown in chapter III second and third-nearest-neighbor in-
teractions both imply that electrons jump from one layer to the next-nearest one,
for a BCC lattice, like for iron.

This is the origin of the tricky part of the line 11 of the hamiltonian input-file
(see sec. IV.2.2.ii). Consider now a FCC structure in (111) direction. In that case,
the structure is a stacking A; By C1 A2 Bo C» A3 Bs. .. and the following hopping are re-
quired: ta, B,, tB,,c;» tCy,A, a0d £4; c)) Iy, 4y, tCy,B, @S illustrated in Fig. IV.2. In order
force the program to compute the hopping matrices fc, 4, and ¢, ,, ¢, B, we need
to give the positions of atom Ay and By.

Because of the iterative procedure described in sec. I11.3.2.ii, these matrices are
stored as arrays in the following way:

1. First, electrons propagate from A; to By (cf. Fig. IV.2) — ¢4, g, = Tij1(1)

2. Then electrons propagate from B; to C; and from A; to C; — tg,,¢c, = Tij1(2)
and ta,c = Tij2(2)

3. Then electrons propagate from C; to A, and from B; to Ay — ¢, 4, = Tij1(3)
and 1B, A, = Tij2(3)

4. Finally electrons propagate from A to B, and from Cj to By — t4,,5, = Tij1(1)
and f¢c, g, = Tij2(1)

The Tij1 is for nearest-layer hopping and T'ij2 is for next-nearest ones. To sum-
marize, given a periodicity in z direction, we have to add as an input at least two
more layers, as it is done in the Hamiltonian input-file above (listing IV.2). In any
case, it is already done in the database of Hamiltonian input-files provided with the
code.

Once all of those matrices are initiated, the algorithm described in sec. I11.3.2.ii
is used to get the Green functions for the BEEM current.

IV.4 Calculating the propagators and the current

The propagators are calculated as described in Sec. I11.3.2.ii and illustrated the Fig. I11.7
that is here reproduced for clarity.

For the first iteration (n = 1), only the Green function of the first isolated layer
is different from zero:

IF (islab==1 .AND. ilayer==1) THEN
Gmml (:,:) = (0.d0,0.d0)

Gnmln (:,:) = (0.d0,0.d0)
Gnmlnml (:,:) = (0.d0,0.d0)
Glnml (:,:) = (0.d0,0.d0)
Gnn (:,:) = gii(:,:,1)
Gln (:,:) = gii(:,:,1)

END IF
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(@

(0.5,0.87,0)

Q B,

(b)

Figure IV.2: (a) Example of a ABCABC...stacking in the (111) direction of the FCC
Brillouin zone. This is for instance the structure of Au(111). (b) At the first iteration
in the calculation of the Green functions (2 layers in contact), electrons can jump
from A to B; only. At the second iteration, 2 layers in contact with a third, they can
jump from B; to C; and from A; to Cj, and so forth.
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In the program we have used the notations:

Gnnml = Gﬁl’%_l
Gnmln = GA;”_)M
Gnmlnml = G;”_)Ln_l
Glnml = Ggf’r)l_l
Gnn= G,
Gln= Gi",)l

YN _ A~
gii(;:1) =Gy

Of course, with just one layer, all Green functions with n —1 label are identically

zero. Then, we move to the second iteration and get:

Gnmlnml = Gnnnpl

!
Gnnml = Gnplnnpl !
Gnmln = Gnnplnpl !
Glnml = Glnnpl !
Gnn = Gnplnplnpl !
Gln = Glnplnpl !
Glnm2 = Glnmlnpl !

step
step
step
step
step
step
step

X OO W W

Where “step i” refers to the steps in figure I11.7. At the end of the iteration up to layer
T
n, Glnm2 = G Glnml = Gf'('_l)l and GAnl = [Gf(n”)] are used to calculate the

1,n-2’ N

current, according to the equation (I11.62)
Finally, the current is calculated for any k-points, and written in the output file

structure_current.dat. If a loop over the energy has been asked, then the DOS is

calculated and stored in structure_dos.dat. Examples are given in chapter V.
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Figure IV.3: Flow chart of the algorithm used to calculate the Green functions Gf 354),

GR '@ and GA 4 (pink circles). Thelabel 1, 2, 3, 4, 5 and 6 are the same as those used
in sec ITL.3. 2 ii.h. This is also the same order used in the code to calculate the var-
ious Green functions. At the first iteration (n=1, we are looking for n+1=2), there is
no next-nearest layers: G( ) is only expressed in term of G(IJ) At the second iteration
there are next-nearest- layer interactions, but still one degenerate case: step step 4
= step step 2. At the third iteration, each Green function is different (at least all in-
dexes are). Equations (I11.152), (II1.154) and (II1.158) give the retarded Green func-
tion and the advanced Green function of the current formula (eq. (I11.62)).

n+1=2

n+1=3

n+l1=4






CHAPTER

Results and discussion

N THE PREVIOUS CHAPTERS, we have introduced Ballistic Electron
Emission Miscroscopy and the different ways to model the elastic
scattering of electrons with increasing number of layers, and their prop-
agation. As shown above, the tight-binding approach is probably the best intuitive
method to deal with hopping from one layer to another and it allows a simple way
to “play” with the parameters at the interfaces, that can better respond to the ex-
perimentalist needs. For these reasons we decided to use a tight-binding approach,
instead of the non-equilibrium Green-function Density Functional Theory (NEGF-
DFT), for which moreover, the required time of calculation for our systems could

have been very expensive.

Within the tight-binding approach we have tested two different models for the
BEEM current: an equilibrium model and a non-equilibrium one. The first (see
section V.2 for a proper definition) has the merit to be conceptually simpler. We
have employed it in the case of bulk band structure, so that the results can be in-
terpreted very intuitively, as we shall see below. We shall compare this equilibrium
model with the more elaborate (and conceptually more precise) model based on
the non-equilibrium Green-functions formalism presented in Chap. III. It is ex-
pected that the propagation of electrons within thin films is better described by the
realistic non-equilibrium model. Nevertheless, it turns out that the band structure
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Ejs =Vsso

Esx = Wspo

Exx =PVppo + 1= 1) Vppn

Eyy =1mVpps —ImVppn

E.. =InVype = InVppy

Egxy =V3ImVy,

Egp_p = B @2 - ) Voo

Eg3p2_p2 =2 - (> +m?) /21 Veyy

Bl s = V3P mMVpao + mL—212)Vyar

Exyz =V3ImnVpae —2lmnVpay

Ey zx = VB2 nVpae + n(1=21%)Vyay

Eo = B2 - ) Vg + 11— 12+ mD)Vpin

By = B (2 - m?)Vygy — m(1 + 12 = m2) Vpgy

E, 2 = B2 = m2)Vpap — 0% = M2 Vpan

Eyspp =1[n? = (12 + m®)/2)Vyag — V3In*Vyar

By =mln? - (12 + m*)12)Vpag = V3mn® Vpgy

E s 2 = n[n? - (12 + m)/2)Vyae + V3n(? + m?) Vpan

Exyxy =3P m* Ve + (12 + m? —412m?)Vaan + (n? + Pm?) Vs

B =3ImP Vg + In(1 —4m?) Vg + In(m? — 1) Vs

Eyyzx =3PmnVygs + mn(l —412) Vg, + mn(l?> = 1) Vygs

Bty = 3Im(? - m*)Vago + 2lm(m? = I*) Vagn + Im(% = m?*)12Vaas

Eppx2_y2 =3mn(1? - m*)Vaae — mnll +2(12 = m®)|Vagn + mall + (12 - m?)/2)Vaas
By =3 nl(1? - m*)Vaae + nl(l - 2(% = m*)] Vaan — nl[l - (1 = m?) /2] Vaas
Eyyaz2_p =V3[Imn? - (12 + m®)12)Vaae — 2lmn? Vagn + Im(1 + n?)/2V4q5]
Eypa2_p2 =V3[mnn? - (12 + m®)12)Vaae + mn(? + m? — n*) Vygn — mn(? + m?) 12V
Ege3z2 2 =V3[In(n® = (12 + m®)12) Vygo + In(12 + m? = n2) Vygr — In(1? + m?) 12V |
Ex_y2 2 _y2 =312 = m®)? Vgag + 12+ m? = (12 = m*)1Vaan + (02 + (12 = m*)2 141 Vyas
Ba_ypse e =V3[(Z=m®)n® - (1*+m?)/21Vaae 2+ n?(m? = 2)Vygn + A+ n®) (12 = m*)/4Vgqa5 ]
By r2z 2 =0 =%+ m*)/21*Vyae + 302 (1% + m*) Vaar + 3 (12 + m*)? Vaqs

Table V.1: Table of interatomic matrix elements due to Slater and Koster [55]. The
table expresses the matrix elements as functions of LCAO 2-center bond integrals
between two orbitals, i and j, on adjacent atoms. The bond integrals are for exam-
ple the Vi, Vppr and V45 for sigma, pi and delta bonds. [, m and n are direction

cosines of the atomic position 7: [ = %, m= V'_“HZ, n= 'l’ 3
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effects contained in the equilibrium calculation can explain some experimental re-
sults and allow us to make predictions that, given the present level of experimental
sensitivity, are hardly distinguishable from the more correct non-equilibrium ones.

In this chapter, we first present the effectiveness of tight-binding parametriza-
tion used for our calculations (in Sec. V.1). In section V.2, we present some results
obtained with the equilibrium approach. Finally, we move to the non-equilibrium
approach in section V.3, before drawing our conclusions.

V.1 Tight-binding parametrization

The tight-binding approach is a parametrized calculation of band-structure that
allows us to reproduce electronic band-structures with a root-mean-square error
of the order of (50 £ 20)meV, as shown for example in Ref. [48]. We shall not linger
on the basic aspects of the theory, that are well described elsewhere (see for exam-
ple Ashcroft [1] for a first introduction and Papaconstantopoulos [48] for a more
advanced treatment). In this section we shall rather describe two different ap-
proaches to handle the tight-binding approximation: Papaconstantopoulos’ ap-
proach, based on Slater-Koster two-center parameters, and Harrison’s approach
(even in the Papaconstantopoulos modified version), based on a minimal set of
universal hopping parameters.

V.1.1 Papaconstantopoulos’ approach

Dimitrios A. Papaconstantopoulos wrote the first systematic tight-binding parame-
trization of all metals obtained by fitting ab-initio calculations. This work was pub-
lished as a “handbook of the band structure of elemental solids” in which ab-initio
band structure-calculations have been recast on a linear combination of atomic
orbitals (LCAO) basis using the Slater-Koster (SK) method [55] as an interpolation
scheme (Table V.1). The ab-initio calculations have been done using the augmented
plane-wave method (APW) that includes the mass velocity and Darwin relativistic
effects, but without spin-orbit coupling. Then, the 2- and 3-center SK parameters
are obtained by a fitting procedure:! the fit is done for the six first bands on a uni-
form mesh of k points using a least-square program, and energies at extra high
symmetry points (nine bands are calculated for the latter) are fixed using analytical
formulee.

By means of a subroutine explicitly inserted in my code BEEM v3, I have been
able to reproduce some band structures of metal of interest for BEEM. Some are
reproduced here: Fe (fig. V.10), Au (fig. V.1) and Ag (fig. V.4). All those band struc-
tures have been obtained with the so-called 3-center parameters. It is also possi-
ble to use the 2-center parameters reported in Papaconstantopoulos book by using
the Fortran “2_to_center.f90” subroutine of my code. The drawback of the accu-
rate matching (root mean square errors ~ 30 to 70 meV) of Papaconstantopoulos’
parametrization with ab-initio calculations is the high number of tight-binding pa-
rameters required (~ 25 up to 35). Note that this number of parameters can be
reduced for FCC crystals by considering only nearest-neighbor hopping, as shown
in figure V.1. However, for BCC structures, we have no choice but to consider third-
nearest-neighbor hopping, as shown in Fig. V.2. For this reason, we have considered

1The full procedure is well described in the introduction of the handbook and therefore we do not
repeat it here.
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20 T T T T
—— Papaconstantopoulos * parameters
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energy (eV)
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path in Brillouin zone

Figure V.1: Band structure of gold considering only nearest-neighbor hopping from
BEEM v2.1 input files (in dashed red lines) vs second nearest-neighbor hopping
from [48] (in black lines). The two band structures are in quite good agreement, in
particular around the Fermi level (RMS error < 70 meV for the sixth band).

nearest-neighbor hopping for gold (and because we want to compare our results
with the previous results using BEEM v2.1 code) and up to third-nearest-neighbor
hopping for iron.

In order to reduce the number of parameters, Harrison proposed an alternative
parametrization of tight-binding that, though less precise (as we shall see below),
drastically reduces the number of required parameters, and allows straightforward
generalizations to interfaces.

V.1.2 Harrison’s approach

Harrison has developed an elegant theory of the solid state where he seeks to ex-
plain electronic properties analytically, with a reduced number of external parame-
ters. His starting points are the fact that Slater-Koster parameters can be expressed
with power laws oc d~2, o« d~#, or oc d~° depending on the type of orbital interac-
tions (as shown below) and that by fitting free electron bands or band structures of
germanium and silicon, he had found very close coefficients. The latter remark
made him assume that there might be general coefficients to describe all band
structures. With this approximation, he was able with, a minimal set of parame-
ters, to reproduce the band structures of many materials.

For instance, in order to build the gold band structure of Fig. V.3, we can use the
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-~ up to 3rd nearest neighbor hopping
|~ nearest neighbor hopping only §

Density of states

o / 5
Energy (eV)

Figure V.2: Density of states per unit cell of spin-down iron considering nearest-
neighbor hopping only (red curve) and up to third-nearest-neighbor hopping
(black dashed curve) using parameters of Papaconstantopoulos’ handbook [48].
The DOS for the calculation with nearest-neighbor hopping only is instead very
different. In general, we cannot describe BCC structures considering only nearest-
neighbor hopping.

universal parameters:
Viem =P . V.1)
'm= llmme 2 .
n2 s
V, = e 2
ddm = Baam . & (V2)

The denominator d is the distance between the considered neighbors, /isa s or p
orbital, and S are the constant prefactors:

45
Psso = —1.32 Bado = _?
30
:Bspa = 142 ,den = ;
15
= 222 =——
IBppa ,ded o
Bpprn =—0.63 (V.3)
and 11?/m = 7.62eVA?. In his previous book [21], Harrison also consider matrix ele-

3/2
ments Vjg,, = ﬁldm,’;—ze %, which are here absent.
Ys and r; are both material-dependent parameters and can be found in L. Shi
and D. Papaconstantopoulos’ paper [54]. For gold, they are:
£, =— 6.980eV
£q=-17.780 eV
ra= 1.007A
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Figure V.3: Band structure of gold calculated with Harrison’s parameters [21] (black-
dashed lines) and with Papaconstantopoulos’ parameters [48] (red-dotted lines).

The topology of the Harrison band-structure is very similar to the Papaconstan-
topoulos one. However, even if such similarities with only 3 parameters are quite
impressive, some problematic regions remain, like for instance, in the 2-4eV range,
around the L-point.

and the distance is

dlst = a\/z (V.4)
dyng=a (V.5)

with a = 4.08A [48].

This reduction of the problem is of course always less accurate that a full ab-
initio numerical solution. For instance, Fig. V.3 shows the differences between Har-
rison’s approach and Papaconstantopoulos’ prametrization of APW calculations. It
is interesting to note that the band structure is nicely reproduced except around
the L point where a band below Fermi level (within the range 2-4 eV) is completely
wrong : there is a difference of more than 2.5 eV ! Moreover, the minimum energy,
atI' point, is also several eV too low. We reproduced Harrison’s band structures also
for other materials and found similar behaviors.

It is useful to remind that some researchers, Andrey Umerski et al. [42], mod-
eled tunneling magneto-resistance (TMR) using this theory for the description of
the interfaces between the different materials of the structures. As electrons cross
the tunneling junction with a wave vector k ) =0, our results show that Harrison's
approach can be used, as the band structure of the studied material is well repro-
duced around I' point. However, one has to be cautious before using Harrison’s
approach for any band structures.
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Interestingly, in 2004, D. Papaconstantopoulos improved Harrison’s theory [54]
by adding a p on-site energy to the s and d on-site energies used by Harrison, by
modifying the sp hopping integrals with a new dimensionless parameter ys and by

P 3/2
considering the Vg, = Biam Z—i % of the previous book. In spite of this extra pa-
rameter v, the number of free parameters in this modified Harrison’s approach is
still limited. In this section, we shall see if and how this method can be used to de-
scribe multi-material hopping in order to describe the transport from, for instance,
a layer of gold to a layer of iron.

V.1.2.i Modified Harrison tight-binding parametrization

So, besides the parameters described above in Egs. (V.1) and (V.2), we have an extra
parameter and an extra matrix element:

n? ys

Virm = ﬁll’m%? (V.6)
hg r;/Z

Viam = ﬁldm;ew V)
n o

V, = —_—— .8

ddm = Baam . d5 (V.8)

The denominator 4 is the distance between the considered neighbors, /isa s or p
orbital, and § are the constant prefactors:

Bsso = —0.90 Bsaoc =—3.12 Bade = —21.22 (V.9)
Bspo = 1.44 Bpdo = —4.26 Badr = 12.60

Bppo = 2.19 Bpan= 2.08 Bads =— 2.29

Bppn =—0.03

Ys and rg4 are both material-dependent parameters and a complete table for the
most of the elements usually employed in material science can be found in L. Shi
and D. Papaconstantopoulos’ paper [54].

With only three equations, ten universal constants and two material-dependent
parameters ys and r4 plus the distance d between the two atoms, the two center
parameters of Slater & Koster can be found in order to build the band structure.

V.1.2.ii Silver band structure

To ensure our results we have reproduced the band structure for silver in Fig. V.4,
as in Ref. [54]: we consider first and second nearest-neighbors in a 4.064A FCC. It
should be reminded that Papaconstantopoulos’s correction of Harrison’s parame-
ters in Ref. [54] aimed at fitting six s — d bands of the transition metals by keeping
the same set of the Harrison 8 parameters for all of them, in order to achieve sim-
ilar universality as that of Harrison. This is why, the 7th-9th bands are not fitted
very well (RMS error of 2eV, similarly in the Papaconstantopoulos’ book the RMS
errors are the greater for those bands ~ 70 meV), particularly around the X point.
However, the result is good enough for the region which interests us, i.e., 1 eV above
Fermi level?, and for the resolution of the BEEM.

2The RMS error of the sixth band is 0.47eV that is quite high. However, at lev, the differences in
energy are ~ 40 up to 100 meV.
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--- Papaconstantopoulos’ parameters
—— Harnison’s parameters

energy (eV)

Figure V.4: Band structure of silver calculated with the modified Harrison’s theory
[54]. The dotted line is the APW parametrized band structure due to Papacon-
stantopoulos [48]. Their matching is excellent at low energy. At high energy, their
matching is worst. However, the comparisons at high energy should be avoided
because the RMS error of the high energy bands of Papaconstantopoulos’ parame-
trization with respect to the APW calculations is quite high: 70 meV for the 6th band
of Silver, against less than 25 meV for 1st to 5th bands. In any case, for the BEEM
current, we are interested in the 0-1.5 eV energy range above the Fermi level (set to
0 in this figure).

V.1.2.iii Multi-material parametrization

The description of the BEEM current through a spinvalve, say Fe/Au/Fe, requires
the hopping parametrization of two different atomic species, in this case Fe and
Au. In the Harrison theory, it can be shown [22, Chap. 17] that the hopping from a
material to a different one can be obtained by taking the geometric mean of some
power of their y; and r; parameters. The reason why we have to keep this formula is
that the general coupling between atomic states of any angular-momentum quan-

tum numbers is [59]:
h2 /rIZI—lrIZ’l’—l

Virm = Birm T (V.10)
For instance to propagate from iron to gold one has to take
3 3 3
(rFeM) =3/ (ko) (ri) (V.11)

and keep the usual on-site parameters for each element. The distance between
the two atoms if not known experimentally should be found with DFT total energy
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calculations, or used as an extra free parameter. In this way, it is straightforward to
model any type of interface.

V.2 Equilibrium evaluation of BEEM current

In Sec. II.1, we have introduced the first modeling of BEEM current, by Kaiser and
Bell, in terms of a free-electron propagation. This picture was invalidated by the
work of Garcia-Vidal et al. [16] who showed that BEEM electrons are instead elas-
tically scattered by the periodic potential of the crystal. In order to model this be-
havior, they used a fully quantum out-of-equilibrium approach based on Keldysh
formalism, like the one described in Chap. IIT and in the following Sec. V.3. How-
ever, it is interesting to compare this out-of-equilibrium approach with a simpler
equilibrium calculation. We should specify what we mean by “equilibrium” calcu-
lation of the current, as by definition, there is no net current at equilibrium.

In the semi-classical theory of metal, the current density at point 7 and time ¢
is:

JF 0 =qpF, T4, 1) (V.12)

if p electrons per unit volume, of charge g, all move with velocity ¢ (7, 7).
As the group velocity of electrons is proportional to the reciprocal-space gradi-
ent of their energies, after space and time Fourier transform, we obtain:

DY fﬁ%eg-a(e"—eg) dk; (V.13)

n=band index

where 6 (" —eg) is the density of states at energy €, and Eg the eigenvalues of the n™

band. k; is the component of the wave-vector parallel to the epitaxy direction and
k ) 1s the component parallel to the interfaces (orthogonal to the epitaxy direction).

The current is obtained in this way by bulk band-structure calculations, such
as in the simple tight-binding approximation. It is clear that this integral is zero
for electrons which propagate in all directions. For this current to be meaningful,
we have to consider that electrons propagate only in k; > 0 direction. This point
of view has the advantage of a simpler physical understanding, compared to the
formalism of section V.3. This is how out-of-equilibrium is artificially introduced.

Once the current-density vector® is calculated for each k-points, all ]} have to
be summed with respect to the epitaxial components of the current-density. In
other words, the Brillouin zone is projected in a 2D Brillouin Zone. For instance,
Fig.V.5 represents the2D projection of the 3D Brillouin-zone of the FCC lattice along
the (001), (110) and (111) directions and of 3D Brillouin-zone of the BCC lattice
along the (001) direction. Once the current is projected, it can be compared to
the accessible density of states (DOS) in the semiconductor. If a high current area
matches accessible DOS, a current should cross the interface, assuming that the
parallel component of the wave vector is conserved at the metal/semi-conductor
interface.

Those calculations have been done for several materials using a tight-binding
code that I have written in Fortran 90, at present not included in the full non-
equilibrium code BEEM v3.

3Actually, it is rather a “channel” in k ) -space where electrons can propagate.
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V.2.1 2D projection of 3D Brillouin zones

Calculating the current is straightforward, the only cumbersome part is the sum-
mation of the current density vectors with respect to the epitaxial component. As
stated above, figure V.5 shows the reduced 2D Brillouin-zones for the three orienta-
tions (001), (110) and (111) of the FCC cell and for the (001) orientation of the BCC
cell. The current is calculated for each k-points within the red polygons and then
summed with respect to the epitaxial direction.

Figure V.5: 2-dimensional reduced projections of the 3D Brillouin zone of the FCC
and BCC lattices. The current is calculated for each k-points within the red paral-
lelepipeds, then summed in the direction of epitaxy. V.5(a), V.5(b) and V.5(c) are the
projection of the reduced FCC Brillouin-zone respectively in the (001), (110) and
(111) directions. V.5(d) is the projection of the reduced BCC Brillouin-zone (one
quarter of the full Brillouin zone) in the (001) direction.
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In order to calculate the current we have to find the coordinates of the polygon’s
basis. This coordinates are given in this technical subsection, as well as the way to
find them. For the following we denote the basis of the polygons with an underline,
as A and the top of the polygons with an over-line, as A.

Consider the FCC cell, first. The basis of the polygon of Au(001) (Subfig. V.5(a))
isTXMX and its coordinates are

2n 11 1 1
_{(0,0,0),(_,_,0),(1, 1)0))(__)__70)}
a 2°2 2 2

and the sum in the (001) direction runs up to '’ XM X:

{(0 0,1) (1 1 1) (1,1,1) (—l —l 1)}
) » ) 272) ’ ) y ’ 2! 2)

Hence, the edges of the polygon go through 2 L points and through W.
For Au(110) (subfigure V.5(b)), the coordinates of the basis T X AT are

2r ((1 11 1 1 1
P R R B 0107_ )(0)010)) _r__yo
a (\2° 22 2 2 2

and the sum in the (110) direction runs up to ' X AT

271{(3 1 1) ( 1) (3 1 )}
—4===]1(1=],1,10),|=,=,0

a \(\2°2 2 2 2°2

Hence, the edges of the polygon go through X, W, L and K points. Note that L €
(YY), We (SS), Ke (IT) and X € (XX).

The (111) direction (subfigure V.5(c)) is a little trickier. It is a polygon whose
basis is the third of an hexagon. The basis is I'M; K; K> M>, the edges go through
Ly, K1, X, K, Ly and the top of the polygon lies on the hexagon face of the Brillouin
zone I' M, K; K, M,. From this, we see that the reduced 2D-Brillouin-zone of the
(111) direction is an hexagon with a 3-fold symmetry: starting from M, a 27/3
rotation is required in order to find an equivalent M, point.

We start from the coordinates of the high symmetry points which are on the
edges of the contour:

11 1 1 1 1 11

L1(5, > _E)Kl(l’ Z’O)Kz(l,O, Z)LZ(_E’ ~5 5)

and we define the vector 7i(1,1,1). In order to find the coordinates of the basis we
need to find the intersection of the vector that goes through one of the above high
symmetry points, with the basis plane. However, except for I' point, there is no
high symmetry points on the edge of the basis. Then, it is easier to look for the
intersection with the top plane of the polygon, TM KK M. For instance, we want to
find the intersection point ‘M between M, Ly M) and (TK"M). For that, we use the

parametric equation:
(M1)x =Ty + t(TK)x = Ly 5 + ' (7)) (V.14)
(M1)y=Ty+tIK)y=Li+1t (), (V.15)
(M), =T, + t(TK); = Ly  + t'(7i), (V.16)
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withT = L=(1/2,1/2,1/2) and L; = (1/2,1/2,-1/2). Solving this system, we found
t=1t'"=1/3 and so, Ml = (5/6,5/6,—-1/6). Finding M is now easy, we only need to
do a (-1/2,-1/2,-1/2) translation to get M, = (1/3,1/3,-2,3). Proceeding in the
same way for the others point, we find:

I'MiKi Ko M, =

271{(000)(11 2)(5 1 5)(5 11)(5 5 1)(1 21)}
a | 77777\373 3)'\6’12° 12)°\6" 6°6)'\6° 12"12)°\3" 3’3

The BCC (001) direction (Subfig. V.5(d)) is analogous to the FCC one. The coor-
dinates of the basis ' X M X, are

21 1 11 1
{(0,0,0),(0,‘,0),(—,—,0),(—,0,0)}
a 2 22 2

and the sums runs up to

2n 1 11 1
_{(0,0,1),(0,_,1),(_,_,1),(_,0,1)}
a 2 22 2

We have limited ourself to the Fe(001) direction because in the next section we
present some results only for Fe(001)/GaAs(001). Whereas for gold, we have stud-
ied Au(001)/Fe(001) and Au(111)/Si. The (110) direction has been presented above
for completeness and because Au(110)/GaAs(001) has been experimentally studied
at IPR.

V.2.2 Gold: Au(001) and Au(111)

Figure V.6 shows the mapping of the current for Au(001), at different energies: it is
quite isotropic with a neck that appears at T for e = ep + 1.1 €V,

These results suggest that if we had another material, on which gold can grow
epitaxially along the (001) direction, for which there are available states only around
k )= 0T point), then the BEEM current should decrease above 1.1 eV, due to the

absence of propagation of electrons at this energy and for k ) = 0. This theoreti-
cal suggestion has been fully implemented in the Fe/Au/Fe spin-valve described in
section V.2.4

Of course, we should now find a way to counter-check the validity of the equi-
librium approach described by Eq. (V.13). On way to do it, is to look at the angular
distribution of the current intensity, in order to compare our simple model with the
results of reference [16], based on the non-equilibrium Keldysh Green-functions.

Figure V.7 represents constant energy curves from 0.8, to 1.7 eV above the Fermi
level (Subfig. V.7(a)) in the TKLUXW W XT plane of the FCC Brillouin zone (Sub-
fig. V.5), and the angular distribution of the gradient of the €r + 1.3 eV curve, with
respect to the (111) direction (Subfig. V.7(b)). As the current is proportional to the
gradient, the peaks in the gradient distribution correspond to high current direc-
tion. That means that most of the electrons propagate at -24° and 27° with respect
to the (111) direction. This behavior is qualitatively similar, within the experimen-
tal sensitivity, to what has been obtained by K. Reuter ef al. in Ref. [51] (this is
represented by the red curve in V.7(b)).

This result is a strong indication that equilibrium calculations like those de-
tailed here, can find their place in several realistic descriptions of BEEM currents.
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Figure V.6: Current-density vector projected on the 2D Brillouin zone at (a) Fermi
level +0.9 eV and (b) +1.1 eV for Au(001). The distribution is quite isotropic but
above 1.1eV, a low-current zone appears at I'. If gold is grow on a material which
has available DOS only around T, then, the BEEM current should decrease above
erp+1.1eV.

V.2.3 Fe(001)/GaAs(001)

The calculation procedure is the same as seen above for gold, but this time the ac-
cessible DOS in GaAs is superposed to the 2D Brillouin-zone current distribution,
both for spin up and spin down electrons. Conservation of k / implies that a current
crosses the interface only if, at a given energy, k-states impinging from the metal
have a corresponding empty DOS with the same k. From these premises we can
expect a modulation of spectral weight between parallel and anti-parallel states of
the spin valve throughout the Brillouin zone, due to the spin-up/spin-down asym-
metries in the band structure.

This feature is shown in figure V.8: the current distribution of the spin-up elec-
trons is quite homogeneous whereas the the current distribution of spin-down elec-
trons shows strong relative variations. Suppose that we can control the available
density of states within the semiconductor around k ) =0 by increasing the sur-
face of the available DOS, we expect to increase the BEEM current. For spin-up
electrons, as the current distribution is homogeneous, the BEEM current should
increase linearly with the surface. On the contrary, for spin down electrons, this
variation depends on the current distribution, not only the size of the available
DOS area. However, we a priori expect that the BEEM current is governed by the
majority spin (i.e. spin-up electrons), whose mean free-path is higher than for the
minority spin (i.e. spin-down electrons). In other words, increasing the area of the
available density of states should lead to a almost linear variation of the BEEM cur-
rent with respect to the surface, the small non-linear part being caused by minority
spin.

For instance, we have projected the available density of states in GaAs on these
current distribution: spin down-electrons can only propagate to the I' point, but
spin-up electrons can also cross the interface through the X point.

This is not the case for spin-up electrons (Fig. V.8(b)), where a density of states
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Figure V.7: (a) Iso-energetic curves and (b) (blue line) angular distribution of the
gradient for € = 1.3 eV with respect to (111) direction (I'-L, the right part of (a)) of
the FCC Brillouin zone af gold (cf. Fig. V.5). The more the iso-energetic bands are
flat, the higher is the current. The red curve, extracted from the non-equilibrium
calculation of Ref. [16], is in quite good agreement with our equilibrium results: in
both cases the current peaks lie at similar angles with respect to the I" point in the
planes shown in (a). Experimentally, the difference of 7.4° cannot be be seen due to
roughness at interfaces and non zero temperature.

is available at Xg,45. Moreover, for spin-up electrons, the current projected onto
the L valley (X of GaAs) has more or less the same intensity as at I" point.

V.2.4 Towards spintronics: Fe/Au/Fe/GaAs, the equilibrium approach

In section II.4 we have introduced the

Fe(001)[100]/Au(001)[110]/Fe(001)[100]/GaAs(001)
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Figure V.8: The current-density vector is projected on the Fe(001) 2D Brillouin-zone
for (a) spin-down and (b) spin-up electrons (¢ = Er + 1.1eV). Yellow color is high
current area and blue color is low color area. The available density of states in 2D
Brillouin zone for GaAs(001) is represented by red disks. They correspond to the
three valleys that are accessible at I" (¢r = e +0.75 eV), L (¢ = ¢r +0.33 eV) and
X (¢px = ¢r +0.48 eV) points in (c) the band structure of GaAs (obtained through
DFT/LDA calculations using ABINIT [17] code). For the spin-down electrons, no
electron can be injected in the L valley of GaAs (that projects in 2D to the point
XGaas), unlike the spin-up electrons.

spin-valve that is studied at IPR, as a Giant Magneto-Resistance (GMR) device (Fig.
11.8(a)):

¢ For antiparallel alignment of the ferromagnetic electrodes, the BEEM current
Ip is low.

e For parallel alignment of the ferromagnetic electrodes, the BEEM current Iz
is high. (up to 500% of I in anti-parallel configuration)

In this section, we shall see how the available density of states of the different ma-
terials can filter the propagation of electrons and how we can increase or decrease
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the BEEM current by changing the semiconductor (Subsec. V.2.4.i). Then we show
how the BEEM current can vary due to wave-function filtering (Subsec. V.2.4.ii).

V.2.4.i Band structure (lz //) filtering

We have seen above that a polarized layer of iron leads to the polarization of the
current. What happens now, if a gold layer is stacked between two ferromagnetic
electrodes ? From section V.2.2, we can see that the “neck” that appears at T at
€ = 1.1 eV in the band structure (Figs. V.6 and V.7(a)) acts as a filter: for %// =0,
above 1 eV, no electron can enter the gold slab and hence the BEEM current should
be zero.

To check the relevance of this gap opening in gold, we compare its size with the
valley opening in GaAs since, also for small values of k, around 0, electrons are
injected in I valley of GaAs.

The valley opening could be calculated using a free-electron model, as we deal
with small energy variations, and the effective mass of the semiconductor E (% //) =

n2 I_éi// 2m*. For GaAs, the effective mass of the I' valley is m; = 0.067my [57]. For

Alp 4Gap sAs, the effective masses of the I" and X valleys are respectively mlf =0.086my
and ml’i =0.226mg [57].

Figure V.9 shows that above 1.1 eV the gap is larger than the opening of I valley
of GaAs (in the free electron approximation around minimum). At higher energies,
injection in X valley of GaAs becomes possible, but the size of the gap still matches
the opening of the X valley. So for Fe/Au/Fe/GaAs, spin polarized transport might
be possible at T point, after switching-off the external magnetic field.

If we replace now GaAs by Aly 4Gag gAs, we see that the size of X valley opening
for Al 4Gag gAs is always larger than the gold neck. in other words, The BEEM cur-
rent should be higher with Aly 4Gag gAs than with GaAs. However, as we shall see in
the next subsection, symmetry filtering has also to be taken into account.

V.2.4.ii Wave-function symmetry filtering

Differently of gold characterized by only one band just above the Fermi level, iron
has several bands few eV above Fermi level. Because of that, besides k /) conserva-
tion, another selection rule at the interface comes from the point-symmetry char-
acter of each band. In fact, as we shall detail below, iron bands are characterized
by several symmetries (A1,A2,Ay and As), whereas the gold band around Fermi en-
ergy is characterized by just A} symmetry. For the notation, we remind that A label
the I'X direction, whereas indexes 1, 2, 2" and 5 refer to the group representations:
for example, A is totally invariant under all symmetry operations. This is actually
the same A; symmetry that characterizes the conduction band of GaAs, and for this
reason the point-symmetry rule was in that case (Au/GaAs) automatically satisfied.
This is not the case, however, for iron. This rule is a consequence of the fact that
if the Hamiltonian describing the metal slab and the semiconductor, as a whole,
has a point symmetry, a wave function of the whole system, belonging to a given
representation of symmetry group, cannot change representation in passing from
the metal slab to the semiconductor slab.

In order to see which band of Fe(001) is allowed to couple to the A; conduction
band of GaAs(001) in the case of Fe(001)/GaAs(001), we have to find the compati-
bility between the C,, symmetry group of GaAs(001) and the Cs,, symmetry group
of Fe(001). From the character tables represented in tables V.2a and V.2b, it appears
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Figure V.9: The neck of gold is compared to I" and X valleys opening of the conduc-
tion band of GaAs and Al 4GaggAs. Bands are modeled with free-electron bands
and the effective mass as we are looking at small k ; variations. (a) I' and X of GaAs

valleys are available for k )= 0. (b) The gold neck, in blue, is superposed with the
GaAs bands: above the blue curve, no electrons can propagate due to the gap in
the Au band structure near k ) = 0. Below 1.1 eV, the neck is narrower than the val-
ley opening of I" point: electrons can enter the semiconductor. Between 1.1 and
1.7 eV, the neck is wider then the valley opening: the propagation is forbidden for
this wave-vector. Above 1.7 eV, the size of the neck follows the size of the X-valley
opening. (c) The X valley of Aly 4Gag gAs is represented in red (the minimum of the
conduction band at X point is a the same energy than the minimum of the conduc-
tion band at T point). The gap in gold is always narrower than the X-valley opening
of Alp 4GaggAs that is already available 0.2eV above ¢gp: electrons can enter the
semiconductor.
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that A; and A, representations of iron are the only two representations character-
ized by the same behavior as A; states of GaAs(001) with respect to the symmetry
operations (E, Cy, 0} and U,y,) common to the intersection of the Cy, group of iron
and the the Cy, symmetry group of GaAs(001). The intersection is clearly the lower-
order group, i.e. C,,. For this reason, electron transmission from A; and Ay iron
states towards A; GaAs states is symmetry-allowed. For the same reason, A, and
A5 states of iron are orthogonal to A; states of GaAs. In other words, only Bloch
electrons with s, p;,d;,2_,2 and dy,, orbital character can be transmitted.

In the case of the full spin-valve structure Fe/Au/Fe/GaAs, the point-symmetry
filtering works already at the level of the first Fe(001)/Au(001) interface. By remind-
ing that gold is rotated by 45° in the xy-plane (see Fig. I1.9) A, and Ay symmetries
refer to different orbitals for iron and gold (cf. Table V.2). In principle, all irreducible
representations should be preserved in passing from Fe(001) to Au(001). However,
in the energy range of interest, only the A; irreducible representation is available
for gold, as shown in Fig. V.10. Therefore, only A; electrons of iron can be transmit-
ted.

The band structure of iron (Fig.V.10) shows that, in the energy range between
the Schottky barrier and 1.1 eV, only spin-up electrons have a A; band. Therefore,
up to 1.1 eV, the Fe(001)/Au(001) interface acts as a spin filter to electron trans-
port. Interestingly, such a filter still works with the two final layers (Fe(001) and
GaAs(001)) that allow the transmission of A; electrons. Two counter-checks, ex-
perimental and theoretical, of this prediction can be imagined. Experimentally,
it should be possible to replace the Au(001) slab by Ag(001), whose A; band goes
higher than 1.1 eV (see Fig. V.4). In this way, measuring a current above 1.1 eV would
lead to a decrease of the magneto-current, because also Fe minority-spin electrons
of A; character would contribute to the BEEM current, as from Fig. V.10. Theoreti-
cally, the counter-check would be a fully non-equilibrium calculation of the whole
Fe/Au/Fe metal structure with the Keldysh formalism of chapter III. A successful
calculation would have proven (or disproved) the symmetry filtering properties of
Fe(001)/Au(001) interface. An attempt of this is described in the next section. Above
1.1 eV also spin-down electrons can cross the interface and therefore the current
polarization will decrease.

V.3 Non-equilibrium approach

In this section we present the results obtained with BEEM v3 (Chap. IV) using the
formalism introduced in chapter III based on Keldysh Green functions. In first
place, we describe the BEEM current in Au(111) in order to compare the new, finite-
slab, approach with the decimation method that had been implemented by P. de
Andres group in BEEM v2.1 [52] (Sec. II1.2). We analyze in this case the effect of
the damping parameter 7 and the importance of considering the evolution of the
current pattern in k 4 space with the number of layers constituting the finite slab.
In particular, we demonstrate that, e.g., after 10 to 20 layers (for n = 10 meV), the
surface density of states is the same as the surface density of states of the semi-
infinite slab obtained with BEEM v2.1. Then, we move to the Au(111)/Si(001) and
Au(111)/Si(111) cases in order to confirm that our model can explain experimental
observations. We shall see also that, around a 10-layer slab, adding or removing
one layer can lead to a completely different BEEM current because of subtle inter-
ference effects in k /) -space.
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Coy E C o) o,7 orbitals

Al (Al) @ @ @ @ S,pz,dzz,dxy

Az (A2) 1 1 -1 -1 dxz_yz

Ay (By) 1 -1 1 -1 dxz, Px

A5 (Ba) 1 -1 -1 1 dyz, Py

(a) Character table of Cy,, group (GaAs(001))
Cuy E|[C,, C,|Cloy o)]a) a7 orbitals
Ma) | O] 1 O] 1| O] O sp2d,2
A'l (A2) 1 1 1 1 -1 -1 -1 -1 R;
Ay (By) 1 -1 -1 1 1 1 -1 -1 dxz_yz
Ay (Bo) @ -1 -1 @ -1 -1 @ @ dxy
As (E) 2 0 0 -2 0 0 0 0 dxz,dyz, Px, Py
(b) Character table of C4, group (Fe(001))

Cay E[Ci, C,lClao ], ol o orbitals
A1 (Ap) 1 1 1 1 1 1 1 1 S,Pzd 2
A'l (A2) 1 1 1 1 -1 -1 -1 -1 R;
Ay (By) 1 -1 -1 1 1 1 -1 -1 dxy
Ay (By) | 1 -1 -1 1 -1 -1 1 1 dxz_yz
As (E) 2 0 0 -2 0 0 0 0 dxz,dyz, Px, Py

(c) Character table of C4, group (Au(001))

Table V.2: Electron impinging from one slab to the other can propagate only if
the character of the irreducible representation of the first slab matches that of the
second slab. For Fe(001)/GaAs(001) interface, this happens for A; and A, band.
Therefore, the Fe-bands of A, and A5 characters are not allowed to pass. Notice
that the axis-coordinates are expressed in the GaAs basis. As gold is 45° rotated with
respect to iron-BCC and GaAs, its diagonal mirror U;‘JL,‘ is referred by 0§ and its mir-
ror plane 0¥ by 0}, of GaAs. The symmetries of GaAs are highlight by blue-shaded
columns in the case of Fe and Au. The full case of Fe/Au/Fe/GaAs is explained in

the text.

Finally, in section V.3.2 we turn our interest to the Fe/Au/Fe/GaAs spin-valve
already analyzed in section V.2.4. Unfortunately, we shall see that the propagation
through Fe(001) presents some numerical hindrances that do not allow completing
the task.

V.3.1 Au(11l)

In several papers [16, 51, 11], Fernando Flores and Pedro De Andres’ group used the
decimation approach within Keldysh formalism to describe BEEM experiments. In
some of these papers, they studied the Au(111)/Si(111) and Au(111)/Si(001) sys-
tems and proved that electrons follow the band structure of the metal, differently
of the prediction of Kaiser-Bell free-electron theory (see Sec. I1.3.1). In this section
we consider again the Au(111)/Si heterostructures, this time for very thin slabs, and
describe the evolution of the BEEM current as a function of the number of layers by
using the Keldysh formalism developed in Chap. III and implemented in BEEM v3.
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Figure V.10: Band structures of Iron and Gold. Only A;-electrons can cross inter-
faces. Between Schottky barrier and 1.1 eV, only spin-up electrons are injected.
Above 1.1 eV, a neck appears in gold band-structure. This gap prevents injection in
the spin-valve Fe/Au/Fe/GaAs.

V.3.1.i Surface density of states

As a first check, we have calculated the surface density of states for a slab made of
10, 20 and 40 layers of Au(111), without reconstruction. The density of states of a
system can be obtained by taking the imaginary part of the Green function of this
system. In order to get the surface density of states we have to evaluate

1 R
pi) = - —ImTr Gy (V.17)

where Gfl(") is the surface Green function of a n-layer slab that is calculated
during the iterative procedure (Sec. II1.3.2.ii).

The evolution of the Au(111) surface density of states with respect to the num-
ber of layers, for two values of 7, is represented in the Fig. V.11. It is interesting to
note that here the convergence is reached very quickly: for a 20 layers-thick slab,
the surface density of states is the same as the semi-infinite case (n = 0.01 eV) ob-
tained through BEEM v2.1. For a smaller value of n more layers are required in order
to get the convergence (more than 40 layers for n = 1 meV).

V.3.1.ii Effect of the damping parameter

The parameter i in G®4 = [iw—e+in] ! is a damping parameter, as in the classical
theory of harmonic oscillator. This means that it takes into account phenomeno-
logically of all the kinds of inelastic effects that lead to the finite mean-free-path of
the electrons (but conserving k /). Figure V.12 shows the intensity profiles of the
current, for two different values of 1, along the M direction of the FCC Brillouin
zone (depicted in Fig. V.5(c)) for 20 layers. Small values of 7 mean a large mean free
path, i.e., inelastic effects start to be important only after a large number of layers.
For example, for 20 layers and ) = 0.001eV, the poles of the Green function do not
superpose, which leads to a peaked profile. For 20 layers and n = 0.01eV instead,
the width of the Lorentzian determined by 1 makes the peaks to superpose in k /-
space, which leads to this smooth profile.
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Figure V.11: Evolution of the Au(111) surface density of states with respect to the
number of layers for n = 0.01 eV and n = 0.001 eV. The dotted line represents the
surface DOS for a semi-infinite slab using decimation technique. Above 20 layers,
for n = 0.01eV, the surface density of states obtained with BEEM v3 (finite struc-
ture) and with BEEM v2.1 (semi-infinite structure) converge. Already for 10 layers,
the surface density of states has almost converged. For a smaller value of n = 1
eV, the convergence is still not reach at 40 layers (7 = 1 meV). As the required time
of calculation to obtain the surface DOS with BEEM v2.1 is quite long (more than
one day for n = 0.01 eV) we did not calculated the DOS of the semi-infinite slab for
1 =0.001 eV. Notice that for this value of 1 the peaks are sharper and narrower. This
is the analogous effect of the smearing parameter needed for usual DOS calcula-
tions.

These results imply that the damping parameter might be critical for experi-
ment interpretations. Of course, the integrated current is the same for every 7,
but for heterostructures the change of profile in k /-space can lead to strong dif-

ferences in the transmitted current, due to the k -filtering effects explained above
(see Sec. V.2.4). Therefore, changing n could lead to a completely different BEEM
current.

Consider for instance the Fe/Au/Fe spinvalve: if high current peaks in iron do
not overlap with peaks in gold, then the BEEM current is zero. As increasing n
spreads the peaks, it leads to a higher chance of overlap between the two current
map. This reasoning is similar to the one used in the equilibrium approach and
does not take into account destructive or constructive interferences that could oc-
cur in a full calculation for the Fe/Au/Fe spinvalve.
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Figure V.12: BEEM current along the T' M path in the Brillouin zone for 20 layers and
two values of : n = 0.1 eV and n = 0.01 eV. Increasing 7 spreads the peaks.

V.3.1.ii Effect of the number of layers

Increasing the number of layers leads to a current profile in k )-space more “con-
tinuous”, analogously to the increase of the damping parameter 7 for fixed number
of layers. In spite of the similar appearence, the two effects are not in close analogy:
increasing n leads to the increase of the width of each pole of the Green functions
(at fixed number of poles), whereas increasing the number of layers corresponds to
add more and more poles, closer and closer. In both cases the profile is smoothed.

Figure V.13 shows the evolution of the current profiles along MI'M when the
number of layers is doubled at each step. The more layers, the more poles in the
Green functions and the more the profile is smoothed. After a given threshold, be-
tween 96 and 192 layers, the sixfold symmetry is lost: such a loss appears in the
MT M section as an asymmetry around the I' point that becomes increasingly vis-
ible up to around 768 layers, where the equilibrium behavior of Ref. [51] is found.
Notice that unlike the DOS (Fig. V.11), the calculation does not converge after 20
layers. It is due to the fact that the surface DOS is extracted from the surface Green
function Gi"l) that is quickly uncoupled from the other extremity of the slab. On the
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Figure V.13: Effect of the number of layers on the current profile, for n = 0.01eV.
Above 384 layers, the 6-fold symmetry is lost, and the results converged to the equi-
librium approach as found in Ref. [51] by P. de Andres and E Flores group. The red
curve obtained by taking a negative 7 is a check that by exchanging the retarded by
the advanced GE one finds the symmetric result.
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contrary, the calculation of the current is based on Green function of the type GAY’,)I

We also see from figure V.13 that a peak appears at 75// = 0 for 12 layers but disap-
pears for 6 and 24 layers. For this reason, we have performed layer-by-layer calcu-
lations from 7 to 18 layers, whose results are presented in Fig. V.14. We have chosen
for these calculation the value n = 0.005 eV, half the value of Fig. V.13, in order to
avoid a too big smoothing of the peaks due to the damping parameter. The k ) =0-
peak appears for 10 layers, reaches its maximum for 11 layers and disappears after
12 layers. This is a very important result because it means that experimentally, if the
available density of states in the semi-conductor is located only in k=0, then the
gold slab must be of 11-layers thickness in order to allow the transport of a BEEM
current. Morever, it could be a decisive test that gives information of other physical
processes (other than elastic scattering) involved in BEEM: if the current is not zero
for, e.g., 13 layers, then it could be explained only by inelastic mechanisms leading
to non-conservation of k Ve that are not included in the present calculations.

It is also interesting to note that changing n will not change the overall quali-
tative evolution of the profile by increasing the number of layers. The loss of the
six-fold symmetry just appears sooner for a bigger n (as also in Ref. [51]).

V.3.1.iv Effect of the parametrization

We have seen in section V.1 that the band structure of FCC crystals like gold are well
reproduced considering only nearest neighbor hopping. But because the thickness
could be very critical, we have compared the effect of the parametrization on the
current with respect to the number of layers, as shown in Fig. V.15. We see that the
distributions are very similar but considering second nearest-neighbors shifts the
peaks to the I point, that is very critical around 11 layers, again. However, for a
larger number of layer (for instance 50 layers here), the differences are irrelevant
given experimental resolutions.

These results suggest that if a critical behavior due to the thickness exist, then
the parametrization could be critical too.

V.3.1.v. Au(111)/Si(111) and Au(111)/Si(001)

The Au(111)/Si(111) vs Au(111)/Si(001) has been the seminal experiment that had
led to question the free-electron model. For this reason we have performed two
extreme calculations of the BEEM current corresponding to two extreme cases: 10
layers and 800 layers, 1 eV above Fermi level. Then, we have qualitatively projected
the available density of states for Si(001) and Si(111) on the resulting current map.
The results are presented in figure V.16.

First, we note that the six-fold symmetry, which is present for 10 layers, has
been indeed lost for 800 layers in favor of a three-fold symmetry. In second place,
we remark that the 800 layers case is very similar to what had been obtained in
Refs. [51, 11] through the decimation technique. The BEEM currents for both ori-
entation of silicon are qualitatively close to each other as both match high current
area. For a more quantitative approach, we should include the semiconductor in
our non-equilibrium calculation.

However, for 10 layers, the result is completely different (Figs.V.16(c) and V.16(d)).
The current distribution is discrete and there is almost no match with the avail-
able density of states, except near k )= 0 for the (001) orientation of silicon. In
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BEEM current (arbitrary units)

Figure V.14: Evolution of the BEEM current along MT M with respect to the number
of layers (from 7 to 18 layers) with ) = 5meV. A peak at k y = 0 appears for 10 layers,
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reaches is maximum for 11 layers and disappears after 12 layers.
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Au(111), 1eV above € n=25meV Au(111), IeV above € n=25meV
T T T ! T T T T T

3 (arbit

(a) 5layers of Au(111) (b) 11 layers of Au(111)

Au(111), 1eV above € n=25meV
T T

Path in Brillo

(c) 50 layers of Au(111)

Figure V.15: Nearest-neighbor parametrization from [52] (in black) vs second-
nearest-neighbor parametrization [48] (red dashed-line), 1 eV above Fermi level
and n = 25 meV. The peaks are slightly shifted to the I" point, that is critical around
11 layers.

other words, for this direction, electrons can enter the semiconductor if their wave-
vector is near k /=0 but they cannot enter the semiconductor in (111) orientation
as there is no available density of states at this wave-vector.

This result is again an interesting example showing that thin films may behave
differently from thick films for what k /-filtering properties are concerned. There-
fore, we expect a higher BEEM current for Au(111)/Si(001) than for Au(111)/Si(111)
if there are only 10 layers of gold. In the seminal experiment [44] a thick slab of gold
was studied: it should be interesting to reproduce this experiment for a ten layer
film of gold.*

V.3.2 Towards spintronics: preliminary results on Fe/Au/Fe spinvalve
using the non-equilibrium approach

After the band-structure study of section V.2.4 we have studied the same spinvalve
Fe/Au/Fe/GaAs(001) with the non-equilibrium approach of chapter III. However,
because of lack of time due to numerical issues, the following are only preliminary

4Although, this result has to be nuanced because experimentally: the system is not Au/Si but
Au/SiOy/Si.
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(© (d)

Figure V.16: (a) and (b) BEEM current projected in the 2D Brillouin-zone for 800
layers of Au(111) on Si(001) and Si(111) respectively, 1 eV above Fermi level. The
sixfold symmetry has been lost in favor of a three-fold symmetry, as in the semi-
infinite slab [51]. These results show that high-current areas match available den-
sity of states for both orientation of silicon. (c) and (d) BEEM current projected in
the 2D Brillouin-zone for 10 layers of Au(111) on respectively Si(001) and Si(111),
1 eV above Fermi level. In that case, the current distribution is discrete. Unlike
the 800-layer case, there is a big difference between the two orientations of silicon.
In the (001) direction, some available density of states matches high-current areas
near k, = 0. This density of states does not exist for the (111) orientation of sili-
con for which there is no superposition between high-current areas and available
density of states.

results. We have run some calculations for different magnetic-configurations of
the spinvalve, without including the semi-conductor in the calculation (as for the
previous Au/Si case).

Figure V.17 represents the elastic current 1 eV above the Fermi level for the
Fe(8ml)/Au(30ml)/Fe(9ml) spinvalve, that has been studied at IPR [25, 26], in the 4
possible spin configurations: spin-up/spin-up, spin-down/spin-down, spin-up/spin-
down and spin-down/spin-up. The spin-up/spin-up configuration correspond to
the propagation of the majority spin in a parallel magnetic configuration of the
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(c) spin-down/spin-up configuration (d) spin-up/spin-down configuration

Figure V.17: Four possible spin-configurations for the Fe(8ml)/Au(30ml)/Fe(9ml)
spinvalve [25, 26]. (a) and (b) correspond to the parallel magnetic configuration of
the spinvalve and (c) and (d) to the anti-parallel one. E =¢r+1 eV and 1 =0.05eV.

two iron electrodes, while spin-down/spin-down describe the propagation of mi-
nority electrons in the same parallel configuration. Spin-up/spin-down configu-
ration correspond to the propagation of majority electrons that become minority
in an anti-parallel magnetic configuration, while spin-down/spin-up represent the
propagation of minority electrons that become majority in the same anti-parallel
magnetic configuration. In other word, in order to obtain a magneto-current we
have to evaluate (Eq.I1.16):

MC = Jp—Jap
Jap
_Un+n)-Uun+a) V18
i+
(7.63 +1.16) — (0.321 +3.54)
_ =127 (V.19)
3.21+3.54

That is to say a magneto-current of 127%. Notice that this magneto-current is not
really a GMR. Indeed, the GMR is due to the difference of mean free path for major-
ity and minority spins. In order to model this behavior, we should use different n
for minority and majority spins. However, here, as shown by Marie Hervé et al., the
magneto-current does not depend on the thickness of iron electrodes [25, 26, 24].



V4. Remark about the DOS-projection method 111

The magneto-current is purely interface filtering due to the band-structure. Notice
also that the calculation presented here is not the real magneto-current because we
did not consider the semi-conductor.

These are just preliminary calculations. Before drawing real conclusion we need
to:

1. include the semi-conductor,
2. vary the energy for a given spinvalve,

3. vary the thickness of gold and/or iron.

V.3.3 Non-equilibrium calculation conclusion

As expected, the non-equilibrium approach allowed us to make more precise pre-
dictions. For instance, we have seen that the presence of a high-current peak around
k y = 0 makes the BEEM current of a thin slab of gold (11 layers) on $i(001) much

bigger than for 14 layers of gold due to a high-current peak around k ) = 0. For
the same reason, the BEEM current in Au(10 layers)/Si(001) should be bigger than
Au(10 layers)/Si(111) unlike the 800-layer case. These results are interesting as they
can, in principle, be confirmed by future experiments, although it requires low tem-
perature experiments and ideal interfaces. Currently, experiments are performed
at room temperature and the roughness at Au/Si interfaces forbid layer resolved
effects.

Regarding the previous semi-infinite approach, we have been able to reproduce
similar behavior (Fig. V.18): increasing 1 leads to the lost of the time-reversal sym-
metry and then to the sixfold symmetry, which is similar to equilibrium calculation.
And with our new approach, increasing the number of layers also leads to the loss
of the time-reversal symmetry.

V.4 Remark about the DOS-projection method

Finally I would like to make a small remark about the DOS projection on the dis-
tribution of the elastic current. Both equilibrium and non-equilibrium approach
suppose that the BEEM current (not the elastic current) is the overlap between high
current area and available density of states within the semi-conductor:

- U, a, - - -
JB(E) fdk//f(/) ) pdE]n+1(E; k) Tnir,n+2(E k) Pri2,n+2(E, k) (V.20)
SB

Where Ty41,n+2(E, k //) is a transmission coefficient that describes the propagation
from the last layer n + 1 of the metal to the first layer 7 + 2 of the semi-conductor
and where p 42 n+2(E, k //) is the surface DOS of the semi-conductor.

However, when we calculate the BEEM current, as in reference [51], by sum-
ming the elastic current enclosed by the surface DOS, we are actually supposing
that the transmission coefficient and the elastic current does not vary with the en-

ergy:

- - - Ugap -
JB(E) fdk//]nJrl(Ugap;k//)Tn+1,n+2(Ugap;k//)j:p dEpn+2,n+2(E, k//) (V21
SB
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(e) BEEM v3: 400 layers, n = 0.025 eV (f) BEEM v3: 50 layers, nn = 0.025 eV

Figure V.18: Distribution of the elastic current, 1 eV above the Fermi level, in
Au(111) obtained through BEEM v2.1 and BEEM v3. Increasing n or the number
of layers leads to the loss of the 6-fold symmetry, that is to say the loss of the time-
reversal symmetry, that is similar to equilibrium calculations.
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A priori it is not true and we have to check this energy independence before pro-
jecting the DOS as we did. Figure V.19 shows that indeed, for thick layers, the distri-
bution of the elastic electrons does not vary too much with the energy. However, for

thin films of gold it does. That is why, for this structure we have to evaluate properly
the integral (V.20).

(c) 10layers of Au(111), € = ep + 1.0eV

(e) 10layers of Au(111), e =ep +1.2eV (f) 200 layers of Au(111), e = ep +1.2eV

Figure V.19: Distribution of the elastic current with respect to the energy for 10 and
200 layers of Au(111). The current does not vary too much for thick slabs, so it is
possible to project the available DOS from the Schottky barrier to the bias, that is
not the case for thin structures.






CHAPTER

Conclusions and perspectives

LURALITY MUST NEVER BE POSITED WITHOUT NECESSITY”. Ock-
ham’s razor was one of the philosophy of this thesis. We wanted
to check up to what limit non-equilibrium perturbation-theory was
mandatory to describe Ballistic Electron Emission Microscopy. To this aim, first,
we have seen indeed that using the equilibrium approach electrons follow the pre-
ferred directions of propagation of -24° and +30° with respect to the (111) direc-
tion of Au(111). Weighed against the -20°/+34° propagation of electrons inside
a semi-infinite slab of Au(111), obtained through the transfer matrix procedure
of BEEM v2.1, we can say that equilibrium approach is good enough for exper-
imentalists’ needs, in the case of thick films at the present level of experimen-
tal sensitivity. In second place, we have succeeded in describing qualitatively the
magneto-current in Fe/Au/Fe/GaAs and Fe/Au/Fe/AlGaAs spin-valves using the
band structures. Finally, using wave-function symmetry-considerations we have
made a prediction on the magne-to-current for the spin-valves Fe/Au/Fe/GaAs ver-
sus Fe/Ag/Fe/GaAs. However, this result has to be confirmed experimentally as the
spinvalve Fe/Ag/Fe/GaAs has not been studied yet.

Equilibrium approach is a very convenient way to explain experiments or to
make predictions just by looking at the band structures and for this it proves to be
a very intuitive tool. However, for thin films, one has to calculate the electronic
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structure of the thin slab. As we cannot represent the band structure for a 2 di-
mensional crystal, it becomes far less intuitive. It is in such cases that the BEEM
v3 code becomes extremely useful, as it describes the propagation of electrons also
for extremely thin film depths and it allows to deal with the interfaces of different
materials through the modified Harrison’s approach (presented in chapter V). In
particular, we have seen that, for a few-layer slab, the addition of a further layer
can change drastically the BEEM current in the k )-plane due to constructive or de-
structive interference. For instance, in the case of Au(111), there is a high current at
k ) =0 for 12 layers, but there is no propagation at this wave-vector for 14 layers as
shown in section V.3. In order to make predictions for thin films, it appears that this
non-equilibrium approach gives new results that are not obtainable from the band
structure. This layer-resolved effect could be very interesting to confirm the exis-
tence of inelastic effects or the conservation of k / atinterfaces: as for thin films of
Au(111)/Si(111), no BEEM current is expected, if experimentally a current is mea-
sured, it could be only due to inelastic effects or to the non conservation of k ) at
metal/semi-conductor interface. However this has to be confirm with low temper-
ature experiments. As it is not that easy to perform low temperature experiments,
we have also planned to consider electron/phonon interactions as presented in ref-
erence [12] in order to see if these layer-resolved effects are smoothed by the tem-
perature. We should also nuance the fact that the strong variations of the elastic
current with respect to the number of layers could be observed only for ideal inter-
faces. The rugosity of Fe/Au interface is actually too large. For this reason, we think
that it could be interesting to study Pb/Si as lead grows atomically flat on silicon.
Currently it is probably the best candidate to see layer-resolved effects.

Unfortunately, it has not been possible to end the study of the Fe/Au/Fe/GaAs
spinvalve. Although the first preliminary results seem to show that, indeed, the
magneto-current that has been observed experimentally is strongly influenced by
interface effects, we have to vary the thickness of iron and/or gold slabs to see how
their thickness influences the elastic current. In principle, the lower mean free path
of minority spins is not critical here, as we are dealing with very thin films, but be-
sides interface effects, we should also describe GMR by using different 1 for minor-
ity and majority spins, while in our work we have used a constant 7.

Another issue that we could not deal with in this thesis, and that has to be con-
sidered at a later stage, concerns the tip. In this work, we have considered that the
density of states of the tip was constant as well as the probability for electrons to
jump from the tip to the sample. Moreover, we considered the tip localized at the
origin. As in our calculation we worked in reciprocal space, the Fourier transform
of this delta function is the identity. Therefore, in our work the tip only provided the
bias and was a constant in k ) -space. A more realistic tip (already foreseen at the
level of the 2.1 version of the code) taking into account extended tunneling effects
might be conceived.

Finally, along the same guideline of a more realistic treatment, the BEEM v3
program should be extended in order to describe the metal/semiconductor inter-
face through a tight-binding parametrization and by modeling the (thick) semi-
conductor with the decimation procedure of BEEM v2.1. In this way also the prop-
agation through the semiconductor, neglected in this work where we focused on
interface filtering effects, would be described.

I would like to conclude coming back again on the adopted tight-binding ap-
proach through Green functions method. One of the elements of flexibility of this
approach is that it allows turning on the electronic correlations by moving to the
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Hubbard (or Hubbard-like) Hamiltonian of section I.1.1.ii. Such a model is funda-
mental if we want to extend the BEEM current calculations to transition-metal ox-
ides or quantum dots, or to some organic molecules grafted on the semi-conducting
surface. The present approach allows for a straightforward generalization, once the
retarded and advanced Green functions for the Hubbard model have been evalu-
ated. This was a part of the initial plan that we could not complete: in fact, to this
aim, during the work on the Keldysh formalism, I had worked in parallel to study
the Hubbard model (two articles have been written on the model, one published,
the other submitted, both reported in the Appendix).






APPENDIX

The formalism of the second
quantization for fermions

A.1 Definition

The creation operator acts on the Fock space by changing a state with 7 particles in
a state with n + 1 particles. The action of the creation operator on a Slater determi-
nant is defined by:

chlor o)y =Vn+1|pp:...on) (A.1)

s?

where |(p1 ...@n), is a Slater determinant of n particles built from ¢; orbitals from
single-particle space. A fermion is added in the state |(p1) to a system of n fermions
without modifying the respective states.

The annihilation operator is the adjoint of the creation operator:

cp = [ch] ! A2)

His action on a state with n particles |<p1 )  isobtained by calculating the scalar
product:

<"/’1---Wm|c<p|(ﬂl---(ﬂn>s= \ m+1<(p1//1---Wm|‘Pl---(ﬂn>s A3)

For states with m # n — 1, this scalar product is zero. And in particular, for all m
if n = 0. In other word, the vacuum state is an eigenvector of ¢, with eigenvalue 0.

Cpl0) =0 (A.4)
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For m = (n # 0), by switching ¢ with v, ...y ,_; and by noting ¢ = v, Eq. (A.3)
becomes:

(W1 Wno1lcp|@re.on) = V=D w1y @1.pn), (A.5)

The Slater determinant guarantees the anti-symmetrization of the wave function:
by switching two row or column, the sign of the determinant is changed. In addi-
tion, the scalar product of states resulting from a projection written

W1 Vn| 010, = (11 ... Y| SS_| 9168 00)
=(y1®...0y,|SIS_|rewrittenp1®...0¢,)

1
= ﬁ Z (—1)n<’([/1®...®1[/n|(pn(1)®...®(p”(n)>
* e,

1
= Y, CV i @ay) A Wn | @aim) - (A.6)

(T

Where 7 is an element of the permutation group £, of n elements and where

s.=L Y (=D"P, (A7)
n! e,

is the anti-symmetrization operator. Eq. (A.5) is then :

= ——( ) 1 E (-1 <1// |(p > <1// |(p >
\/— ( ! 1|Pr)/--- n|Prmn,)-
1

noo 1
= DNy | i) —— -D" 2 (W1 | @ren- A8
vagl v |(p’>(n—1)1n;%( V(W] pr) - (Wn-1|@rin-n) (A8

(Vi vn-i|cp|@r...on),

considering that the sum over the permutation 2, is equal to the sum over the
(n—1)! permutations such as 7 (n) = i and then to sum from i = 1 to n. Hence, after
the last term of (A.8), {m(1),...,m(n — 1)} is a permutation of {1,...,i — 1,i +1,...,n}.
Using (A.6), one obtains:

1A
(W1 Wn|cp| @1 on)=—= Y DN Y1 ¥t | Q1. @ic1@is1 - 0n) (@ | 0i)
vnia

(A.9)
Finally, this relation being valid for all states W’l ...Wn-1), the annihilation op-
erator reduces the number of particle by one by keeping the symmetry of the state:

1 i
coplpr...on), = ﬁz(_l)l Yeolei)|er Qi APit1 e Pr) (A.10)
1

A.2 Anti-commutation rules
In this language

1
pey 10 = 29} v)=lv)le) (A.11)

=|o,y)=-|v.9) (A.12)
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The state on the right hand side is normalized and antisymmetric. There are two
copies of the one particle Hilbert space. In one component of the wave-function,
the particle in the first copy is at |(p>, in the other component it is at |w) The two-
body wave-function (r, r’ | ¢) is antisymmetric and in the case where there are only
two one-particle states that are occupied, it is a Slater determinant. Clearly, that
can become a mess. In term of creation and annihilation operators however, all
one needs to know is that by definition of these operators,

ehel +elel@=0 (A.13)
{ehept=0 (A.14)
and by taking the adjoint
15)
The missing relation is
{eocl}=(slvn (A.16)

These three anti-commutation rules are demonstrated below.
Demonstration of the the anti-commutation rule of the creation operator:

c;,c:rﬂ |1...0n) = V(n+D(n+2) |oyer...pn), (A.17)

Because the Slater determinant guarantees the anti-symmetry of the wave func-
tion, the sign changes by switching ¢ and v:

617;,0(’;|<p1...(pn)5 =V (n+1)(n+2) |[yeer...@n),
==V (n+D)(n+2)|pyer...0n),

:—c:;,cm(pl...(pn)S (A.18)
From this we recover Eq. (A.14):
t oot
CpCy +CyCy =0 (A.19)

and by taking the adjoint Eq. (A.15):

These rules imply the Pauli principle: it is not possible to create two fermions in the
same states.
For the last commutation rule:

1 -
C$cw|w1..-wn>s=ﬁc$z_(—l)’ o) o1 0ic19ist .. on);
4
=2 DTNy i) 9@ pic1pic . @n), (a21)
1
Making (i — 1) permutations:

C:LCw 1. Pn)s= Z(W l@i)|@1...0im10@in ) (A.22)
1
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then applying the opposite combination:

CyCh @1 @)y =V+1cy |o@1...on),
=] @1 @n) + X0 (W] 0i) 91 pic1pint )
4

(A.23)
Making again i — 1 permutations:

CyCp| @1 @n) = (W@ 1. 0n) = 2 (W |0i) @1 Qi10pii1..pn), (A249)

The final relation is Eq. (A.15):

cych+chey = (w o) (A.25)

A.3 Change of basis

A useful formula for these field operators is the formula for the change of basis.
Considering a new complete basis of single-particle states a, then the change of
basis is:
Iry =) lay(alr) (A.26)
a

Given the definition of the creation operator, the creation operator ¢ (r) for a par-
ticle in state r is related to the creation operator é:; for a particle in state a by the
analogous formula
vim =Y ¢cltaln (A.27)
a

A.4 Second quantization Hamiltonian

A.4.1 Onebody operator

Define a single-particle observable A and the one-body operator A(n) = }.; A(7;)
associated to the n particle system. As A(n) commute with the permutation opera-
tors, the action of the observable A on the Fock space’s states is

A|(p](pn>s :Z|(P1,.-.,(Pj—1,A(pir(Pj+1y‘--»(pn>s
J

(A.28)
And as
Algjy =3 (pi| Aloj)|e:) (A.29)
P S—
where the basis {|<p j)} is complete, one can write (A.28) as:
A|<ﬂ1 ...(,0n>5 = ZAij |(.01,...,(,Dj—l,(ﬂj,(/)j+1,...,(pn>s (A.30)
0]

Using the properties of linearity of Slater determinant. Identifying eq. A.22, (A.30)
becomes

A|(p1...(pn>s:ZAijcjcj|(p1...(pn>s (A.31)
ij



A.4. Second quantization Hamiltonian 123

The one-body operators, then, can be written with ladder operators:

A= ZA”C cj (A.32)
i,j

If ¢; in Eq. (A.29) are choosen to be eigenvectors of A, then (A.32) is simply:

A=Y ajclc (A.33)
i

A.4.2 Two-body operator

Consider an operator V which acts on two-particle space. The two-body observ-
able of a n particle state of Fock space is given by:

V|(p1...(pn>s:Z\/ij|<p1...(pn>s (A.34)

i<j
We want to show that V can be written in term of ladder operator:

1
2

V==Y (de|V|fg)chciceer (A.35)

def.g
where

(de|v|fg>=(W®%|v|<pf®(pg>=fd?fd?’u/;(?)u/:(?’)w?—?’)<pf(?)<pg(?’)
(A.36)

In this way, applying twice (A.1) and (A.10):
chebereglor...on),=clel

n i-1 . .
-{Z Y EDTHED T @191 @i19ist - 0n) (W | i) (0g | @)+
i=1j=1

n n . A
>y (—1)"1(—1)1‘2|<p1...<p,~_1<p,-+1...<p,-_1<p,-+1...wn>s<wf|<pi><<pg|<pj>}

i=1j=i+1

i—1

n
ZZI AV el iV aPiv1 - Pn) (WY | Pi®p; )+
: ]:

n

n
Z Z |01 i1V aPis1 . Qi1 Wejs1..n) (WrOVe|@i®@;) (A37)

and multiplying the term for which j < i by matrix elements (de| 14 | fg) and sum-
mingoverd,e, f,g
Y P @i Ve Pic1VaPic1 - pu) (Wa® Ve | Vv ey ) (Wi, |pig;)

d.e,f,g
(A.38)
The basis {|y ; ® ¥ )} being complete (¥ |y i) (wi| =1), it gives

(A.38) = Z |(p1 QiAW ePirl - Pi-1W APt "'(p”>s (Wa®we i Vi(pi ®(pj> (A.39)
de
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On the other hand, V is invariant under permutation of two particles (Y4 ® W |V |y @y, ) =
(We®valV]ygeyy).
(A39) =Y |Q1...0j 1WaPji1.-- Qi 1WePit1.--Pn) (Wa®Ve|V]@j@ @) (A.40)
d,e

And as after (A.36)

Q1. Q) 1V aP st Qi1 WePis1 ... Pn) =

S 1) ... 1 Fi-DWaFPj11(Fjr1) ... @it Fic) Ve Qi1 (Fir1) ... 0n ()]
(A.41)

(A.40) reads

5(7—7]')

—_—~
fd?fd?’v(?_f’) S—[(ﬂl(?l)...(ﬂj—l(?j—l)(ZU/Z(?)U/d(?j))(Pj+1(?j+l)--~
d

@i Fi) (S W F W) @i Fis) .o o)

.

87 -71)
= V@ -1 ... @i 1Fi-D) @ F@jr1(Fja1) ... 0i-1 Fim) @i F) Qi1 (Fig1) ... @ (F)
=S_Vjilp1®...0¢0p), (A.42)

Here once again, the condition of the complete basis has been used. A similar result
holds for the other part of the sum j > i. Combining (A.35), (A.40) and (A.42), and

by remembering that V;; = V};, one obtains:

12 i-1 1.2 n
V]gir..on) ==X D Viilp1®...0@p) +=> Y Vijlp1®...0¢,),
s | 235

= (A.43)

n
Z Vji|(»01®'“®‘/’n>s
iZj

o=

which is the same as (A.34) hence ¥ ” Vj; commute with all the permutation op-

erators.
As a consequence, a two-body operator writes

V==Y (de|V|fg)chclcger (A.44)

1
2defg

within the second quantization formalism.
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Mathematical tricks

B.1 Fourier transform of a Green’s function

The Fourier transform is defined by

+00 )

G(w) = G(e®dt (B.1)
L oo ,

Gt)=— f Gw)e “'dw (B.2)
27 J-0o

If we can exchange time-derivative and w-integral, we get:

lh +0o0 .
ind,G(t) = — f —iwGw)e @ dw (B.3)
27 J-co
1 +00 .
=— hoGw)e “'dw (B.4)
27 J-co

The Fourier transform of Dirac delta function is

+00 |
S(w) = f el?tds (B.5)

(o]

From the definition of §(¢). Eq. (B.5) is the origin of the finite jump in the Green
functions at t — ¢ = 0.
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B.2 Alternative derivation of Dyson equation for retarded and
advanced Green functions

It exists a simple way to find the expansion for the retarded (and advanced) Green
function. Though this simplicity hides all the subtleties of perturbation theory, for
completeness, we present it here.
If the Hamiltonian is diagonalizable then, the retarded Green function can be
obtained through
GR(w) = ; (B.6)
w—H+in
We want to develop a perturbation method that allows to evaluate the retarded
Green function which describes the propagation of an electron within a potential,
in the case where one part of the Hamiltonian, Hy, can be diagonalized while the
other part, V, cannot. The present approach is limited to the case where both Hj
and the perturbation V are time independent. We start from Eq. (B.6) written as
follows:
(+in—Hy- NGRw) =1 (B.7)

Putting the perturbation on the right-hand side and using the definition of the un-
perturbed Green function

4R
(W)= ——— (B.8)
8o w—Hy+in
we have .
[g8)]” GRw) =1+VGF () (B.9)
by multiplying by gg? (w) it gives the equation
GR () = gR () + 8R () V GR () (B.10)
whose solution is: .
GRw) =[1- V] gl (B.11)
Its perturbation expansion writes:
G ) = g8 () + g Vgl () + 8 (@ VL () Vgl () +... (B.12)

which coressponds to Dyson equation of section 1.3.3.

B.3 Heisenberg’s equation of motion of the particle number
operator 7

Solving the equation of motion of the occupation number by calculating the com-
mutator between the occupation number operator and a tight binding hamilto-
nian:

Jim =—e{0:7p) (B.13)

ie
=% ([7;, H) (B.14)

ie
=< (cfct, Y Tmnchycnl) (B.15)
m,n
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In order to solve this equation of motion, we have to express the last formula with
anti-commutators of 2 operators. It can be done by using the following identities:

[AB,CD]=ABCD-CDAB (B.16)
=ABCD-BCAD+BCAD-CABD+CABD-CDAB (B.17)
=[A,BC]D +[B,CA]D+ C[AB, D] (B.18)

¢ the two first commutators of 3 operator can be expressed as

[A,BC]=ABC-BCA (B.19)
= ABC-BAC+BAC-BCA (B.20)
=[A,B]C+ B[A,C] (B.21)

Which can be rewritten with anti-commutators:

ABC-BAC+BAC-BCA={AB}C-B{C,A} (B.22)

¢ The third commutator of 3 operators in eq. (B.18) can be rewrite as

[AB,D] = ABD—-DAB
=ABD-BDA+BDA—-DAB
=[A,BD] +[B,DA] (B.23)
using eq. (B.21) and (B.22) it gives

[AB,D] ={A,B}D - B{D, A} + {B, D}A— D{A, B} (B.24)

Then, eq. (B.18) becomes

[AB,CD] ={A,B}CD - B{C,A}D +{B,C}AD - C{A,B}D + C{A, B}D
- CB{D, A} + C{B,D}A-CD{A, B}

={A,B}CD - CD{A,B} - B{C,A}D + C{B,D}A+{B,C}AD - CB{D, A}
(B.25)

Applying those identities to eq. (B.15)

ie
Jim =4 lefer, 3 Tmnchenl)
mn

ie
= % {C;rrcl} Z Tm,nc;rncn_ Z Tm,nC;an {C;;Cl}
N——m,n m,n ~——
1 1

0
=Y Tmncrich,clien+ Y. Tmnch fc catc]
—— m,n ~——

m,n
0 0

+ Y Tmnicnchiclen— Y Tmncheicn e}
m,n N—— m,n ——
§l,m 6l,n

ie
= Y Tynclcn =Y Tmicher (B.26)
n m
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Finally, the solution of the equation of motion is

—e(@,np) =%y, Ty mclem—Tmiche (B.27)
n !
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Scientific production and resume

This appendix references all my activities and my scientific production that I have
done during My PhD.
C.1 Collaboration

All this work has been done in collaboration with Fernando Flores (Departamento
de Fisica Tedrica de la Materia Condensada, Universidad Autonoma de Madrid)
and Pedro de Andres (Instituto de Ciencia de Materiales de Madrid, Consejo Supe-
rior de Investigaciones Cientificas) groups. In total, I have spent 6 weeks in Madrid.
C.2 Conferences

During this 3 years, I have attended several conferences:

January 2012: Journées Surfaces et Interfaces (Paris, France)

January 2013: Journées Surfaces et Interfaces (Orléans, France)

June 2013: GdR co-DFT (guidel, France)

July 2014: International Conference on Advanced Materials Modelling (Nantes, France)

C.3 Formations

I have also followed several formations:
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March 2013: Brittany Synchrotron Radiation School (Rennes, France)
July 2013: Interpersonal communication (Rennes, France, by Sud Performance)

May 2014: Sherbrooke International summer school on Computational Methods
(Jouvence, Canada)

September 2014: Initiation to Python (Rennes, France)

C.4 Teaching and popularization

Besides my research activities, I have also been involved in teaching and popular-
ization:

2012 Exercises: crystallography (2nd year of Licence, physics)

2012/2013 Lecture/Exercises : mathematics (1st year of Licence, biology)
2012/2013 Practicals: LibreOffice (1st year of Licence, physics)

2013 Exercises: electromagnetism in matter (3rd year of Licence, physics)

2013 Lectures in High school: The photography at the light of physics (Rennes)

2013 stand animation: “Trip in the nano-world” (féte dela science, Betton, France),
in particluar: wave/particle duality explained using bouncing oil-dropplets

2013 public conference: The photography at the light of physics (Féte de la Sci-
ence, Dinan & Montgermont, France)

2014 Practicals: waves, particles and relativity (2nd year of Licence, physics)

2014 Lectures in high-school : Aurorae (Saint-Brieuc, France)

C.5 Articles

I have two papers that have been published and one submitted (see below). One
has been written by experimentalists of our department and is about the BEEM.
The two others concern a parallel work about Hubbard model. We planned to sub-
mit four other papers during the next year (2015):

1. one where we compare our new approach for Au/Si as presented in this the-
sis, but we want to include the semi-conductor at the same level as the metal
in the calculation (not only by projecting the DOS),

2. one for Fe/Au/Fe/GaAs,

3. one for the code itself (in Computer Physics Communication). We also plan
to propose our code on our team’s website
(http://ipr.univ-rennesl.fr/d3/them?lang=fr&mtop=dpt3),

4. one for the equilibrium approach.
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k-space spin filtering effect in the epitaxial Fe/Au/Fe/GaAs(001) spin-valve
M. Hervé, S. Tricot, Y. Claveau, G. Delhaye, B. Lépine, S. Di Matteo, P. Schieffer,

and P. Turban®

Département Matériaux et Nanosciences, Institut de Physique de Rennes, UMR 6251, CNRS-Université
de Rennes 1, Campus de Beaulieu, Bat 11E, 35042 Rennes cedex, France

(Received 11 October 2013; accepted 3 November 2013; published online 14 November 2013)

The hot-electron magnetotransport of epitaxial Fe/Au/Fe/GaAs(001) spin-valves is investigated by
ballistic-electron magnetic microscopy. A magnetocurrent amplitude larger than 500% is observed at
room temperature close to the Schottky barrier energy. Remarkably, this magnetocurrent is not
significantly affected by the thickness reduction of ferromagnetic films, down to 5 atomic layers of
the Fe(001) top electrode. This rather suggests a dominant interfacial spin-filtering effect. Finally, the
magnetocurrent is strongly reduced when the effective mass of the semiconductor collector is
increased. These observations are consistent with recent theoretical prediction of k-space spin-filtering
effect in epitaxial spin-valves attached to a semiconducting lead. © 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4831755]

During the last decade, the introduction of epitaxial
MgO tunnel barrier in magnetic tunnel junctions'™ has
allowed record tunneling magnetoresistance (TMR) ratios at
room temperature, opening the way to industrial-scale devi-
ces such as TMR-based magnetic reading heads or magnetic
random access memories.” In Fe/MgO/Fe(001) magnetic
tunnel junctions, this giant TMR effect is well described by
first-principle theories®’ and originates from a coherent
spin-dependent tunneling of highly spin-polarized Fe A,
Bloch states close to the Fermi energy in the parallel wave
vector k| =0 direction. Further recent calculations by Autes
and coworkers® suggested that even higher magnetoresist-
ance (MR) amplitude could be achieved in fully metallic
Fe/Ag/Fe(001) epitaxial spin-valve attached to a semicon-
ductor lead. Briefly, the use of a n-doped semiconducting
lead with a very small Fermi surface allows selecting elec-
trons with a k very close to the I point, acting thus as a col-
limator. In this particular k-space direction, a good match
between Fe and Ag A; bands is observed for majority-spin
electrons while minority-spin electrons are fully reflected at
the Fe/Ag interface resulting in a vanishing conductance in
the antiparallel magnetic configuration of the spin-valve.

In this letter, we investigate by ballistic electron mag-
netic microscopy (BEMM) the hot-electron magnetotran-
sport properties of Fe/Au/Fe(001) spin-valves epitaxially
grown on n-doped GaAs(001) and Al,Ga, (As(001) semi-
conducting layers. We limited ourselves to ultrathin metallic
spin-valves with a total Fe thickness smaller than 2.9 nm. On
the one hand, we observe a large magnetoconductance effect,
almost independent of the top Fe electrode thickness down
to 5 atomic planes, suggesting a dominant interfacial
spin-filtering effect. On the other hand, the magnetoconduc-
tance amplitude is largely reduced while increasing the
effective mass of the semiconductor lead, i.e., while increas-
ing the semiconducting collimator radius. These experimen-
tal observations are consistent with the theoretical
predictions of Autds er al® and open the way to large

®Author to whom correspondence should be addressed. Electronic mail:
pascal.turban@univ-rennes1.fr

0003-6951/2013/103(20)/202408/4/$30.00

103, 202408-1

magnetoresistance ratios by combining engineered epitaxial
spin-valves and a semiconducting drain.

The Au(2.2nm)/Fe(0.7-1.7 nm)/Au(2.6 nm)/Fe(1.2 nm)/
GaAs(001) spin-valves are deposited by molecular beam epi-
taxy (MBE). A 1.5um thick Si n-doped (4 x 10"cm™>)
GaAs buffer layer is first grown in a independent MBE
chamber on a n"-GaAs(001) substrate. The whole semicon-
ducting stack is protected by a 5um thick amorphous As
capping layer to allow the transfer under ambient atmosphere
in the BEMM setup. In the ultra-high vacuum (UHV)
BEMM setup, thermal desorption of the As protecting layer
is first done at 760K in front of a cryopanel cooled with
liquid nitrogen, leading to the formation of a clean
As(2 x 4)-reconstructed GaAs(001). After sample cooling
down to room temperature, the metallic spin-valve is depos-
ited through a shadow mask to form 400 um diameter metal-
lic dots on the semiconducting substrate. Further details on
samples growth can be found elsewhere.’ In the following,
all crystalline directions will refer to crystal directions of the
GaAs(001) substrate. Electrochemically etched W STM tips
are cleaned in situ by thermal heating before the BEMM
experiments. A gold wire is used to ground the 400 um diam-
eter isolated metallic dots. All STM/BEMM experiments are
performed at room-temperature in the constant-current mode
of operation with a tunneling current set to It =20 nA.

In a BEMM experiment,'®!" the STM tip is used to inject
locally a hot-electron current at the surface of the spin-valve,
with an energy above the Fermi level defined by the tip bias
value Ug,,. A small part of the injected hot-electrons travels
ballistically through the various layers and interfaces of the
spin-valve and reaches the Fe/semiconductor interface. These
ballistic electrons can finally enter the semiconductor conduc-
tion band (CB), provided their energy overcomes the Schottky
barrier ®gp at the Fe/semiconductor interface. This ballistic
current I is collected at the back of the semicondutor substrate
using an indium ohmic contact. Ic depends on the relative
magnetization orientation of the ferromagnetic electrodes of
the spin-valve via the hot-electron giant MR effect. The inset
of Figure 1(a) presents a typical Io(B) hysteresis loop recorded
on a Au(2.2 nm)/Fe(1 nm)/Au(2.6 nm)/Fe(1.2 nm)/GaAs(001)

© 2013 AIP Publishing LLC



Appendix C. Scientific production and resume

202408-2 Hervé et al.
8t 6 !-jForwa'rd 7-7IBackwarcll- ' (a)
7h st Wl g S
6L—~4 ’ o 7’- ]
<, :
512 \ .
—_— —-°2 1
g- 4t 1 S :_.-" T
~ 3 32101 2 3 /p 1
- 2l B (mT) ]
s
1 : / ]
o L 1 1 1 1 IAP 1 ]
02 04 06 08 10 12 14
u (v
gap (V)
900 T T T

FIG. 1. (a) Ballistic electron spectroscopy curves Ic(Ug,p) recorded on a
Au(2.2 nm)/Fe(1 nm)/Au(2.6 nm)/Fe(1.2nm)/GaAs(001) spin-valve in the
parallel (red curve) and anti-parallel (black curve) magnetic configuration.
Tunneling current was set to 20 nA. The inset displays a typical hysteresis
loop Ic(B) recorded at 1.25eV of electron energy. The in-plane magnetic
field was applied along the [110] direction. (b) Calculated magnetocurrent
versus electron energy deduced from Figure 1(a).

spin-valve. Ug,, was set to 1.25V and the in-plane magnetic
field was swept along the [110] direction of the substrate, i.e.,
along a magnetic easy axis for both Fe electrodes. Two levels
of collector current I~ are observed: a large I- value
(Icmax =5 pA) corresponding to the parallel configuration and
a low Ic value (Ic,,i, = 1 pA) corresponding to the antiparallel
configuration of the spin-valve. The corresponding
hot-electron magnetocurrent defined as follows: MC*=
% is of 400% for electron energy of 1.25eV. Figure
1(a) also displays the hot-electron spectroscopy curves
Ic(Ugqp) measured in the parallel (red curve) and antiparallel
(black curve) magnetic configurations. 2000 individual
Ic(Ugqp) curves were averaged over a 500 x 500 nm? area in
order to improve the signal-to-noise ratio. The collector cur-
rent presents an onset at Ug,, =0.76 V corresponding to the
Schottky barrier height ®sg =0.76eV at the Fe/GaAs(001)
interface.'” From these curves, the energy dependence of the
magnetocurrent can be calculated and is plotted on Figure
1(b). The MC error bars were calculated from the experimental
standard deviation values observed over the two sets of 2000
individual Ic(Ug,p) curves recorded in the parallel and antipar-
allel magnetic configuration. MC decreases from 500% to
360% in the 0.95eV-1.35eV energy range. Although the
signal-to-noise ratio is weak at low energy in BEMM experi-
ments, MC presents a tendency to increase faster below 1eV,

Appl. Phys. Lett. 103, 202408 (2013)

close to the Schottky barrier, as observed in equivalent
solid-state devices operating with higher injection current such
as the magnetic tunnel transistor.”® In the following, we will
further discuss the potential origin of these large magnetocon-
ductance effects in such epitaxial spin-valve.

In BEMM experiments, the non magnetic STM tip
injects unpolarized hot electrons at the spin-valve surface.
The observed hot-electron magnetoresistance effect results
from:'* (i) spin-dependent scattering in the bulk of the ferro-
magnetic electrode; (ii) spin-dependent transmission coeffi-
cient for the hot-electrons at the interfaces, arising from
band-structure matching. The latter effect can be dominant in
ultrathin epitaxial samples'?> and may result in very large
magnetoconductance effects.® In order to discriminate
between bulk and interface spin-filtering effects in our epitax-
ial spin-valves, we have investigated the MC dependence
with ferromagnetic layer thickness. The bottom Fe electrode
(Fe,) thickness was kept constant at 1.2nm. For this thick-
ness, the strong uniaxial magnetic anisotropy at the
Fe/GaAs(001) interface defines a magnetic easy axis along
the [110] direction.”® The top Fe electrode (Fe,) thickness
was successively set to 0.7, 1, and 1.7 nm, corresponding to
5,7, and 12 Fe(001) monoatomic layers (MLs), respectively.
Magnetoresistive behaviours similar to Figure 1 were
observed for the three samples and the corresponding raw
magnetocurrent values MC* at 1.3 eV are reported in Table 1.

In this Fe, thickness range, the magnetic anisotropy of
the top Au/Fe/Au(001) ferromagnetic electrode is highly
thickness-dependent.'® For the 0.7 and 1 nm thick Fe, layers,
we have checked by magneto-optical Kerr effect and diffu-
sive four point probe magnetotransport measurements that
Fe, was uniaxial with a magnetic easy axis parallel to [110].
For the 1.7nm thick Fe, layer, we observed two easy axis
located 39.5° away from the [110] direction. These observa-
tions are in agreement with results from literature.'® As a
consequence, the MC* values obtained for the spin-valves
with a 0.7 and 1 nm thick Fe, layers correspond to a 0°-180°
variation of the relative angle 6 between Fe; and Fe, magnet-
izations. On the other hand, the MC* value obtained for the
1.7nm thick Fe, layer corresponds to a reduced 6 variation
between 39.5° and 140.5°, i.e., for a Fe, magnetization jump
between its two easy axis directions. The sudden decrease of
MC* from 370% to 220% while increasing the Fe, thickness
from 1 to 1.7 nm is thus due to the evolution of the magnetic
anisotropy of the top electrode. In order to allow a direct
comparison between the three investigated samples, we cor-
rected the raw magnetocurrent MC* from these magnetic ani-
sotropy variations by using a sin’ g angular dependence of
the hot-electron current.”!” The nofmalized magnetocurrent
values MCgg, calculated for a 0°-180° variation of 6 are
given in Table I. These measurements point out two main

TABLE I. Evolution of the magnetocurrent for various Fe, top electrode
thickness.

Fe, thickness 0.7 nm/5 ML 1nm/7 ML 1.7nm/12 ML
A6 180° 180° 100°
MC*at 1.3 eV 320 +30% 370 +30% 220 +30%

MCgpat 1.3 eV 320+ 30% 370 = 30% 420 = 30%
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striking features: (i) MCgq is robust at ultra-low thickness
with a 330% magnetocurrent at 1.3 eV and room temperature
for a 0.7 nm thick Fe, electrode (i.e., for 5 Fe atomic planes);
(i) MCg is only weakly thickness-dependent with a —25%
relative variation while decreasing Fe, thickness from 1.7 nm
down to 0.7nm. The observed MC,g, reduction at low Fe,
thickness is partially explained by thermal magnetization
fluctuations which can be important at room temperature for
epitaxial Fe deposited on Au(001)."® From these observa-
tions, we deduce qualitatively that the magnetoconductance
effects in our samples are dominated by interfacial rather
than by volume spin-polarization effects. As a consequence,
band structure matching at the interfaces of the heterostruc-
ture should be considered to justify the observed high magne-
toconductance effects.

In similar simple Schottky contacts on GaAs, we have
previously reported on the conservation of the hot-electron
transverse momentum k; while crossing epitaxial inter-
face.'? At low electron energy, close to the Schottky barrier
height, electrons have access to the lowest valley of GaAs
conduction band, which is located at the I" point. This
I-valley is projected on the I" point of the two-dimensional
Brillouin zone, i.e., around the k; =0 direction. At higher
energy, the GaAs conduction band presents also empty
states in the L valley, so for kH non-zero value. However, for
a Fe/GaAs(001) Schottky contact, our previous study'”
demonstrated that the hot-electron transmission in this trans-
verse valley is very weak. In the following analysis, based
on ideas theoretically developed by Autes and co-workers
for ballistic electrons at the Fermi energy in the
Fe/Ag/Fe/InAs(001) spin-valve,® we will thus consider bal-
listic electron propagation around the k=0 direction only.
Figure 2 displays the band structure of iron (for majority
spin in red and for minority spin in black) and gold (in blue)
in the k=0 direction (the so-called A direction). As the
symmetry of the electron wave function should be con-
served at each interface, because of the global symmetry of
the heterostructure, above ®gp, only majority electron states
with A; symmetry propagate in the iron layers. For iron mi-
nority spin, A,, A,, and As symmetry states are available in
the probed energy range. In gold, available states have a A;
character only. Finally, the I" valley of GaAs presents also a
A, symmetry. Due to the hot-electron wave function sym-
metry conservation, only A; states of iron which are fully

Fe - Up spin  Fe - Down spin Au
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FIG. 2. Band structure along the k| =0 direction for Fe majority spins (left,
in red), for Fe minority spins (center, in black), and for Au (right, in blue).
The horizontal continuous black line represents the Fermi energy and the
horizontal dotted black line represents the Schottky barrier height
(Dsp =0.76eV) at the Fe/GaAs interface.

Appl. Phys. Lett. 103, 202408 (2013)

spin polarized for energy close to ®gp will be allowed to
cross the Fe/Au interface. A,, A,, and As minority states
will be totally reflected at this interface. This k-space spin-
filtering effect induces a strong interfacial spin polarization
of the hot-electron beam.

The previous analysis is rigorously valid for hot-
electron states strictly collimated along the k=0 direction
(i.e., at the GaAs I' point). Away from this A high symmetry
direction, the symmetry selection rules will be progressively
released and the measured magnetocurrent should decrease
while increasing the semiconductor collimator aperture. This
is what is qualitatively observed on GaAs(001): the magne-
tocurrent amplitude is maximum close to @gp and is decreas-
ing at higher energy (see Figure 1(b)) when electrons can
probe empty states with larger transverse momentum in the
I valley of GaAs. Another fingerprint of the k-space spin fil-
tering effect can also be evidenced by investigating the mag-
netocurrent dependence versus the effective mass m* of
the semiconducting drain. The semiconductor collimator ra-
dius k™ is indeed scaling like (m*)'2. We have also inves-
tigated three identical Au(2.2nm)/Fe(1 nm)/Au(2.6 nm)/
Fe(1.2 nm)/AlGa; _As(25 nm)/GaAs(001) spin-valves with
various aluminium contents x =0, 0.2, 0.4 in the semicon-
ductor lead. The 25nm thick Al,Ga; ,As layer was termi-
nated by 4 atomic layers of GaAs in order to keep the
Fe/semiconductor interface unchanged for all investigated
heterostructures, and the Fe, thickness was set to 1nm in
order to obtain a 0°-180° variation of the relative angle 0
between Fe; and Fe, magnetizations under magnetic field
(see above). The Schottky barrier measured by BEMM and
confirmed by classical current and capacitance versus volt-
age macroscopic measurements on these samples is
O =0.76eV, 0.92¢eV, and 1.05eV for x=0, 0.2, 0.4,
respectively. In Al,Ga, As ternary alloys, the effective
mass value and the energy positions of the different
conduction band valleys are well known to evolve'® with
aluminium concentration x. For x =0, 0.2, 0.4, the effective
mass for the semiconductor conduction band minimum is
m*=0.067 mg, 0.075 my, 0.226 m,, respectively, m, being
the free electron mass. Note that for Aly,GageAs, the first
minimum of the conduction band is no longer the I" valley
but the X valley which is also projecting at the ['point. The
magnetocurrent amplitudes measured at 1.25eV above the
Fermi energy of the spin-valve for the three Al,Ga; (As
alloys are listed in the table of the inset of Figure 3(a). As
expected, the magnetocurrent value for the same spin-valve
is significantly dependent on the semiconductor lead effec-
tive mass and is decreasing from 380% for GaAs down to
286% for Alp4GageAs. This experimental dependence is
coherent when the magnetocurrent is plotted versus the colli-
mator aperture k™ at 1.25eV (k™" is given in unit of the
I'X distance in the projected Brillouin zone, see sketch of
Figures 3(b)-3(d)). In GaAs and Al,,GaggAs, the experi-
mental magnetocurrent amplitudes are identical at 1.25eV,
due to an identical collimator diameter k™ =0.15*TX at
this energy for both semiconductors.’’ In Aly4Gag6As,
collimator diameter increases to k™ = 0.2*TX at 1.25¢V,
the efficiency of the electron angular filtering in the semicon-
ductor around the k=0 direction is decreased and the
magnetocurrent falls down to 286%.
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FIG. 3. (a) Evolution of the magnetocurrent amplitude at 1.25eV versus
maximum aperture in the semiconductor collimator for three
Au(2.2nm)/Fe(0.7-1.7 nm)/Au(2.6 nm)/Fe(1.2 nm)/Al,Ga, _xAs(25 nm)/
GaAs(001) spin-valves with various aluminium contents x =0, 0.2, 0.4. The
inset table gives for the three samples the CB minimum probed close to the
Schottky barrier, the corresponding effective mass m*, and collimator aper-
ture k™ calculated at 1.25eV. Sketch of the collimator aperture at 1.25eV
in the projected semiconductor 2D Brillouin zone of Al,Ga,_,As for x=0
(b), x=0.2 (c), and x = 0.4 (d).

To conclude, we have evidenced by ballistic electron
magnetic microscopy large magnetoconductance effects in
epitaxial Fe/Au/Fe/GaAs(001) epitaxial spin valves. These
effects are robust in the ultrathin limit of the ferromagnetic
electrodes pointing out an important contribution of the
interfaces to the hot-electron spin-polarization mechanisms.
We have also observed a strong dependence of the magneto-
current amplitude with the semiconductor effective mass
while replacing GaAs with Al;Ga, _As alloys. These results
support a dominant k-space spin-filtering effect in these
ultrathin epitaxial spin-valves.® The semiconductor filters
electrons with a momentum close to the k= 0 direction and
acts as a collimator. In this high symmetry direction of the
spin-valve, the band structure matching at the Fe/Au inter-
face selects A; symmetry states which are fully spin polar-
ized and the sample’s conductance vanishes in the
antiparallel magnetic configuration. This study opens the
way to room-temperature ultra-high magnetoresistance val-
ues in designed epitaxial spin-valve deposited on
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semiconductor drain. Due to its low signal-to-noise ratio,
BEMM does not allow a precise investigation of the magne-
tocurrent evolution in the immediate vicinity of ®gg where
the largest effects are expected. Magnetotransport experi-
ments on similar spin-valves with an integrated solid-state
tunnel injector should thus be useful for a further quantitative
investigation and deeper understanding of this k-space spin-
filtering effect. This work is under progress.
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An exact sum-rule for the Hubbard model.

Y. Claveau, B. Arnaud, and S. Di Matteo*
Groupe théorie, Département Matériaur Nanosciences,
Institut de Physique de Rennes UMR UR1-CNRS 6251,
Université de Rennes 1, F-35042 Rennes Cedex, France
(Dated: October 7, 2014)

We derive an exact integral equation for the Green function of the Hubbard model, valid in any
number of dimensions, through a limit procedure in the equations of motion. The key point in the
procedure to obtain this exact equation is to use the translational invariance of the Green functions
with respect to the time difference t-t’ and to derive the second equation of motion of the infinite
Hubbard chain with respect to t’, instead of t as usually done. Though our exact integral equation
does not allow to solve the Hubbard model, it represents a strong constraint on its approximate
solutions. We show some examples of its possible uses and discuss a real self-energy solution that

can be used in the place of the Hubbard I solution.

PACS numbers: To insert
I. INTRODUCTION

As widely known, the Hubbard model [1-3], in spite
of its apparent formal simplicity, can be solved exactly
only in one [4] and infinite [5] dimensions. The behaviour
of its ground-state phase diagram in the most important
cases of two and three dimensions is rather deduced by
means of approximate solutions, usually determined by
the competing actions of the hopping electron-energy (t)
and of the Coulomb electron repulsion (U). A review
of several approximate solving schemes in use today can
be found in Ref. [6]. Historically, the model had been
attacked around the atomic limit, by means of a Green
function formalism based on the equation-of-motion ap-
proach [1-3, 7-11]. Within this approach a succession
of coupled equations of motion for the Green functions
is written down and then some decoupling procedure is
introduced to close it. The usual decoupling procedure
consists in expressing a Green function in terms of an-
other (or more) of the set: of course the specific approx-
imation that is performed on the Green function deter-
mines the subsequent dynamics of the system, as was
the case for the original Hubbard I [1] and Hubbard III
(3] approximations as well as for several others following
during the next years [8-11]. However, in spite of the his-
torical importance of the equation-of-motion decoupling
procedure, such an approach was finally abandoned as
it could not guarantee a proper control on the kind of
approximation performed.

The aim of the present paper is to show that, instead,
an exact integral equation for the Green function of the
Hubbard model, Eq. (9) below, can be derived from the
set of equations of motion. The key feature allowing us
to derive the exact sum rule is a limiting procedure in
the time domain, together with the time translation in-
variance of all Green functions G(t — t), so that their

*Electronic address: sergio.dimatteoQuniv-rennesi.fr

derivative with respect to t is equal to the opposite of the
one with respect to t’. Unfortunately, our sum rule does
not allow to recover the full Green function. However,
it can be used as a constraint on the available solutions,
constraint that expresses, for example, the correct phys-
ical limit of the solution in the high-energy region. This
in practice means that we can check, among all approxi-
mated solutions proposed in the past, like the mean-field,
Hubbard I or Hubbard III solutions, which one respects
the exact constraint imposed by Eq. (9) and which one
should be discarded.

The plan of the paper is the following: section II is
devoted to the mathematical derivation of our main re-
sult, Eq. (9). In section IIT we discuss the implications
of our result on some of the usually adopted solutions
of the Hubbard model and underline the reason why it
is important to fulfill it. Finally, in section IV, we dis-
cuss a real-self-energy solution compatible with our sum
rule, that can be considered as an improvement to the
Hubbard I solution, that is much more sounding from a
physical point of view. Its behaviour is finally compared
with the LDA+U approach.

II. DERIVATION OF THE SUM RULE

The Hubbard Hamiltonian on a crystal lattice, in its
simplest version with one orbital per site [1], can be ex-
pressed in standard notation as:

Hy = Ztijéjo_éjg + UzﬁiTﬁii (1)

ijo i

We define the causal Green function in the usual way:
ihGl(-]FT(),(t —t) = (T (f:i”(t)é;d(t'))), by introducing the
time-ordering operator T. Retarded Green functions
(GW)Y are defined following, e.g., Ref. [12]. As it is

well known [12], the time-frequency Fourier transform of
these Green functions is not properly defined unless a
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convergence factor ett=tm* gy introduced, where 7 is
a small imaginary part of the frequency and n — 0 at
the end of the calculation. This allows to handle the
Fourier transforms of all distributions involved (Dirac-d,
Heaviside-6 and Green functions). All expectation values
are calculated, for finite temperature, through the grand-
canonical statistical weight, e~ (Hr—n) where N is the
number operator and p the chemical pOtentldL as in [12].

Both G(© and G satisfy the same equations of mo-
tions, as their difference only comes from the boundary
conditions related to the imaginary part, and equations
of motion determine the real part. If we write the equa-
tion of motion of the Green function in the time-domain,
instead of the frequency (w)-domain as in Hubbard pa-
pers, we get:

ihyGijo(t — t')=ihd;;0(t —t') — pGijo (t—t')
+Zti,lGljo'(t_t/) + UTie(t—t')  (2)
l

where Ty, (t — t') = ((Tﬁ,;,—,(t)ém(t)é;r-a(t’))).

We use now the two key points that allow to derive
our result are: (a) contrary to what done in the Hubbard
papers, and usually in the literature, we write down the
equation of motion of I'(¢—t') with respect to ' instead of
t. The reason for choice (a) comes from the translational
invariance of any Green function due to the dependence

n (t —t'). This implies that for any Green function
OTijo(t —t') = —0pTyj5(t — t'); (b) we perform a limit
procedure in the time-domain for the on-site Green func-
tions Giip(t —t') and Tyip (t — t').

By using remark (a), we write, after Eq. (2):

ihc’?tI‘ija( ) 77;5(%/ iig(t — t/) = 61’7'77,7;5(5(15 — t/)

—iTijo(t =) + Y tulijo(t —t') + UMyjo(t — ') (3)
l

The main difference with the usual equation-of-motion
approach is that the hopping contribution does not lead
to a new set of functions as in the usual chain [1, 3],
but to the same function Y, ¢, (t — t'), that can be
easily diagonalised by a Fourier transform. This time

the unknown is the new Green function in ]\/[7(]2( —t') =

<(Tﬁi&(t)ém(t)ﬁja(t/)é;r.a(t’))) (for the causal case). Of
course writing down the equation of motion for M, (t —
t') would continue the infinite set in a different way from
the usual one, but, though some exact relations amongst
higher-order Green functions can be deduced, no further
insight is provided.

We can now apply the second part (b) of our strategy
to equation (3): it is possible to find a point in space-time
where for all kinds of Green functions (causal, retarded,
etc.) M;jo(t—t') =Tjs(t —t): this is the case for i = j
and t —t' — 0*. Mathematically, we have, for the causal
Green function:

lim Mg (6= 1) = Guia (00 (Dtio (0, (1)
= (fig ()ria (D)o (£)E], (1)) = (Rig (t)ia (2L, (1))
- f*%éi)n()‘# Liio(t =) (4)

In the third step of the equation, we have used the
commutativity at equal times of 7,5 (t) and é;,,(t) and in
the fourth step the projection property of the number
operator f;; = 2. A similar derivation can be easily
set in the opposite limit ¢ — ¢ — 0~ as well as for the
retarded case.

Physically, this property is easily understandable:
M;j,(t — t') represents the probability that a particle,
created in j at time ¢’ on a doubly occupied site, is de-
stroyed at the site 7 that is also doubly occupied at time
t. Instead, I';j,(t — t') represents the probability that a
particle, created in j at time ¢’ (in this case j can be
either singly or doubly occupied) is destroyed at the site
i that is doubly occupied at time ¢t. Of course, if i = j
and t —t’ — 0%, we are dealing with the same site at
the same time, which implies that if the site is doubly
occupied for the destruction, it is also doubly occupied
for the creation, thereby leading to the equality of the
two Green functions, I' and M.

Our sum-rule, Eq. (9), can be derived from equation
(3), by performing the lim; ;_,q+ of both the left-hand-
side and the right-hand-side. The safest way to handle
the limit procedure on Green functions and delta func-
tion, that are distributions with a discontinuity at ¢t = ¢,
is to move to the Fourier transform first, and then per-
form the lim; 4,0+ by keeping track of the convergence
factor e~(=)n_ 5 being, e.g., for GF, a small positive
quantity forcing the displacement of the poles out of the
real w (frequency) axis, thereby allowing the integrability
of the Fourier transform [12]. With this in mind, we can
continue from equation (3) with ¢ = j:

&k [ dw o
li . e =r- 371[w(t7t N —
-0+ <Zhat/ (2m)® / 21 R (w)e

LAk [ dw oy
; ., I o—ilw(t=t")]

t—l}r—r:m nw/ (2m)* / 27r6

e (w)efi[u(t—t’)]

o

_ &k [ dw
th—EIE:OJr <(UM)/ (2m)s EF-

o TE [ dep, (w)eiM“’)Wlﬁﬂ])(s)

@) ) 2n

where E—integrals are extended over the Brillouin zone,
w-integrals from —oo to +o0o and s represents the dimen-
sionality of the system (the present derivation is valid for
any dimensions). If we first perform the time-derivative
of the left-hand-side and then the limit of both sides, we
obtain an integral expression for I';; (w):
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where we have supposed an homogeneous system, so that
niz = nz. We can now Fourier transform the equation
(2) for the Green function:

(hw + p — )G, (w) = 1+ U, (w) (7)

2m

/ d’k /‘Lw (ot —te— U)ot — )G () — (heo 1 — £ — U(1 —ng))] =0

(2m)

This is the main result of our work, an exact integral
equation for Gj_(w), to be used with the appropriate
boundary conditions. Though it does not allow a full de-
termination of the Green function, our integral equation
acts as a constraint that must be fulfilled by the exact
solution. From now on, to simplify notations, we shall
measure the energy from the chemical potential, thereby
replacing ¢z — p with ;.

III. COMPARISON WITH PREVIOUS RESULTS

As a first check, it is possible to verify that Eq. (9) is
satisfied both in the atomic limit, i.e., when ¢; — t¢ and
in the band limit, i.e., when U = 0. In the first case, con-
sidering for example the retarded Green function, we get
G (@) = (1=na)/(hw—to+in)+ns/(hw—to —U+in)
and in the second case GE)IS(),(W) = 1/(lw —ty +1n). Both
satisfy Eq. (9), as can be seen by direct inspection. Even
if we consider the non-local correlations that should be
present in a proper atomic limit for G, (w) (see section
IV of Ref. [8]), Eq. (9) is still satisfied. The equation
is however not satisfied by the mean-field Green function
and the Hubbard I and Hubbard III Green functions. In
fact, if we replace in Eq. (9) the mean-field retarded
Green function Gg;) (w) = 1/(7w —tg —Ung +in), we get
the result inU?ns (1—ng) instead of zero. The calculation
is performed by reminding that (z-+in) ™! = Pz~ —id(z),
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solve for T';;_(w):
1 1
T, (W) = Glhw + p = t5)G, (W) — 7 ®)

and replace in (6):

where P is the integral principal part and § is the Dirac
distribution: though the integral of the real, principal
part is zero, there remains a contribution from the imag-
inary term.

A slightly more complex calculation, because of the k-
dependence, shows that neither the Hubbard I nor the
Hubbard III Green functions satisfy Eq. (9) (or Eq.
(10)). In the case of Hubbard I solution, the Green

. . R A i
function is: G%a)(w) = hw—Ei?Jrin hw*E’;rer, where
E; = (U +tp £ /(U —1tp)?+4Utpng)/2 is the en-

ergy spectrum and A: = (E]:i -U(1- na))/(EEi - Ekf)
are the spectral weights. Replacement of this Green
function in Eq. (9) gives again a non-zero imaginary
part, that, in the simplifying case n; = 1, is given by

. U? dSE t%
ZW(T + f W?) 7é 0.

Finally, in the case of the Hubbard III solution, the
analysis is more complex because an explicit expression
for the Green function is not available, as G;_(w) in this
case is determined by means of a self-consistent calcu-
lation on five equations (Egs. (57) to (61) in Ref. [3]).
However, it is possible in this case to compare the limit-
ing behaviour for w — oo of the Hubbard III self-energy
with a modified form of Eq. (9). In fact, if we write
the Green function in terms of its self-energy ¥p_(w) as
G,y (w) = 1/(lw —typ — X _(w)), then we can rewrite Eq.
(9) as a constraint on the self-energy as:

+U(1 —ng)) + tzUns]

/ d*k /dw [(Zg, (W) — Ung)hw — Xj_(w)(t
(

hw —t; —

2m)s ) 2w

It should be remembered that, as from the general the-

i _
o) =0 (10)

ory of Green functions [12] lim, oG, (w) = 1/(fw),
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then it follows that lim,, o X, (w) is a constant. Such a
constant can be determined from Eq. (10), as in order to
have a finite integral, it implies that in the limit w — oo
the coefficient of Aw at the numerator must be zero.
This gives the following constraint on the self-energy:
limg, 00 Xp, (W) = azUng + by, where f%a; =1 and
J %bg = 0. However, this constraint is not fulfilled in
the Hubbard III solution: in the notation of Ref. [3] the
self-energy is Xy _(E) = E— F?(E), with E = fw the en-
ergy and F'7(E) is given by Eq. (59) of Ref. [3]. The pre-
vious constraint is fulfilled if limg_, oo F°(E) = E — Ung;
is fulfilled, and a direct calculation from Eq. (59) of Ref.
[3] (we remind that Hubbard U was called I by Hubbard)
shows that this is not the case. .

Interestingly, if we suppose the self-energy k-
independent, as in the case of DMFT [13], then
limy, 00X (w) = Ung, ie, dynamical mean-field ex-
actly reduces to static mean-field in the infinite-frequency
limit, as it should [14]. It is important to remind that
having the correct limit for the high-energy region allows
reproducing the right behaviour for the formation of the
upper and lower Hubbard bands, as shown in [14], so that
the former constraint should always be verified in DMFT
calculations.

We finish this section by reminding that an equation
equivalent to imaginary part of Eq. (9) had been derived
in the literature [15], with a method based on the calcu-
lation of the spectral function. However, our full Eq. (9)
cannot be obtained by this method, because the knowl-
edge of a sum-rule involving the imaginary part does not
allow to derive the real part by means of Kramers-Kronig
transformations, as in this case the imaginary part over
the whole frequency range is needed and not just its first
and second momenta.

IV. A REAL SELF-ENERGY SOLUTION.

Though Eq. (9) does not provide us with sufficient in-
formation to find the Green function, among all its possi-
ble solutions there is one with a two-pole structure with
real self-energy (infinite time-life of the two quasiparti-
cles), therefore compatible with our exact sum-rule. For
the retarded Green function it is:

17n5+fﬁ(t/U7n6)
hw =tz +1in

ng — f]z(t/U7n6)/
hw—t; — U +1in'

GE () = 11)

where f(t/U,ng) is not determined by Eq. (9) except
for having a null integral in the Brillouin zone:

[ G fet/Um5) =0

The self-energy associated to this solution is: ¥p(w) =
U(W%tﬁ(ngff);)fw —tp—=U(1—nz+f;). It is interesting

(12)

to notice that, provided Eq. (12) is fulfilled, the function
f5 could be even w-dependent: in this case we would deal
with quasiparticle inelastic scattering.

If we limit ourselves to the real self-energy case, Eq.
(11), we propose it to be used as a first-order solution
in the place of the Hubbard I approximation, not suf-
fering of its drawbacks. In the present section, we an-
alyze the advantages of this solution and compare it,
and its orbitally-degenerate version, with the well-known
LDA+U approach, highlighting the analogies and the dif-
ferences. Physically, for f; = 0, such a solution repre-
sents non-mixing Hubbard quasiparticles, i.e., electrons
moving in a singly occupied band and electrons moving in
a doubly occupied band, respectively, without intercross-
ing. In this case, Eq. (11) is the solution that we would
have had from Eq. (3) by putting M;; = T';; identically
(it corresponds to the hypothesis that the creation of a
doubly-occupied site at j, at time ¢/, destroyed at time
t at a site ¢ that is still doubly occupied, is the same
as the creation of a doubly-occupied site at j, at time
t', destroyed at time ¢ at the site i, independently of its
occupancy). It is therefore at an analogous level of ap-
proximation of the Hubbard I solution, characterized by
infinite lifetime for the two sub-bands quasiparticles, but
with the correct high-energy limit, by respecting Eq. (9).

In order to analyze the behaviour of this solution, we
can evaluate the density of states from the imaginary part
of the retarded Green function. Taking the specific case
of a square-lattice band, tz = 2t(cos(kza) + cos(kya)),
a the lattice unit, the behaviour of the spectrum, rep-
resented in Fig. 1, is calculated through the following
formula:

po(e) = %Z {(1 —ngz)0 [5 — E%HB]

E
+ngz0 [5 — ESHB] }

(13)
where efHB = ¢ and e?HB = ¢ + U are the lower Hub-
bard band and the upper Hubbard band, respectively.
When t/U is below a critical value (¢t/U).., for appro-
priate values of nz, two bands are formed from the two-
pole atomic solution, as shown in Fig. 1: at half-filling
the Fermi energy is within the gap and the system is a
Mott insulator [16]. If instead ¢/U is above the critical
value, the two bands merge, though at different E val-
ues and the system behaves like a metal. For a square
lattice (¢/U). = 0.125, as the bandwidth is W = 8¢. It
is however important to remark that even in the metal-
lic state of figure (1b), such a metal still keeps one of
the main features of the atomic behaviour as is clear
from the analysis of the k-dependence at a given energy:

at the energy ex'®

. each k point has a spectral weight
(1 — ns), less than one, as the remaining ns; weight is
associated to the other branch of the spectrum. This
is a marked difference with the mean-field approxima-

tion, with weight 1 for each E, and it corresponds to
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the non-Fermi-liquid behaviour of our solution that does
not fulfill the Luttinger’s theorem [17], which necessarily
characterizes Fermi liquids when the interaction is adi-
abatically switched on from the Fermi gas. We should
also notice that the present solution is different of the
Hubbard-I solution: though they are both characterized
by a two-pole solution leading to a MIT of Mott-Hubbard
kind, the Hubbard I MIT is found even for an infinites-
imal value of U, what is quite unphysical. Our solution
more realistically gives U/W ~ 1.

(@)
R

energy (eV)

FIG. 1: Density of states corresponding to Eq. (13), showing
the Mott-Hubbard metal-insulator transition.

A different behaviour appears when we consider the
fr-term, that allows inter-band crossing by shifting some
spectral weight, at any given E, depending on the filling
and the ration ¢/U. The specific form of the function
ff cannot be fixed unambiguously. However, two condi-
tions should be respected: mathematically, the condition
represented by Eq. (12) on the integral in the Brillouin
zone in order to fulfill Eq. (9). Physically, the condition
first evidenced in Ref. [7] on the dependence of interband
hopping on the filling: if we consider the probability that
a spin-o electron put randomly in the lattice falls on a
g-occupied site (so as to give double occupancy), this
probability is, in a frozen configuration (no interband
crossing), clearly proportional to ns. However, by re-

laxing the unphysical condition of no interband-crossing,
the hopping from a doubly occupied configuration to a
singly occupied configuration is allowed, and, even, ad-
vantaged in the case of less than half-filled band. This
implies a reduction of the spectral width of the upper
Hubbard band from the ’frozen’ ns value that should be
taken into account by the function f;.

We would like to end this section by highlighting that
our real self-energy solution, Eq. (11) shows an in-
teresting complementarity with the well-known LDA+U
method [18, 19]. The latter is a multiorbital unrestricted
mean-field approach that advantages orbital (and charge)
separation, compared to a bare LDA calculation, because
of the U-term: once the average Coulomb energy is sub-
tracted by a LDA calculation, an energy shift U is at-
tributed, compared to the LDA band ¢, to doubly occu-
pied orbitals so as to reduce the fractional occupancy of
these orbitals in favour of an integer one. This can force
the system towards an insulating state but, in order to
do that, a multiband material is needed. The latter is
the main difference with our approach: with Eq. (11) a
metal-insulator transition is possible with just one band,
as shown in Fig. 1: this is a consequence of the loss of
validity of Luttinger’s theorem, leading to two different
quasiparticles for a given . In order to perform a more
complete comparison of the two approaches, our solution
should be extended to the multiorbital case. However,
this will be the scope of a future work.

V. CONCLUSIONS

Exact results for the Hubbard model are rare [4, 5, 15].
The exact sum rule that we have found in Eq. (9), valid
for any number of dimensions, has been given a simple
physical interpretation and some of its possible uses as
a constraint to be put on the general solution have been
provided. Past solutions not respecting this constraint
have been highlighted. The behaviour of several approx-
imate solutions respecting Eq. (9) will be the subject
of a future analysis, as well as its generalization to the
orbitally-degenerate case, that will be compared to the
well-known LDA+U results.

We acknowledge interesting discussions with C.R. Na-
toli, A.M. Oles and A.-M.S. Tremblay.
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Summary

After the discovery of Giant Magneto-Resistance (GMR) by Albert Fert and Peter Griinberg, electronics had
a breakthrough with the birth of a new branch called spintronics. This discipline, while still young, exploit the
spin of electrons, for instance to store digital information. Most quantum devices exploiting this property of
electrons consist of alternating magnetic and nonmagnetic thin layers on a semiconductor substrate.

One of the best tools used for characterizing these structures, invented in 1988 by Kaiser and Bell, is the
so-called Ballistic Electron Emission Microscope (BEEM). Originally, this microscope, derived from the scan-
ning tunneling microscope (STM), was dedicated to the imaging of buried (nanometer-scale) objects and to
the study of the potential barrier (Schottky barrier) formed at the interface of a metal and a semiconductor
when placed in contact. With the development of spintronics, the BEEM became an essential spectroscopy
technique but still fundamentally misunderstood. It was in 1996 that the first realistic model, based on the
non-equilibrium Keldysh formalism, was proposed to describe the transport of electrons during BEEM ex-
periments. In particular, this model allowed to explain some experimental results previously misunderstood.
However, despite its success, its use was limited to the study of semi-infinite structures through a calculation
method called decimation of Green functions.

In this context, we have extended this model to the case of thin films and hetero-structures like spin valves:
starting from the same postulate that electrons follow the band structure of materials in which they propagate,
we have established an iterative formula allowing calculation of the Green functions of the finite system by
tight-binding method. This calculation of Green’s functions has been encoded in a FORTRAN 90 program,
BEEM v3, in order to calculate the BEEM current and the surface density of states.

In parallel, we have developed a simpler method which allows to avoid passing through the non-equilibrium
Keldysh formalism. Despite its simplicity, we have shown that this intuitive approach gives some physical in-
terpretation qualitatively similar to the non-equilibrium approach. However, for a more detailed study, the
use of “non-equilibrium approach” is inevitable, especially for the detection of thickness effects linked to layer
interfaces.

Both tools should be useful to experimentalists, especially for the Surfaces and Interfaces team of our de-
partment.



