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RÉSUMÉ

Dans un procédé de filtration, un fluide traverse une membrane (barrière sélective). Une force motrice s’applique entre les deux cotés de la membrane qui peut être un gradient de pression, température ou un potentiel électrique/chimique. Dans les procédés de filtration par un gradient de pression, certains composés du milieu fluide, traversent la membrane alors que d’autres sont retenues sur la surface membranaire. Ces procédés sont très utiles dans différents domaines de l’industrie, notamment en ce qui concerne le traitement des eaux et des effluents, biotechnologie, agroalimentaire et pharmacie. En plus les procédés de filtration offrent des installations plus compactes avec une optimisation des coûts opérationnels comparant avec des procédés traditionnels de séparation notamment distillation et cristallisation. Par ailleurs, ces procédés se réalisent en absence des additifs chimique et changement de la phase. Dans cette étude, on se focalise sur les procédés de microfiltration.

L’inconvénient principal de ces procédés est l’accumulation continue de particules/molécules sur la surface de la membrane. Ceci affecte la sélectivité de la membrane, modifie la qualité et la quantité de liquide passant à travers la membrane et conduit à une augmentation des coûts de l’énergie. Le Colmatage (encrassement) membranaire se produit dans tous les types de procédés membranaires et par conséquent est connu le principal obstacle à l’utilisation répandue de ces procédés.

Différentes techniques sont utile pour surmonter les effets de l’encrassement de la performance de la membrane: le traitement physico-chimique des membranes utilisées, la modification des conditions opératoires (flux tangentiel de la solution d’alimentation sur la surface de la membrane est souvent appliqué pour réduire au minimum l’accumulation de particules), l’utilisation de membranes moins sensibles au colmatage, etc.

Tout dépendant de la nature des solutions traitées, les particules déposées sont très variables. Les micro-organismes, des matières organiques naturelles notamment les protéines, les polysaccharides, les substances humides, les oxydes inorganiques et les sels contribuent au colmatage des membranes.

Dans les dernières années, un grand nombre d’études expérimentales ont été investis pour comprendre les mécanismes de colmatage. Il a été souligné que les propriétés physico-chimiques de la membrane, la chimie des solutions et les conditions opératoires sont les trois principaux facteurs influant sur les mécanismes de colmatage. En par-
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allègle, les modèles théoriques ont été proposés pour confirmer / décrire les observations expérimentales.

La modélisation du colmatage membranaire est un outil essentiel pour évaluer les mécanismes qui le causent. Il permet également prédire la performance du système de filtration et par conséquent trouver des stratégies adaptées pour empêcher la modification de la performance membranaire pendant le procédé de filtration.

En général, les modèles de classifient en deux grandes catégories: les modèles de transport de masse qui se concentrent sur la transport de solutés dans le procédé de filtration, et les modèles de colmatage basés sur le blocage des particules/molécules sur la surface ou à Intérieur de la membrane. Dans la plupart des cas, les modèles dépendent fortement des paramètres empiriques ou semi-empiriques et restent phénoménologique.

Deux objectifs principaux ont été fixés pour le travail présent:

1. Avoir une meilleure compréhension des mécanismes du colmatage membranaire lors de la filtration d'un milieu liquide contenant les micro-organismes en suspension. Il est important de souligner que des eaux industrielles et des eaux usées dans plusieurs domaines appartiennent à ce type d’effluents.

2. Proposer un modèle macroscopique décrivant les mécanismes de colmatage observés.

Au cours de la filtration de ce type de solution, d’une part, les bactéries se déposent à la surface de la membrane et développent progressivement un film biologique (biofilm) et d’autre part les matières organiques naturelles secrétées par le biofilm scculent sur la surface de la membrane et adsorbent partiellement ou bloquent les pores intérieurs. Il est intéressant de noter que le colmatage membranaire issue des matières organiques naturelles (telles que les protéines, les polysaccharides, les substances humides), est elle-même un phénomène complexe impliquant la formation d’un gradient de concentration à proximité de la surface de la membrane (la polarisation de concentration) et d’une série de mécanismes (formation d’un gâteau, adsorption, blocage des pore).

Durant le procédé de filtration, la résistance initiale de la membrane augmente non seulement par la résistance supplémentaire du biofilm; mais aussi par la pénétration et l’adsorption / dépôt de composés sécrétés (de biofilm) sur les pores de la membrane interne. En conclusion, les deux mécanismes simultanés (formation de biofilm à la surface de la membrane et le colmatage membranaire en volume) méritent d’être étudiées séparément afin d’obtenir une description plus précise des phénomènes mis en jeu dans chacun d’eux.

caractéristique des phénomènes de transport (convection, diffusion, adsorption, réaction cellulaire) est très variable également. Il convient de souligner que l'hétérogénéité du biofilm et la membrane rend l’approche de la modélisation difficile.

En raison de la complexité du problème du colmatage membranaire, deux systèmes (membrane et biofilm) sont étudiées et modélisées séparément dans ce travail. Tout d’abord l’adsorption des protéines à la surface de la membrane est étudiée expérimentalement et théoriquement. On rappelle que les protéines ne sont pas les seules espèces produites par le biofilm, cependant, dans ce travail, ils représentent le produit extracellulaire du biofilm pour simplifier les complexités. En suite, l’évolution de la performance du système membranaire au cours de la filtration est déterminée expérimentalement. Les paramètres physiques locaux (constantes d’adsorption) et les propriétés structurelles de la membrane (porosité et perméabilité ainsi que les tailles caractéristiques) sont également caractérisés. Il est à noter que les expériences sont spécifiquement définis pour deux raisons: fournir des données initiales pour le modèle à l’échelle du pore et la validation éventuelle du modèle macroscopique par comparaison entre les résultats du modèle et les données de la filtration expérimentale à l’échelle de la membrane. En outre, un modèle macroscopique est développé pour décrire l’adsorption des protéines à l’intérieur des pores membranaires.

Le système de biofilm est étudié théoriquement. Un modèle macroscopique présentant des équations de transport de la masse et de la quantité de mouvement dans un volume représentatif est obtenu. Pour les deux modèles, la stratégie suivante de la modélisation est appliquée: dans un volume élémentaire représentatif (VER), les équations locales de la masse et de la quantité de mouvement sont décrites et données, les conditions aux limites appropriées sont fixées également. En appliquant une méthode de homogénéisation, la méthode de la prise moyenne volumique, les équations macroscopiques non fermées sont obtenues avec des termes supplémentaires dus aux conditions limites. La résolution des problèmes de fermeture locale est nécessaire d’une part pour obtenir la forme fermée des équations moyennes et d’autre part, pour déterminer les propriétés effectives des milieux poreux (biofilm et membrane). Les paramètres physiques à l’échelle locale ainsi que des variations de la microstructure sont impliqués dans l’expression de ces propriétés effectives.

Le manuscrit est organisé en quatre chapitres: Dans le premier chapitre (état de l’art), des définitions fondamentales des procédés membranaires avec une attention particulière aux procédés de microfiltration sont donnés. Le concept du colmatage biologique (formation de biofilm) et autres mécanismes associés au colmatage sont décrits. Par la suite, une vue d’ensemble des procédés de filtration des solutions des protéines, formation des biofilms et des modèles associés est donnée. Dans la dernière partie de ce chapitre, les objectifs spécifiques de ce travail sont présentés.

Le deuxième chapitre est consacré à l’étude expérimentale de l’adsorption des deux biomolécules modèles (bovine sérum-albumine et L-glutathion) sur les membranes de microfiltration. a mérite de souligner que ces deux biomolécules ont été choisi
spécifiquement afin d’évaluer les effets de la taille des molécules sur le phénomène d’adsorption. Les expériences de filtration sont effectuées dans un module de microfiltration (Rayflow 100). L’évolution de la performance du système membranaire grâce aux dépôts des protéines / adsorption est évaluée pour des solutions de protéines aux différentes concentrations. Les lois d’adsorption sont également déterminées pour chaque une des biomolécules. La technique FTIR-ATR est utilisée pour la quantification de la quantité des biomolécules adsorbé sur la surface de la membrane. Les caractéristiques structurelles des deux membranes dont la porosité moyenne, la distribution de la taille des pores, la taille moyenne des pores sont également mesurée par une analyse couplée sur les images de la microscopie électronique à balayage (MEB), la porométrie capillaire et la porosimétrie au mercure.

Dans le troisième chapitre, un modèle macroscopique est élaboré afin de prédire l’évolution de la microstructure de la membrane due à l’adsorption. A cet effet, des phénomènes locaux de transport de masse (diffusion et de convection) avec l’adsorption des protéines à l’interface de la membrane sont pris en compte. Le modèle macroscopique est ensuite développé en utilisant la méthode de la prise de moyenne volumique et les théorèmes associés avec cette méthode. Les équations moyennes de la masse et la quantité de mouvement avec l’expression des propriétés effectives de la membrane (diffusivité et perméabilité) sont déterminées. Les équations moyennes de la masse et quantité de mouvement comprennent des termes supplémentaires liés à l’évolution de la microstructure de la membrane qui est elle même due à l’adsorption des protéines à l’interface. À la fin de ce chapitre, des simulations numériques sont réalisées pour la validation qualitative de la performance du système. À cet effet, la couche active de la membrane est remplacée par une surface de séparation et les équations de transport de masse et de quantité de mouvement sont résolues dans le fluide et de la membrane support poreuse avec une condition de saut de massique et mécanique couplée à l’interface.

Dans le quatrième chapitre, les équations macroscopiques de la masse et la quantité de mouvement dans le biofilm sont déterminées. Dans cette partie, la Convection et la diffusion des espèces décrivent les phénomènes locaux du transport de la masse alors que la réaction se fait seulement à l’interface cellulaire. Trois régions sont identifiées dans le volume de biofilm: des cellules bactériennes, la matrice des exopolymères (EPS) et des canaux daux. Les équations macroscopiques sont obtenues en appliquant la méthode de la prise de moyenne volumique basée sur l’échelle des pores. Les propriétés effectives du biofilm (perméabilité et de la diffusivité) et les profils de concentration des espèces et des vitesses sont prédits en fonction du temps. En plus, l’évolution de la porosité de chaque région est dérivée d’une manière explicite à l’échelle du biofilm et est représentée à dépendre de la réaction cellulaire. Enfin, des problèmes de fermeture locale de la quantité de mouvement sont résolus numériquement et le tenseur total de la perméabilité du biofilm est déterminée dans une région cellulaire représentative avec des conditions périodiques aux interfaces.
GENERAL CONTEXT

During a membrane filtration process, a liquid medium is filtered through a membrane (selective barrier). The applied driving force between two sides of the membrane can be a gradient of pressure, temperature or a chemical/electrical potential. In pressure driven filtration processes (application of a pressure gradient as driving force between two sides of the membrane), certain components of the liquid medium pass through the membrane, while others are retained at the membrane surface. These processes are widely used as separation techniques in different industrial fields like waste water treatment, biotechnology, food and pharmacy. Compared to conventional techniques of separation (distillation, crystallization, ...), membrane processes offer more compact installations with more optimized operational costs. Moreover, membrane processes are mainly performed in absence of chemical additives and phase change. In this work we focus on the pressure-driven microfiltration membrane processes.

The main disadvantage of these processes is the continuous accumulation of particles on the membrane surface. This affects the membrane selectivity, modifies the quality and the quantity of the liquid passing through the membrane and leads to an increase of energy costs. Membrane fouling occurs in all types of membrane processes and therefore is known as the major obstacle for widespread use of these processes.

Different techniques are used to overcome the effects of fouling on the membrane performance: physical-chemical treatment of used membranes, modification of the operational conditions (tangential flow of the feed solution to the membrane is often applied for minimizing the particle accumulation to the membrane surface), use of membranes less susceptible to fouling, etc.

Depending on the nature of the treated solutions, the deposited particles are highly variable. Microorganisms, natural organic matter such as proteins, polysaccharides, humid substances, inorganic oxides and salts contribute notably to membrane fouling.

It should be noted that membrane fouling problem is a multi-physics (hydrodynamics, mass transport, physics, chemistry), multi-scale (different length scales are involved: molecules, pores and membrane surface) and time dependent (evolution of the membrane microstructure and the molecule-surface interactions) phenomena.

In the last decades, a huge number of experimental studies have been invested to understand fouling mechanisms. It has been pointed out that membrane physicochemical
properties, solution chemistry and operational conditions are the three major factors affecting the fouling mechanisms. In parallel, theoretical models have been proposed to confirm/describe the experimental observations. Modeling of membrane fouling is an essential tool for assessing the fouling mechanisms. It helps predicting the membrane performance and consequently finding adapted strategies to prevent their modification during the filtration process. In general, the models can be classified into two main categories: mass transport models which focus on solute permeation during the filtration process, and fouling models based on particle or solute blocking within the membrane porous structure. In most of the cases, models depend strongly on the empirical or semi-empirical parameters and thus remain phenomenological.

Two main objectives have been set for the present work:

1. Get a better understanding of the membrane fouling mechanisms during filtration of a liquid medium containing suspended microorganisms. It should be pointed out that several Industrial streams and wastewaters belong to this kind of effluents.

2. Propose a macroscopic model describing the observed fouling mechanisms.

During the filtration of this kind of solution, on one hand, the bacteria attach to the membrane surface and gradually develop a biofilm and on the other hand natural organic matter issued from the biofilm deposit on the membrane surface and partially adsorb or block its inner pores. It is worth to note that the membrane fouling caused by natural organic matter (such as proteins, polysaccharides, humid substances), is itself a complicated phenomenon involving the formation of a concentration gradient near the membrane surface (concentration polarization) and a series of mechanisms (cake formation, adsorption, pore blocking).

During filtration, the initial membrane resistance to flow increases not only due to the additional biofilm resistance; but also due to the penetration and consequent adsorption/deposition of secreted compounds (from biofilm) on the membrane internal pores. To conclude, the two simultaneous mechanisms (biofilm formation on the membrane surface and membrane fouling in volume) deserve to be studied separately in order to get a more clear description of the involved phenomena in each of them. Biofilm and membrane structures are highly complex and heterogeneous both in space and time. They can be both considered as multi-scale porous media. In fact, several characteristic lengths are present at pore scale: compounds such as proteins (several nanometers), the bacteria (1-2 µm) and the membrane pore (hundred nanometers). Moreover, the thickness of the biofilm and membrane varies between a few µm up to hundreds of µm. It should be stressed that heterogeneity of biofilm and membrane makes the modeling approach challenging.

Due to the complexity of the membrane fouling problem, two systems (membrane and biofilm) are studied and modeled separately in this work.
First the protein adsorption to the membrane surface is studied both experimentally and theoretically. We remind that proteins are not the only species produced by the biofilm, however, in this work, they represent the biofilm extracellular product, to simplify the complexities. The evolution of the membrane system performance during filtration is determined experimentally. Local physical parameters (adsorption constants) and membrane structural properties are also characterized. It should be noted that experiments are specifically set for two reasons: provide initial data to the model at pore scale and further model validation by comparison between the model results and data from membrane filtration experiments at membrane scale. Furthermore, an upscaled model is developed to describe the protein adsorption to the membrane internal pores.

The biofilm system is only studied theoretically. An upscaled model presenting equations of mass and momentum transport in its volume are derived.

For both models, the following modeling strategy is applied: in a representative elementary volume (REV), the local mass and momentum transport equations are given and the appropriate boundary conditions are set. By applying an upscaling method, the volume averaging method, the averaged but non-closed form of these equations with additional terms due to boundary conditions at the local scale are derived. The local closure problems are defined and solved in order to obtain the closed averaged form of the equations, in one hand, and to determine the effective properties (biofilm and membrane) on the other hand. Both physical parameters at local scale along with microstructural variations are involved in the expression of the effective properties.

The manuscript is outlined as follows: In the first chapter, a research based review of the fundamental definitions of pressure-driven membrane processes with special attention to the microfiltration processes are given. The concept of biofouling (biofilm formation) and the associated fouling mechanisms are described. Thereafter, an overview of filtration processes of protein solutions, biofilms formation and associated models are described. In the last part of this chapter, the specific objectives of this work are presented.

The second chapter is devoted to the experimental study of the adsorption of two model biomolecules (bovine serum albumin and L-glutathione) on microfiltration membranes. The filtration experiments are carried out in a microfiltration module (Rayflow 100). The evolution of the membrane system performance due to protein deposition/adsorption is evaluated for protein solutions at different concentrations. The protein adsorption laws are also determined. The FTIR-ATR technique is used for the quantification of the amount of adsorbed biomolecule on the membrane surface. The structural characteristics of two microfiltration membranes including mean porosity, pore size distribution, mean pore size are also measured by coupling Scanning Electron Microscopy (SEM) images with extended bubble point (porometry) and mercury porosimetry.

In the third chapter, an upscaled model predicting the membrane structure is elaborated. For this purpose, the local mass transport phenomena (convection and diffusion) with protein adsorption at membrane interface are taken into account. The upscaled model is then developed by using the volume averaging method. The averaged equations of mass, momentum with expression of the membrane effective properties (diffusivity and perme-
ability) are derived. Both averaged mass and momentum equations include an additional term for evolution of the membrane microstructure which is due to protein adsorption to the interface. At the end of this chapter numerical simulations with the aim of qualitative validation of the system performance are run. For this purpose the membrane active layer is replaced by a dividing surface and coupled equations of mass and momentum transport are solved in the bulk fluid and membrane porous medium with a mechanical and a mass jump condition at the interface.

In the fourth chapter, the governing upscaled equations of mass and momentum in the biofilm are determined. Convection and diffusion of species describe the local mass transport phenomena while reaction only takes place at the cellular interface. Three regions are identified in the biofilm volume: bacterial cells, EPS (exopolymers) matrix and water channels. The upscaled equations are obtained by applying the volume averaging method to the pore-scale equations. The effective properties of the biofilm (permeability and diffusivity) and the profiles of species concentration and velocities are predicted with time. The porosity evolution of each region is explicitly derived at the biofilm scale and is shown to depend on the cellular reaction. Finally, the local closure problems of the momentum transport are numerically solved and the biofilm total permeability tensor is determined in a representative cellular region with periodic flow conditions at the interface.
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1 A LITERATURE REVIEW

The objective of this work is to get a better understanding of microfiltration membrane processes of mixed mixtures (containing bacteria and organic matter). This chapter provides a research review of background information on the membrane processes, solutions to be treated and their compositions and the presented obstacles for further improvement of the membrane technology. This chapter is divided into eight parts:

- The first part presents the principles of the membrane processes, their applications and the analytical methods to investigate the physical-chemical characteristics of the membranes.
- The second part presents the membrane fouling mechanisms, description of models and mechanisms taken into account in each model.
- The third part provides a general vision of membrane biofouling (on surface by biofilm formation and in volume by adsorption or pore blocking).
- The fourth part focused on the characterization on quantification of membrane fouling by proteins and also a brief presentation of biofilms (definition and significant parameters on their development and growth).
- The fifth part consists of literature based review of the membrane fouling models and biofilm models.
- The last part represents the specific objectives of this work with adapted strategies.

1.1 PRESSURE-DRIVEN MEMBRANE PROCESSES

1.1.1 DEFINITION

Membrane separation technologies are widely used in the past decades in almost all kind of chemical, pharmaceutical, food and dairy industry. A membrane process is capable of performing a certain separation by use of a membrane. Membrane is a selective barrier that permits certain mass transport of solutes and solvents across the barrier. The driving force for the transport is generally a gradient of a potential such as pressure, temperature, concentration or electric potential[17],[172].

The two main advantages of the membrane separation process are listed:

- It consists of physical separation in which there is neither addition of chemicals nor phase change during the filtration process.
- The installation designs are mainly simple, adaptable and economical (in order of several kWh m$^{-2}$).

In the following sections, operational principles, different membrane compositions, configurations, and characteristics are given.
1.1.2 **Operational principles**

During a filtration process, the bulk solution arrives to the membrane surface and divides to two parts:

- A part which passes the membrane (permeate or filtrate)
- A part which does not pass the membrane (retentate or concentrate) in which the concentration of retained molecules or particles will increase.

Depending on the industrial application, the permeate or retentate streams can be both objectives of the membrane processes: for example in waste water treatment, several filtration processes are performed in order to collect a permeate stream with improved water quality which can be either reused or recycled, whereas retentate stream in the extraction of protein solutions or concentration of fruit juice is the aim of membrane process.

Transmembrane pressure \( \text{TMP} \) is the averaged pressure applied between two sides of the membrane (permeate and retentive streams) and represents the driving force of the filtration process. It determines the productivity (permeate flow) of the membrane process.

\[
\Delta P = \frac{(P_{re} + P_{re}')}{2} - P_p
\]

Where \( P_{re}, P_{re}' \) are the applied pressure of the entrance and exist of the membrane module at the retentate side stream. \( P_p \) is the absolute pressure at the permeate side stream and is generally equal to the atmospheric pressure. Technically, the membrane processes can be performed either in fixed pressure mode or in fixed permeate flow mode.

1.1.3 **Cross flow and dead-end filtration**

In conventional filtration processes, the liquid flow is brought perpendicularly to the membrane surface which is presented as dead-end filtration. In this process, there is no retentate flow (no circulation of the retentate) and the continuous particle accumulation on the membrane surface results in reduction of permeate flow with time.

In crossflow filtration, the bulk fluid flow is tangential to the membrane surface and divides into two streams. The retentate is recirculated and mixed with the feed solution, where the permeate flow is collected on the other side of the membrane. In crossflow filtration, the decrease in permeate flow is also caused by the continuous accumulation of particles on the membrane surface.

The dead-end mode is relatively less costly and easy to implement. The main disadvantage of a dead-end filtration is the extensive membrane fouling, which requires periodic interruption of the process to clean or substitute the filter [63]. The tangential flow devices are less susceptible to fouling due to the sweeping effects and high shear rates of the passing flow. These two configurations of membrane filtration processes are presented in Fig.1.
Figure 1: Membrane flow configurations. Left: Dead-end filtration. Right: Cross flow filtration. Source: www.induceramic.com/porous-ceramics-application/filtration-separation-application
1.1.4 Membrane performance and associated limitations of mass transfer

The major limitation in the membrane performance is related to the inevitable accumulation of solutes and/or particles to the membrane surface. This phenomenon is called fouling and affects significantly the performance of the membranes in terms of productivity (permeate flow) and selectivity (membrane capability to retain certain particles). Different parameters have been shown to play important roles in fouling phenomenon (e.g. hydrodynamic conditions, membrane-solutes interactions, membrane properties).

1.1.5 Types of membranes: microfiltration, ultrafiltration, nanofiltration, reverse osmosis

In the field of separation of liquid solutions by membrane processes, four main categories have been identified microfiltration (MF), ultrafiltration (UF), nano filtration (NF) and reverse osmosis (RO) which are distinguished by the membrane’s selectivity and subsequent retained particles in each process. (Fig.2) The retentate/permeate flow and nature of interactions between membranes and particles are also function of chosen membranes in each process.

The membrane’s molecular weight cut off (MWCO) corresponds to the molar mass of the solute that is (or would be) retained 90% by the membrane. It is usually expressed in Da (1 Da= 1 g/mol). However, this definition remains inaccurate since neither the nature of the retained solutes nor the electrostatic interactions between the membrane and solutes are not taken into account in the definition. Therefore, considerable differences between absolute membrane cut-off and those quoted by the manufacturers have been reported.

In Table 1, different types of membranes with corresponding applied pressures and retained particles are presented.

<table>
<thead>
<tr>
<th>Process</th>
<th>Minimum particle size removed</th>
<th>Applied pressure</th>
<th>Type of membrane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microfiltration</td>
<td>0.025-10 μm, microparticles</td>
<td>(0.1-2 bar)</td>
<td>Porous</td>
</tr>
<tr>
<td>Ultrafiltration</td>
<td>5-100 nm, macromolecules</td>
<td>(1-10 bar)</td>
<td>Porous</td>
</tr>
<tr>
<td>Nanofiltration</td>
<td>0.5-5 nm, molecules</td>
<td>(4-20 bar)</td>
<td>Porous</td>
</tr>
<tr>
<td>Reverse osmosis</td>
<td>&lt;1 nm, salts</td>
<td>(20-80 bar)</td>
<td>Nonporous</td>
</tr>
</tbody>
</table>

Microfiltration (MF)

Microfiltration membranes (mean pore size between 0.1 to a few μm) are applied to retain macromolecules and colloidal particles from a bulk fluid. Fluids containing bacteria or large viruses, oil emulsions, proteins or yeast, colloidal particles or pigments are subject of microfiltration processes. The microfiltration membrane structure is porous and the
### Cut-offs of different liquid filtration techniques

<table>
<thead>
<tr>
<th>Micrometer logarithmic scaled</th>
<th>0,001</th>
<th>0,01</th>
<th>0,1</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angstroms logarithmic scaled</td>
<td>1</td>
<td>10</td>
<td>100</td>
<td>1000</td>
<td>10^4</td>
<td>10^7</td>
<td>10^9</td>
</tr>
<tr>
<td>Molecular weight (Da in KD)</td>
<td>0,5</td>
<td>50</td>
<td>7000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Separating process

- Reverse osmosis
- Ultra filtration
- Particle filtration
- Nano filtration
- Micro filtration

#### Size ratio of substances to be separated

- Solved salts
- Pyrogens
- Atomic radius
- Albumin (66 KD)
- Red blood cells
- Yeast
- Human hair
- Pollen
- Sand

---

Figure 2: Cut-offs of different liquid filtration techniques, from[151].
applied pressure gradient is lower than 2 bar. MF processes have been widely used in food, dairy and biotechnology installations [156], [209].

**Ultrafiltration (UF)**

In ultrafiltration processes, suspended solids and solutes with molecular weight higher than 300 kDa are retained. Therefore UF processes can be useful for retaining proteins, antibiotics and certain ions [104], [115]. The membrane pore size varies between 2 and 100 nm and the applied pressure gradient is larger than 1 bar. In theory, there is a clear difference between microfiltration and ultrafiltration pore sizes, however these techniques can be combined technically in different domains in order to minimize the particle accumulation to the membrane surface and consequent energy loss.

**Nanofiltration (NF)**

The NF processes are known for retaining small particles and dissolved molecules, specially multivalent ions in complex solutions. The processes are applied mostly for treating the surface water and fresh groundwater in order to softening (removal of multivalent ions) the water or retaining natural and synthetic organic matter. [215],[225]. NF membranes properties are between reverse osmosis (RO) membrane and UF membranes. The membrane pores are less than 1 nm and the applied pressure gradient is in the range of 4 and 20 bar[63].

**Reverse osmosis (RO)**

Reverse osmosis membranes are dense membranes without distinct pores. In these processes monovalent ions (< 10A°)[63] can be retained. The applied pressure gradient range is between 40 and 100 bar. In RO processes, the solvent is forced by pressure gradient to pass through the dense membrane from a region of high solute concentration (retentate) to a region of low solute concentration (permeate). The most important application of RO is for desalination of sea water and brackish waters and to production of pure water. Recently, RO processes are also used in food sector for concentrating the food liquids (fruit juice for example) because of their low operational costs compared to convectional heat treatment/vacuum evaporation methods [113], [152], [206].

### 1.1.6 Microfiltration Process Description

Microfiltration membrane processes are extensively used for in different industrial fields. One major use of MF processes contains the treatment of potable water supplies. The MF process is the key step in the primary disinfection in the membrane filtration series for production of pure water. The initial stream might contain resistant pathogens to the traditional disinfectants (chlorine for example). MF processes offer a physical separation of these particles with use of the membrane as barriers [15]. Another useful application for MF processes includes the cold sterilization both in food sector and pharmacy[49]. This is one main advantage compared to traditional heating methods in which there is major loss of effectiveness for pharmaceuticals and flavor and freshness modification of food products. In past decades, MF processes have also got interest in petroleum refining, dairy industry, biochemical and bioprocessing applications [15].
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Figure 3: Scheme of (A) Microfiltration process and (B) Microfiltration streams.

A diagram of a microfiltration process is shown in Fig.3-(A). The microfiltration process consists of a feed solution, a pressure pump and the microfiltration module. Three streams including feed, permeate and concentrate (retentate) are shown in Fig.3-(B). The solvent transfer through the membrane determines the efficiency of the process in terms of productivity. In literature, the permeate flow is presented by Darcy law, where it is proportional to the applied pressure and the membrane membrane permeability. This resistance is inversely proportional to the membrane permeability.

\[
J = \frac{K \Delta P}{\mu \delta_m} = \frac{\Delta P}{\mu R_m} = L_p \times \Delta P \tag{2a}
\]

\[
R_m = \frac{\delta_m}{K} \tag{2b}
\]
The permeate flux, is also proportional to the permeate flow rate and the membrane surface

\[ J = \frac{F_P}{A_m} \]  

In Eq. (2a), \( J \) is the permeate flow per unit surface of the membrane (m/s), \( \Delta P \) is the transmembrane pressure (Pa), \( \mu \) is the fluid viscosity (Pa.s), \( K \) is the membrane intrinsic permeability (m²), \( \delta_m \) is the membrane thickness (m), \( R_m \) is the membrane hydraulic resistance (m⁻¹) and \( L_p \) is the membrane hydraulic permeability (m.s⁻¹.Pa⁻¹ or Lh⁻¹.m⁻².bar⁻¹). Solute separation is measured in terms of rejection, \( R \), defined as

\[ R = 1 - \frac{C_P}{C_F} \]  

The permeate flux is sometimes normalized relative to the initial or pure water flux (\( J_W \)) as \( J/J_W \). Thus the flux decline is defined as

\[ \text{Flux decline} = 1 - \frac{J}{J_W} \]  

1.1.7 Membrane materials and structure

The membranes are porous or dense materials composed of organic (polymers) or inorganic (ceramic, glass, minerals) materials [194]. In general, the organic membranes are composed of different layers (active layer, intermediate layer and mechanical support). The thin top layer of the membrane (active layer) is mainly responsible for the particle retention and determines the membrane selectivity. The thickness of this layer varies between 0.3-3 \( \mu \)m [24]. The membrane overall thickness is in range of 100 \( \mu \)m. The membrane’s active layer can be composed of different polymers such as polysulfone (PSU), Polyethersulfone (PES), Polyvinylidene fluoride (PVDF), polycarbonate (PC), cellulose acetate (CA), nylon (N), etc. The interactions between the membrane and solutes are function of chosen polymers for membrane fabrications. A sectional SEM image of a PES microfiltration membrane is shown (three layers) in Fig. 4.

Polyethersulofon (PES) membranes are widely used in microfiltration processes, however polyvinylidene fluoride (PVDF) [31] offer a better performance in terms of permeate flow in filtration processes. Polycarbonate track-etched membranes are mostly used for research experiments. The pores of track-etched membranes are more uniform than industrial membranes and can be used to better understanding of fouling mechanisms. Mineral membranes are composed of an alumina (Al₂O₃) or carbon matrix, on top of which a variable number of inorganic oxide layers (ziecone, alumni, TiO₂) are deposited. They offer excellent chemical and thermal resistances compared to organic membranes, however their price remain high [24].

Depending on the application, There are also different membrane configurations (flat membranes, spiral modules, tubular membranes and hollow fibers). The operational costs depend on the membrane systems configuration. Industrial fields are more interested
in compact installations with a high ratio of membrane surface/module volumes (spiral modules).

Different membrane materials, mean pore size and module configurations are presented in Table 2.

Table 2: Microfiltration membrane materials and module configurations for filtering the protein solutions

<table>
<thead>
<tr>
<th>Membrane material</th>
<th>Module configuration</th>
<th>Characteristic pore size</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ceramic</td>
<td>Plane</td>
<td>0.1 ( \mu m )</td>
<td>[62], [95], [156]</td>
</tr>
<tr>
<td>Polyethersulfone (PES)</td>
<td>Plane/Spiral/Hollow fiber</td>
<td>0.1, 0.16, 0.2, 0.4 ( \mu m )</td>
<td>[66], [169], [186], [193], [222], [223]</td>
</tr>
<tr>
<td>Polycarbonate</td>
<td>Plane</td>
<td>0.1, 0.2, 0.4, 1 ( \mu m )</td>
<td>[33], [99], [189], [129]</td>
</tr>
<tr>
<td>Cellulose</td>
<td>Plane</td>
<td>0.1, 0.22 ( \mu m )</td>
<td>[109], [110], [111], [132]</td>
</tr>
<tr>
<td>Nylon</td>
<td>Plane</td>
<td>0.2, 0.45 ( \mu m )</td>
<td>[112], [193]</td>
</tr>
<tr>
<td>Polyvinylidene fluoride (PVDF)</td>
<td>Plane</td>
<td>0.1, 0.2 ( \mu m )</td>
<td>[31], [85]</td>
</tr>
</tbody>
</table>

1.1.8 **MEMBRANE CHARACTERIZATION**

membrane morphology and its surface chemistry affect the particle deposition and the resulting membrane fouling. Membrane structure (mean pore size, pore size distribution and porosity) are determining parameters for retained particles on the membrane. Nevertheless the membrane chemical composition and surface charge can also modify the electrostatic interactions between particles and membrane surface. For instance the hydrophilicity of the membrane plays an important role on the quantity of particle deposition on the membrane surface.

The membrane efficiency is usually evaluated in terms of permeate flow through the membrane or permeability in the filtration process as well as solute rejection or selectivity. However, these separation properties depend in the characteristics of the membrane surface (especially the active layer), thus, there is an inevitable need for obtaining the membrane characteristics to provide better information of explanation of the observed membrane performance.
Figure 4: SEM image of three layers of a PES microfiltration membrane. (purchased from ORELIS)
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1.1.9 CHARACTERIZATION OF MEMBRANE MORPHOLOGY

The information of porous structure of membrane (active layer and sublayers) are provided by direct microscopic techniques. The most commonly applied methods are scanning electron microscopy (SEM) and atomic force microscopy (AFM). Confocal scanning laser microscopy (CSLM), Transmission electron microscopy (TEM) and SEM can be applied to characterize the membrane structural properties, however, the resolution of CSLM is only sufficient for characterization of MF membranes [46], [47], [111],[119], [152], [268] (maximum resolution of 180 nm in the focal plane (x,y) and only 500-800 nm along the optic axis (z)). In the work of [81], the microfiltration membrane fouling by a binary solution of proteins has been studied and membrane reconstruction from CSLM images has been shown in Fig. 5.

Scanning electron microscopy (SEM) allows the direct observation of membrane morphology and the fouling layer from surface images or cross section images of the membrane [95], ,[111],[215], [222],[223]. In SEM measurements, a fine beam of electrons scans the membrane surface, causing several kinds of interactions which generate signals like secondary electrons (SE) and backscattered electrons (BSE). The number of secondary electrons (SE) is a function of the angle between the surface and the beam. The images of SE can be used to visualize membrane morphology, such as pore geometry, pore size, pore size distribution and surface porosity. Low-voltage SEM is typically conducted in an FEG-SEM because the field emission guns (FEG) is capable of

Figure 5: A 3D reconstruction of a 0.8 µm polycarbonate membrane fouled by a protein binary solution of BSA-fluorescein conjugate and OVA-Texas red conjugate. Green and red signal corresponds to adsorption/deposition of BSA-fluorescein conjugate and OVA-Texas red conjugate respectively. Black and gray colors show pores and membrane surface. Scale bar = 2 µm [81].
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Figure 6: Visualization of membrane surface by AFM. (a) image of a ES 404 membrane (MWCO = 4 kDa) (b) AFM image of a modified XP 117 membrane (MWCO = 4 kDa) (c) image of a single pore of 4 nm in NF membranes. From [101]

producing high primary electron brightness and small spot size even at low accelerating potentials. FEG-SEM provides the highest resolution of images (no larger than 5 nm). Therefore, macrostructure information of MF and UF membranes are possible to obtain. One main disadvantage of SEM technology is that it includes always an underestimation of pore size determination. This is caused by the metallic layer deposited to the membrane surface which partly covers the membrane pores. Environmental scanning electron microscopy (ESEM) may also be useful for determination the macrostructure of the membrane (resolution limits only for MF membranes). One main advantage of ESEM is that there is no need of sample preparation and wet membranes can be analyzed.

Transmission electron microscopy (TEM) is based on the same principles as scanning electron microscopy. The nature of analyzed electrons are different in these techniques. In TEM technology, passing electrons through the sample are analyzed: diffracted electrons which interact with the sample and deflected from their coarse and transmitted electron with interact (or not) with the sample and are not deflected. The samples must be dry and have a thickness of the order of (100 nm- 10 µm). TEM technology has been used both for surface analysis of UF and NF membranes. It has also been applied to visualize the deposited layers of BSA to the membrane surface [152], [173].

Atomic force microscopy (AFM) can be applied both in the determination of the membrane morphology (mean pore size and pore size distribution)[215] and also determination the force of adhesion of particles to the interacting membrane surface [30], [101]. In AFM, the probe is mounted on a free end of a tiny cantilever sprig. It moves by a mechanical scanner over the membrane surface sample. Each variation in the surface height
Figure 7: SEM cross sectional images of PES/CAP mixed membranes with 2 wt% of PVP: (a) 100/0, (b) 90/10 (c) 80/20, (d) 70/30, (e) 60/40. From the work of [215].
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modifies the interactions (Van der Waals in order of some nanonewtins) between the tip of the probe and the sample and consequently varies the bending of the tip [152]. Images of the membrane morphology are then reconstructed by specific softwares associated with AFM. Four different modes including contact, non-cotact, tapping and double electric layer modes [30] are used for characterization of different membrane morphologies from MF to RO membranes, for the determination of pore size, surface porosity, pore density, pore size distribution and surface roughness [95],[215],[243], [265]. The membrane surface visualization by AFM are shown in Fig. 6. AFM technique has also been applied directly for measuring the physicochemical interactions (adhesion force, affinity) of particles with the membrane surface. Bowen et al. determined the interaction forces between PES membranes with Bovine serum albumin (BSA) and yeast particles and showed that the adhesion potential is more important for BSA molecules than yeast particles [32].

Mean pore size and pore size distribution of porous materials (membranes, paper, textile, hollow fibers, etc.) can be determined by capillary flow porometry method. Pore sizes in the range of 15 nm to 500 µm can be detected by this technique. This technique is based on the displacement of a wetting liquid inside a porous network by means of an inert gas flow. The wetting liquid enters spontaneously the pores in a material as a result of the capillary force until the height of liquid equilibrates with gravity. It is known that the Young-Laplace equation establishes between the pressure across an interface between two fluids (in the case of wetting liquid and air) and the radius of a capillary. The equation that relates these two variable is:

\[ \text{Pressure} = 4 \times \gamma \times \cos \theta \times \text{(shape factor)}/\text{diameter} \]  

(3)

Where \( \gamma \) is the surface tension of the wetting liquid, \( \theta \) the contact angle of the liquid on the solid surface. The shape factor is a parameter depending on the shape and the depth of the pore inside the material. The surface tension is a measurable physical property and is available for many liquids. the contact angle \( \theta \) however, depends on the interaction between the material and the wetting liquid. Typical wetting liquid used in porometry are perfluoroethers. They have a low surface tension (16 dynes/cm) and a contact angle of 0° and chemically inert almost with all materials.

A typical measurement s shown in Fig. 8 which consists of : first bubble point or largest pore, mean flow pore, smallest pore, cumulative flow, differential flow and correlated differential flow. The smallest pore represents the smallest openings inside the porous material. there are opened right before the material has become completely dry. The smallest pores are therefore calculated at the point where the wet curve and dry curve start to coincide. The average pore size or mean flow pore size is calculated at the pressure where the wet curve and the half-dry curve cross. The half-dry curve itself is obtained by the mathematical division by 2 of the data originating from the dry curve.

Mercury intrusion porosimetry (MIP) is another useful technique to characterize the porosity and the distribution of pore sizes in porous media (pores between 2µm-10mm).
Figure 8: Typical measurements of capillary flow porometer (microfiltration PES membrane, supplied by KOCH: Mean pore size=0.4 µm), blue: wet curve, grey: half dry curve, black: dry curve.
Mercury (non-wetting liquid, with a contact angle greater than 90°) must be forced using pressure into the pores of a porous material. The pore size distribution is then determined from the volume intruded at each pressure increment. Total porosity is determined from the total volume intruded[3]. The relationship between the pressure and capillary diameter is described by Washburn (1920) (Eq. (1.3)).

\[
\text{Pressure} = \frac{-4\gamma \cos \theta}{d}
\]

Where \( P \) is pressure, \( \gamma \) is the surface tension, \( \theta \) is the contact angle and \( d \) is the pore diameter. In this model it is assumed that pores are regular, interconnected and not affected by penetration of mercury inside the pores. Therefore, Irregular pore geometries can not thoroughly be characterized by this technique.

The choice of characterization method is generally made based on the problem to which an answer is required and on the time, cost and resources available. However, the best knowledge is always obtained by combining results from different characterization methods.

The X-ray tomography can also be used in order to determine the distribution of the membrane pore size, 3-D structure of the membrane and also the distribution of the particles/molecules trapped within the membrane pores and results in membrane permeability drop [68],[242]. It should be pointed out that this technique can be used for the microfiltration membranes and the image resolution does not permit to determine the pores smaller than 30-40 nm.

1.1.10 CHARACTERIZATION OF MEMBRANE CHARGE

When a solid charged surface is in contact with an electrolyte, an electric double layer forms at the solid-liquid interface. This electric double layer plays an important role in colloidal/membrane systems. The charged sites of a membrane surface affect the spatial distribution ions adjacent to the membrane surface. Subsequently there is attractive interactions between the opposed charged particles and a repulsive one between the same charged particles with the membrane surface.

Streaming potential (SP) measurements between two membrane surfaces provide information about the overall membrane surface charge. Moreover, the membrane isoelectric point (IEP, pH in which membrane is neutral)[62], [221] and the evolution of the membrane charge (caused by deposited particles) during the filtration can be determined [108], [270], [152].

1.1.11 CONTACT ANGLE MEASUREMENTS FOR MEMBRANES

During a membrane filtration process, the membrane hydrophilicity is modified progressively due to particle deposition on the membrane surface [95]. Thus the membrane
performance depends on the evolving surface characteristics which depends itself on the nature of deposited particles and their interactions with the membrane.

Contact angle measurement is the most common technique for obtaining the global characteristics of the hydrophilicity (wettability) of solid surfaces. The interfacial tensions of a solid surface play role on the measured contact angles, therefore, the technique can also be used to characterize theses interactions.

Membrane hydrophilicity is a crucial factor affecting membrane performance when organic molecules are separated from aqueous solutions [95], [152]. The hydrophilicity can be described by the degree of wettability of the solid surface. It is important to determine the membrane hydrophilicity to investigate the relationship between membrane performance and its surface characteristic. Moreover, membrane fouling can modify the membrane hydrophilicity. For example in the work of Kaplan et al.[123], it has been shown that the initial hydrophilicity of a PES membranes (NF) has been reduced during the filtration of proteins (lysozyme). In other fords, the deposited/adsorbed layer makes the membrane surface more hydrophobic.

1.2 Membrane Fouling

During the filtration process through a membrane, solutes/particles accumulate/deposit continuously on the membrane surface. Thus the membrane properties (selectivity and permeate flux) are significantly modified with time. This phenomenon is called fouling and is known as the major obstacle for the widespread use of filtration processes. Fouling is a multi-scale (occurring both on the membrane surface and in the membrane pores) and multi-physical phenomena which is influenced by three important factors: structural characteristics of the membrane (composition, porosity, permeability, hydrophilicity and roughness), hydrodynamic operational conditions (velocity, transmembrane pressure and temperature) and solvent characteristics (ionic strength, pH, solute concentration, etc.). Two categories of membrane fouling have been identified: reversible and irreversible fouling. Both mechanisms increase the membrane hydraulic resistance and decrease the solute mass transport through the membrane. The reversible fouling occurs mostly at the membrane surface and can be removed by physical treatments. The irreversible fouling on the other hand is caused mainly by irreversible attachment/deposition of particles (due to electrostatic or hydrophobic interactions) with the membrane surface and can be removed partly by chemical cleaning of the membranes. Membrane fouling causes severe decline of the permeate flux, quality modification of the permeate stream, increase of the transmembrane pressure drop and energy loss.

Depending on the filtration applications, the nature of deposited particles (fouling agents) are different: organic particles (polysaccharides, proteins, humid substances), inorganic particles (metallic ions/oxides, ions, salts), colloidal particles (suspended solids, flocs) and biological particles (bacteria, virus, algae) can all be present in the feed solutions to be treated.
Figure 9: Concentration polarization, cake formation, and internal adsorption phenomenon in a crossflow filtration process.
During the pressure-driven filtration processes through a membrane, particles/solutes are transferred by convective force to the membrane surface. Subsequently they are partly retained on the surface or passed through the membrane. The accumulated solutes will gradually form a thin layer adjacent to the membrane surface generating a concentration gradient. In other words, the concentration of solutes at the membrane surface is higher than the bulk fluid. This phenomenon is called concentration polarization ($C_{\text{CP}}$) and increases the hydraulic resistance to the permeate flow. Concentration polarization is a reversible phenomenon and can be eliminated by simple water rinsing from the membrane surface.

When the solute concentration attain a critical value on the membrane surface a gel-like cake forms on the membrane surface. This gel layer arises when the concentration at the membrane surface due to concentration polarization (CP) reaches the solubility limit of the solutes. This phenomenon is called cake formation ($C_{\text{Cake}}$) and increases the membrane resistance to the permeate flow. Cake formation can partly be removed from the membrane surface by physical-chemical membrane cleaning.

Solutes with smaller size than membrane pores will pass partially through the membrane. They either block completely the pores or adsorb to the internal membrane pores resulting in a reduction of the membrane internal pore size. This phenomenon is called internal blocking ($C_{\text{in}}$) and is counting for the irreversible fouling which can not be treated by membrane cleaning procedures [5],[53], [31], [178], [218]. In internal blocking, adsorption refers to a surface phenomenon occurring at the membrane interface.

Despite the fact that membrane fouling is the inevitable phenomenon occurring in all filtration processes, some strategies can be adapted in order to minimize the loss of the membrane performance. The membrane-solutes interaction/affinity is one of the important factors on the membrane fouling. Thus, the first useful strategy consist of the characterization of the feed solutions (nature, charge, pH) and then choosing a membrane which is less likely to be fouled. The operational conditions also play an important role on the particle deposition on the membrane surfaces. For instance, in cross flow filtration processes, the tangential bulk flow to the membrane surface destabilizes the particle accumulation and partly remove them from the membrane surface. High feed flow velocity and/or use of spacers in spiral membrane modules can also increase the shear stress and turbulence near the membrane surface and reduce the fouling pattern. Conventional physical/chemical cleaning procedures are also useful to remove the reversible and irreversible fouled layers during the filtration processes.

### 1.3 Membrane Biofouling

Several membrane processes with industrial applications (wastewater treatment, food sector) include filtration of mixed solutions (microorganisms, suspended particles, natural organic matter, solutes, ions, surfactants, etc.)[10]. During the filtration of solutions containing microbial cells, not only the classical fouling mechanisms exist (concentration polarization, adsorption, pore blocking), but also the irreversible attachment of microbial...
cells to the membrane surface leads to biofilm formation. Biofilm is a complex hydrated matrix of microbial cells entrapped in an extracellular polymeric substances (EPS). EPS is composed of polysaccharides, proteins, humid acids, nucleic substances, etc. (see section 1.5.8). Biofouling is inherently more complicated than other membrane fouling phenomena because in one hand it consists of a dynamic process in which microorganisms can grow, multiply, and relocate and in the other hand secreted substances from the matrix can adsorb on/block the membrane pores. In other words, biofilm counts for a progressive hydraulic resistance both in the membrane pores and on the membrane surface. Therefore, biofouling during the membrane filtration has been studied in the past decades and models have been proposed to predict the evolution of permeate flux, membrane permeability, solute transport and biofilm growth [41], [55],[67],[92] [120]. The models mainly provide a vision of the overall membrane performance and do not include pore scale information of mass and momentum transport inside the membranes and the biofilms. However, it is important to understand properly all interactions involved with biofouling in order to develop a model in which local mechanisms of mass transport would be taken into account. For this reason, in next sections, membrane filtration of protein solutions in literature will be briefly reviewed and important parameters of protein-membrane interactions will be determined. Then, biofilms will be introduced and important parameters on their development will be given respectively.

1.4 Membrane Fouling by Proteins

Natural organic matter (proteins, polysaccharides, humid substances) are mainly responsible for membrane fouling and consequent permeate flux decline in filtration processes[125], [135],[157],[186]. Consequently the membrane rejection properties are irreversibly modified. Therefore, membrane filtration processes of proteins and macromolecules have been vastly studied in the past decades in order to give a better vision of the membrane performance of the membrane and fouling mechanisms in function of time.

It is often supposed that fouling of macromolecular solutions is only caused by the gel formation (cake) and concentration polarization on the membrane surface. The cake formation or concentration polarization theories are often used to describe the temporal evolution of transmembrane pressure, permeate flux and solute transfer through the membrane. It is obvious that models must take into account all important properties of macromolecules and their interaction with the membrane surface. However, one important factor that is not included in most models is the ability of macro solutes to adsorb at almost any solid interface. The adsorption on the membrane surface is probably the first step in the fouling process and could have great effect on the membrane characteristics. In the work of [148], [149]. Therefore, another aspect of fouling modeling that has recently received attention is macromolecular adsorption to the membrane. The adsorption affects both the hydraulic permeability and the rejection properties of the membrane. In
In the work of Matiasson [160], it was shown that the BSA adsorption would reduce 5% of permeate flux for the cellulose acetate membranes and up to 35% of performance for the polysulfone and polyamide membranes. From this results, it is clear that adsorption has an important role in the flux reduction of filtration processes. Moreover the adsorption kinetics of BSA have been studied. The agreement between the adsorbed BSA amount and the increase in hydraulic resistance in function of time is quite good. It was also shown that after 10 minutes, the adsorption of BSA on cellulose membranes would attain the saturated value, while this took around 1 hour for the polysulfone membranes. The results also indicate that there are at least two distinct steps in the adsorption process of BSA on different membrane components notably a rapid adsorption step followed by more slow step which both increase the hydraulic resistance of the membrane.

In the following, a brief description of parameters affecting the protein adsorption on membrane surface including the chemical properties of the solution, membrane properties and properties of the proteins is given. In Table 3, different studies on the filtration of proteins with specific objectives are presented.

1.4.1 CHEMICAL PROPERTIES OF THE PROTEIN SOLUTIONS

Chemical properties of the protein solutions (pH, ionic strength) influence significantly the membrane fouling by proteins. The solution charge, affects the protein conformation, stability, membrane-protein interactions and tendency of the proteins to deposit to the membrane surface. Moreover, pH of the solution plays important role on the effective protein’s size and can also modify the protein-membrane interactions resulting into more or less adsorption/desorption rates. In literature, a number of studies studies the protein filtration at different values of pH[5], [34], [79], [99], [115], [169],[186],[193]. It has been shown that proteins adsorption is maximal at its isoelectric point (IEP). When the pH equals the isoelectric point (pl)of a protein the number of negative and positive charges are in balance resulting in a net neutral molecule. The electrostatic protein-protein repulsions are minimum at isoelectric point allowing higher adsorption densities on the surface [35]. Burn and Zydney [42],[62] investigated the effect of solution pH on the transport of globular proteins on PES membranes; the results show a maximum protein-sieving coefficient near the isoelectric point (IEP) of proteins. The non-linear dependance of the sieving coefficient on pH was seemed to be a reason as the non-linear dependance of BSA charge on the solution pH. Moreover, attractive electrostatic interactions occurred when the protein and membrane had large opposite charges.

The ionic strength of the protein solutions is another controlling parameter in the adsorption phenomena. The ionic strength basically determines the Debye length correlating with the damping distance of the electric potential of a fixed charge in an electrolyte. That means the higher the ionic strength the shorter are the electrostatic interactions between the charged particles. As a consequence the adsorption of charged proteins to op-
### Table 3: A review of invested approaches on membrane filtration by protein solutions.

<table>
<thead>
<tr>
<th>Protein</th>
<th>Range of concentration (g/L)</th>
<th>Membrane type</th>
<th>Membrane composition</th>
<th>Objectives</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSA, Lysozyme, Glutamicum, Humic acid</td>
<td>0-40</td>
<td>MF/UF/NF/RO</td>
<td>PES, Amicon, PSU, polyamide, Polycarbonate (TE), ceramic</td>
<td>Solution chemistry (pH and ionic strength) effects on membrane fouling</td>
<td>[62], [79], [169], [187], [116], [168], [142], [193], [8]</td>
</tr>
<tr>
<td>BSA, Dextran</td>
<td>0.5-2</td>
<td>MF/RO</td>
<td>Mixed cellulose, polyamide</td>
<td>Operational contains (TMP and flow velocity) effects on membrane fouling</td>
<td>[111], [110], [266]</td>
</tr>
<tr>
<td>Lysozyme, Cytochrome, Myoglobin, Hemoglobin, BSA, Pepsin (\beta)-lactoglobulin (\alpha)-lactalbumin</td>
<td>0-2</td>
<td>MF/UF</td>
<td>Cellulose, PES, Polycarbonate (TE)</td>
<td>Influence of single or binary protein mixtures on membrane fouling</td>
<td>[132], [190], [180]</td>
</tr>
<tr>
<td>BSA</td>
<td>1-10</td>
<td>MF</td>
<td>Polycarbonate (TE)</td>
<td>Observation of successive fouling steps during filtration process</td>
<td>[99], [33]</td>
</tr>
<tr>
<td>C-labelled BSA, BSA Ovalbumine</td>
<td>0-10</td>
<td>UF/MF</td>
<td>PVP, Nylon, PES, PVDF,PSU</td>
<td>Influence of membrane nature on membrane fouling</td>
<td>[218], [112], [95], [184], [174]</td>
</tr>
<tr>
<td>C-labelled BSA, BSA</td>
<td>1-10</td>
<td>MF/UF</td>
<td>Cellulose acetate, PSU, PES</td>
<td>Determination of the hydraulic permeability of fouled layers</td>
<td>[186], [162]</td>
</tr>
<tr>
<td>BSA</td>
<td>0.5-2.5</td>
<td>UF</td>
<td>PES</td>
<td>Determination of the effective diffusivity of proteins through the membrane</td>
<td>[222], [223]</td>
</tr>
</tbody>
</table>
positively charged substrates is restrained whereas the adsorption to like-charged surfaces is increased. Moreover, high ionic strength conditions increase the tendency of proteins to form aggregates [241].

Temperature has a double effect both on the equilibrium state and on the kinetics of protein adsorption. Increased adsorption rates can be expected due to acceleration of protein diffusivity towards the sorbent surface. The major driving force of protein adsorption is an entropy gain arising from the release of surface adsorbed water molecules and salt ions and from structural rearrangements inside the protein [97],[153],[181]. As a result the amount of surface adsorbed proteins increases in general at high temperatures.

1.4.2 Influence of Protein Properties on Protein Adsorption

Proteins are complex biopolymers composed in average of 20 amino acids as monomeric units plus some possible chain sides like phosphides, oligosaccharides or lipids introduced after translation. A classification of proteins with respect to their interfacial behavior can be achieved by considering properties like size, structural stability and composition. The group of proteins called hard proteins (Lysozyme, β-Lactoglobulin) suggesting a generally little tendency to structural modifications after adsorption upon solid surfaces [183], [182]. Intermediate size proteins such as Albumin, Transferrin, Immunoglobulins are usually able to undergo some conformational reorientations once contacting a solid surface. The couplex structure of these proteins can be decomposed into individual domains exhibiting specific properties like hydrophilic/hydrophobic, polar/non-polar, or charged/uncharged parts [7]. The class of high molecular weight proteins include polymer-like lipoproteins and glycoproteins are structurally labile and therefore show a strong affinity to hydrophobic surfaces including significant conformational reorientations.

1.4.3 Influence of Surface Properties on Protein Adsorption

Protein-surface interactions are influenced by the protein’s properties on one side and by the surface properties on the other side. The important parameters to be considered are surface polarity, charge, and morphology. The adhesion energy between proteins and solid surfaces can be directly measured using atomic force microscopy (AFM) [77], [96], [130],[131],[219]. It has been observed that proteins tend to adhere more strongly to nonpolar than to polar, to high surface tension than to low surface tension and to charged than to uncharged surfaces [34]. In general, experimental results showed that proteins adsorb more strongly to hydrophobic surfaces than hydrophilic ones. This can be explained by the fact that there are less hydrogen bondings between water molecules and hydrophobic solid surfaces which facilitate consequently the protein accumulation to solid surfaces.
1.4.4 PROTEIN ADSORPTION MODELS AT SOLID INTERFACE

When proteins approach a solid interface they typically behave like symmetric rigid particles that can either adsorb on or desorb from a surface. These two processes were the only ones taken into account in the Langmuir law where the theory of adsorption of gas molecules on a solid surface has been developed [136]. This theory is still served to develop the substantial description for the protein adsorption phenomena, however it is too simplistic to match the complex behavior of the proteins. Protein secondary and tertiary structures, protein orientation to the solid surfaces [124], structural rearrangements after adsorption [165], [183], [252] and protein aggregation are parameters which should take into account to develop comprehensive models for protein adsorption. However, it is extremely complicated to develop a model taking into account all the mechanisms in adsorption phenomena.

The simplest model existing is the linear model which relates the adsorbed quantity to the equilibrium protein concentration near the solid surface.

\[ \theta = k c^\tau \]  

(5)

In this model, \( \theta \) is the adsorbed protein quantity, \( k \) is the adsorption constant which includes the physicochemical properties of the substrate and the protein. The main problem of this model is that it accounts only for the adsorption process and hence it cannot be useful for prediction of desorption and/or final equilibrium state of adsorption phenomena. The reference model in this field is the Langmuir adsorption model.

\[ \frac{d\theta}{dt} = k_{ads} \cdot c_s \left( 1 - \frac{\theta}{\theta_{max}} \right) - k_{des} \cdot \theta \]  

(6)

In Eq. 6, \( \theta \) refers to the protein coverage, \( \theta_{max} \) is the maximum surface coverage, \( k_{ads} \) and \( k_{des} \) are respectively the adsorption and desorption constants and \( c_s \) is the protein concentration in the vicinity of the solid interface. The adsorption of proteins from the bulk solution causes a depletion of the surface concentration \( c_s \) which in turn leads to protein transport from bulk solution to the region above the surface. As a consequence, the surface concentration varies during the adsorption process.

Other models for description of protein adsorption are the Freundlich and Freundlich-Langmuir (combination between Langmuir and Freundlich models). The empirical Freundlich isotherm is employed to describe multilayer adsorption with interactions between molecules on a heterogeneous substrate.

\[ \theta = k \cdot c^n \]  

(7)

Where \( \theta \) is the adsorbed quantity at equilibrium, \( c \) is the concentration of proteins in the solution, \( k \) is the relative sorption capacity, and \( n \) is an indicator of sorption intensity or surface heterogeneity. The value of \( n \) indicates the degree of non-linearity between solution concentration and adsorbed proteins as follows: if \( n \) is equal to one, the adsorption
is linear; if $n$ is inferior to one, this implies that the adsorption process is chemical and the surface is relatively homogeneous; if the value of $n$ is more than one, adsorption is a physical process and the sorbent is relatively heterogeneous.

Although these models are mostly used in almost every study invested in protein adsorption on solid interfaces, more complicated models have been also developed to describe more detailed phenomena such as lateral interactions involved between proteins and solid surface [34],[75], overshooting effects, irreversible and reversible adsorption [164], and structural rearrangements during the adsorption [150].

1.4.5 Protein quantification

In several filtration studies, proteins are quantified both in solution and on the membrane surface in order to obtain the adsorption kinetic models, hydraulic resistance due to protein deposition and membrane rejection properties. Different technique are applied for this purpose.

AFM is often applied to image the distribution of protein layer (aggregates) on a solid surface. This technique can also be used to measure the structural rearrangement of individual proteins. The limiting factor of many AFM studies is that imaging is after performed after drying the surface which potentially affects the folding state of the individual proteins or the structure of the protein layer [2],[77].

The Fourier transform infrared spectroscopy (FTIR) with attenuated total reflectance (ATR) mode is a sampling technique which enables samples to be examined directly in the solid or liquid state without further preparation. ATR uses a property of total internal reflection resulting in an evanescent wave. A beam of infra red light is passed through the ATR crystal in such a way that it reflects at least once off the internal surface in contact with the sample. The penetration depth into the sample is typically between 0.5 and 2 $\mu$m [65].The number of reflections depend on the angle of incidence. The beam is then collected by a detector as it exits the crystal.

Recently, FTIR-ATR is applied to characterize the composition of organic membranes, and the evolution of their composition or degradation and also the nature of fouling components with time. The interest of using this technique, in studying the fouled membranes with proteins, is the possibility of quantification of the clogging agents on the surface and in the volume of the membranes. This is feasible by tracing a calibration curve for each specific clogging agent. For this purpose, the known mass of the desired compound (in solution) is deposited on the membrane surface and the corresponding infrared spectra are obtained. The calibration curve consists of the amount of the specific component on the membrane surface in function of the infrared spectra. Later the quantity of the unknown clogging agents on the fouled membranes can be determined[66],[222],[223].

In several studies, protein concentration in protein solutions is directly measured by ultraviolet-visible spectrophotometer absorption. In the work of [222],[223], BSA concentration in solution has been measured at $\lambda = 277$nm. Combination of calorimetric methods with spectrophotometer absorption has also been used for determining the total
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Figure 10: Penetration of IR beam in a sample: successively fouling layer (thickness $\sim 1 - 10\mu m$)/active layer of membrane (thickness $\sim 200$ nm) and support layer of membrane, from the work of [66].
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protein concentrations in a mixture [44]. These methods are based on the reaction of chromophore agents with the peptide bonds or with certain amino acids of the proteins. The reaction yields coloration (in the visible region) in which intensity (absorbance) is directly proportional to the protein concentration [1]. The most used methods in this field for protein quantification are Biuret, Lowry and Bradford. In the work of Kimberly et al. [116], UF membranes were immersed in surfactant (SDS) solutions. The adsorbed proteins were desorbed in surfactant solution. A micro-lowry method is then applied to measure the protein concentration.

1.5 Biofilms

A biofilm is an assemblage of microbial cells that is irreversibly associated with a surface (not removed by gentle rinsing) and enclosed in a matrix of extracellular polymeric material (EPS). This matrix is mainly composed of polysaccharides, proteins, polyuronic and nucleic acids and lipids [64],[224]. The general composition of biofilms has been determined by [234] and is summarized in Table 4.

Non-cellular materials such as mineral crystals, corrosion particles, clay or blood components, depending on the environment in which the biofilm has developed, may also be found in the biofilm matrix. It should be also pointed out that biofilm-associated organisms also differ from the planktonic (freely suspended) counterparts with respect to the genes that are transcribed.

Biofilms may form on a wide variety of surfaces including living tissues, indwelling medical devices, industrial or potable water system piping or natural aquatic systems. They are responsible for most microbial conversions in natural environments. Natural biofilms can approximately develop on all kind of solid surfaces like rocks and plants in seawater and fresh water and sediment grains. Consequently, biofilms have been associated with a wide range of problems both in industry and medicine and have been used for various bioprocesses. Biofouling of heat exchangers, of industrial and drinking water pipelines and medical devices have been reported. Additionally, biofilms also offer a huge potential for biological wastewater treatment (domestic and industrial), bioremediation of hazardous waste sites and leaching of metals.

<table>
<thead>
<tr>
<th>Component</th>
<th>% (mass) of matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>up to 97%</td>
</tr>
<tr>
<td>Microbial cells</td>
<td>2-5%</td>
</tr>
<tr>
<td>Polysaccharides</td>
<td>1-2%</td>
</tr>
<tr>
<td>Proteins</td>
<td>≤1-2%</td>
</tr>
<tr>
<td>DNA and RNA</td>
<td>≤1-2%</td>
</tr>
<tr>
<td>Ions and inorganic</td>
<td>not known</td>
</tr>
</tbody>
</table>
Three main processes have been identified in biofilm development\[\textsuperscript{?}\] and are shown in Fig. 11: initial attachment of the cells to the surface (colonization), growth of the attached cells into a mature biofilm and production of extracellular polymeric substances and detachment of single cells (erosion) or large pieces (sloughing off).

The initial attachment of microorganisms to the solid surface is a complicated process depending on both surface and liquid physicochemical properties such as charge and ionic strength of the liquid, surface hydrophobicity, roughness and charge, hydrodynamic conditions of the surrounding liquid and the interfacial properties of the microorganisms. See section 1.5.1.

In the following section, a brief description of the important physical and chemical parameters affecting biofilm development is detailed. A description of biofilm composition and structure and mass transfer in biofilms is also given.
1.5.1 Important physicochemical parameters on biofilm formation

1.5.2 Substratum effects

The solid surface may have several characteristics which can affect the attachment and biofilm development. It has been noted [45] that the surface roughness appears to increase the microbial colonization. The physiochemical properties of the surface may also have a strong influence on the rate and the extent of attachment. It has been reported that microorganisms attach more rapidly to the hydrophobic, nonpolar surfaces such as Teflon and other plastics [25],[84],[204] than to hydrophilic materials such as glass. This can be a result of some hydrophobic interactions between the cells and the surface which would enable the cells to overcome the repulsive forces active within a certain distance from the surface and irreversibly attach.

1.5.3 Conditioning films

A solid surface exposed in an aqueous medium will immediately and inevitably become conditioned or coated by polymers from that medium, and the resulting chemical modifications will affect the rate and the extent of microbial attachment. Loeb and Neilhof [144] have reported that these films were naturally organic and formed within minutes of exposure, and continued to grow for several hours.

1.5.4 Characteristics of the aqueous medium

The characteristics of the aqueous medium, such as pH, nutrient availability, ionic strength, and temperature may play a role in the rate of microbial attachment to a substratum[72],[80]. It has been found that an increase in the concentration of several cations (sodium, calcium, ferric ion) affected the attachment of Pseudomonas fluorescens to glass by reducing the repulsive forces between the negatively charged bacteria and the glass surface. [82],[83]. It has been also noted that an increase in nutrient concentration can be correlated with an increase in the number of attached bacterial cells [55].

1.5.5 Properties of the cell

Cell surface hydrophobicity, presence of fimbriae and flagella, and production of EPS influence the rate of attachment of microbial cells. The hydrophobicity of the cell surface is important in cell attachment because hydrophobic interactions tend to increase with an increasing nonpolar nature of one or both surfaces involved. Most bacteria are charged negatively but still contain hydrophobic surface components [220]. Fimbriae, non-flagellar appendages, contribute to cell surface hydrophobicity. Fimbriae play a role in cell surface hydrophobicity and attachment, probably by overcoming the initial electrostatic repulsion barrier that exists between the cell and substratum. Other cell surface properties may also facilitate the attachment process. Several studies have shown that the treatment of adsorbed cells with proteolytic enzymes caused a marked release of attached...
bacteria, providing evidence for the role of proteins in attachment\[18],[58]. In 1971, Marshall \[158] provided evidence, based on SEM, that the attached bacteria were associated with the surface via fine extracellular polymeric fibrils. Korber \[133] used motile and non-motile strains of *P. fluorescens* to show that motile cells attach in greater numbers and attach against the flow more rapidly than the non-motile strains. Therefore, flagella present on the surface of motile cells seem to play an important role in attachment. In light of these findings, cell surface structure such as fimbriae, other proteins, LPS, EPS, and flagella all clearly play an important role in the attachment process.

As a conclusion, attachment will occur more rapidly on surfaces that are rougher, more hydrophobic, and coated by surface conditioning films. An increase in flow velocity, water temperature, or nutrient concentration may also lead to increased attachment, if these factors do not exceed critical values.

1.5.6 QUORUM SENSING

Cell-to-cell signaling has recently demonstrated to play a role in cell attachment, biofilm development and detachment\[264],[147]. By sensing cell-produced compounds, (e.g., N-acyl-homoserine lactones), cells recognize the local cell density (therefore called "quorum-sensing") and react by switching on or off certain sets of functional genes. It has been proved that quorum-sensing determines biofilm structure. In the work of \[59] cell-to-cell signals are involved to produce a biofilm. At sufficient bacterial population densities, these signals reach concentrations required for activation/mutation of genes involved in biofilm formation, but unlike the wild type, their biofilms were much thinner, cells were more densely packed, and the typical biofilm architecture was lacking.

1.5.7 BIOFILM STRUCTURE

1.5.8 EXTRACELLULAR POLYMERIC SUBSTANCES (EPS)

The proportion of EPS in biofilms can range from 50% to 80% of the total organic matter. This is the main structural component of biofilms. The physical properties of the biofilm are largely determined by the EPS while the physiological properties are determined by bacterial cells.

As EPS were considered mainly composed by polysaccharides, many detection techniques focus on this group of compounds \[20],[52],[179]. However recent studies revealed that proteins are the most abundant component in the EPS matrix (50% or even more). Consequently, more research on the EPS composition is needed, since EPS has been linked with many processes and properties integral to biofilm behavior: attachment, detachment, mechanical strength, antibiotic resistance and exo-enzymatic degradation activity.

Research also demonstrated that the composition and structure of EPS determine the structure of biofilms and that the EPS in biofilms may vary spatially and temporally.
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It has been shown that the EPS matrix also affects solute’s diffusion in biofilms. According to [40], the diffusion of small molecules is not strongly inhibited by the biofilm matrix, whereas the diffusion of large molecules are impeded.

Other studies focusing on EPS properties reported that the forces keeping the polymers together in the matrix are not strong covalent bonds, but weak hydrophobic and electrostatic interactions and hydrogen bonds. It is clear that further research is needed on both physical and chemical properties of EPS which appears to play a critical role in the structure and activity of biofilms.

1.5.9 Heterogeneity

Biofilm structure is the spatial arrangement of microorganisms, cells clusters and EPS and eventually solid particles. Since the structure affects solute’s transport, it is a significant determinant in the activity of the biofilm.

Despite the initial reports of biofilms as planar and homogenous structures, recent microscopic observations indicated that biofilms are not flat and the distribution of microorganisms is not uniform. Instead, multispecies biofilms were observed with complex structures, heterogeneous both in space and time, containing voids, water channels, cavities and with cells arranged in clusters or layers[230]. Biofilms have been considered to be highly porous polymer gels and diffusion studies of [52] demonstrated their gel-like characteristics.

Depending on growth conditions and age, the biofilm thickness can vary from a few micrometers up to a centimeter [23].

Density, volume fraction of water phase (porosity) and tortuosity of biofilms change with biofilm depth, showing biofilm heterogeneity (see section 1.5.10). The non-uniform distribution of these parameters also affects the mass transfer mechanisms inside biofilms.

Owing to the microscopic dimensions of biofilms, their structural analysis strongly depends on the microscopic methods used. Most microscopic techniques for structural characterization of biofilms involve preparation of samples, such as dehydration and embedding, which causes damage to the soft biofilm structure biofilm-microscopic-methods.

After the introduction of confocal scanning laser microscopy (CSLM), biofilm structure perception changed drastically. CSLM images revealed that biofilms can consist of biomass clusters separated by interstitial voids [21]. It was also concluded from the images that voids were water channels in connection with the bulk water phase. The presence of voids has considerable consequences for mass transfer inside the biofilms (convection) and exchange of nutriments and products with the water phase.
Table 5: List of microscopic techniques for studying biofilms

<table>
<thead>
<tr>
<th>Microscopy technique</th>
<th>Spatial resolution</th>
<th>Application</th>
<th>Sample treatment</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM</td>
<td>1 µm</td>
<td>EPS and cells</td>
<td>Dehydration, freezing, sectioning, staining</td>
<td>[48]</td>
</tr>
<tr>
<td>FM</td>
<td>1 µm</td>
<td>EPS and cells</td>
<td>Dehydration, freezing, sectioning, staining</td>
<td>[20], [205], [92]</td>
</tr>
<tr>
<td>TEM</td>
<td>1 nm</td>
<td>Cells and EPS</td>
<td>Dehydration, sectioning, staining</td>
<td>[16], [19]</td>
</tr>
<tr>
<td>SEM</td>
<td>1 nm</td>
<td>Cell and EPS surfaces</td>
<td>Dehydration, sputter coating</td>
<td>[19]</td>
</tr>
<tr>
<td>ESEM</td>
<td>10 nm</td>
<td>Celle and EPs surfaces</td>
<td>None</td>
<td>[192]</td>
</tr>
<tr>
<td>CSLM</td>
<td>1 µm</td>
<td>EPS, cells, voids</td>
<td>Staining</td>
<td>[22], [139]</td>
</tr>
<tr>
<td>AFM</td>
<td>0.1 µm</td>
<td>Cell and EPS surfaces</td>
<td>None</td>
<td>[37], [93]</td>
</tr>
</tbody>
</table>


1.5.10 DENSITY, POROSITY AND HYDRAULIC PERMEABILITY OF BIOFILMS

In the work of Zhang [269], the spatial distributions of biofilm density, porosity and mean pore radius were determined with biofilm depth using experimental data and modeling approaches.

The volume fraction of water or the porosity of biofilm is defined as the portion of a biofilm occupied by water outside of the cells [246]. In this work, biofilm porosities change from 84-93% in the top layers to 58-67% in the bottom layers.

Additionally, an average dry density of the biofilm of 1.17 mg-TS/cm$^3$ (TS means Total Solids) dry biomass was measured. On the other hand, the wet densities of biofilms increased from 1.001-1.003 g-TS/cm$^3$ in the top layers to 1.01-1.02 g-TS/cm$^3$ in the bottom layers. The density in the bottom layers were 5-10 higher than those in the top layers. This corresponds to the increase of the TS with depth (observed in this study) indicating that cells are more densely packed in the bottom layers. This is also in agreement with the decrease of the porosity with depth.

In contrast, the biofilm mean pore size decreased from 1.6-2.4 µm in the top layers to 0.3-0.4 µm in the bottom layers [269].
Hydraulic permeability is another major parameter characterizing a porous biofilm medium. It has been shown to depend on the relative content of cells and gel-like polymeric matrix ([163]. Moreover, Fowler and Robertson [86] suggested that the ability of cells to move with respect to one another in immobilized bacterial cell aggregates affected the hydraulic resistance of this bacterial medium. In the work of 83, values of biofilm hydraulic permeability and porosity of 10E-16 m² and 0.8, respectively were reported.

1.5.11 Dispersal

Biofilm cells may be dispersed either by shedding of daughter cells from actively growing cells, detachment as a result of nutrient limitation or quorum sensing, or shearing of biofilm aggregates (continuous removal of small portions of biofilm) because of flow effects [71]. The mechanisms underlying the process of shedding by actively growing cells in a biofilm are not well understood. It has been shown that the surface hydrophobicity of newly divided daughter cells spontaneously dispersed from biofilm differ substantially from mature cells in biofilm. These differences might explain the detachment of newly divided daughter cells. Hydrophobicity was reported lowest for the newly dispersed cells. Detachment caused by physical forces has been studied more in detail. The importance of physical forces in detachment has been proved. The three main processes for detachment are erosion or shearing (continuous removal of small portions of the biofilm), sloughing off (rapid and massive removal), and abrasion (detachment due to collision of particles from the bulk with the biofilm). It has been noted that the rate of erosion from biofilm increases with the biofilm thickness and fluid shear at the biofilm-bulk liquid interface. Sloughing is a more random process and is thought to be a result of nutrient or oxygen depletion within the biofilm structure. Sloughing off is more commonly observed with thicker biofilms that have developed in nutrient-rich media. The mode of dispersal may evidently affect the phenotypic characteristics of the organisms. Eroded or sloughed aggregates from the biofilm are likely to retain certain biofilm characteristics, such as antimicrobial resistance properties, whereas cells that have been shed as a result of growth may revert quickly to the planktonic phenotype.

1.5.12 Mass transfer and microbial activity

Substances for biofilm growth are usually supplied by the water phase, and metabolic products are eventually released into the water phase. The rates of exchange between the biofilm and the water phase are determined by the mass transfer processes of diffusion and convection. It should be pointed out that microbial conversions in biofilms, related mostly to cell growth and division, are dependent and often limited by mass transfer. A common property of microbial biofilms is resistance for mass transfer of different solutes. This is due to the limited water flow inside the matrix and the presence of a hy-
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drodynmic boundary layer between the matrix and the surrounding water phase [117], [118],[203].

Transport of solutes is thought to be primarily by diffusion inside the biofilm matrix and in the boundary layer near the solid surface. Consequently, when the internal chemical composition (substrates and products) differs from the bulk medium, steep gradients develop. This has strong effects on the type and the rates of microbial conversions within the biofilm.

The simplest biofilm concept is a planar geometry with microbial activity distributed homogeneously and constant transport parameters regardless of biofilm depth. The biofilm surface is separated from the mixed bulk liquid by a mass boundary layer (MBL) in which the transport of species gradually changes from diffusion (biofilm) to convection (bulk liquid). This is illustrated in Figure 2 presenting the O₂ micro-profile in and above an active biofilm. This concept is simple and facilitates mathematical modeling of transport. The mass transfer resistances can be separated into external, in the MBL, and internal, in the biofilm matrix. The resistance in the MBL is proportional to its thickness δ as shown in Fig. 12, which mainly depends itself on the velocity of the fluid phase surrounding the biofilm matrix. The mass transfer coefficient $k_s$ and the thickness of the MBL can be calculated by the liquid flow velocity [226].

$$k_s = 0.0889u_{\infty}Sc^{-0.704}$$  \hspace{1cm} (8a)  

$$Sc = \frac{\eta \rho}{D_{\text{eff}}}$$  \hspace{1cm} (8b)

With Sc as the Schmidt number, $\eta$ as the dynamic viscosity, $\rho$ as the density of the water phase and $\delta = D_{\text{eff}}/k_s$.

Both diffusion and convection of solutes are important when considering transfer phenomena in biofilms. They are both hindered by the biofilm matrix; obviously the matrix is an effective barrier not only for water movement (convection) but also for the random movement of solutes (diffusion).

Internal mass transfer is usually considered to be diffusional and frequently described using a single effective diffusion coefficient ($D_{\text{eff}}$). Diffusion is the only transport mechanism when there is no flow inside the biofilm matrix, however convection becomes the dominant mechanism when the matrix is sufficiently permeable to allow the liquid flow. Solute transport due to convection equals the velocity of the liquid inside the biofilm, and even if it is in the order of 1 $\mu$m.s⁻¹, convection is as important as diffusion for biofilms, which typically range from a few hundred $\mu$m to several mm thick.

As previously reported, microscopic observations indicate that biofilms can be highly porous, thus the common assumption that diffusion is the only transport mechanism must be treated carefully.

Numerous studies reporting measurements of the $D_{\text{eff}}$ of several compounds in biofilms have been reviewed. Literature values show a wide range of variation $D_{\text{eff}}$ being 1-900 % of the diffusion coefficient in water $D_w$. This reflects the variety of biofilm studies.
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Figure 12: Oxygen profile measured in an active biofilm demonstrating that a significant part of the mass transfer resistance occurred outside the biofilm adopted from the work of De Beer [23]

as well as the different measurement methods. The $D_{eff}/D_w$ ratios for small molecular weights such as oxygen, glucose and nitrate in growing biofilms are assumed to be around 0.9 [52]. Diffusion of macromolecules such as DNA, dextran and proteins may be more strongly influenced by biofilm matrices. This is due to the gel-matrix polymers obstructing diffusion of macromolecules.

To describe transport inside biofilms, transport in the voids (diffusion and convection) and in cell clusters (diffusion only) must then be distinguished and considered when studying biofilms. For this purpose, measuring techniques with high spatial resolution are needed and described in the literature [23].

1.5.13 EXPERIMENTAL CHARACTERIZATION OF BIOFILMS: MICROSCOPIC AND STAINING METHODS

As previously reported, most microscopic methods (Fig. 5) involve some preparation of the sample, including staining, fixation, freezing, dehydration, embedding and sectioning. As biofilms are soft structures mostly consisting of water, the preparation procedure may significantly change, destroy or deform the matrix. As a result, in most cases, there is an underestimation of the spatial heterogeneity. EPS appears as strands connecting the cells. EPS morphology changes by dehydration: diffuse polymeric matter is condensed to strands, leading to overestimation of the pore-size. According to a study of
citebeeftink1986), from SEM images the pore-size appears to be in the order of 1\(\mu m\) whereas TEM preparations show a pore size of 100 nm.

Figure 13: SEM image of biofilm formation by Escherichia coli from [9]

Images acquired by environmental scanning electron microscopy (ESEM) [143] and atomic force microscopy (AFM) [36] (no dehydration) do not reveal the biofilm heterogeneity, but rather a smooth smear. A possible disturbing artifact from ESEM is the filling of voids by water and drowning the roughness elements of the surface.

Figure 14: ESEM image of biofilm formation on (a) aluminum foil, (b) copper foil, (marker 5\(\mu m\)) [143]

Confocal laser scanning microscopy (CSLM) is one of the tools most widely used at present to study biofilm because it enables the direct \textit{in situ} and non-destructive investigation of native multicellular structures using specific fluorescent stains.
Figure 15: Visualization of *Shewanella* cells labeled with green fluorescence protein (GFP) using confocal laser-scanning microscopy (CSLM) in different times, (A): After 1h, (B) 8h, (C) 16h, (D) 24h, (E) 48h, (F) 120h. The first 3D construction of biofilm was done after 12h. from the work of [236].

Specific staining is an important tool to determine the spatial distribution of different biofilm components, most importantly in cells, EPS and voids. For viewing cells, non-specific stains for DNA, such as acridine orange, diamidino-phenylindole (DAPI), ethidium bromide and hexidium iodide are most useful. These dyes can also be combined with confocal microscopy for giving of cell distribution in undisturbed biofilms. Staining of EPS for fluorescent microscopy or CSLM is also possible for proteins (fluorescein isothiocyanate) and polysaccharides (lectin conjugates). The recent development of image analysis software’s also provides an opportunity to obtain detailed quantitative structural parameters on biofilms directly from confocal image stacks. Structural parameters such as porosity, thickness, biovolume, substratum coverage by cells and EPS have been determined in several studies [38], [126].

1.6 **MEMBRANE BIOFILM FOULING MODELS**

1.6.1 **MEMBRANE FOULING MODELS**

Modeling of the membrane fouling has been investigated in several studies during the past years[98], [114], [135],[233]. The classical models are used to describe the flux decline during the filtration processes. These models are mainly based on the work of Hermia [98] and consist of four main blocking mechanisms: complete pore blockage, intermediate pore blockage, pore constriction (standard blocking) and cake filtration. These
mechanisms are presented in Fig. 16. The mathematical expressions of these mechanisms are also listed in Table. 1.6.1.
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Table 6: Mathematical expressions for classical fouling models

<table>
<thead>
<tr>
<th>Model</th>
<th>Governing equations</th>
<th>Normalized flow rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete pore blockage</td>
<td>$\frac{dA_u}{dt} = -\alpha Q_u C_b$</td>
<td>$\frac{Q}{Q_0} = \exp \left(-\alpha \frac{\Delta p}{\mu R_m} C_b t\right)$</td>
</tr>
<tr>
<td>Intermediate pore blockage</td>
<td>$\frac{dA_u}{dt} = -\alpha' Q_u C_b \frac{A_u}{A_0}$</td>
<td>$\frac{Q}{Q_0} = \left(1 + \alpha' \frac{\Delta p}{\mu R_m} C_b t\right)^{-1}$</td>
</tr>
<tr>
<td>Cake filtration</td>
<td></td>
<td>$\frac{Q}{Q_0} = \left(1 + f' R' \frac{\Delta p}{\mu R_m} C_b t\right)^{-1/2}$</td>
</tr>
<tr>
<td>Pore constriction/Standard blocking</td>
<td></td>
<td>$\frac{Q}{Q_0} = \left(1 + \alpha_{in} \frac{Q_0 \pi r_p^2}{\pi r_m^2} C_b t\right)^{-2}$</td>
</tr>
</tbody>
</table>

Abreviations: $A_u$: Area of unblocked membrane ($m^2$), $Q_u$: Flow rate through unblocked membrane area ($m^3/s$), $C_b$: Bulk concentration (g/L), $\alpha$: Pore blockage parameter, representing blocked membrane area per unit mass of solutes convected to the membrane surface ($m^2/kg$), $R_P$: Resistance of the deposits ($m^{-1}$), $f'$: Fractional amount of foulants contributing to solute deposition, $R'$: Specific resistance of solutes ($m^{-1}$), $J_b$: Permeate flux within the blocked area (m/s), $R_m$: Resistance of the clean membrane ($m^{-1}$), $r_p$: Radius of membrane pores (m), $\delta_m$: Membrane thickness (m). Adapted from [74].

In the complete pore blocking model, the permeate flow is drastically declined by particle aggregation on the membrane surface and liquid flow can only pass through the unblocked pore area. In this model, it is assumed that each particle reaching the membrane surface, dispose on a free site of the membrane surface. Therefore, the rate of pore blockage is function of permeate flow rate ($Q_u$) and bulk concentration ($C_b$). The pore blockage parameter $\alpha$ represents the blocked surface per unit mass of aggregates deposited to the membrane surface. The permeate flow decreases exponentially with time [98]. The intermediate pore blocking model is similar to complete pore blocking model with additional possibility of particle disposition on top of other particles already attached. In this model, the particles does not necessarily block a pore but the probability of for a particle to block a pore is evaluated. In this case, the rate of pore blockage is assumed to be proportional to the ratio of unblocked surface to the total surface.

The cake filtration model assumes that a uniform cake layer is formed over the membrane surface, and this fouling layer is permeable to fluid flow with resistance $R_{cake}$. In this case particles locate on the other ones previously accumulated on the membrane surface and new ones can not directly block the membrane surface. The cake layer resistance modifies with time and is proportional to the convective transport of formed aggregates to the membrane surface ($J f' C_b$), where $f'$ is the fraction of aggregates in the feed solution, and $R'$ is the specific cake layer resistance. The hydraulic resistance of cake layer
on the membrane surface by protein filtration (BSA) has been estimated in the work of Mochizuki et al. [169] and Opong et al. [186].

The pore constriction model (standard blocking) takes into account the fouling which occurs in the internal structure of the membrane. In this fouling mechanism, the column occupied by membrane pores decreases due to particle deposit in the pore walls. The rate of change of pore volume is proportional to the flow rate \( Q \) and bulk concentration \( C_b \). Parameter \( \alpha_{in} \) denotes the volume of particles in the internal pores per unit mass of protein filtered through the membrane.

Although, all these models provide a mechanistic description for each fouling progress, significant differences between the flux decline data and model descriptions have often been observed\[81\],\[140\],\[238\]. Consequently, a considerable number of studies developed combined fouling models accounting for coupled fouling mechanisms to describe the flux decline. Ho and Zydney [102] developed a fouling model taking into account for both pore blockage and cake filtration which was in good agreement with experimental data obtained during bovine serum albumin (BSA) filtration using polycarbonate track-etched membranes. De la casa et al. [62] developed a model by pore constriction and cake formation model taking into account the electrostatic effects of the BSA solution to the permeate flux. Fouladitajer et al. [85] studied the filtration of oil-water mixtures through polyvinylidene fluoride microfiltration membranes. They obtained five combined fouling models including different mechanisms. Moreover, Duclos-Orsello et al. [74] developed a combined fouling model of complete blocking, pore constriction and cake filtration to describe the flux decline through the microfiltration membrane.

Another approach of modeling the membrane fouling is a series of resistances superimposing progressively to the membrane initial resistance for the solvent passage throughout the membrane [14], [51], [110], [156], [239]. Depending on the filtration process, one should take some or all the fouling mechanisms in the resistance series models. As presented in Eq. (9a) The permeate flux is proportional to the transmembrane pressure and membrane initial resistance. However in a series of resistances to membrane resistance would be the sum of resistances due to different fouling mechanisms (concentration polarization \( R_{CP} \), cake formation \( R_{Cake} \) and internal blockage \( R_{in} \), see Eq. (9b). Furthermore, each resistance is determined by empirical or semi empirical equations depending on both solvent properties and operational conditions.

\[
J = \frac{\Delta P}{\mu R_m} \tag{9a}
\]

\[
J = \frac{\Delta P}{\mu (R_m + R_{CP} + R_{Cake} + R_{in})} \tag{9b}
\]

In general, these resistances depend on the bulk concentration of particles, flow velocity, particle concentration at membrane surface and shear stress. They can be estimated by classical models (pore blocking, cake formation, etc.) or by empirical relations between
parameters [239]. One possible way to estimate the polarization thickness layer (resistance) is a film theory defined by Eq.(10). The polarization layer thickness can be used both for determination of CP resistance individually [107] and in combination with other fouling resistances [156].

\[
\delta_{pol} = \frac{D}{v_P} \ln\left(\frac{C_P}{C_b}\right)
\]

(10)

In this definition, \(D\) is the diffusion coefficient of solutes passing the membrane, \(v_P\) is the permeate velocity, \(C_P\) and \(C_b\) are the concentration of solutes at bulk and membrane surface respectively.

In parallel, numerical simulations of membrane models have been performed to compare theoretical data with experimental data of the filtration processes. Rahimi et al. [214] developed a 3-D CFD (computational fluid dynamics) model for predicting the water flux through a microfiltration membrane. The experimental set up consisted of microfiltration of blue indigo (insoluble in water) suspensions in a crossflow module. The pattern of particle deposition on the membranes has been studied at different hydrodynamic velocities. The flow distribution in the porous membrane has been modeled based on Navier-Stokes conservation equation for momentum and results from simulations have been used to explain the experimental observations. It has been concluded that in higher crossflow velocities, particles have less time to dispose to the membrane surface and thus the fouling is less important. Ahmed et al. [6] obtained a 2-D theoretical CFD model to predict concentration polarization, mass transfer coefficient and wall shear stress in a narrow membrane channel. in the work of Bacchin et al. [13] a 2-D CFD model of mass and momentum transfer was developed to describe the accumulation of colloids on membrane surface. Numerical simulations integrated detailed modeling of physicochemical properties of the colloidal dispersions (due to repulsive and attractive interactions at colloidal interface. These interactions are fitted then to the CFD code. The model has been compared to the experimental data which included filtration of latex particles through microfiltration crossflow modules. Delaunay et al. [66] used the protein quantification of proteins by FTIR-ATR on the membrane surface as an indirect proof of velocity and shear stress profiles in a complex geometry (porous membrane) and validated the experimental data with CFD modeling approach. In the work of Marcos et al. [156], a 2-D model based on a finite element method has been developed to simulate numerically the flow (mass and momentum equations) and concentration of whey proteins in a hollow fiber. ultrafiltration module.

1.6.2 BIOFILM MODELING

Among the problems associated with biofilms, energy losses, equipment damage, product contamination and medical infections are generally reported. Understanding the interactions between physical, chemical and biological phenomena on biofilm’s dynamics is challenging and will help preventing damages caused by unwanted biofilms. In the
particular case of membrane systems, biofilm development induces a decline of process performance. Consequently cleaning procedures and replacement of the membranes are required.

Mathematical modeling of biofilms is therefore crucial to attain a broader and deeper insight into those interactions and to assess the complex structure of the biofilm at different steps of its development. Consequently, a huge number of studies have been invested in this field for the last decades.

One critical point that should be taken into account when developing a biofilm model is its structural heterogeneity both in space and time (see section1.5.9) Additionally, in biofilm structure, very different length scales are presented. They vary from a few nanometers (size of extracellular polymeric fibers), to several millimeters or centimeters (biofilm thickness), with the size of bacterial cells (1-2 µm) as an intermediate length scale.

Although it seems crucial to take into account a multi-scale description of a biofilm, this strategy for biofilm modeling remains challenging for three main reasons:

- Experimental techniques can not characterize properly the biofilm structure at all scales
- Computational resources are limited
- Not all the information provided at microscopic scale can be used at the macroscopic biofilm scale, thus the model can not be validated at microscale.

1.6.3 1-DIMENSIONAL CONTINUUM MODELS

The first attempts in biofilm modeling consisted in the development of continuum models primarily in one space dimension \([127],[216],[217],[249],[250]\). These studies concentrated mostly on the steady-state biofilm growth dynamics including the biofilm thickness and spatial distribution of microbial species and substrate concentrations. For instance the model developed by Wanner and Gujer [246], based on a continuum description of biofilms and the conservation of species, predicts the evolution of biofilm’s thickness, dynamics and spatial distribution of microbial species and nutrients in the biofilm. It also includes a biomass detachment mechanism due to shear stress and sloughing.

Single and multi-species biofilm were studied and modeled with this approach. Additionally, these continuum models also explain how the microbial composition and activity depend on the kinetics, nutrient concentration and other mechanisms such as initial attachment and detachment.

However, the one-dimensional models significantly simplify the interactions between the nutrients and biofilm and also the spatial dynamics of the biofilm. They also lack the ability to characterize the multidimensional structure of the biofilm [245].
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1.6.4 DIFFUSION-LIMITED AGGREGATION (DLA) MODEL FOR BIOFILM GROWTH AND PATTERN FORMATION

In general, the growth mechanism of the bacterial colonies is highly complex, in which the substrate concentration plays an important role. One way to model this growth pattern is the class of models called diffusion-limited aggregation (DLA) models.

The first biological DLA model described in the literature was a DLA model describing the colony growth of *Bacillus subtilis* given by [87]. Later on, more experimental and modeling studies were done [88],[161].

The rule of DLA model is as follows: one chooses a seed particle as the origin of a square lattice on a plane. Another particle is released far from the origin and is allowed to move at random. When it arrives at the nearest neighboring site to the origin, it sticks to the site. Then another particle is launched and it moves until it reaches the nearest neighboring of a cluster made of the two particles. Through the repetition of these procedures, a cluster grows with an outwardly open and randomly structure (Wang and Zhang, 2010).

![Figure 17: DLA on compute simulation: (a) the rule of the 2D DLA growth. The solid cell is the origin. The hatched cell is a new cell that has aggregated to the cluster. (b) a typical example of a 2D DLA cluster which consists of 100000 particles, adapted from the work of [237].](image)

1.6.5 DISCRETE-CONTINUUM/CELLMULTAR AUTOMATON (CA) MODEL

The Cellular Automaton (CA) model consists of a regular grid of cells, each in one of a finite number of states. The grid can be in any finite number of dimensions. The state of a cell at time \( t \) is a function of discrete states of a finite number of cells at time \( t-1 \). Every cell has the same rule for updating, based on the values of in her neighborhood. Each time a set of rules are applied to the whole grid and a new generation is created. One advantage of the CA model is its simplicity and the ability to produce a complex behavior. It is then particularly attractive when simulating biological systems with heterogeneous spatial structures [69],[257].
CA models for biofilms incorporating the following phenomena: bacterial growth and movement, cell to cell communication and the diffusion of nutrients [245]. These models can validate various biofilms growth profiles observed in experiments demonstrating that the biofilm’s structure is significantly determined by the surrounding substrate concentration. Piconeareu et al. [195] developed a combined differential-discrete CA biofilm model, in which the nutrient concentration was assumed to be continuous and governed by convectional diffusion-reaction equation. In this model the biomass density was computed by a direct integration of the biomass balance equation, taking into account that the growth is only the result of nutrient consumption. The biofilm spreading is modeled by CA model and the newly formed biomass finds a place by pushing its neighbors and takes the unoccupied space. Numerical simulations were carried out in 2D and 3D. Calculated values of the global oxygen uptake rate, the concentration profiles for the oxygen, and the biomass and the colonies size were both qualitatively and quantitatively in good agreement with experimental data [61],[256]. It should be pointed out that in these models, the effect of the surrounding bulk on biofilm growth, distribution or movement is not taken into account.

1.6.6 Biofilm models with biomass and flow coupling

In most of the models presented previously, transport in the biofilm is only modeled by diffusion and the effect of the surrounding bulk fluid is not explicitly coupled to biofilm development. However, experiments confirmed that the hydrodynamics of the bulk fluid plays an important role in shaping the structure of biofilms through both the convection of nutrients and the detachment of biomass by shear stress [231],[232].
Based on the previously established models and a better understanding of the biofilm’s properties through experiments, several biofilm models coupled with bulk fluid were developed. Picioreanu et al. [196], [197],[198] developed 2D and 3D hybrid discrete-continuum models in which the flow over the irregular biofilm’s surface, convective and diffusive mass transfer of nutrients, biofilm growth and biomass spreading were all taken into account. In this model, the biomass growth is modeled by the discrete CA (cellular automaton) model, the mass balance of the substrate is modeled by the continuity equation and the convection-diffusion-reaction equation, respectively. The flow field is governed by the momentum balance (Navier-Stokes) equation. The fluid flow affects the biofilm’s growth by both regulating the substrate concentration at the biofilm-fluid interface and by shearing the biofilm’s surface. On the other hand, the interaction is reciprocal since a new biofilm’s shape leads to a different boundary condition and thus different flow and substrate concentration. The set of governing equations for biofilm model development in work of [196] are given below:

- The continuity equation for the fluid phase (incompressible)
  \[ \nabla \cdot \mathbf{u} = 0 \]  

- Momentum conservation for the fluid phase surrounding the biofilm (Navier-Stokes)
  \[ \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \mu \nabla^2 \mathbf{u} \]  

- Mass conservation for the limited nutrient
  \[ \frac{\partial C_S}{\partial t} + \mathbf{u} \cdot \nabla C_S = -R_S(C_S, C_X) + D \nabla^2 C_S \]  

- A kinetic equation for biomass growth
  \[ \frac{dC_X}{dt} = R_X(C_S, C_X) \]

In the work of [198] a two-dimensional model was developed where biofilm detachment was considered. It was based on the internal stress created by a moving fluid in the biofilm. Two detachment mechanisms, erosion (small-particle size) and sloughing (large-biomass-particle removal) were modeled in this study. Modeling studies reporting the effect of biofilm development on process performance are also described in the literature. 2D and 3D models for assessing the effects of biofilm development on the performance of spiral reverse osmosis membrane were also elaborated by [210], [211], radu2010, [244]. These micro-scale models combine hydrodynamics...
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Figure 19: For a given biofilm geometry, (a) first the sub-domains, equations and boundary conditions are defined, (b) the finite element mesh is created. Next (c1) the hydrodynamics and mass transport of salt are simultaneously solved followed by (c2) the solution of substrate transport and section. Based on the resulted substrate distribution (d1+d2) the biomass grows and spreads according to the cellular automaton mechanism. (d3) Mechanical stress in the biofilm is calculated and detachment steps are repeatedly performed (remeshing after each step), followed by (d4) biomass attachment (newly attached biomass). Finally, time is updated and with the newly obtained biofilm geometry the whole cycle is repeated. [212]
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and mass transfer of solutes (salt and nutrients) with biomass attachment, biofilm growth and detachment due to mechanical stress of liquid flow. Models were validated by experiments. One example of model development (biofilm growth coupled with hydrodynamics flow) algorithm is given in Fig.19.

Simulation results showing biofilm development on the spiral reverse osmosis membranes are presented in Fig.1.6.7

1.6.7 UPScaled MODELS FROM CELL-SCALE TO BIOFILM-SCALE

More recently, an increasing interest of the research community in considering the multi-scale characteristics of a biofilm from the nanometer (EPS, protein in the matrix) to the μmeter/centimeter (biofilm thickness)) in model development is reported[28], [121],[122],[261]. The idea that biofilm models should be upscaled directly from microscopic scale has been first proposed by Wanner and Gujer [247], [250]. The main advantages of the upscaled techniques, in general, and the volume averaging, in particular, are the following: 1) the resulting model relates the microscopic parameters to the observable macroscopic ones. For instance, the effective diffusivity at macroscopic scale accounts for local diffusivities, the microstructure and dispersion caused by the local velocity field; 2) upscaled equations can be used in averaged continuous volumes. Volume averaging method is one of the rigorous techniques for modeling of the porous media with different scales. Applying averaging theorems associated with this technique, continuum equations for multiphase are derived [255],[94]. This means that equations that are valid in a particular region can be homogenized in order to derive equations that are valid everywhere. This way, a discontinuous porous structure will be transformed to equivalent continuous media with effective properties containing both local and structural properties of the porous medium (See Fig.1.6.7). In several studies upscaled models based on volume averaging method have been obtained to describe the cellular reactive media including cellular growth, diffusion and reaction in biofilms [60],[90],[188], [259] ,[260], [262]. More recently, the upscaled equations of mass and momentum transport in the biofilm matrix have been derived [122].

In general, most of the works with the volume averaging method focused on local mass equilibrium conditions in a representative elementary volume. Under these circumstances, all intrinsic quantities (e.g. concentration, velocity field) can be assumed to be equal in a representative elementary volume and one mass balance equation is sufficient to describe mass and momentum transport. However, it should be noted that non-equilibrium conditions with moving interfaces are closer to reality. However, one should keep in mind that in the presence of an averaged behavior (e.g. biofilm formation), the volume averaged can be applied and associated technical difficulties can be overcome.
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Figure 20: General principles of the volume averaging method. Left: local porous medium. Right: equivalent averaged medium with effective properties.
1.6.8 Membrane Filtration of Mixed Solutions

As previously discussed, the main limitations of wide spread application of membrane systems and optimization on their performance is membrane fouling leading to flux decline and modification of properties (selectivity and retention). During the filtration of different mixtures, various interactions (hydrogen bonding, Van der Waals, ionic exchange, etc.) are generated between the membrane and the particles/solutes. Recent studies are mainly invested to understand the successive steps of the membrane fouling. [4], [12], [62], [66], [74],[76], [156], [222], [235]. Electrostatic interactions between solutes and membranes have been determined [62], [125],[166], [169], [186]. The complex morphology of the membrane has been described in numerous studies [81], [215], [223]. All these experimental observations are useful to provide data for advanced models which are based on individual or combined mechanisms during a filtration process (biofilm formation cake formation, concentration polarization, pore blockage, pore constriction and series of membrane resistances). Up to now, the developed models for membrane fouling are mostly macroscopic (at membrane scale) [56], [98], [156], [212], even though a limited number models are developed at molecular scale [253]. In molecular scale models, a very high number of finite elements are needed in order to explain the local transport mechanisms. This is not optimized in terms of time and cost. Moreover the molecular scale models can only be validated macroscopically due to limitations of analytical methods. Therefore, an upscaled model based on the local description of the physical transport mechanisms is useful to give a better vision of the overall behavior of the system including both local and macrostructural information of the studied problem.

1.7 Objectives, Adapted Strategies

The present work aims at studying the performance of a microfiltration membrane system during filtration of solutions containing bacteria and to describe the consequent fouling mechanisms.

During filtration, a biofilm develops on the membrane surface while the penetration/accumulation of secreted substances from the biofilm to the membrane internal pores occurs simultaneously. As a result, an additional dynamic resistance (both on membrane surface and in its volume) to the flow is formed which affects significantly the membrane selective properties and permeate flux.

The diagram of the problem we intend to study in this work, in all its complexity, is presented in Fig. 21. It also describes the proposed modelling and experimental approaches. As it is shown in Fig. 21, different length scales are presented in the global fouling problem: from the mean pore size of the membrane (nm to µm), proteins (several nm), bacteria (1-2 µm) to membrane (~ 200 µm) and biofilm thickness (from a few up to hundreds µm).

In the biofilm, three regions are considered at the local scale: cells, EPS and water channels. The transport mechanisms are convection and diffusion of species while reaction occurs at the cell-EPS interface. In the membrane compartment, proteins are transported.
1. A LITERATURE REVIEW

Figure 21: Thesis objectives.
by convection and diffusion to the membrane interface where protein adsorption takes place. It should be pointed out that proteins are not the only species penetrating into the membrane pores. Polysaccharides, humid substances, nucleic acids, DNA, etc. are also present in the biofilm matrix, however, in order to maintain a simple system, we only study protein adsorption to the membrane interface.

The objective of this work is to study the membrane system performance experimentally and to propose two macroscopic (upscaled) models to describe the fouling of microfiltration membranes. In the first model, fouling due to protein adsorption to the membrane pores is developed. The model is based on the transport phenomena at local scale. Governing equations of mass and momentum transport are given at this scale and boundary conditions including adsorption at interface are set. The upscaled model is then obtained using the volume averaging method. It provides averaged equations of mass and momentum transport and the effective properties of the membrane (permeability and diffusivity). The effective properties contain information of physical parameters at the pore scale along with structural parameters at the membrane scale. Some numerical simulations are run to evaluate the system performance qualitatively (more specifically the drastic changes in the concentration fields in the fluid phase and in the membrane porous structure). In parallel, experiments are specifically carried out to (1) get a better comprehension of the fouling mechanisms by proteins and (2) provide parameters for both model development at local scale and eventual validation that will be done in further work.

Membrane structural properties are obtained by a combination of analytical methods. Scanning electron microscopy (SEM) images are coupled with two porosimetry techniques (perfluoroethers and mercury) in order to characterize the membrane. Three different layers are detected. Thickness, porosity and the mean pore size are measured. The initial membrane permeability is measured by filtration of milliQ water through the membrane. Two proteins are chosen in this work: BSA (Bovine Serum Albumin) and L-Glutathione. The physical-chemical properties of these molecules are significantly different. BSA is a well-known protein which can correspond to the secreted macro molecules from the biofilm. L-Glutathione is a small biomolecule (polypeptide) which can pass all through the membrane. Experiments are carried out in order to determine the adsorption isotherms laws for the two proteins. The membrane filtration of proteins is performed in a microfiltration module. The evolution of the permeate flux in function of time is evaluated for solutions of each protein. The amount of adsorbed proteins on the membrane surface is quantified by FTIR-ATR technique.

Finally, a preliminary upscaled model is developed to describe the mass and momentum transport within the biofilm. A more realistic presentation of biofilms is taken into account consisting of three regions (bacterial cells, EPS and water channels). Initial attachment of bacteria, detachment caused by shear stress and biofilm growth are not described in the model. At local scale, mass and momentum equations are described with the appropriate boundary conditions. The cellular reaction takes place at cell-EPS region. The species (glucose, polysaccharides, oxygen, etc.) associated to cell metabolism are supposed to be transported by convection and diffusion in the EPS matrix and wa-
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ter channels. The solute transport to the cells is only described by diffusion. The volume averaging method is also used to derive the upscaled equations. In general, upscaled models are mostly developed under the local equilibrium conditions. The effective properties (permeability, diffusivity) of each biofilm region are expressed and can be calculated by numerical solutions of the local closure problems. The effective properties contain some additional information from both local (cell) scale and biofilm structure. The effective permeability of the biofilm is then calculated from the results of the numerical simulations in representative cellular regions with periodic flow conditions at the boundaries. Experiments are necessary both at pore-scale (e.g. local diffusivity, porosity of each region) and biofilm-scale to provide local information to the model and subsequent model validation. However, these experiments are not subject of the present work.
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## List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSA</td>
<td>Bovine serum albumine</td>
</tr>
<tr>
<td>C</td>
<td>Bulk concentration (gL$^{-1}$)</td>
</tr>
<tr>
<td>Cell</td>
<td>Regenerated cellulose</td>
</tr>
<tr>
<td>J</td>
<td>Permeate flux (Lh$^{-1}$m$^{-2}$bar$^{-1}$)</td>
</tr>
<tr>
<td>$J_w$</td>
<td>Permeate water flux (Lh$^{-1}$m$^{-2}$bar$^{-1}$)</td>
</tr>
<tr>
<td>$K_{BSA}$</td>
<td>The equilibrium constant for BSA sorption (Lg$^{-1}$)</td>
</tr>
<tr>
<td>MWCO</td>
<td>Molecular weight cut off</td>
</tr>
<tr>
<td>PAN</td>
<td>Polyacrylonitrile</td>
</tr>
<tr>
<td>PC</td>
<td>Polycarbonate</td>
</tr>
<tr>
<td>PES</td>
<td>Polyethersulfone</td>
</tr>
<tr>
<td>PVP</td>
<td>Poly(vinylpyrolidone)</td>
</tr>
<tr>
<td>q</td>
<td>Mass of protein quantified per per unit of apparent membrane surface ($\mu$gcm$^{-2}$)</td>
</tr>
<tr>
<td>$q^*$</td>
<td>Mass of protein adorned per unit of accessible membrane surface ($\mu$gcm$^{-2}$)</td>
</tr>
<tr>
<td>$K_{BSA}^{max}$</td>
<td>Maximum sorption capacity for BSA ($\mu$gcm$^{-2}$)</td>
</tr>
<tr>
<td>TMP</td>
<td>Transmembrane pressure</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>$\alpha_{Glu}$ ($10^6$Lcm$^{-2}$)</td>
<td>Linear adsorption constant for L-Glutathione</td>
</tr>
<tr>
<td>$\beta_{Glu}$ ($\mu$gcm$^{-2}$)</td>
<td>Linear adsorption constant for L-Glutathione</td>
</tr>
</tbody>
</table>
In this chapter, accumulation of organic matter on the membrane surface or into the membrane pores and its influence on permeation during filtration on polyethersulfone (PES) microfiltration membrane was studied. Two different organic compounds were selected: Bovine Serum Albumin (BSA, 66 Kg mol\(^{-1}\), 583 peptides) and polypeptide L-Glutathione (0.307 Kg mol\(^{-1}\), composed of three amino acids). The structure of two polyethersulfone microfiltration membranes was characterized by scanning electron microscopy and porosimetry (perfluoroethers and mercury). Despite the same chemical composition of the membrane, they presented different properties (pore diameter of active layer and structure of the intermediate layer). One of these microfiltration membranes was used to study the fouling behavior during the filtration process and to understand the different fouling mechanisms due to adsorption, reversible and irreversible pore blockage. Adsorption Isotherm experiments were carried out in static conditions. A linear adsorption isotherm was obtained for L-Glutathione (solution concentration: 0-18 gL\(^{-1}\)) and a Langmuir isotherm for BSA (solution concentration: 0-24 gL\(^{-1}\)). Isotherms developed in dynamic conditions in the absence of the permeate flow and filtration experiments confirmed the linear adsorption of Glutathione whereas BSA presented lower adsorption rate compared to the static tests. Local adsorption laws could be obtained from membrane structure characterization and adsorption isotherms. For BSA solution of the relative permeate flux was linearly declined probably due to the accumulated mass of BSA on the membrane during filtration. Additionally, reversibility of the fouling was studied for Glutathione and BSA. Whereas Glutathione was totally desorbed from the membrane, results from cleaning experiments performed in membranes fouled with BSA showed the presence of polarization concentration, reversible fouling, cleanable fouling and irreversible fouling.

1 INTRODUCTION

1.1 CONTEXT

Membrane fouling is a complex mechanism associating accumulation of colloids, mineral and natural organic matter (biomolecules like proteins and polysaccharides) and biofilm development etc.

Although the nature of the fouling agents depend highly on the type of the solutions to be treated, the natural organic matter (NOM) is well known to highly participate on the membrane fouling in different filtration processes. Organic fouling may come from natural matter (humic acids), organic material coming from the filtered product or excreted by microorganisms (proteins, polysaccharides) and specific pollutants. Porous membrane fouling by organic matter occurs for example during water treatment (tap water production, wastewater or industrial effluent treatment, grey water recycling), filtration of complex media from food industry (milk, fruit juice, fermentation broth etc.). This paper focuses on the fouling of microfiltration membranes by proteins and polypeptides. Classic modeling of membrane fouling usually take into account the following phenomena:
adsorption (accumulation of solutes on the external and internal surface, changing membrane hydrophobicity and its pore diameter), pore blocking (accumulation of compounds at the pore entrance, diminishing pore diameter), concentration polarization (rise of solute concentration in the layer near the membrane surface) and cake formation (accumulation of particles on the membrane forming a second porous media). It should also be noted that depending on the particle membrane interactions (electrostatic interactions, hydrogen bonding, van der waals) the particle attachment to or accumulation on the membrane surface can be reversible (removable by physicochemical treatments) or irreversible. Up to now, several number of research works are based on Hermia description of fouling [98]. Adsorption here is a generic word describing local interactions between membrane material and solute from the bulk. In the context of protein/peptide filtration, the effect of some parameters have been deepened [208]: nature and concentration of the protein (or peptide) [5], [8], [89], [116], [129], [132], [175], [177], [184] membrane molecular weight cut off and properties, filtration mode (cross-flow or dead-end filtration)[175], and also the physicochemical properties of the solution through its pH and ionic strength [8], [62], [78], [99], [116], [141],[159], [167], [175], [176], [177], [184], [187], [189], [191], [193], [218], [266]. The physicochemical properties of the membrane can promote or prevent protein adsorption. Among these properties, roughness, tortuosity, surface charge, hydrophobicity and polarity are the main characteristics. It has been stated that the nonpolar surfaces destabilize some proteins and thereby facilitate conformational reorientations leading to strong inter protein and protein-surface interactions. This explains also the general experimental results showing that proteins adsorb more strongly on hydrophobic organic surfaces than on hydrophilic ones. Several studies investigated the effect of pH on the amount of adsorbed protein on membrane surfaces and consequent membrane fouling. It should be pointed that the pH determines the electrostatic state of proteins. When the pH equals the isoelectric point (IEP) of a protein, the number of negative and positive charges is balanced. The protein is then in neutral state. Since electrostatic protein-protein repulsions are minimized at the isoelectric point, adsorbed protein densities were found to be higher on the membrane surface at this pH. Additionally, the effective radius of proteins also depends on pH and can significantly vary in function of it and with the hydratation sphere, from 3.5 nm to 440.9 nm for Bovine Serum Albumin [62]. In several studies, membrane performances (permeability, retention) have been investigated at different electrostatic conditions (salt concentration). The ionic strength of the protein solution is a controlling parameter on the protein adsorption. The ionic strength basically determines the Debye length correlating with the damping distance of the electric potential of a fixed charge in an electrolyte. That means the higher the ionic strength, the shorter the electrostatic interactions between the charged particles. As a consequence, the adsorption of charged proteins to oppositely charged substrates is restrained whereas the adsorption to like-charged surfaces is increased. Moreover, high ionic strength conditions increase the tendency of proteins to form aggregates whilst they remain partly soluble in the solution. Hydrodynamics can also affect the quantity and the quality of protein adsorption on membranes. Convective forces increase the species accumulation
near the membrane surface [3, 38-40]. In this chapter, accumulation of proteins/peptides on or into a microfiltration membrane of polyethersulfone (PES) was studied. The effect of proteins accumulation on membrane permeation during filtration of proteins in one component solutions was also evaluated. Two different compounds were selected: a large one, which is well known, Bovine Serum Albumin (BSA, 66 Kg mol$^{-1}$). Thus, results from this work can be easily compared with those of the literature. A small one is also chosen, in order to get rid of eventual pore blocking or cake phenomena, and to focus on adsorption: L-Glutathione (0.307 Kg mol$^{-1}$). To facilitate the discussion, both compounds will be called biomolecules in the rest of this chapter. It is worth to mention that BSA exists in monomer and dimer forms, moreover the BSA molecules can form aggregates in the solution which can cause immediate pore blocking on the membrane surface. However all these effects have been neglected in this work and can be subject of future studies. Experimental values of BSA accumulation on membrane during isotherms in static conditions or filtrations from the literature are listed in Table.1.1. To clarify, the presentation includes only experiments with low ionic strength and near pH 7 (in which BSA is negatively charged). A large dispersion of adsorption values is obtained, depending on the membrane (nature, pore size), the protein concentration, hydrodynamics, but maybe also due to the analytical method. Several authors proposed to quantify BSA in solution with UV analysis after desorption from the membrane by surfactant solutions. This step introduces uncertainty on desorption and quantification of the protein. In this work, proteins were directly quantified on membranes by FTIR methodology developed by Rabiller-Baudry [66]. In the first part, two PES membranes were characterized. The goal is to show the high variability of membrane structures. For one of the membranes, a complete description of the whole porous media (active layer, intermediate layer and mechanical support) and of the whole active surface available for adsorption was obtained. In a second part, the accumulation of BSA and L-Glutathione on this membrane was studied during isotherm in static and dynamic conditions, and during filtration experiments. The impact of protein/peptide accumulation on the flux decline was analyzed for both proteins.

2 MATERIAl AND METHODS

2.1 PROTEIN AND PEPTIDE

Bovine serum albumin (BSA) and L-Glutathione were supplied from Sigma-Aldrich. The physicochemical properties of the proteins are listed in Table 1.2. The protein solutions were prepared with milliQ water and stored in 4°C. pH of the protein solutions was 7±0.4.
### Table 1.1: Experimental values of BSA adsorption during static isotherms or filtration tests in literature.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Membrane</th>
<th>Adsorption process</th>
<th>Ref.</th>
<th>Mode</th>
<th>Temperature</th>
<th>pH</th>
<th>T</th>
<th>q</th>
<th>J/W</th>
<th>C</th>
<th>b</th>
<th>other compounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffer phosphate 0.05</td>
<td>PES</td>
<td>Static adsorption</td>
<td>0.05</td>
<td>0</td>
<td>0.001 M</td>
<td>7</td>
<td>0</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>95</td>
</tr>
<tr>
<td>Buffer phosphate 0.05</td>
<td>PES</td>
<td>Filtration</td>
<td>0.05</td>
<td>0</td>
<td>0.001 M</td>
<td>7</td>
<td>0</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>95</td>
</tr>
<tr>
<td>Buffer phosphate 0.05</td>
<td>PES</td>
<td>Filtration</td>
<td>0.05</td>
<td>0</td>
<td>0.001 M</td>
<td>7</td>
<td>0</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>95</td>
</tr>
<tr>
<td>Buffer phosphate 0.05</td>
<td>PES</td>
<td>Filtration</td>
<td>0.05</td>
<td>0</td>
<td>0.001 M</td>
<td>7</td>
<td>0</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>95</td>
</tr>
<tr>
<td>Buffer phosphate 0.05</td>
<td>PES</td>
<td>Filtration</td>
<td>0.05</td>
<td>0</td>
<td>0.001 M</td>
<td>7</td>
<td>0</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>95</td>
</tr>
<tr>
<td>Buffer phosphate 0.05</td>
<td>PES</td>
<td>Filtration</td>
<td>0.05</td>
<td>0</td>
<td>0.001 M</td>
<td>7</td>
<td>0</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>95</td>
</tr>
<tr>
<td>Buffer phosphate 0.05</td>
<td>PES</td>
<td>Filtration</td>
<td>0.05</td>
<td>0</td>
<td>0.001 M</td>
<td>7</td>
<td>0</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>95</td>
</tr>
</tbody>
</table>


4: Mass of BSA at point of apparent surface, J/W: Permeate flux/ permeate water flux ratio.
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Table 2.1: Properties of BSA and L-Glutathione

<table>
<thead>
<tr>
<th>Protein</th>
<th>Number of amino acids</th>
<th>Molecular weight (kg/mol)</th>
<th>Isoelectric point</th>
<th>Stokes radius (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-Glutathione</td>
<td>3</td>
<td>0.307</td>
<td>-</td>
<td>0.38</td>
</tr>
<tr>
<td>BSA (monomer)</td>
<td>583</td>
<td>66</td>
<td>4.7-4.9</td>
<td>3.22</td>
</tr>
</tbody>
</table>

2.2 MEMBRANES

The microfiltration membranes used in this study were supplied by KOCH society (MFK-618) and ORELIS (FORM005FRAY), referred as membrane A and membrane B in the following paragraphs, respectively. The mean pore diameter provided by the suppliers is $\sim 0.1\mu m$. The membranes are made of three different layers: a thin active layer, an intermediate layer and a mechanical support. According to the information provided by KOCH society, the two first layers were composed of polyethersulfone (PES) and the mechanical support was composed of polyester. The original membranes were conserved in glycerol and stored at 4 °C. Before use, they were placed in the filtration system (see Fig. 1.1) and cleaned following the protocol described in Table 1.3.

Table 2.3: Protocol for membrane cleaning

<table>
<thead>
<tr>
<th>Step</th>
<th>Solution</th>
<th>Time (min)</th>
<th>Recirculation to the feed tank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Demineralized water</td>
<td>10</td>
<td>no</td>
</tr>
<tr>
<td>2</td>
<td>NaOH 0.4%</td>
<td>20-30</td>
<td>yes</td>
</tr>
<tr>
<td>3</td>
<td>water</td>
<td>Up to neutral pH</td>
<td>no</td>
</tr>
<tr>
<td>4</td>
<td>Nitric acid 0.63%</td>
<td>20-30</td>
<td>yes</td>
</tr>
<tr>
<td>5</td>
<td>water</td>
<td>Up to neutral pH</td>
<td>no</td>
</tr>
<tr>
<td>6</td>
<td>Bleech 0.3%</td>
<td>20</td>
<td>yes</td>
</tr>
<tr>
<td>7</td>
<td>Demineralized water</td>
<td>10</td>
<td>no</td>
</tr>
</tbody>
</table>

2.3 FILTRATION SET UP AND EXPERIMENTS

A flat type microfiltration module, PLEIADE Rayflow 100 (Novasep, 7.6 × 17.2 cm2) and a peristaltic pomp (Watson Marlow 624U) were used for the filtration experiments. The Experimental set-up is presented in Fig. 1.1. Filtrations experiments were carried out in total recycling mode (retentate and permeate streams are recycled to the feed tank corresponding to a volume reduction ration (VRR) equal to 1). In order to determine
the evolution of membrane permeability with time, before each experiment, the initial permeability of clean membranes was measured by filtering milliQ water over a range of transmembrane pressure of 0.5-1.5 bar. Then organic solutions (protein and polypeptided) (6-12 gL$^{-1}$ for BSA and 6 gL$^{-1}$ for L-Glutathione) were microfiltered with an approximate cross flow velocity of 0.3 m.s$^{-1}$, transmembrane pressure of 1.00±0.05 bar and at ambient temperature of 22±2 °C. All given permeate fluxes are corrected at 20°C to facilitate comparisons between experiments. Permeate and retentate flows were measured manually. Filtration experiments lasted 6h for BSA and 4h for L-Glutathione solutions. It was verified that permeate flux were stable after this filtration times (data not shown). Four replicates with Glutathione 6 g and BSA 7.5 gL$^{-1}$ were carried out to verify flux repeatability and standard deviations were calculated. To evaluate the cleanibility of the membrane fouling, water permeability of the membranes fouled with Glutathione (6 g L$^{-1}$) and with BSA (7.5 gL$^{-1}$) were measured as following: 1- directly at the end of filtration of the biomolecule solutions, 2-after 30 min water rinsing, 3-after 30 min cleaning with NaOH (0.4%wt). Experiments were repeated twice.

Figure 1.1: Crossflow microfiltration experimental set-up
2.4 ADSORPTION ISOTHERMS

Adsorption isotherms experiments of the studied proteins were carried out in static conditions. Membranes were placed in Erlenmeyer sealed flasks (250 ml) in a stirred table (180 rpm, 25 °C) for 24h. Cleaned wet membrane pieces (7.5 × 2.5 cm) were brought in contact with 100 mL of protein solutions. The tested protein concentration ranged from 0 to 18 g L$^{-1}$ for L-Glutathione and from 0 to 24 g L$^{-1}$ for BSA. In order to evaluate the hydrodynamic effect on protein adsorption and to prevent the direct access of the proteins to the mechanical support of the membrane (like in static conditions), isotherm adsorption experiments were performed in the microfiltration system (Fig. 1.1). The tested protein concentrations were in the range of 0.5-7.5 g L$^{-1}$ and 0.5-6 g L$^{-1}$ for L-Glutathione and BSA respectively. Protein solutions were pumped to the filtration module without transmembrane pressure for 24h at ambient temperature. After filtration and adsorption in static and hydrodynamic conditions, membrane pieces were gently rinsed with milliQ water to remove unbounded proteins and then dried under vacuum at room temperature for 24h. The adsorbed protein’s mass was measured by FTIR-ATR. In order to quantify the mass of protein adsorbed on the membrane surface in the filtration set-up, membranes were divided into 9 equivalent according to the methodology described by Delaunay et al [66]. The total adsorbed mass is then calculated as the average value of the 9 measurements and bars represent the standard deviation.

2.5 FTIR-ATR MEASUREMENT

The mass of adsorbed biomolecules on the membrane surface was measured directly by FTIR-ATR. The protocol was adapted from the work of [66] measuring the protein quantity on the ultrafiltration PES membranes. For this purpose, The FTIR-ATR spectra were registered with a spectrometer PerkinElmer (Paragon 1000, spectrum for windows software) equipped with a ZnSe crystal with an incidence angle of 45° and 12 reflections [38]. The background spectra were recorded in air. The conditions of acquisition were as follows: 20 scans, 2 cm$^{-1}$ resolution. The samples of the original and fouled membranes were dried under vacuum before measurements. Proteins, inside and/or along the membrane surface, can be detected from the amide II bond due to CN + NH vibrations and located in the range of 1520-1550 cm$^{-1}$. PES exhibits a band located near 1240 cm$^{-1}$ corresponding to a C-O vibration of the C-O-C ether group. In this work BSA and L-Glutathione present an amide bond 1528 cm$^{-1}$. This region is without any superposition with any bond due to PES. The amide I bond due to C=O vibration located close to 1650 cm$^{-1}$ is partly overlapped by a bond of the original membranes and an harmonic of water that can exist if the drying is not well controlled. Consequently, this band is less suitable for further quantifications. In order to take into account the difference in penetration depth of the light beam in the PES (active and intermediate layers), due to variable
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thickness of the fouling layer, the quantification is based on the height ratio defined as:

\[
\text{Height ratio} = \frac{H_{\text{amide,II}}}{H_{1240}}
\] (1.1)

Where \(H_{1528}\) is the peak height of the bond located close to the wavelength of the protein amide II vibration and \(H_{1240}\) is the peak height of the band located at 1240 cm\(^{-1}\) due to C-O vibration of the C-O-C group of PES. The baseline was taken in the wavenumber range of 2129-2262 cm\(^{-1}\) for which there is no specific absorbance on the spectra. Finally, quantification was possible according to the following expression:

\[
q = a \times \frac{H_{1528} - H_{\text{baseline}}}{H_{1240} - H_{\text{baseline}}} + b
\] (1.2)

Where \(H_{\text{baseline}}\) is the average height of the baseline in the chosen range of wavenumber, corresponding to non-specific absorbance of the membrane as commonly observed, \(q\) is the quantity of protein adsorbed on the membrane (expressed in µg of protein per membrane apparent surface  µg/cm\(^{-2}\)) and \(a\) and \(b\) are constants specific to each couple (membrane-biomolecule) studied. Calibration curves determined for BSA et Gluthatione are described in Fig. 1.2 and Table 1.4.

Table 1.4: Calibration parameters for FTIR quantification of L-Glutathione and BSA on PES membrane A (KOCH), 8 samples were used and experiments were repeated twice for each biomolecule

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>(R^2)</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-Glutathione</td>
<td>1202.9</td>
<td>-35.3</td>
<td>0.99</td>
<td>(\pm 25 \mu g \text{ cm}^{-2}) for (H_{1528}/H_{1240})(0.35)</td>
</tr>
<tr>
<td>BSA</td>
<td>1443.2</td>
<td>-40.8</td>
<td>0.96</td>
<td>(\pm 20 \mu g \text{ cm}^{-2}) for (H_{1528}/H_{1240})(0.04)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(\pm 50 \mu g \text{ cm}^{-2}) for (H_{1528}/H_{1240})(0.04)</td>
</tr>
</tbody>
</table>

2.6 DETERMINATION OF PROTEIN CONCENTRATION IN SOLUTIONS

The protein concentration in solutions were determined with a spectrophotometer at \(\lambda=277\) nm [222].

2.7 MEMBRANE CHARACTERIZATION

2.7.1 SCANNING ELECTRON MICROSCOPY (SEM)

Membrane’s structure (surface and section) was examined by a FEG-SEM (Leo 1530). Dried membrane samples (cleaned and fouled) were frozen in liquid nitrogen (77 K) and fractured [215]. After coating with tungsten, they were viewed with the microscope at 3
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Figure 1.2: Calibration curves of adsorbed mass of proteins/membrane surface in function of $H^{1528}/H^{1240}$

kV. Working distance (WD) varies between 3-10 mm. The sample chamber is held under estimated vacuum of $10^{-5}$ Torr. After image acquisition by SEM, membrane’s layers analysis were done using the ImageJ software. The surface porosity of the membrane active layer was determined after calibration of the contrast and the brightness of the SEM images in order to obtain binary (black and white images). The sum of black pixels over the examined surface represents the surface porosity. The analysis was duplicated for each image.

2.7.2 MEAN PORE SIZE AND PORE SIZE DISTRIBUTION

The pore size of the active layer of clean and dry membrane samples was measured by porosimetry (Porolux 1000) [26]. This device allows accurate measurements of pore size distributions from 13 nm to 500 µm. It uses a bubble-point extended method based on the measurement of the pressure necessary to blow air through the liquid-filled porous membrane. The samples were previously wetted with a liquid (perfluoroethers of low surface tension $16 \times 10^{-3}$ N m$^{-1}$), that can be assumed to have a zero contact angle with most materials, included biological ones. The wetted sample was subjected to increasing pressure, with a compressed clean and dry air. As the pressure increased, it reached a point where it overcame the surface tension of the liquid in the largest pores and pushed the liquid out. Increasing the pressure still further allowed the air to flow through smaller pores. By monitoring the applied pressure and the gas flow through the sample, a wet run was obtained, followed by a dry run performed with the dry sample (with no liquid
in the pores). The measurement of the flux for wet and dry runs, combined with a model for gas transport through the pores, over the membrane allows one to obtain the pore size distribution.

### 2.8 Mercury Intrusion Porosimetry

Porosity and mean pore diameter of the intermediate layer and the mechanical support of the membrane were determined using a mercury porosimeter (Autopore 9500, Micromeritics). This measures the non-wetting mercury volume penetrating the pores for an increasing pressure applied on the mercury. By use of Washburn (1921) relation between pressure and pore size and considering the volume filled by mercury as the pore volume, the cumulative porosity versus pore distribution is obtained [26]. Penetrometer reference is [13-0135], 3 bulb, 0.39 Stem, Solid, mercury filling pressure is set to 0.42 psi and equilibration time is about 30 s.

### 3 Results and Discussion

First, the structure characterization of the microfiltration membranes A (KOCH) and B (ORELIS) is presented. The methods used were SEM, bubble point measurement on Porolux 1000 and mercury porosimetry. Later, the fouling of membrane A by the tripeptide L-Glutathione or BSA is deepened. Adsorption isotherms in static and dynamic conditions are compared. Finally, the impact of the protein adsorption on the permeate flux during filtration is discussed.

### 3.1 Membranes Characterization

Two microfiltration membranes in PES with mean pore diameter of 0.1 μm (value supplied by membrane societies) were compared. In Fig. 1.3 and 1.4, SEM images of membrane A and B are presented, respectively. Despite the same type of membrane, it is evident that the structures are different. Active layer of membrane A is a loose net with many interconnections with the layer below and a large dispersion of pores diameters (20-600 nm) whereas for membrane B, the active layer looks denser, with less interconnections and a more narrow dispersion of pore diameters (10-60 nm) (See table. 1.5). Active layer pore diameters determined by bubble point extended method (Porolux) fit with maximum pore diameter determined by SEM. The intermediate layers intermediate layer, just below, are also quite different. The intermediate layer for membrane A has the same structure of the active layer but it is homogeneously distributed in the 3 dimensions and with larger pores. The intermediate layer of membrane B presents presents large cylindrical pores (up to 10 μm diameter) across the whole layer, from the active layer to mechanical support. A similar net pattern as membrane A with pores of 1 μm or less represent the walls of theses macropores. Mechanical supports are clothes of fibers (diameter: 15-20 μm, measured with SEM images). The porosity and the mean pore diameter of the intermediate layer
and mechanical support of membrane A were analyzed with mercury intrusion porosimetry. The whole porosity of the membrane (neglecting the void volume in the active layer) is equal to 0.683 and is due to two pores distributions: the first one between 12 and 430 µm with a mean pore diameter around 88 µm, the second one between 0.06 and 11 µm, with a mean pore diameter around 2.9 µm (Fig. 1.5). Unfortunately the first calculations (not detailed here) showed that these two pore distributions can not be directly associated with the mechanical support and the intermediate layer, respectively. This is probably due to the superimposition of the pore profiles of both materials. Tortuosity was evaluated at 1.46. The estimated active area of the intermediate layer and mechanical support layers all together is 7.6 m² g⁻¹ and the average pore diameter is 895 nm. The structural parameter S detailed in Eq. (1.3) was calculated with mercury porosimetry results.

\[ S = e \cdot \tau \varepsilon \]  

(1.3)

with e: thickness of the membrane, \( \tau \) the tortuosity and \( \varepsilon \) the porosity. S=459 µm

The results of pore distribution, porosity of the global material and structural parameter are similar to those found in the literature using the same measurement method \[155], \[154]. The structural characteristics of membranes A and B are summed up in Table. 1.5.

Table 1.5: Membrane characteristics (A:KOCH-MFK and B:ORELIS-FROM005FRAY)

<table>
<thead>
<tr>
<th></th>
<th>A: KOCH-MFK-618</th>
<th>B: ORELIS-FROM005FRAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness (µm)</td>
<td>Mb AL IL MS</td>
<td>Mb AL IL MS</td>
</tr>
<tr>
<td>SEM</td>
<td>215±2 0.1-0.5</td>
<td>186±2 60-80 100-120</td>
</tr>
<tr>
<td>Mean pore</td>
<td>- 0.39-0.6 (porolux) 2.9 (Hg)</td>
<td>- 0.057 (porolux)</td>
</tr>
<tr>
<td>diameter µm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pore distribution µm</td>
<td>- 0.02-0.6 (Porolux) 0.06-11 (Hg) 0.06-450 (Hg)</td>
<td>- 0.01-0.06 (Porolux)</td>
</tr>
<tr>
<td>Porosity %</td>
<td>68.3 (Hg) 28-30 (SEM) - - - 20-25 (SEM) - -</td>
<td></td>
</tr>
<tr>
<td>Fiber diameter µm</td>
<td>- - - 15 - - - 20</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1.3: Active layer and cross-sectional SEM images of KOCH membranes a,b) active layer with mean pore size of 0.4 µm c,d) membrane cross section with different layers, e,f) mechanical support.
Figure 1.4: SEM images of Orelis membranes: a,b) active and c,d) intermediate layers, e,f) mechanical support
3.2 FOUILLING OF MEMBRANE A BY PROTEINS

In the following paragraphs, results from the experiments assessing the fouling of membrane A by Glutathione and BSA will be described. According to SEM and Porolux measurements, the active layer has pore diameters between 20-600 nm with a mean pore diameter of 400-600 nm (Table. 1.5). Taking into account the estimated stokes radius of both proteins (0.38 nm for Glutathione and 3.5 nm for BSA), nor cake formation nor pore blocking are expected to occur during filtration. Adsorption on the external or internal surface of the membrane should be then the main mechanism. But it is well known that protein effective radius depends on the pH and the ionic forces of the medium. According to De La Casa [62], effective BSA radius is 3.5 nm at its isoelectric point pH 4.9, 41.5 nm at pH 6, 440.9 nm at pH 7, and 304.9 nm at pH 8. In the pH conditions of this study (pH 7± 0.4), BSA is expected to be partly retained on the active layer. For glutathione, no data showing the effect of pH on the Stokes radius was found. In the following paragraphs, for comparison purposes, it was chosen to use weight concentrations instead of molar concentrations for both proteins. Weight concentrations are representative of the number of peptide units adsorbed on the membrane (0.10-0.12 kg mol⁻¹ per peptide), whatever the protein.

Adsorption in Erlenmeyer flasks: Glutathione or BSA were adsorbed on membrane A following the protocol described in paragraph 2.4. In these experiments the entire membrane material is accessible for the proteins, which can adsorb on the active and
intermediate layers as well as in the mechanical support. Variations of protein concentrations in the bulk solutions, thus the amount of adsorbed proteins on the membrane, were not measurable by spectrometry. Instead, the biomolecules were directly measured on the membrane surface by application of FTIR-ATR. Two areas can be used to report the amount of protein adsorbed and to calculate the sorption capacity $q$. The area of the apparent membrane surface and the area of the active surface measured with mercury porosimetry. First, the isotherm constants were calculated using the apparent membrane surface. The results are presented in Fig. 1.6 (red disc) and Fig.1.7 (blue triangle). From the results, L-Glutathione adsorption isotherm is linear Eq. (1.4a) whereas BSA isotherm has a Langmuir form Eq. (1.4b).

$$q = \alpha_{\text{glu}} C_b + \beta_{\text{glu}}$$ \text{ For L-Glutathione} \hspace{1cm} (1.4a)

$$q = \frac{q_{\text{BSA,max}} K_{\text{BSA}} C_b}{1 + K_{\text{BSA}} C_b}$$ \text{ For BSA} \hspace{1cm} (1.4b)

With $q$ the mass of protein adsorbed per membrane apparent surface unit ($\mu g \ cm^{-2}$), $C$ the bulk concentration (g L$^{-1}$), $\alpha_{\text{glu}}$ ($10^6 L cm^{-2}$), $\beta_{\text{glu}}$ ($\mu g \ cm^{-2}$) the linear equation constants for L-Glutathione, $q_{\text{BSA,max}}$ ($\mu g \ cm^{-2}$) and $K_{\text{BSA}}$ (L g$^{-1}$) the maximum apparent sorption capacity and the equilibrium constant for BSA sorption, respectively. Equations parameters are gathered in Table. 1.6.

In the range of the bulk concentrations studied, the mass of BSA adsorbed is larger than the one of L-Glutathione at the same bulk concentration. However the maximum sorption capacity for BSA is lower than the one L-Glutathione could reach at higher bulk concentrations, this tripeptide being still in a linear part of isotherm at the studied bulk concentrations. Considering the global active surface (taking into account the active, intermediate layers and the mechanical support) obtained with the intrusion mercury porosimetry method, a local adsorption law is calculated. The ratio between the active surface (cm$^2$) of each layer (AL and IL+MS) and the apparent surface (cm$^2$) are respectively 0.3cm$^2$ AL cm$^{-2}$ apparent and 1003.7 cm$^2$ IL+MS cm$^{-2}$ apparent. Global active surface ratio is 1004. The local adsorption of L-Glutathione and BSA are then described in Table.1.7. The methodology is the same as the one used for adsorption on active carbon for example [171]. These values are interesting because they could be used to evaluate the mass of protein involved in local fouling and simulate the progressive fouling of this porous media (not presented here).
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Table 1.6: Apparent adsorption laws on membrane A (mass of protein per unit of membrane active layer surface)

<table>
<thead>
<tr>
<th>Protein</th>
<th>Adsorption law</th>
<th>Experimental parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-Glutathione</td>
<td>$q = \alpha_{Glu}C + \beta_{Glu}$</td>
<td>$\alpha_{Glu} = 0.199 \times 10^{-3} m^2$</td>
</tr>
<tr>
<td>BSA</td>
<td>$q = \frac{q_{max}^{BSA}K_{BSA}C}{1+K_{BSA}C}$</td>
<td>$q_{max}^{BSA} = 7.5 gm^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta_{Glu} = 1.27 \times 10^{-3} gm^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K_{BSA} = 0.09 \times 10^{-3} m^3 g^{-1}$</td>
</tr>
</tbody>
</table>

Table 1.7: Local adsorption laws on membrane A (mass of protein per unit of accessible membrane active layer)

<table>
<thead>
<tr>
<th>Protein</th>
<th>Adsorption law</th>
<th>Experimental parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-Glutathione</td>
<td>$q^* = \alpha_{Glu}^<em>C + \beta_{Glu}^</em>$</td>
<td>$\alpha_{Glu}^* = 0.199 \times 10^{-6} m^2$</td>
</tr>
<tr>
<td>BSA</td>
<td>$q^* = \frac{q_{max}^{BSA}K_{BSA}^*C}{1+K_{BSA}^*C}$</td>
<td>$q_{max}^{BSA} = 7.5 gm^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta_{Glu}^* = 1.27 \times 10^{-6} gm^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K_{BSA}^* = 0.09 \times 10^{-3} m^3 g^{-1}$</td>
</tr>
</tbody>
</table>

Adsorption process in filtration module with TMP $\approx 0$ bar: Adsorption isotherms in the Rayflow filtration module with TMP approximately equal to zero were carried out during 24h; It should be pointed out that under these conditions, the intermediate layer and the mechanical support were not directly in contact with the protein solution. The crossflow velocity was set lower than filtration tests in order to facilitate the protein deposition to the membrane surface. Tangential average speed was 0.1 m s$^{-1}$. The influence of hydrodynamics was noticed: the protein accumulation on the membrane is not homogeneous. The highest amount of mass of adsorbed protein is measured in the center of the membrane, as described by Delaunay et al.[66].

Results of the adsorption isotherms in the filtration module are presented in Fig.1.6 (white disc) and Fig. 1.7 (white triangle). In the case of L-Glutathione, the data fit very well with the linear isotherm performed in static conditions. L-Glutathione is small enough to penetrate all the layers and adsorb on the membrane in the same manner as during tests in Erlenmeyers. In the case of BSA, the mass adsorbed is only 56% of the total mass adsorbed in the Erlenmeyer tests at the same bulk concentration. This can be explained by the fact that BSA has not access to the whole material as during the tests in Erlenmeyer. The BSA effective radius is equivalent to the pore diameter of the membrane at pH 7. The 56% represent only the fraction of protein adsorbed on the active layer and a small part that may have penetrated.
Adsorption during filtration at TMP $\approx 1$ bar: Filtrations in full recycling mode were carried out with membrane A, during 4 h with Glutathione concentrations at 6 g L$^{-1}$ or 6 h with BSA solutions at 3, 6, 7.5, 10 and 12 g L$^{-1}$. Adsorption results are presented in Fig. 1.6 (black disc) and Fig. 1.7 (black triangle). L-Glutathione adsorption during filtration of 6 g L$^{-1}$ solution fits completely with data from isotherms developed in the filtration system without TMP. Therefore, no effect of TMP is noticed. In the case of BSA, the large protein present an adsorbed mass in the same order of magnitude in the experiments at TMP $\approx 0$ bar and TMP $\approx 1$ bar. Nevertheless, measured values were lower than in static conditions (isotherm in Erlenmeyer). Additionally, in the range between 6 and 12 g L$^{-1}$, the maximum adsorbed amount of BSA is attained. As discussed in former paragraph, because of steric effect, a fraction of BSA is retained at the membrane surface, limiting the accumulation into the intermediate layer and the mechanical support. This can be due to pore blocking mechanisms. The convection can also limit the accumulation of BSA on the active layer, balancing the rise of TMP. Results can be compared to the literature (Table 1.1, Fig.1.7). It can be noticed that our results show the same order of magnitude of those obtained Herrero et al [99] on 0.1 µm microfiltration membranes. UF experiments show less adsorption, demonstrating the role of active layer pore diameter in the accumulation of protein (Table 1.1). It should also be pointed out that the difference in time scales between the adsorption isotherms (24 h) and filtration experiments (6 h) can effect the total adsorbed mass on the membrane surfaces. This latter is observed clearly in the case of BSA protein along with the steric hinderance of this protein.

In order to evaluate the impact of protein accumulation on the permeate flux reduction, experiments were carried out. Fig. 1.8 shows the evolution of the relative permeate flux ($J/J_w$) with time for one concentration of L-Glutathione and BSA in replicated assays. The repeatability of the assays have been verified Fig. 1.8. Values of the permeate flux are presented in Table. 1.8 and Table.1.9.
Figure 1.6: Isotherm adsorption of L-Glutathione (25°C) on membrane A in Erlenmeyers (red disc) and in filtration module (white disc) and L-Glutathione retained on membrane A during filtration (black disc)
Figure 1.7: Isotherm adsorption of BSA (25°C) on membrane A in Erlenmeyers (blue triangle) and in filtration module (white triangle) and BSA retained on membrane A during filtration (black triangle), compared to literature values obtained during filtration of BSA.
At the lowest feed concentration tested (4 g L\(^{-1}\)), L-Glutathione can improve the permeate flux (Fig. 1.9), suggesting that the membrane is more hydrophilic in the presence of this protein. On the contrary, BSA already generates 27\% of flux decline. At the highest concentration (12 g L\(^{-1}\)) tested, the flux decline is 18\% for L-Glutathione and 51\% for BSA. Mass adsorption of L-Glutathione is 271 µg cm\(^{-2}\) and 135 µg cm\(^{-2}\) for BSA (Fig. 1.6 and 1.7), but permeability is not impacted by L-Glutathione adsorption, on the contrary with BSA. L-Glutathione has probably access to a larger surface of adsorption due to its small size and its penetration into the material, even if it does not generate pore blocking. The strong link between relative flux \(J/J_w\) (measured after 180 min of filtration) and the mass of protein accumulated on membrane in the case of BSA is demonstrated in Fig. 1.10. This linear relation could not be generalized: The flux decline was not the same at all for L-Glutathione even with the same mass of protein accumulated on the membrane. The relative flux presented here are comparable with those described for BSA by Hashino et al. (0.65 for BSA at 0.05 g L\(^{-1}\), [95]) and Herrero et al. (0.45 for BSA at 1 gL\(^{-1}\) and 130µg cm\(^{-2}\),[99]).
3. RESULTS AND DISCUSSION

Figure 1.9: membrane A (KOCH) fouling with synthetic solutions of L-Glutathione or BSA at different concentrations (filtration at 1bar, 0,3 m s\(^{-1}\)): relative permeate flux corrected at \(20^\circ\)C versus time of filtration (min)

Figure 1.10: membrane A (KOCH) fouling with synthetic solutions of BSA at different concentrations (filtration at 1bar, 0,3 m s\(^{-1}\)): relative permeate flux corrected at \(20^\circ\)C versus mass of protein adsorbed on membrane.
Table 1.8: Membrane A (KOCH) filtered with synthetic solutions of L-Glutathione at different concentrations (filtration 1 bar, 0.3 ms$^{-1}$): new clean membrane water flux ($J_w$), permeate flux during filtration of protein solution ($J$), water flux with fouled membrane $J_{w-f}$, after 30 min of water rinsing $J_{w-r}$ and after 30 min of NaOH cleaning $J_{w-c}$

<table>
<thead>
<tr>
<th>$J_w$ Lh$^{-1}$m$^{-2}$, 20°C</th>
<th>4 gL$^{-1}$</th>
<th>6 gL$^{-1}$ (a)</th>
<th>6 gL$^{-1}$ (b)</th>
<th>6 gL$^{-1}$ (c)</th>
<th>6 gL$^{-1}$ (d)</th>
<th>12 gL$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$ (t=0 min) Lh$^{-1}$m$^{-2}$</td>
<td>104.4</td>
<td>158.2</td>
<td>143.5</td>
<td>190.1</td>
<td>142.49</td>
<td>213.7</td>
</tr>
<tr>
<td>$J$ (t=180 min) Lh$^{-1}$m$^{-2}$</td>
<td>98.5</td>
<td>157.6</td>
<td>145.2</td>
<td>183.9</td>
<td>137.9</td>
<td>183.9</td>
</tr>
<tr>
<td>$J_{w-f}$ with fouled membrane Lh$^{-1}$m$^{-2}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>183.9</td>
<td>137.9</td>
<td>-</td>
</tr>
<tr>
<td>$J_{w-r}$ after rinsing 30 min Lh$^{-1}$m$^{-2}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>183.9</td>
<td>137.9</td>
<td>-</td>
</tr>
<tr>
<td>$J_{w-c}$ after cleaning 30 min Lh$^{-1}$m$^{-2}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>183.9</td>
<td>137.9</td>
<td>-</td>
</tr>
</tbody>
</table>
3. RESULTS AND DISCUSSION

Table 1.9: Membrane A (KOCH) filtered with synthetic solutions of BSA at different concentrations (filtration 1 bar, 0.3 ms⁻¹): new clean membrane water flux ($J_w$), permeate flux during filtration of protein solution ($J$), water flux with fouled membrane $J_{w-f}$, after 30 min of water rinsing $J_{w-r}$ and after 30 min of NaOH cleaning $J_{w-c}$.

<table>
<thead>
<tr>
<th>$J_w$ Lh⁻¹ m⁻², 20°C</th>
<th>3 gL⁻¹</th>
<th>6 gL⁻¹</th>
<th>7.5 gL⁻¹ (a)</th>
<th>7.5 gL⁻¹ (b)</th>
<th>7.5 gL⁻¹ (c)</th>
<th>7.5 gL⁻¹ (d)</th>
<th>10 gL⁻¹</th>
<th>12 gL⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>J (t=0 min) Lh⁻¹ m⁻²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J (t=180 min) Lh⁻¹ m⁻²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$J_{w-f}$ with fouled membrane Lh⁻¹ m⁻²</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>98.5</td>
<td>76.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$J_{w-r}$ after rinsing 30 min Lh⁻¹ m⁻²</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>110.3</td>
<td>81.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$J_{w-c}$ after cleaning 30 min Lh⁻¹ m⁻²</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>119.9</td>
<td>95.1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1.10: Membrane A (KOCH) filtered with synthetic Solutions L-Glutathione (6 gL⁻¹) and BSA (7.5 gL⁻¹). Filtration at 1bar, 0.3 ms⁻¹. Mass of adsorbed protein on membrane after fouling (membrane b) and after cleaning (membrane c,d).

<table>
<thead>
<tr>
<th>Membrane</th>
<th>C (L-Glutathione) (gL⁻¹)</th>
<th>q (μg cm⁻²)</th>
<th>±Δq (μg cm⁻²)</th>
<th>C (BSA) (gL⁻¹)</th>
<th>q (μg cm⁻²)</th>
<th>±Δq (μg cm⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>6</td>
<td>118.2</td>
<td>34.2</td>
<td>7.5</td>
<td>123.6</td>
<td>14.2</td>
</tr>
<tr>
<td>c</td>
<td>6 (cleaned)</td>
<td>0</td>
<td>2.4</td>
<td>7.5 (cleaned)</td>
<td>54.7</td>
<td>8.4</td>
</tr>
<tr>
<td>d</td>
<td>6 (cleaned)</td>
<td>0</td>
<td>1.3</td>
<td>7.5 (cleaned)</td>
<td>13.1</td>
<td>3.4</td>
</tr>
</tbody>
</table>
In order to evaluate the fouling reversibility, a cleaning procedure was carried out. (See section 2.3). Flux decline with L-Glutathione is very low at 6 g L$^{-1}$ even if adsorption is measured (118.2 µg cm$^{-2}$). Rinsing with water and cleaning with NaOH have no major effect on this parameter even if that quantification of protein before and after cleaning shows that all accumulated L-Glutathione is removed (Table. 1.8 and 1.10). On the contrary, with BSA at 7.5 g L$^{-1}$, after 180 min of filtration, flux decline has reached 43-44%, with the same order of magnitude of protein adsorbed as L-Glutathione (123.6 µ g cm$^{-2}$) (Table. 1.9 and 1.10). When filtrating water instead of BSA solution with the fouled membrane, 31-33% of flux decline was observed. The difference of flux decline corresponds to the impact of polarization of concentration. After water rinsing, reversible fouling elimination leads to a flux decline of 23-29%. After cleaning with NaOH, 83-84% of the initial water flux is recovered after the elimination of 72% of the adsorbed protein. Attribution of the flux decline to concentration polarization, reversible fouling, cleanable fouling (which needs cleaning operations) and irreversible fouling is described in Fig. 1.11.

4 CONCLUSION

In this chapter the structure of two polyethersulfone microfiltration membranes was characterized by scanning electron microscopy, extended bubble point and mercury porosimetry. For both membranes three layers were identified (active layer, intermediate layer and mechanical support). The relative thickness of each layer has been identified by a combination of SEM images and ImageJ software. It can be concluded that despite the same
nature of the membrane’s composition, they presented different properties (pore diameter of active layer and structure of the intermediate layer). Pore diameters and porosity of active layer, porosity, pore distribution and active surface of global support were charac-
terized. One of these membranes (PES from KOCH) was used to study the fouling of a microfiltration module by two organic products: L-Glutathione and Bovine Serum Albumine. Static isotherm experiments showed a linear type adsorption for L-Glutathione and Langmuir type for BSA. Dynamic isotherm and filtration experiments confirmed the linear adsorption of L-Glutathione whereas BSA presented lower adsorption than in static tests, which can be result of steric exclusion of this large protein. Relative flux (J/Jw) was linearly related to the mass of BSA accumulated on membrane during filtration. Local adsorption laws could be deduced from membrane structure characterization (membrane active surface) and adsorption isotherms. Despite comparable values of protein accumulation on the membrane, BSA generate high fouling whereas L-Glutathione no impact of adsorption on permeability. Reversibility of the fouling was studied for L-Glutathione and BSA. L-Glutathione could be totally desorbed whereas, cleaning experiments with BSA showed the presence of polarization concentration, reversible fouling, cleanable fouling and irreversible fouling.
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List of symbols

- $\eta$ related to the bulk fluid
- $\gamma$ related to the fluid phase
- $\kappa$ related to the solid phase
- $\omega$ related to the membrane active layer
- $p$ related to the membrane porous structure
- $s$ related to the fluid-solid phase
- $a_{\gamma\kappa}$ specific surface area between $\gamma$, $\kappa$ phases, m$^{-1}$
- $A_{\kappa}$ interfacial area between $\gamma - \kappa$, m$^2$
- $b_{\gamma}$ closure variable used to represent the adsorptive source
- $b_\gamma$ vector used to represent $\tilde{p}_\gamma$, m$^{-1}$
- $B_\gamma$ second order tensor used to represent $\tilde{v}_\gamma$
- $c_{A\gamma}$ specific concentration of species $A$ in $\gamma$ phase, kgm$^{-3}$
- $c_{A\kappa}$ specific concentration of species $A$ in $\kappa$ phase, kgm$^{-3}$
- $\langle c_{A\gamma} \rangle$ superficial average concentration of species $A$ in $\gamma$ phase, kgm$^{-3}$
- $\langle c_{A\gamma} \rangle^{\gamma}$ intrinsic average concentration of species $A$ in $\gamma$ phase, kgm$^{-3}$
- $\tilde{c}_{A\gamma}$ spatial deviation concentration of species $A$ in $\gamma$ phase, kgm$^{-3}$
- $d_p$ characteristic pore size of the membrane, m
- $D_{\gamma}$ diffusivity of species $A$ in the $\gamma$ phase (water), m$^2$s
- $D^*$ effective dispersion tensor ($D_{\text{eff}} + D_{\text{dis}}$), m$^2$s
- $K_{\text{lan}}$ Langmuir adsorption constant for species $A$, m
- $K'_{\text{lan}}$ Langmuir adsorption constant for species $A$, m$^3$kg
- $K_{\text{lin}}$ linear adsorption constant for species $A$, m
- $K_{\gamma}$ permeability tensor, m$^2$
- $\ell_\gamma$ characteristic length scale for $\gamma$ phase, m
- $\ell_\kappa$ characteristic length scale for $\kappa$ phase, m
- $\ell_{mb}$ characteristic length scale of the membrane, m
- $\ell_\eta$ macroscopic length scale for $\eta$ phase (fluid), m
- $\ell_\omega$ macroscopic length scale for $\omega$ region (active layer), m
- $\ell_p$ macroscopic length scale for $p$ region (porous structure), m
- $L_{\varepsilon\gamma}$ characteristic length scale associated with $\varepsilon_\gamma$, m
- $M_A$ intrinsic molar mass of species $A$, kgmol$^{-1}$
- $n_{\gamma\kappa}$ - $n_{\kappa\gamma}$, unit normal vector from $\gamma$ phase to $\kappa$ phase
- $n_{\gamma\kappa} \cdot \mathbf{w}_{\gamma\kappa}$ displacement velocity at $\gamma - \kappa$ interface
\( p_\gamma \) \hspace{1cm} local pressure in the \( \gamma \) phase, Pa

\( \langle p_\gamma \rangle \) \hspace{1cm} superficial average pressure in the \( \gamma \) phase, Pa

\( \langle p_\gamma \rangle^\gamma \) \hspace{1cm} intrinsic average pressure in the \( \gamma \) phase, Pa

\( \tilde{p}_\gamma \) \hspace{1cm} spatial deviation of pressure in the \( \gamma \) phase, Pa

\( s_\gamma \) \hspace{1cm} vector field used to represent \( \tilde{c}_{A\gamma} \)

\( u \) \hspace{1cm} dimensionless vector used to represent the non-local diffusion

\( \mathbf{v}_{A\gamma} \) \hspace{1cm} velocity of species \( A \) in the \( \gamma \) phase, \( \text{ms}^{-1} \)

\( r_0 \) \hspace{1cm} radius of the averaging volume, m

\( \mathbf{v}_\gamma \) \hspace{1cm} velocity of the \( \gamma \) phase, \( \text{ms}^{-1} \)

\( \langle \mathbf{v}_\gamma \rangle \) \hspace{1cm} superficial velocity of the \( \gamma \) phase, \( \text{ms}^{-1} \)

\( \langle \mathbf{v}_\gamma \rangle^\gamma \) \hspace{1cm} intrinsic velocity of \( \gamma \) phase, \( \text{ms}^{-1} \)

\( \mathbf{\tilde{v}}_\gamma \) \hspace{1cm} spatial deviation velocity of the \( \gamma \) phase, \( \text{ms}^{-1} \)

**Greek letters**

\( \delta \) \hspace{1cm} 1 \( - \) \( \frac{\rho_A}{\rho}\), shrinkage parameter

\( \varepsilon_\gamma \) \hspace{1cm} volume fraction of the \( \gamma \) phase

\( \varepsilon_\kappa \) \hspace{1cm} volume fraction of the \( \kappa \) phase

\( \mu_\gamma \) \hspace{1cm} dynamic viscosity of the fluid (\( \gamma \)) phase, Pa.s

\( \rho_\gamma \) \hspace{1cm} mass density of the \( \gamma \) phase, \( \text{kgm}^{-3} \)

\( \langle \rho_\gamma \rangle \) \hspace{1cm} superficial mass density of the \( \gamma \) phase, \( \text{kgm}^{-3} \)

\( \langle \rho_\gamma \rangle^\gamma \) \hspace{1cm} intrinsic mass density of the \( \gamma \) phase, \( \text{kgm}^{-3} \)

\( \tilde{\rho}_\gamma \) \hspace{1cm} spatial deviation of mass density in the \( \gamma \) phase, \( \text{kgm}^{-3} \)

\( \tau_A^{\text{diff}} \) \hspace{1cm} characteristic time of diffusion transport, s

\( \tau_A^{\text{conv}} \) \hspace{1cm} characteristic time of convection transport, s

\( \tau_A^{\text{ads}} \) \hspace{1cm} characteristic time of adsorption, s
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1 INTRODUCTION

Membrane technology has received considerable interest in separation, purification and concentration of macromolecules such as proteins in different industrial fields. The principle is to separate components of a solution by application of a membrane filtration system with pressure gradient between two sides of the membrane as driving force. The membrane is a porous separator which lets small compounds like water to pass through in the permeate stream, whereas it retains larger molecules like proteins in the retentate. The tangential flow devices are less susceptible to fouling than dead-end filtration systems due to the sweeping effects and high shear rates of the passing flow. However membrane fouling still exists and leads to a decrease in performance with a loss in solvent permeability and modification in selectivity. Fouling is a common phenomenon observed in all industrial domains with chemical, environmental, pharmaceutical and biomedical applications. It is due to chemical (organic or mineral) and biological (biofilm formation) fouling and scale formation. Organic fouling is caused by the accumulation and consequent deposition of organic materials from the feed water such as humic substances, proteins, polysaccharides, surfactants etc. onto or within the membrane structure. The problem is multidisciplinary involving multiphysics (hydrodynamics, mass transport, physical chemistry), multiscale (molecules, membrane pores and membrane scales) and time dependent (microstructure, molecules-surface interactions). In this paper, fouling of microfiltration membranes by proteins is deepened and an upscaled model associated with protein adsorption to the membrane is proposed.

The main parameters that influence the behaviour of proteins during the filtration are pH, isoelectric point and ionic strength: the apparent net charge of the protein thus its hydration volume and apparent size, depend on the isoelectric point (IEP) of the molecule and the pH [62], [272]. It can be concluded from several studies that the protein adsorption is maximum at the IEP where protein is neutral in the aqueous solution[191]. The electrostatic interaction with membrane material depends on the pH (charge density of the protein and the membrane) and the ionic force of the solution. [62],[156],[207],[222],[223]. The surface charge density and hydrophobicity of the membrane depend also on membrane fouling and evolve with time.

In literature, the reduction of permeability versus time of filtration has been discussed as a function of different parameters: the intrinsic resistance of the membrane, the composition of the feed solution, the fouling mechanisms. Membrane pores are mostly represented as a package of cylindrical, non-intersecting, homogeneously distributed capillaries with uniform radius assuming (although in most of the cases this assumption is far from reality) and the solution o be treated is considered a Newtonian fluid with constant properties (density, viscosity) [49],[239]. For instance, concentration polarization in the diffusion layer caused by steric or electrostatic retention of some solutes adjacent to the membrane interface can be modeled by the film theory. In this model, there is an equilibrium between the convective transport from bulk to membrane surface, diffusive transport from membrane surface to bulk and diffusive transport from membrane side to
1. INTRODUCTION

the permeate side \([156],[271]\). In these models the permeate flux is dependent of solute concentration in bulk, membrane surface and permeate side and also the thickness of the boundary layer adjacent to the membrane Eq. (10). In this definition, \(D\) is the diffusion coefficient of solutes passing the membrane, \(v_p\) is the permeate velocity, \(C_p\) and \(C_b\) are the concentration of solutes at bulk and membrane surface respectively.

Another approach to predict the permeate flux is the series of resistances models based on the flow of solvent through several transport layers \([156],[74],[14]\). The series of resistances consist of progressive additional of membrane resistance due to fouling in which multiple mechanisms can be involved. The initial membrane resistance \(R_m\) depends on the mechanical and chemical properties like membrane thickness, composition, etc. When the membrane is applied to proteins separation, the accumulation and increase of proteins near the membrane surface gives an additional resistance due to concentration polarization \(R_{cp}\). Above the critical value of the concentration polarization, a gel-like cake forms on the top layer of the membrane and gives an extra resistance \(R_c\) to the solvent flows the membrane. Moreover the adsorption and/or blockage of solutes at the membrane interface gives another internal resistance referred as \(R_{in}\) Eq.(2.1). Depending on the filtration process operational conditions and solvent properties, these models can include some or all of these additional resistances. In most cases, determination of these resistance, depends highly on the experimental parameters and remains phenomenological.

\[
\text{Permeate flux} = \frac{\Delta P}{\mu (R_{\text{membrane}} + R_{\text{in}} + R_{\text{cp}} + R_{\text{cake}})}
\]

The models based on the blocking mechanisms predicting the permeate flow are also used to expiation the evolution of the flow with time\([39],[62],[98],[103]\). According to the assumptions taken in these models, membranes are blocked with four different mechanisms: complete blocking where it is assumed each particle blocks some pores without superposition of other particles; standard blocking in which each particle arriving to the membrane surface deposits into the internal pore walls and decreases the pore volume; intermediate blocking where particles can either deposit on other particles, or block directly some regions of the membrane surface; and finally cake filtration where particles locate directly on other particles already arrived to the membrane pores. In several studies, a combination of fouling models is used to evaluate the filtrate flow with time.

These mechanisms have been modeled using empirical or semi-empirical laws, based on macroscopic measurements. They often use global parameters difficult to link with physical laws.

The objective of this study is to build a new macroscopic model of membrane fouling based on local description of the physical problem. This first study will focus on the modeling of pore constriction generated by protein adsorption.

This is the first study where mass and momentum transport equations flowing through the membrane are modeled by upscaling methods. The models includes protein adsorption
to the membrane surface and consequent pore constringtion is caused by disposed protein layer to initial membrane structure. However, it should be indicated that we do not invest in specific protein-membrane electrostatic interactions neither the effects of membrane surface modification due to adsorption. The model predicts in particular the evolution of internal structure of the membrane by protein adsorption.

In the following sections, first we provide structural information of the membrane porous structure (layers with different length scales, mean pore size, permeability and porosity). For this purpose, the membranes have been characterized experimentally. The local (pore) scale problem accounting for mass and momentum transport equations for fluid phase with adsorption at solid interface are then given. The upscaled model is elaborated using the volume averaging method in which the development is based on classical continuum physics. The upscaled model provides the effective permeability and diffusivity which involve both local and structural information of the system. Finally macroscopic numerical simulation are run to evaluate the system performance qualitatively.

2 LOCAL DESCRIPTION OF THE MODEL

In this section, the governing mass and momentum equations with corresponding boundary conditions at the pore scale were determined. To have a better vision the membrane schema with different layers is shown in Fig. 2.1.

In the model we consider two phases: \( \kappa \) refers as solid phase (membrane), and \( \gamma \) referred as fluid phase (protein solution). When the fluid phase passes through the membrane, proteins are partly adsorbed on the membrane solid interface leading to complete pore blocking or reduction of membrane’s pore radius. Although the interactions between the proteins molecules and solid interface are extremely complex to be characterized thoroughly, the classic rules are used to model the adsorption which relate in general the equilibrium protein concentration of the liquid phase to the protein mass adsorbed to the solid surface. Among these rules, the linear, Langmuir and Freundlich laws are the most responding. In this work linear and Langmuir adsorption laws are used to model the adsorption of following model proteins including glutathione and (BSA).
2. LOCAL DESCRIPTION OF THE MODEL

As it has been shown in Fig. 2.1, the microfiltration membrane (purchased from KOCH society) is composed of three different layers: Two first layers are made of polyethersulfone (PES) and the mechanical support is composed of polyester (PS). The characteristic properties of each layer have been obtained. Experiments (capillary flow porometry with perfluoroothers and mercury) were combined with classical equations of the porous media (Kozeny-Carman). Let us just recall that Kozeny-Carman is used to describe the porous structures composed of regular cylinder or sphere solids Eq. (2.2). It is obvious that the real membrane structure is more complex than regular pores, however it is used to provide a first approximation in order to make estimations for the simplification of the
theoretical analysis developed in this chapter.

\[ K = \frac{(d_p^2 \times \varepsilon^3)}{180 \times (1 - \varepsilon)^2} \]  

(2.2)

Where \( K, \varepsilon, d_p \) are respectively permeability (\( m^2 \)), porosity and mean pore size (m) of the porous media.

The membrane overall permeability has been measured for different membrane sheets by passing milliQ water through the membrane in a range of transmembrane pressure (from 0.5-1.5 bar). The range of values is between \( (5 \times 10^{-17} \text{ and } 2.5 \times 10^{-16} \text{ m}^2) \).

The results of membrane characterization (SEM images combined with image analysis by ImageJ and porosimetry) provides structural information of the membrane layers and results are shown in Table 2.1.

<table>
<thead>
<tr>
<th>Membrane layer</th>
<th>Pore/fiber size (( \mu )m)</th>
<th>Thickness (( \mu )m)</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane</td>
<td>-</td>
<td>215±2</td>
<td>68.3 % (Mercury porosimetry)</td>
</tr>
<tr>
<td>Active layer</td>
<td>0.39-0.6 (Perfluoethers</td>
<td>0.1-3* (SEM)</td>
<td>30-40% (SEM image analysis)</td>
</tr>
<tr>
<td></td>
<td>porometry)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate layer</td>
<td>0.4-4 (Mercury porosimetry)</td>
<td>95-105 (SEM)</td>
<td>-**</td>
</tr>
<tr>
<td>Mechanical support</td>
<td>&gt; 40 (Mercury porosimetry)</td>
<td>110-120 (SEM)</td>
<td>-**</td>
</tr>
</tbody>
</table>

*: Determination of the membrane’s active layer thickness is relatively a difficult task, and is generally estimated between hundreds of nm to a few \( \mu \)m.

-**: The porosity intermediate and mechanical support could not have been characterized separately.

If one estimates the permeability of the membrane’s active layer with Eq. (2.2), the values are between \( 4 \times 10^{-17} \) and \( 3 \times 10^{-16} \text{ m}^2 \) with porosity of 30-40% and mean pore size of 0.39-0.6 \( \mu \)m. On the other side, the value of mean pore size of the intermediate layer and mechanical support together has been calculated from mercury porosimetry and reported as 0.894 \( \mu \)m (See chapter 1, section 3.1). If one uses these values with corresponding porosity of 68.3% the relative permeability of these layers together can be estimated around \( 1.4 \times 10^{-14} \text{ m}^2 \). Thus, it can be concluded that the active layer represents mainly the membrane selectivity for solute passage in the filtration process. Therefore as first modeling approach, we develop a model of a very thin porous active membrane layer Fig.2.1. The adsorption phenomenon is supposed to be homogenous.
with the membrane active layer. The membrane is a rigid solid phase and is not subject to dilatation. Adsorption occurs only at the solid interface and there is no diffusion of adsorb proteins inside the solid phase. Finally, it is assumed that there is no diffusion of adsorb proteins inside the solid phase. Let us consider first mass and momentum governing equations at the pore scale and consider the following assumptions for the fluid phase flowing through the membrane:

- The proteins concentration is of a few g/l (or kg/m^3). Taking into account the intrinsic density of the solvant (about 10^3 kg/m^3 for pure water) and the intrinsic molar mass of each protein (0.307 kg/mol for L-glutathione and 66 kg/mol for BSA), the proteins are diluted in the solution. The specific density of the solution can then be assumed to be constant: \( \rho_\gamma \approx \text{cst} \approx 10^3 \text{ kg/m}^3 \).

- The pressure difference through the membrane is taken to 1 bar = 10^5 Pa.

- Variations of temperature and pressure during membrane filtration are neglected.

- Viscosity of the solution is assumed to be constant [170].

In the following sections, the local conservation equations (for the fluid phase) are up-scaled using the volume averaging method.

### 2.2 Pore Scale Conservation Equations

#### 2.2.1 For \( \kappa \)-Phase (Solid)

For the solid phase, mass conservation can be written

\[
\frac{\partial \rho_\kappa}{\partial t} + \nabla \cdot (\rho_\kappa \mathbf{v}_\kappa) = 0
\]

The solid phase is assumed to be rigid and still (\( \mathbf{v}_\kappa = 0 \)) and then

\[
\frac{\partial \rho_\kappa}{\partial t} = 0
\]

#### 2.2.2 For \( \gamma \)-Phase (Fluid)

The mass conservation equation for the fluid phase containing diluted species \( A \) is given by

\[
\frac{\partial \rho_\gamma}{\partial t} + \nabla \cdot (\rho_\gamma \mathbf{v}_\gamma) = 0
\]

With the assumption that the density \( \rho_\gamma \) of the \( \gamma \)-phase is a constant, we get

\[
\nabla \cdot \mathbf{v}_\gamma = 0
\]
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The momentum equation for the fluid phase is given by the transient Stokes equation. Indeed, in the present application, the pore Reynolds number has been estimated very small compared to unity so justifying the use of the Stokes equation instead of the Navier-Stokes equation. Moreover the gravity body force has been neglected compared to the pressure gradient \( \rho g \approx 10^4 \text{ Pa/m} \ll \Delta P / l_{mb} \approx 5 \times 10^8 \text{ Pa/m} \). This momentum equation is given by

\[
\frac{\partial (\rho \gamma v_\gamma)}{\partial t} = -\nabla p_\gamma + \mu \gamma \nabla^2 v_\gamma \tag{2.7}
\]

The conservation equation of species \( A \) in the fluid phase takes the form

\[
\frac{\partial c_{A\gamma}}{\partial t} + \nabla \cdot (c_{A\gamma} v_\gamma) = \nabla \cdot \left( D_\gamma \nabla c_{A\gamma} \right) \tag{2.8}
\]

where \( D_\gamma \) is the diffusion coefficient of species \( A \) and \( c_{A\gamma} \) is the specific concentration of species \( A \). Fick’s law is valid because species \( A \) is diluted in the solution.

2.3 PORE SCALE BOUNDARY CONDITIONS

2.3.1 MASS OF SPECIES

Based on the jump condition detailed by [185, 254, 255], the boundary condition at the fluid-solid interface considering adsorption is

\[
c_{A\gamma} (v_{A\gamma} - w_{\gamma\kappa}) \cdot n_{\gamma\kappa} = \frac{\partial c_{A\kappa}}{\partial t} \quad \text{at } A_{\gamma\kappa} \tag{2.9}
\]

where \( c_{A\gamma} v_{A\gamma} = c_{A\gamma} \left( v_{dA\gamma}^\gamma + v_\gamma \right) = -D_\gamma \nabla c_{A\gamma} + c_{A\gamma} v_\gamma \) takes into account both diffusion and convection. At the interface \( A_{\gamma\kappa} \), proteins (species \( A \)) in fluid phase \( \gamma \) are partly adsorbed and the adsorption process can be described by different models, usually depending on the bulk protein concentration. As a consequence, Eq. (2.9) can be expressed as

\[
-D_\gamma \nabla c_{A\gamma} \cdot n_{\gamma\kappa} + c_{A\gamma} \left( v_\gamma - w_{\gamma\kappa} \right) \cdot n_{\gamma\kappa} = \frac{\partial}{\partial t} \left[ f(c_{A\gamma}) \right] \quad \text{at } A_{\gamma\kappa} \tag{2.10}
\]

where \( c_{A\kappa} = f(c_{A\gamma}) \) and \( f \) is the adsorption function for species \( A \), which is an adsorbed mass per unit area of the interface \( A_{\gamma\kappa} \).

2.3.2 TOTAL MASS

Writing, on the fluid side, that the mass flux of solvant (water) through the \( A_{\gamma\kappa} \) interface is null and summing with Eq. (2.9) leads to

\[
\rho_\gamma (v_\gamma - w_{\gamma\kappa}) \cdot n_{\gamma\kappa} = \frac{\partial}{\partial t} \left[ f(c_{A\gamma}) \right] \quad \text{at } A_{\gamma\kappa} \tag{2.11}
\]
Moreover, the intrinsic density of the solid phase is very close to the intrinsic density of species $A$ ($\rho_\kappa \approx \rho_{\text{glu}} \approx \rho_{\text{BSA}} \approx 1.35 \times 10^3$ kg/m$^3$). From the point of view of mass, it can be assumed that the solid phase is made of species $A$ only. Therefore, the mass of species $A$ that is lost by the fluid forms a new part of the solid phase and

$$\rho_\gamma (v_\gamma - w_\gamma) \cdot n_\gamma \approx \rho_A (-w_\gamma) \cdot n_\gamma \quad \text{at } A_\gamma$$  \hspace{1cm} (2.12)

where $\rho_A$ is the intrinsic density of species $A$.

### 2.3.3 Boundary conditions

Combining boundary conditions (2.10), (2.11) and (2.12), the following set of relations can be obtained

$$w_\gamma \cdot n_\gamma = -\frac{1}{\rho_A} \frac{\partial}{\partial t} \left[ f(c_{A\gamma}) \right] \quad \text{at } A_\gamma$$  \hspace{1cm} (2.13a)

$$v_\gamma \cdot n_\gamma = \delta (w_\gamma \cdot n_\gamma) = \left( \frac{1}{\rho_\gamma} - \frac{1}{\rho_A} \right) \frac{\partial}{\partial t} \left[ f(c_{A\gamma}) \right] \quad \text{at } A_\gamma$$  \hspace{1cm} (2.13b)

$$(v_\gamma - w_\gamma) \cdot n_\gamma = (\delta - 1) (w_\gamma \cdot n_\gamma) = \frac{1}{\rho_\gamma} \frac{\partial}{\partial t} \left[ f(c_{A\gamma}) \right] \quad \text{at } A_\gamma$$  \hspace{1cm} (2.13c)

$$-\nabla_{\gamma} c_{A\gamma} \cdot n_\gamma = \rho_A \left( \frac{c_{A\gamma}}{\rho_\gamma} - 1 \right) (w_\gamma \cdot n_\gamma) \approx \frac{\partial}{\partial t} \left[ f(c_{A\gamma}) \right] \quad \text{at } A_\gamma$$  \hspace{1cm} (2.13d)

where $\delta = 1 - \frac{\rho_A}{\rho_\gamma} \approx -0.35$. For the last relation, dilution of species $A$ in the solution was used to say that $c_{A\gamma} \ll \rho_\gamma$. Finally, and whatever the phenomena in the normal direction, the no-slip condition for velocity at $A_\gamma$ holds: in this case, the component of $v_\gamma$ tangent to the interface is null because the solid is rigid and still.

### 2.4 Pore scale characteristic times

#### 2.4.1 Literal expressions

Estimation of characteristic times of each transport phenomenon (diffusion, convection and adsorption) can give a better vision of the dominant transport mechanisms and the possibility to neglect one in comparison to the other one. The characteristic time of diffusion of species $A$ in a pore is given by

$$\frac{D_{AB}}{\ell_\gamma^2} \tau_{\text{diff}}^A = 1 \implies \tau_{\text{diff}}^A = \frac{\ell_\gamma^2}{\nabla_{\gamma}}$$  \hspace{1cm} (2.14)

where $\ell_\gamma$ is a typical pore size.
The characteristic time of convection of species $A$ in a pore can be deduced from Eq. (2.8)

$$\left| \frac{\partial c_{A\gamma}}{\partial t} \right| = O \left( |v_{\gamma}, \nabla c_{A\gamma}| \right) \implies \tau_{A conv} = \frac{\ell_{\gamma}}{v_{\gamma}} \quad (2.15)$$

The characteristic time of adsorption depends on the adsorption law for each protein. It can be deduced that

$$-D_{AB} \nabla c_{A\gamma} \cdot n_{\gamma\kappa} = O \left( \frac{\partial}{\partial t} [f(c_{A\gamma})] \right) \text{ at } A_{\gamma\kappa} \quad (2.16)$$

For a linear law, $f_{lin}(c_{A\gamma}) = K_{lin}c_{A\gamma}$ and thus

$$\tau_{lin}^{ads} = \frac{\ell_{\gamma}}{D_{\gamma}} K_{lin} \quad (2.17)$$

For a Langmuir law, $f_{lan}(c_{A\gamma}) = \frac{K_{lan}c_{A\gamma}}{1 + K'_{lan}c_{A\gamma}}$ and thus

$$\tau_{lan}^{ads} = \frac{\ell_{\gamma}}{D_{\gamma}} \frac{K_{lan}}{1 + K'_{lan}c_{A\gamma}} \quad (2.18)$$

Here we remind that in several experimental studies, the Langmuir adsorption isotherms is expressed as follows:

$$q = \frac{q_{max} K_A C_A}{1 + K_A C_A} \quad (2.19)$$

Where $q$ is the species concentration at interface, $q_{max}$ is the maximum sorption capacity and $K_A$ is the half saturation constant (See Chapter 1).

### 2.4.2 APPLICATION TO L-GLUTATHIONE AND BSA

For the membrane used in this work the the mean pore size bass been measured $\ell_{\gamma} \sim 0.6 \approx \mu m$. The pore scale diffusion coefficients of L-glutathione and BSA are calculated from the Stokes-Einstein equation, $D_\gamma(glut) = 5.40 \times 10^{-10}$ m$^2$/s and $D_\gamma(BSA) = 9.04 \times 10^{-11}$ m$^2$/s. Hence, the characteristic diffusion times for both protein can be estimated as $\tau_{diff}^{glu} \approx 7 \times 10^{-4}$ s and $\tau_{diff}^{BSA} \approx 3 \times 10^{-3}$ s.

The average velocity in the pores is estimated to $10^{-5}$ m/s from experiments, leading to $\tau_{A conv} \approx 6 \times 10^{-2}$ s. Let us note that the characteristic times of diffusion and convection have comparable order of magnitude and therefore both diffusion and convection have to be accounted for in the analysis.

For L-glutathione, a linear adsorption isotherm was found experimentally whereas and for BSA, a Langmuir isotherm has been observed. The adsorption characteristic time varies then between $10^{-4}$ and $10^{-3}$ s for protein solutions, which is of the same order of magnitude than the other phenomena.
3 UPSCALING

Let us consider a schematic membrane and an associated Representative Elementary Volume (REV) where the different scales of the system are described (Fig. 2.2).

Figure 2.2: Representative Elementary Volume with fluid and solid phases and unit normal vectors

Let us recall that the superficial average of any function associated with the $\gamma$-phase is defined by [255]

$$\langle \Psi_\gamma \rangle = \frac{1}{V} \int_{V_\gamma(t)} \Psi_\gamma dV \quad (2.20)$$

while the intrinsic average takes the form

$$\langle \Psi_\gamma \rangle^\gamma = \frac{1}{V_\gamma(t)} \int_{V_\gamma(t)} \Psi_\gamma dV \quad (2.21)$$

These two averages being related by

$$\langle \Psi_\gamma \rangle = \varepsilon_\gamma \langle \Psi_\gamma \rangle^\gamma \quad (2.22)$$
Note that these averages make sense if the different scales of the system satisfy the scale separation given by $\ell_\gamma \ll r_0 \ll \ell_{mb}$. The upscaling procedure for the derivation of average governing transport equations requires the three following theorems (Howes and Whitaker, 1985)

\[
\langle \nabla \Psi_\gamma \rangle = \nabla \langle \Psi_\gamma \rangle + \frac{1}{V} \int_{A_{\gamma\kappa}} n_{\gamma\kappa} \Psi_\gamma dS \quad (2.23)
\]

\[
\langle \nabla \cdot \Psi_\gamma \rangle = \nabla \cdot \langle \Psi_\gamma \rangle + \frac{1}{V} \int_{A_{\gamma\kappa}} n_{\gamma\kappa} \cdot \Psi_\gamma dS \quad (2.24)
\]

\[
\langle \frac{\partial \Psi_\gamma}{\partial t} \rangle = \frac{\partial}{\partial t} \langle \Psi_\gamma \rangle - \frac{1}{V} \int_{A_{\gamma\kappa}} (n_{\gamma\kappa} \cdot w_{\gamma\kappa}) \Psi_\gamma dS \quad (2.25)
\]

where $w_{\gamma\kappa}$ is the interfacial velocity of $A_{\gamma\kappa}$.

### 3.1 AVERAGE MASS CONSERVATION

#### 3.1.1 For $\kappa$-phase (solid)

Taking the average of the mass conservation equation in the $\kappa$-phase, Eq. (2.4), gives

\[
\frac{\partial}{\partial t} (\varepsilon_\kappa \langle \rho_\kappa \rangle^\kappa) - \frac{1}{V} \int_{A_{\gamma\kappa}} (n_{\kappa\gamma} \cdot w_{\kappa\gamma}) \rho_\kappa dA = 0 \quad (2.26)
\]

The solid density is a constant and then

\[
\frac{\partial \varepsilon_\gamma}{\partial t} = - \frac{\partial \varepsilon_\kappa}{\partial t} = \frac{1}{V} \int_{A_{\gamma\kappa}} n_{\gamma\kappa} \cdot w_{\gamma\kappa} dA \quad (2.27)
\]

where we used the fact that $\varepsilon_\gamma + \varepsilon_\kappa = 1$.

#### 3.1.2 For $\gamma$-phase (fluid)

Applying the averaging operator to the mass conservation equation in the $\gamma$-phase, Eq. (2.6) leads to

\[
\nabla \cdot \langle v_\gamma \rangle = - \frac{1}{V} \int_{A_{\gamma\kappa}} n_{\gamma\kappa} \cdot v_\gamma dA \quad (2.28)
\]

### 3.2 AVERAGE MOMENTUM CONSERVATION

The average of Eq. (2.7) gives

\[
\langle \frac{\partial \langle \rho_\gamma v_\gamma \rangle}{\partial t} \rangle = - \langle \nabla p_\gamma \rangle + \langle \mu_\gamma \nabla^2 v_\gamma \rangle \quad (2.29)
\]
Folllowing Bousquet-Melou et al., [29], we first develop each term of the above equation before providing the full averaged momentum equation.

3.2.1 ACCUMULATION TERM

Since the density has been assumed to be constant, the averaged accumulation term takes the form

\[ \langle \frac{\partial (\rho_{\gamma} v_{\gamma})}{\partial t} \rangle = \frac{\partial (\rho_{\gamma} \varepsilon_{\gamma} \langle v_{\gamma} \rangle)}{\partial t} - \frac{1}{V} \int_{A_{\gamma_n}} (n_{\gamma\kappa} \cdot w_{\gamma\kappa}) \rho_{\gamma} v_{\gamma} dA \]  

(2.30)

or

\[ \langle \frac{\partial (\rho_{\gamma} v_{\gamma})}{\partial t} \rangle = \varepsilon_{\gamma} \rho_{\gamma} \frac{\partial \langle v_{\gamma} \rangle}{\partial t} + \frac{\partial \varepsilon_{\gamma}}{\partial t} \rho_{\gamma} \langle v_{\gamma} \rangle - \frac{1}{V} \int_{A_{\gamma_n}} (n_{\gamma\kappa} \cdot w_{\gamma\kappa}) \rho_{\gamma} v_{\gamma} dA \]  

(2.31)

3.2.2 PRESSURE TERM

The average form of the pressure term is

\[ \langle \nabla p_{\gamma} \rangle = \nabla (\varepsilon_{\gamma} \langle p_{\gamma} \rangle)^\gamma) + \frac{1}{V} \int_{A_{\gamma_n}} n_{\gamma\kappa} p_{\gamma} dA \]  

(2.32)

Using the Gray decomposition and a length scale constraint to take \( \langle p_{\gamma} \rangle^\gamma \) out of the integral, it can be written

\[ \frac{1}{V} \int_{A_{\gamma_n}} n_{\gamma\kappa} p_{\gamma} dA = - (\nabla \varepsilon_{\gamma}) \langle p_{\gamma} \rangle^\gamma) + \frac{1}{V} \int_{A_{\gamma_n}} n_{\gamma\kappa} \bar{p}_{\gamma} dA \]  

(2.33)

and therefore the average pressure term is given by

\[ - \langle \nabla p_{\gamma} \rangle = -\varepsilon_{\gamma} \nabla \langle p_{\gamma} \rangle^\gamma - \frac{1}{V} \int_{A_{\gamma_n}} n_{\gamma\kappa} \bar{p}_{\gamma} dA \]  

(2.34)

3.2.3 DIFFUSION TERM

The averaged viscous term, assuming constant liquid viscosity, is given by

\[ \langle \mu_{\gamma} \nabla^2 v_{\gamma} \rangle = \mu_{\gamma} \nabla^2 (\varepsilon_{\gamma} \langle v_{\gamma} \rangle)^\gamma) + \frac{1}{V} \int_{A_{\gamma_n}} n_{\gamma\kappa} \cdot (\mu_{\gamma} \nabla v_{\gamma}) dA \]

\[ + \mu_{\gamma} \nabla \left( \frac{1}{V} \int_{A_{\gamma_n}} n_{\gamma\kappa} v_{\gamma} dA \right) \]  

(2.35)

If there was no-slip and no-penetration at \( A_{\gamma\kappa} \), the last area integral would disappear. However, for now, the interfacial velocity is non zero. Using the Gray decomposition of
velocity in the last term of Eq. (2.35) provides

\[ \frac{1}{V} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \cdot (\mu_{\gamma} \nabla \mathbf{v}_{\gamma}) dA \]

\[ \approx -\mu_{\gamma} (\nabla \varepsilon_{\gamma}) \cdot (\nabla \langle \mathbf{v}_{\gamma} \rangle^\gamma) + \frac{1}{V} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \cdot (\mu_{\gamma} \nabla \mathbf{v}_{\gamma}) dA \] (2.36)

and then

\[ \langle \mu_{\gamma} \nabla^2 \mathbf{v}_{\gamma} \rangle = \mu_{\gamma} \nabla^2 (\varepsilon_{\gamma} \langle \mathbf{v}_{\gamma} \rangle^\gamma) - \mu_{\gamma} (\nabla \varepsilon_{\gamma}) \cdot (\nabla \langle \mathbf{v}_{\gamma} \rangle^\gamma) \]

\[ + \frac{1}{V} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \cdot (\mu_{\gamma} \nabla \mathbf{v}_{\gamma}) dA + \mu_{\gamma} \nabla \cdot \left( \frac{1}{V} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \mathbf{v}_{\gamma} dA \right) \] (2.37)

Finally, writing

\[ \mu_{\gamma} \nabla^2 (\varepsilon_{\gamma} \langle \mathbf{v}_{\gamma} \rangle^\gamma) = \varepsilon_{\gamma} \mu_{\gamma} \nabla^2 \langle \mathbf{v}_{\gamma} \rangle^\gamma + \mu_{\gamma} (\nabla \varepsilon_{\gamma}) \cdot (\nabla \langle \mathbf{v}_{\gamma} \rangle^\gamma) \]

\[ + \mu_{\gamma} \nabla \cdot [(\nabla \varepsilon_{\gamma}) \langle \mathbf{v}_{\gamma} \rangle^\gamma] \] (2.38)

we get

\[ \langle \mu_{\gamma} \nabla^2 \mathbf{v}_{\gamma} \rangle = \varepsilon_{\gamma} \mu_{\gamma} \nabla^2 \langle \mathbf{v}_{\gamma} \rangle^\gamma + \mu_{\gamma} \nabla \cdot [(\nabla \varepsilon_{\gamma}) \langle \mathbf{v}_{\gamma} \rangle^\gamma] + \frac{1}{V} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \cdot (\mu_{\gamma} \nabla \mathbf{v}_{\gamma}) dA \]

\[ + \mu_{\gamma} \nabla \cdot \left( \frac{1}{V} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \mathbf{v}_{\gamma} dA \right) \] (2.39)

### 3.2.4 Non-closed equation

Finally, combination of Eqs. (2.31), (2.34), (2.39) leads to the non-closed average momentum equation for the fluid flow through the porous membrane

\[ \varepsilon_{\gamma} \rho_{\gamma} \frac{\partial \langle \mathbf{v}_{\gamma} \rangle^\gamma}{\partial t} + \rho_{\gamma} \langle \mathbf{v}_{\gamma} \rangle^\gamma \frac{\partial \varepsilon_{\gamma}}{\partial t} \]

\[ = -\varepsilon_{\gamma} \nabla \langle p_{\gamma} \rangle^\gamma + \varepsilon_{\gamma} \mu_{\gamma} \nabla^2 \langle \mathbf{v}_{\gamma} \rangle^\gamma + \mu_{\gamma} \nabla \cdot [(\nabla \varepsilon_{\gamma}) \langle \mathbf{v}_{\gamma} \rangle^\gamma] \]

\[ + \frac{1}{V} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \cdot (-\mathbf{I} \dot{\rho}_{\gamma} + \mu_{\gamma} \nabla \mathbf{v}_{\gamma}) dA + \mu_{\gamma} \nabla \cdot \left( \frac{1}{V} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \mathbf{v}_{\gamma} dA \right) \]

\[ + \frac{1}{V} \int_{A_{\gamma}} \left( \mathbf{n}_{\gamma} \cdot \mathbf{w}_{\gamma} \right) \rho_{\gamma} \mathbf{v}_{\gamma} dA \] (2.40)

The originality of the non-closed averaged form of momentum transport is that it explicitly involves the time evolution of the membrane porosity due to adsorption. This additional term depends on the adsorption law of the protein.
3. UPSCALING

3.3 AVERAGE SPECIES CONSERVATION

The average of Eq. (2.8) is the sum of the averaged of each terms of the pore scale species conservation equation

\[
\left\langle \frac{\partial c_{A\gamma}}{\partial t} \right\rangle + \left\langle \nabla \cdot (c_{A\gamma} \mathbf{v}_\gamma) \right\rangle = \left\langle \nabla \cdot (\mathcal{D}_{\gamma} \nabla c_{A\gamma}) \right\rangle
\]  

(2.41)

As previously, each term of Eq. (2.41) is averaged separately.

3.3.1 ACCUMULATION TERM

Using the general transport theorem, the accumulation term of Eq. (2.41) becomes

\[
\left\langle \frac{\partial c_{A\gamma}}{\partial t} \right\rangle = \varepsilon_{\gamma} \frac{\partial \langle c_{A\gamma} \rangle^\gamma}{\partial t} - \frac{1}{V} \int_{A_{\gamma\kappa}} (\mathbf{n}_{\gamma\kappa} \cdot \mathbf{w}_{\gamma\kappa}) \tilde{c}_{A\gamma} dA
\]  

(2.42)

after using Gray decomposition on concentration and Eq. (2.27).

3.3.2 CONVECTION TERM

Using the spatial averaging theorem, the convective term of Eq. (2.41) becomes

\[
\left\langle \nabla \cdot (c_{A\gamma} \mathbf{v}_\gamma) \right\rangle = \nabla \cdot \langle c_{A\gamma} \mathbf{v}_\gamma \rangle + \frac{1}{V} \int_{A_{\gamma\kappa}} (\mathbf{n}_{\gamma\kappa} \cdot \mathbf{v}_\gamma) c_{A\gamma} dA
\]  

(2.43)

Following the same steps as for the average momentum transport equation, we obtain the final expression of the convection term

\[
\left\langle \nabla \cdot (c_{A\gamma} \mathbf{v}_\gamma) \right\rangle = \varepsilon_{\gamma} \langle \mathbf{v}_\gamma \rangle^{\gamma} \cdot \nabla \langle c_{A\gamma} \rangle^\gamma + \nabla \cdot \langle \tilde{c}_{A\gamma} \mathbf{v}_\gamma \rangle \\
+ \frac{1}{V} \int_{A_{\gamma\kappa}} (\mathbf{n}_{\gamma\kappa} \cdot \mathbf{v}_\gamma) \tilde{c}_{A\gamma} dA
\]  

(2.44)

3.3.3 DIFFUSION TERM

For conciseness, all the details regarding the classical averaging of the diffusion term are not repeated here. For more details, the reader is invited to consult the reference [255]. The diffusion term can therefore be written

\[
\left\langle \nabla \cdot (\mathcal{D}_{\gamma} \nabla c_{A\gamma}) \right\rangle = \varepsilon_{\gamma} \nabla \cdot (\mathcal{D}_{\gamma} \nabla \langle c_{A\gamma} \rangle^\gamma) + (\nabla \varepsilon_{\gamma} \cdot (\mathcal{D}_{\gamma} \nabla \langle c_{A\gamma} \rangle^\gamma)) \\
+ \nabla \cdot \left( \frac{\mathcal{D}_{\gamma}}{V} \int_{A_{\gamma\kappa}} \mathbf{n}_{\gamma\kappa} \tilde{c}_{A\gamma} dA \right) - \frac{1}{V} \int_{A_{\gamma\kappa}} \mathbf{n}_{\gamma\kappa} \cdot (-\mathcal{D}_{\gamma} \nabla c_{A\gamma}) dA
\]  

(2.45)
3.3.4 Non-closed equation

Finally, the non-closed species conservation takes the form

$$\frac{\partial \langle c_A \rangle}{\partial t} + \langle v_\gamma \rangle \cdot \nabla \langle c_A \rangle = \nabla \cdot (\mathcal{D}_\gamma \nabla \langle c_A \rangle)$$

$$+ \varepsilon_\gamma^{-1} \nabla \cdot \left( \frac{\mathcal{D}_\gamma}{V} \int_{A_{\gamma \kappa}} n_{\gamma \kappa} \tilde{c}_A dA \right) + \varepsilon_\gamma^{-1} \left( \nabla \varepsilon_\gamma \cdot (\mathcal{D}_\gamma \nabla \langle c_A \rangle) \right)$$

$$- \varepsilon_\gamma^{-1} \nabla \cdot \langle \tilde{v}_\gamma \tilde{c}_A \rangle - \frac{1}{V_\gamma} \int_{A_{\gamma \kappa}} n_{\gamma \kappa} \cdot [-\mathcal{D}_\gamma \nabla c_A + (v_\gamma - w_{\gamma \kappa}) \tilde{c}_A] dA \tag{2.46}$$

The set of non-closed averaged conservation equations obtained involve numerous deviation terms. In the next section, additional considerations and assumptions are formulated to simplify these equations in order to derive associated closure problems whose solutions are related to the effective transport properties of the closed system.

4 Simplifications

4.1 Small pore scale growth velocity

According to [29], the processes involving a change of the porous microstructure due to phase change or chemical / biological reactions, can generally be modeled considering that the growth velocity of the solid phase is small compared to the average fluid velocity in the direction normal to the interface

$$|w_{\gamma \kappa} \cdot n_{\gamma \kappa}| \ll |\langle v_\gamma \rangle \cdot n_{\gamma \kappa}| \quad \text{at } A_{\gamma \kappa} \tag{2.47}$$

The authors were interested in dendritic solidification but this observation is still relevant in the present context of adsorption.

4.2 Simplified form of pore scale boundary conditions

Eq. (2.13b) becomes

$$\tilde{v}_\gamma \cdot n_{\gamma \kappa} = \delta (w_{\gamma \kappa} \cdot n_{\gamma \kappa}) - \langle v_\gamma \rangle \cdot n_{\gamma \kappa} \quad \text{at } A_{\gamma \kappa} \tag{2.48}$$

and then, with Eq. (2.47) and $|\delta| < 1$,

$$\tilde{v}_\gamma \cdot n_{\gamma \kappa} \approx - \langle v_\gamma \rangle \cdot n_{\gamma \kappa} \quad \text{at } A_{\gamma \kappa} \tag{2.49}$$
This is a non-penetration condition. Associated to the no-slip condition, it gives

\[ \mathbf{v}_\gamma \approx 0 \quad \text{at } A_{\gamma \kappa} \]  

(2.50)

It must be kept in mind that \(|w_{\gamma \kappa} \cdot \mathbf{n}_{\gamma \kappa}|\) is small compared to \(|\langle \mathbf{v}_\gamma \rangle \cdot \mathbf{n}_{\gamma \kappa}|\) but not null (otherwise, there would not be any adsorption).

Taking into account these considerations, the pore scale relations (2.13a), (2.13b), (2.13c) and (2.13d) leads to

\[ w_{\gamma \kappa} \cdot \mathbf{n}_{\gamma \kappa} = -\frac{1}{\rho_A} \frac{\partial}{\partial t} [f(c_{A\gamma})] \quad \text{at } A_{\gamma \kappa} \]  

(2.51a)

\[ \mathbf{v}_\gamma \approx 0 \quad \text{at } A_{\gamma \kappa} \]  

(2.51b)

\[ (\mathbf{v}_\gamma - w_{\gamma \kappa}) \cdot \mathbf{n}_{\gamma \kappa} = \frac{1}{\rho_\gamma} \frac{\partial}{\partial t} [f(c_{A\gamma})] \quad \text{at } A_{\gamma \kappa} \]  

(2.51c)

\[ -D_\gamma \nabla c_{A\gamma} \cdot \mathbf{n}_{\gamma \kappa} = \frac{\partial}{\partial t} [f(c_{A\gamma})] \quad \text{at } A_{\gamma \kappa} \]  

(2.51d)

In this situation, growth velocity has a negligible influence on hydrodynamics and species \(A\) transport, but is important in the evolution of the porosity \(\varepsilon_\gamma\) with time (and is even the only source of evolution).

### 4.3 SIMPLIFIED FORM OF AVERAGE MASS CONSERVATION

#### 4.3.1 FOR \(\kappa\)-PHASE (SOLID)

The growth velocity is known by the relation (2.51a) and the evolution of porosity can then be expressed as a function of species \(A\) concentration. Eq. (2.27) becomes

\[ \frac{\partial \varepsilon_\gamma}{\partial t} = \frac{1}{V} \int_{A_{\gamma \kappa}} \left( -\frac{1}{\rho_A} \frac{\partial}{\partial t} [f(c_{A\gamma})] \right) dA \]  

(2.52)

and consequently, with the surface transport theorem [228],

\[ \frac{\partial \varepsilon_\gamma}{\partial t} = \frac{\partial}{\partial t} \left( \frac{1}{V} \int_{A_{\gamma \kappa}} -\frac{1}{\rho_A} f(c_{A\gamma}) dA \right) \]  

(2.53)

where the displacement of the surface has been assumed to be mainly normal and where the effects of curvature of the surface have been neglected. A Taylor expansion at first
order for $f$ shows that

$$f(c_A) = f((c_A)^\gamma + \tilde{c}_A) = f((c_A)^\gamma) + \tilde{c}_A f'((c_A)^\gamma) + \cdots \approx f((c_A)^\gamma)$$

(2.54)

where $\tilde{c}_A$ has been assumed to be small compared to $(c_A)^\gamma$, as in usual diffusion problems (see [255], section 1.4.2). It is indeed sufficient to neglect the terms of order higher than one for the adsorption laws considered here (linear and Langmuir).

Using the specific surface area $a_{\gamma\kappa}(x, t) = A_{\gamma\kappa}(x, t)/V$, Eq. (2.53) becomes

$$\frac{\partial \varepsilon_\gamma}{\partial t} = -\frac{1}{\rho_A} \frac{\partial}{\partial t} [a_{\gamma\kappa} f((c_A)^\gamma)]$$

(2.55)

and therefore, by integration between time $t$ and time $0$

$$\varepsilon_\gamma(x, t) = \varepsilon_\gamma^0 - \frac{1}{\rho_A} a_{\gamma\kappa}(x, t) f((c_A)^\gamma)(x, t)$$

(2.56)

where $\varepsilon_\gamma^0$ is the porosity at initial time. Indeed, the membrane has been assumed to be unfouled at initial time $(c_A)^\gamma(x, 0) = 0)$, and $f(0) = 0$ for any adsorption law. The function $f$ is positive and then, as expected, the porosity $\varepsilon_\gamma$ is at any time smaller than initial porosity.

In the next sections, it would be simpler if the relative gradients of porosity $\nabla \varepsilon_\gamma$ could be neglected. To assess if this assumption is correct, an expression or an equation of evolution for $a_{\gamma\kappa}$ is needed, in order to estimate its gradient. Starting with

$$a_{\gamma\kappa} \sim \frac{1}{\ell_\gamma} \sim (V_\gamma)^{-1/3}$$

(2.57)

and reminding that $\varepsilon_\gamma = V_\gamma/V$, the following equation is proposed for the specific surface area

$$\frac{a_{\gamma\kappa}}{a_{\gamma\kappa}^0} = \left(\frac{\varepsilon_\gamma}{\varepsilon_\gamma^0}\right)^{-1/3}$$

(2.58)

Consequently

$$\nabla \frac{a_{\gamma\kappa}}{a_{\gamma\kappa}^0} = -\frac{1}{3} \left(\frac{\nabla \varepsilon_\gamma}{\varepsilon_\gamma}\right)$$

(2.59)
and then Eq. (2.56) gives

\[ \nabla \varepsilon_\gamma = \frac{-1}{\rho_A \varepsilon_\gamma} \left( \frac{a_{\gamma\kappa}}{\varepsilon_\gamma} \nabla \left( f\left( \langle c_{A\gamma} \rangle_\gamma \right) \right) \right) \]

(2.60)

As presented in Eq. (2.60), the expression of the porosity gradient depends only on the adsorption rate which is function of protein concentration. Even though it is clear that the porosity gradient is not null, it can be estimated that its variations at the membrane scale is negligible. Therefore one can estimate Eq. (2.60) with the following expression

\[ \nabla \varepsilon_\gamma \approx \frac{1}{L_{\varepsilon_\gamma}} \]

(2.61)

\( L_{\varepsilon_\gamma} \) is a macroscopic length scale associated to the porosity at the membrane-scale. Using this length-scale constraint, we can neglect the porosity gradients in the rest of the analysis.

4.3.2 FOR \( \gamma \)-PHASE (FLUID)

Mass conservation in the fluid, Eq. (2.28), along with the boundary condition (2.51b), changes into

\[ \nabla \cdot \langle v_\gamma \rangle = 0 \]

(2.62)

and thus, with negligible gradients of porosity

\[ \nabla \cdot \langle v_\gamma \rangle_\gamma = 0 \]

(2.63)

4.4 SIMPLIFIED FORM OF AVERAGE MOMENTUM CONSERVATION

With the relation (2.51b) and divided by \( \varepsilon_\gamma \), Eq. (40) becomes

\[ \rho_\gamma \frac{\partial \langle v_\gamma \rangle_\gamma}{\partial t} + \rho_\gamma \langle v_\gamma \rangle_\gamma \varepsilon_\gamma \frac{\partial \varepsilon_\gamma}{\partial t} = -\nabla \langle p_\gamma \rangle_\gamma + \mu_\gamma \nabla^2 \langle v_\gamma \rangle_\gamma + \frac{1}{V_\gamma} \int_{A_{\gamma\kappa}} \mathbf{n}_{\gamma\kappa} \cdot (-\mathbf{I} \\tilde{p}_\gamma + \mu_\gamma \nabla \tilde{v}_\gamma) \, dA \]

(2.64)

where gradients of porosity have been neglected again.
4.5 SIMPLIFIED FORM OF AVERAGE SPECIES CONSERVATION

With the relation (2.51b) and neglecting porosity gradients, Eq. (2.46) gives

\[
\frac{\partial \langle c_{A\gamma} \rangle}{\partial t} + \varepsilon_{\gamma}^{-1} a_{\gamma} \frac{\partial}{\partial t} \left[ f(\langle c_{A\gamma} \rangle) + f(\langle c_{A\gamma} \rangle) \varepsilon_{\gamma}^{-1} \frac{\partial a_{\gamma}}{\partial t} + \langle v_{\gamma} \rangle \cdot \nabla \langle c_{A\gamma} \rangle \right] + \varepsilon_{\gamma}^{-1} \nabla \cdot \left( \frac{\mathcal{D}_{\gamma}}{V} \int_{A_{\gamma\kappa}} \mathbf{n}_{\gamma\kappa} \tilde{c}_{A\gamma} dA \right)
\]

where (2.51c) and (2.51d) were used to obtain

\[
\frac{|\mathbf{n}_{\gamma\kappa} \cdot (\mathbf{v}_{\gamma} - \mathbf{w}_{\gamma\kappa}) \tilde{c}_{A\gamma}|}{|\mathbf{n}_{\gamma\kappa} \cdot (-\mathcal{D}_{\gamma} \nabla c_{A\gamma})|} = O\left( \frac{\tilde{c}_{A\gamma}}{\rho_{\gamma}} \right) \ll 1 \quad (2.66)
\]

\[
-\frac{1}{V} \int_{A_{\gamma\kappa}} \mathbf{n}_{\gamma\kappa} \cdot (-\mathcal{D}_{\gamma} \nabla c_{A\gamma}) dA
= -\varepsilon_{\gamma}^{-1} a_{\gamma\kappa} \frac{\partial}{\partial t} \left[ f(\langle c_{A\gamma} \rangle) \right] - \varepsilon_{\gamma}^{-1} f(\langle c_{A\gamma} \rangle) \frac{\partial a_{\gamma\kappa}}{\partial t} \quad (2.68)
\]
in the same manner as before.

4.6 SIMPLIFIED SYSTEM OF EQUATIONS

Finally, the simplified average transport equations are Eqs. (2.56), (2.58), (2.63), (2.64) and (2.65)

\[
\nabla \cdot \langle \mathbf{v}_{\gamma} \rangle = 0 \quad (2.69a)
\]

\[
\rho_{\gamma} \frac{\partial \langle \mathbf{v}_{\gamma} \rangle}{\partial t} + \rho_{\gamma} \langle \mathbf{v}_{\gamma} \rangle \varepsilon_{\gamma}^{-1} \frac{\partial \varepsilon_{\gamma}}{\partial t} = -\nabla \langle p_{\gamma} \rangle + \mu_{\gamma} \nabla^{2} \langle \mathbf{v}_{\gamma} \rangle + \frac{1}{V} \int_{A_{\gamma\kappa}} \mathbf{n}_{\gamma\kappa} \cdot (-\mathbf{p}_{\gamma} + \mu_{\gamma} \nabla \tilde{v}_{\gamma}) dA
\]

\[
\left[ 1 + \varepsilon_{\gamma}^{-1} a_{\gamma\kappa} f'(\langle c_{A\gamma} \rangle) \right] \frac{\partial \langle \tilde{c}_{A\gamma} \rangle}{\partial t} + \varepsilon_{\gamma}^{-1} f(\langle c_{A\gamma} \rangle) \frac{\partial a_{\gamma\kappa}}{\partial t} + \langle \mathbf{v}_{\gamma} \rangle \cdot \nabla \langle c_{A\gamma} \rangle
= \nabla \cdot \left( \mathcal{D}_{\gamma} \nabla \langle c_{A\gamma} \rangle \right) + \varepsilon_{\gamma}^{-1} \nabla \cdot \left( \frac{\mathcal{D}_{\gamma}}{V} \int_{A_{\gamma\kappa}} \mathbf{n}_{\gamma\kappa} \tilde{c}_{A\gamma} dA \right)
- \varepsilon_{\gamma}^{-1} \nabla \cdot \langle \tilde{\mathbf{v}}_{\gamma} \tilde{c}_{A\gamma} \rangle \quad (2.69c)
\]
To conclude this section, it is worth mentioning that, at this stage, the non closed hydrodynamics problem explicitly involves the time evolution of porosity. Rigorously, that is to say that both the closed momentum equation and the solution of the associated closure problem for the determination of the permeability depend on this evolution. For the closed momentum equation, this is not a difficulty since this additional term explicitly depends on the adsorption rate. The solution of the closure problem is more complicated if the time evolution of porosity is treated as a source term. This remains a challenge which is out of reach of the present study. In the following, this dependency will be neglected and the classical closure problem will be considered for the determination of the permeability.

Moreover, the evolution of the species $A$ concentration is described by a convection-diffusion equation with a modified accumulation term due to adsorption. For the same reason as for the momentum equation, the contribution of the time evolution of specific surface area will be discarded in the closure problem.

5 DEVIATIONS AND CLOSURE PROBLEMS

The objective of this section is to derive the associated closure problems. Only the main steps are recalled here in order to make the coupling with species transport more understandable.

5.1 CLOSURE PROBLEM FOR MOMENTUM CONSERVATION

Since the source term related to the time evolution of the porosity has been discarded from the closure problem for momentum, it reduces to a classical form. The deviation problem for momentum is given by [255]

$$
0 = -\nabla \tilde{p}_\gamma + \mu_\gamma \nabla^2 \tilde{v}_\gamma - \frac{1}{V_\gamma} \int_{A_{\gamma\kappa}} n_{\gamma\kappa} \cdot (-\mathbf{I} \tilde{p}_\gamma + \mu_\gamma \nabla \tilde{v}_\gamma) dA
$$

(2.70a)

$$
\nabla \cdot \tilde{v}_\gamma = 0
$$

(2.70b)

$$\tilde{v}_\gamma = -\langle \! \langle \tilde{v}_\gamma \! \rangle \! \rangle^\gamma \text{ at } A_{\gamma\kappa}
$$

(2.70c)

$$\tilde{p}_\gamma(r + l_i) = \tilde{p}_\gamma(r), \quad \tilde{v}_\gamma(r + l_i) = \tilde{v}_\gamma(r), \quad i = 1, 2, 3
$$

(2.70d)

$$\langle \tilde{v}_\gamma \rangle^\gamma = 0
$$

(2.70e)
where the relevance of periodicity conditions for both pressure and velocity fields has been frequently discussed [255]. It is worth noticing that periodicity conditions only makes sense for constant or periodic sources. In the above deviation problem, \( \langle v_\gamma \rangle^\gamma \) is a constant since the length-scale constraint

\[
r_0 \ll \ell_{mb}
\]

is satisfied, and it is then a source term for deviations. The characteristic length of the representative unit cell will always be of the order of \( r_0 \) or smaller.

The nature of the deviation momentum problem suggests that the deviation solutions can be written under the form

\[
\tilde{v}_\gamma = B_\gamma \cdot \langle v_\gamma \rangle^\gamma \\
\tilde{p}_\gamma = \mu_\gamma b_\gamma \cdot \langle v_\gamma \rangle^\gamma
\]

Therefore, the associated closure problem for the variables \( B_\gamma \) and \( b_\gamma \) is defined by

\[
0 = -\nabla b_\gamma + \nabla^2 B_\gamma - \frac{1}{V_\gamma} \int_{A_{\gamma\kappa}} n_{\gamma\kappa} \cdot (-Ib_\gamma + \nabla B_\gamma) dA \\
\nabla B_\gamma = 0 \\
B_\gamma = -I \quad \text{at } A_{\gamma\kappa} \\
b_\gamma(r + l_i) = b_\gamma(r), \quad B_\gamma(r + l_i) = B_\gamma(r), \quad i = 1, 2, 3 \\
\langle B_\gamma \rangle^\gamma = 0
\]

The permeability tensor \( K_\gamma \) is defined as

\[
\frac{1}{V_\gamma} \int_{A_{\gamma\kappa}} n_{\gamma\kappa} \cdot (-Ib_\gamma + \nabla B_\gamma) dA = -\varepsilon_\gamma K_{\gamma}^{-1}
\]

The solution of Eq. (2.73) is the classical solution of the Stokes closure problem and is explained thoroughly in [255].

### 5.2 Closure Problem for Species Conservation

#### 5.2.1 Deviation Problem

The objective of this section is to determine the deviation of species \( A \) concentration, \( \tilde{c}_{A_\gamma} \), as a function of average quantities, in order to obtain a closed form of the average species concentration equation. To get the governing differential equation for \( \tilde{c}_{A_\gamma} \), the non-closed
average conservation equation Eq. (2.69c)

\[
\frac{\partial (c_{\gamma A})}{\partial t} + \varepsilon^{-1} a_{\gamma \kappa} \frac{\partial}{\partial t} \left[ f(\langle c_{\gamma A} \rangle^\gamma) \right] + \varepsilon^{-1} f(\langle c_{\gamma A} \rangle) \frac{\partial a_{\gamma \kappa}}{\partial t} + \langle v_{\gamma} \rangle \cdot \nabla \langle c_{\gamma A} \rangle^\gamma
\]

\[
= \nabla \cdot (\partial_{\gamma} \nabla \langle c_{\gamma A} \rangle^\gamma) + \varepsilon^{-1} \nabla \cdot \left( \frac{\partial_{\gamma}}{V} \int_{A_{\gamma \kappa}} \mathbf{n}_{\gamma \kappa} \hat{c}_{\gamma A} \, dA \right) - \varepsilon^{-1} \nabla \cdot (\hat{v}_{\gamma} \hat{c}_{\gamma A})
\]

(2.75)

is subtracted from the pore scale one Eq. (2.8)

\[
\frac{\partial c_{\gamma A}}{\partial t} + \nabla \cdot (c_{\gamma A} \mathbf{v}_{\gamma}) = \nabla \cdot (\partial_{\gamma} \nabla c_{\gamma A})
\]

(2.76)

Thus

\[
\frac{\partial c_{\gamma A}}{\partial t} - \varepsilon^{-1} a_{\gamma \kappa} \frac{\partial}{\partial t} \left[ f(\langle c_{\gamma A} \rangle^\gamma) \right] + \mathbf{v}_{\gamma} \cdot \nabla \hat{c}_{\gamma A} + \hat{v}_{\gamma} \cdot \nabla \langle c_{\gamma A} \rangle^\gamma = \nabla \cdot (\partial_{\gamma} \nabla c_{\gamma A})
\]

(2.77)

where the term arising from the evolution with time of the specific surface area has been discarded, as previously discussed. The thorough procedure of the simplification of this deviation equation, detailed in Appendix A, gives

\[
- \varepsilon^{-1} a_{\gamma \kappa} \frac{\partial}{\partial t} \left[ f(\langle c_{\gamma A} \rangle^\gamma) \right] + \mathbf{v}_{\gamma} \cdot \nabla \hat{c}_{\gamma A} + \hat{v}_{\gamma} \cdot \nabla \langle c_{\gamma A} \rangle^\gamma = \nabla \cdot (\partial_{\gamma} \nabla \hat{c}_{\gamma A})
\]

(2.78)

5.2.2 BOUNDARY CONDITIONS

Reminding pore scale boundary condition (2.13d)

\[
- \mathbf{D}_{\gamma} \nabla \hat{c}_{\gamma A} \cdot \mathbf{n}_{\gamma \kappa} = \frac{\partial}{\partial t} \left[ f(c_{\gamma A}) \right] \quad \text{on } A_{\gamma c}
\]

(2.79)
the initial and boundary conditions for the deviation problem are

\[-D_{\gamma} \nabla \tilde{c}_{A\gamma} \cdot n_{\gamma\kappa} = D_{\gamma} \nabla \langle c_{A\gamma} \rangle^{\gamma} \cdot n_{\gamma\kappa} + \frac{\partial}{\partial t} [f((c_{A\gamma})^{\gamma})] \text{ at } A_{\gamma\kappa}\]

(2.80a)

\[\tilde{c}_{A\gamma} = \mathcal{F}(r, t) \text{ on } A_{\gamma e}\]

(2.80b)

\[\tilde{c}_{A\gamma} = \mathcal{G}(r) \text{ at } t = 0\]

(2.80c)

5.2.3 Closure Problem

There is no interest in solving \(\tilde{c}_{A\gamma}\) in the whole macroscopic region because the numerical cost would be about the same as for the pore scale problem. Instead, \(\tilde{c}_{A\gamma}\) will be determined in different regions that are representative of the structure of the original one. Given that \(\tilde{c}_{A\gamma}\) is dominated by the small length scale, the boundary condition imposed on entrances and exits in (A.13b) can influence the \(\tilde{c}_{A\gamma}\)-field only in a very thin region near the entrances and exits of the macroscopic system. Therefore, each representative region will be modeled as a periodic unit cell, where boundary conditions at \(A_{\gamma e}\) have been replaced by periodic boundary conditions. This leads to the closure problem given by

\[-\varepsilon^{-1}_\gamma a_{\gamma\kappa} \frac{\partial}{\partial t} [f((c_{A\gamma})^{\gamma})] + \mathbf{v}_{\gamma} \cdot \nabla \tilde{c}_{A\gamma} + \hat{\mathbf{v}}_{\gamma} \cdot \nabla \langle c_{A\gamma} \rangle^{\gamma} = \nabla \cdot (D_{\gamma} \nabla \tilde{c}_{A\gamma})\]

(2.81a)

\[-D_{\gamma} \nabla \tilde{c}_{A\gamma} \cdot n_{\gamma\kappa} = D_{\gamma} \nabla \langle c_{A\gamma} \rangle^{\gamma} \cdot n_{\gamma\kappa} + \frac{\partial}{\partial t} [f((c_{A\gamma})^{\gamma})] \text{ at } A_{\gamma\kappa}\]

(2.81b)

\[\tilde{c}_{A\gamma}(r + l_i) = c_{A\gamma}(r) \quad i = 1, 2, 3\]

(2.81c)

It is important to notice that at the scale of a unit cell (\(\ell_{\gamma}\)), the macroscopic terms can be treated as constants and equal to their value at the center \(x\) of the unit cell. Furthermore, the solution \(\tilde{c}_{A\gamma}\) of this problem is not unique since any additive constant can be added to a solution to form another solution. Nevertheless, this constant does not pass through the integral filter of Eq. (2.69c) because the representative medium is periodic. Any solution will then lead to the same result for the closed average species conservation.

5.2.4 Closure Variables

According to the closure problem, the macroscopic source terms are \(\nabla \langle c_{A\gamma} \rangle^{\gamma}\) and \(\frac{\partial}{\partial t} [f((c_{A\gamma})^{\gamma})]\). \(\tilde{c}_{A\gamma}\) is then searched under the form of a first order development with
6. CLOSED FORM OF THE MACROSCOPIC MODEL

6.1 CLOSED AVERAGE MASS CONSERVATION

Eq. (2.69a) was already closed

\[ \nabla \cdot \langle \mathbf{v}_{\gamma} \rangle^{\gamma} = 0 \] (2.85)

6.2 CLOSED AVERAGE MOMENTUM CONSERVATION

In order to obtain a closed form of the macroscopic momentum conservation with adsorption, velocity and pressure deviations given by Eqs. (2.72a) and (2.72b) are introduced into Eq. (2.69c)

\[
\rho_{\gamma} \frac{\partial \langle \mathbf{v}_{\gamma} \rangle^{\gamma}}{\partial t} + \rho_{\gamma} \langle \mathbf{v}_{\gamma} \rangle^{\gamma} \epsilon_{\gamma}^{-1} \frac{\partial \epsilon_{\gamma}}{\partial t} = -\nabla \langle p_{\gamma} \rangle^{\gamma} + \mu_{\gamma} \nabla^{2} \langle \mathbf{v}_{\gamma} \rangle^{\gamma} + \mu_{\gamma} \left[ \frac{1}{V_{\gamma}} \int_{A_{\gamma}} \mathbf{n}_{\gamma} \cdot (-\mathbf{I} \mathbf{b}_{\gamma} + \nabla \mathbf{B}_{\gamma}) \, dA \right] \cdot \langle \mathbf{v}_{\gamma} \rangle^{\gamma} \] (2.86)
which can be written under the more compact form

\[
\rho_\gamma \frac{\partial \langle v_\gamma \rangle}{\partial t} + \rho_\gamma \langle v_\gamma \rangle \varepsilon_\gamma^{-1} \frac{\partial \varepsilon_\gamma}{\partial t} = -\nabla \langle p_\gamma \rangle + \mu_\gamma \nabla^2 \langle v_\gamma \rangle - \mu_\gamma K_\gamma^{-1} \cdot \varepsilon_\gamma \langle v_\gamma \rangle^\gamma
\]

(2.87)

It should be noticed that Eq. (2.87) represents an improvement in the derivation of the upscaled momentum transport equation for porous media for which microstructure can be time dependent. However, it is important to clearly identify its limitations. Indeed, Eq. (2.87) has been derived first by assuming a small interface velocity and secondly by neglecting in the closure problem the source term related to the evolution with time of the structure. The authors are conscious that deeper analysis is needed in order to deal with this complexity.

6.3 CLOSED AVERAGE SPECIES CONSERVATION

In order to obtain a closed form of the macroscopic species conservation with adsorption, concentration deviations given by Eq. (2.82) are introduced into Eq. (2.69c)

\[
\begin{align*}
\left[1 + \varepsilon_\gamma^{-1} a_{\gamma K} f'(\langle c_{A\gamma} \rangle^\gamma)\right] & \frac{\partial \langle c_{A\gamma} \rangle^\gamma}{\partial t} + \varepsilon_\gamma^{-1} f(\langle c_{A\gamma} \rangle^\gamma) \frac{\partial a_{\gamma K}}{\partial t} + \langle v_\gamma \rangle^\gamma \cdot \nabla \langle c_{A\gamma} \rangle^\gamma \\
= & \nabla \cdot \left( D_\gamma \nabla \langle c_{A\gamma} \rangle^\gamma \right) \\
+ & \varepsilon_\gamma^{-1} \nabla \cdot \left( \frac{D_\gamma}{V} \int_{A_{\gamma K}} n_{\gamma K} \left( s_\gamma \cdot \nabla \langle c_{A\gamma} \rangle^\gamma + b_\gamma \frac{\partial}{\partial t} \left[f(\langle c_{A\gamma} \rangle^\gamma)\right] \right) \, dA \right) \\
- & \varepsilon_\gamma^{-1} \nabla \cdot \left( \tilde{v}_\gamma \left( s_\gamma \cdot \nabla \langle c_{A\gamma} \rangle^\gamma + b_\gamma \frac{\partial}{\partial t} \left[f(\langle c_{A\gamma} \rangle^\gamma)\right] \right) \right)
\end{align*}
\]

(2.88)

After some simplifications, it becomes

\[
\begin{align*}
\left[1 + \varepsilon_\gamma^{-1} a_{\gamma K} f'(\langle c_{A\gamma} \rangle^\gamma)\right] & \frac{\partial \langle c_{A\gamma} \rangle^\gamma}{\partial t} + \varepsilon_\gamma^{-1} f(\langle c_{A\gamma} \rangle^\gamma) \frac{\partial a_{\gamma K}}{\partial t} + \langle v_\gamma \rangle^\gamma \cdot \nabla \langle c_{A\gamma} \rangle^\gamma \\
= & \nabla \cdot \left[ D_\gamma \left( I + \frac{1}{V_\gamma} \int_{A_{\gamma K}} n_{\gamma K} s_\gamma \, dA \right) - \langle \tilde{v}_\gamma \cdot s_\gamma \rangle^\gamma \right] \cdot \nabla \langle c_{A\gamma} \rangle^\gamma \\
+ & \nabla \cdot \left( u \frac{\partial}{\partial t} \left[f(\langle c_{A\gamma} \rangle^\gamma)\right] \right) - \nabla \cdot \left( \tilde{v}_\gamma \langle b_\gamma \rangle^\gamma \frac{\partial}{\partial t} \left[f(\langle c_{A\gamma} \rangle^\gamma)\right] \right)
\end{align*}
\]

(2.89)

where a dimensionless vector \( u \) was defined as

\[
\mathbf{u} = D_\gamma \left( \frac{1}{V_\gamma} \int_{A_{\gamma K}} n_{\gamma K} \, dA \right)
\]

(2.90)
6. CLOSED FORM OF THE MACROSCOPIC MODEL

6.3.1 SIMPLIFICATIONS

From Eqs. (2.84b), it is possible to estimate

\[ b_\gamma = \mathcal{O} \left( \frac{\ell_\gamma}{\mathcal{D}_\gamma} \right) \]  

(2.91)

Average quantities vary over the macroscopic length scale \( \ell_{mb} \) and this leads to the estimates

\[ \nabla \cdot \left( \mathbf{u} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \right) = \mathcal{O} \left( \frac{\varepsilon^{-1}}{\ell_{mb}} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \right) \]  

(2.92a)

\[ \nabla \cdot \left( \langle \tilde{v}_\gamma b_\gamma \rangle^\gamma \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \right) = \mathcal{O} \left( \langle v_\gamma \rangle^\gamma \frac{\ell_\gamma}{\ell_{mb}} \frac{1}{\mathcal{D}_\gamma} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \right) \]  

(2.92b)

\[ \varepsilon^{-1} a_{\gamma \kappa} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] = \mathcal{O} \left( \frac{\varepsilon^{-1}}{\ell_\gamma} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \right) \]  

(2.92c)

where \( a_{\gamma \kappa} = \mathcal{O} \left( \frac{1}{\ell_\gamma} \right) \) and \( \tilde{v}_\gamma = \mathcal{O} \left( \langle v_\gamma \rangle^\gamma \right) \) from (2.51b) were used. The Péclet number defined by

\[ \text{Pe} = \frac{\langle v_\gamma \rangle^\gamma \ell_\gamma}{\mathcal{D}_\gamma} \]  

(2.93)

is close to \( 10^{-2} \) for glutathione and \( 7 \times 10^{-2} \) for BSA. Finally

\[ \nabla \cdot \left( \mathbf{u} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \right) \ll \varepsilon^{-1} a_{\gamma \kappa} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \]  

(2.94a)

\[ \nabla \cdot \left( \langle \tilde{v}_\gamma b_\gamma \rangle^\gamma \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \right) \ll \varepsilon^{-1} a_{\gamma \kappa} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \]  

(2.94b)

because \( \ell_\gamma \ll \ell_{mb} \) and \( \varepsilon_\gamma \sim 1 \).

The final expression of Eq. (2.89) is therefore

\[ \frac{\partial}{\partial t} (\langle c_{A\gamma} \rangle^\gamma) - \varepsilon^{-1} a_{\gamma \kappa} \frac{\partial}{\partial t} [f(\langle c_{A\gamma} \rangle^\gamma)] \]  

\[ = \nabla \cdot (D^* \cdot \nabla \langle c_{A\gamma} \rangle^\gamma) \]  

(2.95)
where the effective dispersion tensor $D^*$ is defined by

$$D^* = D_\gamma + \frac{1}{V_\gamma} \int_{A_\gamma} n_{\gamma s_\gamma} dA - \langle \nabla \gamma s_\gamma \rangle_\gamma$$  \hspace{1cm} (2.96)

It is a function of pore scale diffusivity and structure, and also of dispersion caused by convection.

7  **NUMERICAL RESULTS**

The objective of this section is to solve numerically the coupled equation of mass and momentum transfer in the membrane active layer and determine the profile of the velocity and concentration at both sides of the membrane. As previously stated, the membrane is composed of 3 layers notably active layer, intermediate layer and mechanical support. The retention of the particles however, is mainly performed at the active layer surface. Thus the model provided the averaged equations of mass and momentum for this layer with the expression of the effective permeability. One major difficulty is that the active layer’s thickness (0.3-3 $\mu$m) is really small compared to other membrane layers (200 $\mu$m) and also the thickness of the bulk fluid above it (0.5 mm). Therefore it seems reasonable to replace the membrane active layer by a jump condition and solve simultaneously the equations in the fluid bulk phase and the membrane porous medium. For this purpose, first we express these equations with the corresponding jump condition due to the membrane active layer and then we solve these equations numerically to obtain the profiles of the velocity and concentration in the bulk fluid and across the membrane.

7.1  **THE VOLUME AVERAGED EQUATIONS IN EACH PHASE**

We begin our analysis with the mass and momentum conservation equations in the membrane active layer.

$$\nabla \cdot \varepsilon_\omega \langle v_\gamma \rangle_\omega = 0$$  \hspace{1cm} (2.97a)

$$\rho_\gamma \varepsilon_\omega \frac{\partial \langle v_\gamma \rangle_\omega}{\partial t} + \rho_\gamma \langle v_\gamma \rangle_\omega \frac{\partial \varepsilon_\omega}{\partial t} = -\varepsilon_\omega \nabla \langle p_\gamma \rangle_\omega + \mu_\gamma \varepsilon_\omega \nabla^2 \langle v_\gamma \rangle_\omega - \mu_\gamma \varepsilon_\omega^n K^{-1}_\omega \cdot \langle v_\gamma \rangle_\omega$$  \hspace{1cm} (2.97b)

Here we have used the subscript $\omega$ as a reminder that these expressions correspond to the active layer. For the transport of chemical species (species $A$), the corresponding
upscaled model is

\[
(\varepsilon_{\gamma\omega} + a_{\gamma\mu\omega}f'_{\omega}) \frac{\partial \langle c_{A\gamma} \rangle_{\omega}^{\gamma}}{\partial t} + f_{\omega} \frac{da_{\gamma\mu\omega}}{dt} + \nabla \cdot (\varepsilon_{\gamma\omega} \langle v_{\gamma} \rangle_{\omega}^{\gamma} \langle c_{A\gamma} \rangle_{\omega}^{\gamma}) = \nabla \cdot (D_{\omega}^* \cdot \varepsilon_{\gamma\omega} \nabla \langle c_{A\gamma} \rangle_{\omega}^{\gamma})
\]  

(2.98)

In the homogenous fluid phase above the membrane surface the averaged equations of mass and momentum are also expressed

\[
\nabla \cdot \langle v_{\gamma} \rangle_{\eta}^{\gamma} = 0
\]  

(2.99a)

\[
\rho_{\gamma} \frac{\partial \langle v_{\gamma} \rangle_{\eta}^{\gamma}}{\partial t} = -\nabla \langle p_{\gamma} \rangle_{\eta}^{\gamma} + \mu_{\gamma} \nabla^{2} \langle v_{\gamma} \rangle_{\eta}^{\gamma}
\]  

(2.99b)

\[
\frac{\partial \langle c_{A\gamma} \rangle_{\eta}^{\gamma}}{\partial t} + \nabla \cdot (\langle v_{\gamma} \rangle_{\eta} \langle c_{A\gamma} \rangle_{\eta}^{\gamma}) = \nabla \cdot (D_{\gamma} \nabla \langle c_{A\gamma} \rangle_{\eta}^{\gamma})
\]  

(2.99c)

Here we have used the subscript \(\eta\) as a reminder that these expressions correspond to the fluid medium.

Finally, below the active layer there is another porous medium, and the governing equations for transport are

\[
\nabla \cdot \varepsilon_{wp} \langle v_{\gamma} \rangle_{p}^{\gamma} = 0
\]  

(2.100a)

\[
\rho_{\gamma} \varepsilon_{wp} \frac{\partial \langle v_{\gamma} \rangle_{p}^{\gamma}}{\partial t} = -\varepsilon_{wp} \nabla \langle p_{\gamma} \rangle_{p}^{\gamma} + \mu_{\gamma} \varepsilon_{wp} \nabla^{2} \langle v_{\gamma} \rangle_{p}^{\gamma} - \mu_{\gamma} \varepsilon_{wp}^{2} K_{p}^{-1} \cdot \langle v_{\gamma} \rangle_{p}^{\gamma}
\]  

(2.100b)

\[
\varepsilon_{wp} \frac{\partial \langle c_{A\gamma} \rangle_{p}^{\gamma}}{\partial t} + \nabla \cdot (\varepsilon_{wp} \langle v_{\gamma} \rangle_{p}^{\gamma} \langle c_{A\gamma} \rangle_{p}^{\gamma}) = \nabla \cdot (D_{p}^* \cdot \varepsilon_{wp} \nabla \langle c_{A\gamma} \rangle_{p}^{\gamma})
\]  

(2.100c)
In this first approach, we assume the continuity conditions at all the boundaries for both mass and momentum equations.

\[ \varepsilon_{\omega\eta} \langle v_{\gamma} \rangle_{\eta} = \nabla \langle p_{\gamma} \rangle_{\eta} \]  
(2.101a)

\[ \varepsilon_{\omega\eta} \langle c_{A\gamma} \rangle_{\eta} = \nabla \langle c_{A\gamma} \rangle_{\eta} \]  
(2.101c)

\[ \varepsilon_{\omega\eta} \langle v_{\gamma} \rangle_{\eta} \langle c_{A\gamma} \rangle_{\eta} = \nabla \langle c_{A\gamma} \rangle_{\eta} \]  
(2.101d)

\[ \varepsilon_{\omega\eta} \langle v_{\gamma} \rangle_{\eta} = \nabla \langle p_{\gamma} \rangle_{\eta} \]  
(2.101e)

\[ \varepsilon_{\omega\eta} \langle c_{A\gamma} \rangle_{\eta} = \nabla \langle c_{A\gamma} \rangle_{\eta} \]  
(2.101g)

\[ \varepsilon_{\omega\eta} \langle v_{\gamma} \rangle_{\eta} \langle c_{A\gamma} \rangle_{\eta} = \nabla \langle c_{A\gamma} \rangle_{\eta} \]  
(2.101h)

Let us denote the domain occupied by the active layer by \( V_{\omega} \), with norm \( V_{\omega} \).

## 8 DIMENSIONLESS EQUATIONS

For the fluid phase the dimensionless equation of mass and momentum are given

\[ \frac{\partial \langle v_{\eta} \rangle}{\partial t^*} = -\nabla^* p^* + \frac{1}{Re} \nabla^2 \langle v_{\eta} \rangle^* \]  
(2.102a)

\[ \frac{\partial \langle c_{A\eta} \rangle}{\partial t^*} + \nabla^* (\langle v_{\eta} \rangle^* \langle c_{A\eta} \rangle^*) = \frac{1}{Pe} \nabla^2 \langle c_{A\eta} \rangle_{\eta} \]  
(2.102b)

In the membrane active layer the dimensionless equations are also summarized

\[ \frac{\partial \langle v \rangle}{\partial t^*} \]  
(2.103a)

## 9 MACROSCOPIC NUMERICAL SIMULATIONS

The objective of this section is to solve numerically the coupled equations of mass and momentum transfer in the membrane active layer and determine the profile of the velocity and concentration at both sides of the membrane. As previously stated, the membrane is composed of 3 layers notably active layer, intermediate layer and mechanical support. The particles however are mostly retained at the active layer surface. Thus the model provided the averaged equations of mass and momentum for this layer with the expression
of the effective permeability. One major difficulty is that the active layer’s thickness (0.3-3 μm) is really small compared to other membrane layers (200 μm) and also the thickness of the bulk fluid above it (0.5 mm). Therefore the numerical simulations require a high number of meshes in the active layer and associated interfaces which can not be done due to the limitations of the numerical softwares. Thus it seems reasonable to replace the membrane active layer by a jump condition and solve simultaneously the equations in the fluid bulk phase and the membrane porous medium. For this purpose, first we express these equations with the corresponding jump condition in the membrane active layer and then we solve these equations numerically to obtain the profiles of the velocity and concentration in the bulk fluid and across the membrane.

9.1 The Momentum Volume Averaged Equations in Each Phase

We begin our analysis with the mass and momentum conservation equations in the membrane active layer.

\[ \nabla \cdot \varepsilon_\omega \langle v_\gamma \rangle_\omega = 0 \]  
\[ \rho_\gamma \varepsilon_\omega \frac{\partial \langle v_\gamma \rangle_\omega}{\partial t} + \rho_\gamma \langle v_\gamma \rangle_\omega \frac{d\varepsilon_\omega}{dt} = -\varepsilon_\omega \nabla \langle p_\gamma \rangle_\omega + \mu_\gamma \varepsilon_\omega \nabla^2 \langle v_\gamma \rangle_\omega - \mu_\gamma \varepsilon_\omega^2 K^{-1}_\omega \cdot \langle v_\gamma \rangle_\omega \]  
(2.104b)

Here we have used the subscript \( \omega \) as a reminder that these expressions correspond to the active layer. In the homogenous fluid phase above the membrane surface the averaged equations of mass and momentum are also expressed

\[ \nabla \cdot \langle v_\gamma \rangle_\eta = 0 \]  
\[ \rho_\gamma \frac{\partial \langle v_\gamma \rangle_\eta}{\partial t} = -\nabla \langle p_\gamma \rangle_\eta + \mu_\gamma \nabla^2 \langle v_\gamma \rangle_\eta \]  
(2.105b)

Here we have used the subscript \( \eta \) as a reminder that these expressions correspond to the fluid medium.

Finally, below the active layer there is another porous medium, and the governing equations for transport are

\[ \nabla \cdot \varepsilon_p \langle v_\gamma \rangle_p = 0 \]  
\[ \rho_\gamma \varepsilon_p \frac{\partial \langle v_\gamma \rangle_p}{\partial t} = -\varepsilon_p \nabla \langle p_\gamma \rangle_p + \mu_\gamma \varepsilon_p \nabla^2 \langle v_\gamma \rangle_p - \mu_\gamma \varepsilon_p^2 K^{-1}_p \cdot \langle v_\gamma \rangle_p \]  
(2.106b)
In this first approach, we assume the continuity conditions at all the boundaries for both mass and momentum equations.

\begin{align*}
\text{at } \mathcal{A}_\eta: & \quad \mathbf{n}_\eta \cdot \varepsilon \gamma \langle \mathbf{v}_\gamma \rangle_\eta = \mathbf{n}_\eta \cdot \langle \mathbf{v}_\gamma \rangle_\eta \tag{2.107a} \\
\text{at } \mathcal{A}_\eta: & \quad \varepsilon \gamma \varepsilon \gamma \langle \mathbf{v}_\gamma \rangle_\eta = \varepsilon \gamma \varepsilon \gamma \langle \mathbf{v}_\gamma \rangle_\eta \tag{2.107b} \\
\text{at } \mathcal{A}_p: & \quad \mathbf{n}_p \cdot \varepsilon \gamma \langle \mathbf{v}_\gamma \rangle_\gamma = \mathbf{n}_p \cdot \langle \mathbf{v}_\gamma \rangle_\gamma \tag{2.107c} \\
\text{at } \mathcal{A}_p: & \quad \varepsilon \gamma \varepsilon \gamma \langle \mathbf{v}_\gamma \rangle_\gamma = \varepsilon \gamma \varepsilon \gamma \langle \mathbf{v}_\gamma \rangle_\gamma \tag{2.107d}
\end{align*}

9.2 Intrinsic Average Equations of the Momentum Transport in the Fluid and the Membrane

In the following steps we use the superficial velocity in equations because it is the quantity which is conserved in our system following the Darcy equation. Consequently, the equations for mass transport of species A are expressed in terms of superficial velocity and intrinsic concentration.

From now on we use the following notation for the simplicity

\begin{equation}
\langle p_\gamma \rangle_\alpha = p_\alpha, \quad \langle \mathbf{v}_\gamma \rangle_\alpha = \mathbf{v}_\alpha, \quad \langle c_\gamma \rangle_\alpha = c_\alpha \quad \text{with} \quad \alpha = \eta, \omega, p \tag{2.108}
\end{equation}

Fluid phase \((\eta)\)

\begin{align*}
\nabla \cdot \mathbf{v}_\eta &= 0 \tag{2.109a} \\
\rho_\gamma \frac{\partial \mathbf{v}_\eta}{\partial t} &= -\nabla p_\eta + \mu_\gamma \nabla^2 \mathbf{v}_\eta \tag{2.109b}
\end{align*}

Active layer \((\omega)\)

\begin{align*}
\nabla \cdot \mathbf{v}_\omega &= 0 \tag{2.110a} \\
\rho_\gamma \frac{\partial \mathbf{v}_\omega}{\partial t} &= -\nabla p_\omega + \mu_\gamma \nabla^2 \mathbf{v}_\omega + \varepsilon_\omega \mu_\gamma K_\omega^{-1} \cdot \mathbf{v}_\omega \tag{2.110b}
\end{align*}

Mechanical support \((p)\)

\begin{align*}
\nabla \cdot \mathbf{v}_p &= 0 \tag{2.111a} \\
\rho_\gamma \frac{\partial \mathbf{v}_p}{\partial t} &= -\nabla p_p + \mu_\gamma \nabla^2 \mathbf{v}_p - \varepsilon_p \mu_\gamma K_p^{-1} \cdot \mathbf{v}_p \tag{2.111b}
\end{align*}
Boundary conditions

\begin{align*}
\text{at } & \mathcal{A}_{\omega\eta} \quad \mathbf{n}_{\omega\eta} \cdot \varepsilon_{\omega} \cdot \mathbf{v}_{\omega} = \mathbf{n}_{\omega\eta} \cdot \mathbf{v}_{\eta} \quad (2.112a) \\
\text{at } & \mathcal{A}_{\omega\eta} \quad \mathbf{n}_{\omega\eta} \cdot \varepsilon_{\omega} (p_{\omega} \mathbf{I} + \nabla \mathbf{v}_{\omega}) = \mathbf{n}_{\omega\eta} \cdot (p_{\eta} \mathbf{I} + \nabla \mathbf{v}_{\eta}) \quad (2.112b) \\
\text{at } & \mathcal{A}_{\omega p} \quad \mathbf{n}_{\omega p} \cdot \varepsilon_{\omega} \mathbf{v}_{\omega} = \mathbf{n}_{\omega p} \cdot \mathbf{v}_{p} \quad (2.112c) \\
\text{at } & \mathcal{A}_{\omega p} \quad \mathbf{n}_{\omega p} \cdot \varepsilon_{\omega} (p_{\omega} \mathbf{I} + \nabla \mathbf{v}_{\omega}) = \mathbf{n}_{\omega p} \cdot (p_{p} \mathbf{I} + \nabla \mathbf{v}_{p}) \quad (2.112d)
\end{align*}

Figure 2.3: Representative three domains including fluid phase, membrane active layer and mechanical support with periodic conditions at the boundaries. The flow is in the \( \gamma \)-direction and the velocity profile is uniform in this direction.

The next step consists of replacing the membrane active layer by a jump condition which consists of replacing the equations involved for the active layer by a jump condition. Let us denote the domain occupied by the active layer by \( \mathcal{V}_{\omega} \). We can define a global averaging operator as

\[ \overline{\psi}_{\omega} = \frac{1}{\mathcal{V}_{\omega}} \int_{\mathcal{V}_{\omega}} \psi dV \]  

(2.113)

Applying this operator to Eq. (2.110a), one will obtain

\[ \int_{\mathcal{V}_{\omega}} \nabla \cdot \mathbf{v}_{\omega} dV = 0 \]  

(2.114)
Using the divergence theorem, the above expressions transforms to

\[ \int_{\mathcal{A}_\lambda} \mathbf{n}_\lambda \cdot \mathbf{v}_\omega dA + \int_{\mathcal{A}_\omega\eta} \mathbf{n}_\omega\eta \cdot \mathbf{v}_\omega dA + \int_{\mathcal{A}_\omega p} \mathbf{n}_\omega p \cdot \mathbf{v}_\omega dA = 0 \quad (2.115) \]

From Fig. 2.3 we have that \( \mathcal{A}_\lambda \) denotes the lateral surfaces of the domain. If we assume that, at the lateral faces, the velocity is null (in a periodic flow condition) and using the continuity of velocity fields at \( \mathcal{A}_\omega\eta \) and \( \mathcal{A}_\omega p \), we have

\[ \int_{\mathcal{A}_\omega\eta} \mathbf{n}_\omega\eta \cdot \mathbf{v}_\eta dA - \int_{\mathcal{A}_\omega p} \mathbf{n}_\omega p \cdot \varepsilon_p \mathbf{v}_p dA = 0 \quad (2.116) \]

Since \( \mathbf{n}_\omega\eta \equiv \mathbf{n}_\omega p \equiv \mathbf{n}_p\eta \) and \( \mathcal{A}_\omega\eta \equiv \mathcal{A}_\omega p \equiv \mathcal{A}_{\eta p} \), we can write on the dividing surface \( \mathcal{A}_{\eta p} \) that replaces \( \mathcal{A}_\omega \)

\[ \int_{\mathcal{A}_{\eta p}} \mathbf{n}_{\eta p} \cdot (\mathbf{v}_\eta - \varepsilon_p \mathbf{v}_p) dA = 0 \quad (2.117) \]

In this way, we can deduce that

\[ \mathbf{n}_{\eta p} \cdot (\mathbf{v}_\eta - \varepsilon_p \mathbf{v}_p) = 0 \quad \text{at} \quad \mathcal{A}_{\eta p} \quad (2.118) \]

Applying the averaging operator to the momentum equation in the active layer Eq. (2.110b)

\[ \rho_\gamma \frac{d\overline{\mathbf{v}}_\omega}{dt} = \frac{1}{\mathcal{A}_\omega} \int_{\mathcal{A}_\omega\eta \cup \mathcal{A}_\omega p} \mathbf{n} \cdot (-p_\omega \mathbf{I} + \mu_\gamma \nabla \mathbf{v}_\omega) dA - \mu_\gamma K_\omega^{-1} \cdot \varepsilon_\omega \overline{\mathbf{v}}_\omega \quad (2.119) \]

Here we have neglected stress contributions at the lateral faces with respect to the stress from the upper and lower boundaries. With the continuity of velocity at both \( \omega\eta \) and \( \omega p \) boundaries, we can write

\[ \mathbf{v}_\omega = \frac{1}{\mathcal{V}_\omega} \int_{\mathcal{V}_\omega} \mathbf{v}_\omega dV = \frac{1}{\mathcal{V}_\omega} \int_{\mathcal{A}_{\eta p}} \ell_{\omega} \mathbf{v}_p dA \left( = \frac{1}{\mathcal{V}_\omega} \int_{\mathcal{A}_{\eta p}} \ell_{\omega} \mathbf{v}_\eta dA \right) \quad (2.120) \]
The stress term can be expressed in terms of the boundary conditions

\[
\int_{\partial \omega_{\eta} + \partial \omega_{p}} \mathbf{n} \cdot \varepsilon_\omega (-p_\omega \mathbf{I} + \mu_\gamma \nabla v_\omega) \, dA
\]

\[= \int_{\partial \omega_{\eta}} \mathbf{n}_{\omega\eta} \cdot \varepsilon_\omega (-p_\omega \mathbf{I} + \mu_\gamma \nabla v_\omega) \, dA + \int_{\partial \omega_{p}} \mathbf{n}_{\omega p} \varepsilon_\omega \cdot (-p_\omega \mathbf{I} + \mu_\gamma \nabla v_\omega) \, dA \]

\[= \int_{\partial \omega_{\eta}} \mathbf{n}_{\omega\eta} \cdot (-p_\eta \mathbf{I} + \mu_\gamma \nabla v_\eta) \, dA + \int_{\partial \omega_{p}} \mathbf{n}_{\omega p} \varepsilon_p \cdot (-p_p \mathbf{I} + \mu_\gamma \nabla v_p) \, dA \]

\[= \int_{\partial \omega_{\eta}} \mathbf{n}_{\omega\eta} \cdot \left[ (-p_\eta \mathbf{I} + \mu_\gamma \nabla v_\eta) - \varepsilon_p (-p_p \mathbf{I} + \mu_\gamma \nabla v_p) \right] \, dA \] (2.121)

In this way, Eq. (2.119) takes the form

\[
\int_{\partial \omega_{\eta}} \rho_\gamma \ell_\omega \left[ \frac{\partial (\varepsilon_p v_p)}{\partial t} \right] - \mathbf{n}_{\eta p} \cdot \left[ (-p_\eta \mathbf{I} + \mu_\gamma \nabla v_\eta) - \varepsilon_p (-p_p \mathbf{I} + \mu_\gamma \nabla v_p) \right] + \mu_\gamma K_\omega^{-1} \varepsilon_\omega \varepsilon_p \varepsilon_p \cdot v_p \, dA = 0 \] (2.122)

Notice that all the terms that are not related to the stress are multiplied by the width of the \(\omega\)-region. Considering the minute thickness of this region (active layer), all these terms become negligible compared to the stress except for the last term in the right hand (permeability). It is worth to mention that when the permeability of the active layer increases, the jump condition may lead to the continuity of stress.

Now we can summarize the conditions of the dividing surface (replacing the active layer) associated with the momentum equation at the interface \(\eta - p\).

at \(\partial \omega_{\eta p}\), \(\mathbf{v}_\eta = \varepsilon_p \mathbf{v}_p\) \hspace{1cm} (2.123a)

at \(\partial \omega_{\eta p}\), \(\rho_\gamma \delta \frac{\partial (\varepsilon_p v_p)}{\partial t} = \mathbf{n}_{\eta p} \cdot \left[ (-p_\eta \mathbf{I} + \mu_\gamma \nabla v_\eta) - \varepsilon_p (-p_p \mathbf{I} + \mu_\gamma \nabla v_p) \right] - \mu_\gamma K_\omega^{-1} \varepsilon_\omega \varepsilon_p \varepsilon_p \cdot v_p \) \hspace{1cm} (2.123b)

9.3 INTRINSIC AVERAGED EQUATIONS OF TRANSPORT FOR CHEMICAL SPECIES IN EACH PHASE

For the transport of chemical species (species \(A\)), the corresponding upscaled intrinsic equations in each domain are listed with respect to the simple notations described in the previous section

**In the fluid phase — \(\eta\)**

\[
\frac{\partial c_{A\eta}}{\partial t} + \nabla \cdot (\mathbf{v}_\eta c_{A\eta}) = \nabla \cdot (\mathcal{D}_\gamma \nabla c_{A\eta}) \] (2.124)
Figure 2.4: Demonstration of a 3 domain system (fluid-active layer-porous membrane) and a 2 domain system (fluid-porous membrane) with a new deciding surface replacing the membrane active layer

In the active layer $- \omega$

\[
(1 + \varepsilon_\omega^{-1} f_\omega'(c_{A\omega})) \frac{\partial c_{A\omega}}{\partial t} + \varepsilon_\omega^{-1} f_\omega(c_{A\omega}) \frac{da_\omega}{dt} + \nabla \cdot (v_\omega c_{A\omega}) = \nabla \cdot (D^* \cdot \nabla c_{A\omega}) \quad (2.125)
\]

In the mechanical support $- p$

\[
\frac{\partial c_{Ap}}{\partial t} + \nabla \cdot (v_p c_{Ap}) = \nabla \cdot (D^*_p \cdot \nabla c_{Ap}) \quad (2.126)
\]

It is worth to mention that the effective diffusivity (in the absence of dispersion) in the membrane active layer and mechanical support are calculated by the Maxwell equation in function of porosity.

\[
\frac{D^*_\alpha}{\varepsilon_\gamma} = \frac{2}{3 - \varepsilon_\gamma} \quad (2.127)
\]

We can also assume continuity at the boundary conditions as the first approach. Therefore
we have
\begin{align}
  \text{at } A_{\omega \eta} & \quad c_{A\omega} = c_{A\eta} \quad (2.128a) \\
  \text{at } A_{\omega \eta} & \quad n_{\omega \eta} \cdot \varepsilon_{\omega} (v_{\omega} c_{A\omega} - D^*_{\omega} \cdot \nabla c_{A\omega}) = n_{\omega \eta} \cdot (v_{\eta} c_{A\eta} - \mathcal{D}_{\gamma} \nabla c_{A\eta}) \quad (2.128b) \\
  \text{at } A_{\omega p} & \quad c_{A\omega} = c_{A\rho} \quad (2.128c) \\
  \text{at } A_{\omega p} & \quad n_{\omega p} \cdot \varepsilon_{\omega} (v_{\omega} c_{A\omega} - D^*_{\omega} \cdot \nabla c_{A\omega}) = n_{\omega p} \cdot \varepsilon_{p} (v_{p} c_{A\rho} - D^*_{p} \cdot \nabla c_{A\rho}) \quad (2.128d)
\end{align}

Finally, let us apply the averaging operator to Eq. (2.125) (transport of chemical species in the active layer), the result is
\begin{align}
  (\varepsilon_{\omega} + a_{\omega} f'_{\omega}) \frac{d\bar{c}_{A\omega}}{dt} + \mathcal{J}_{\omega} \frac{dc_{A\omega}}{dt} + \frac{1}{\mathcal{V}_{\omega}} \int_{A_{\omega}} n_{\omega} \cdot \varepsilon_{\omega} (v_{\omega} c_{A\omega} - D^*_{\omega} \cdot \nabla c_{A\omega}) \, dA = 0 \quad (2.129)
\end{align}

Where
\begin{align}
  f_{\omega} = f_{\omega}(\bar{c}_{A\omega}), \quad \text{and} \quad f'_{\omega} = f'_{\omega}(\bar{c}_{A\omega}) \quad (2.130)
\end{align}

The overall flux in the \( \omega \) region can be written as a sum at the \( \omega - \eta \) and \( \omega - \rho \) interfaces which gives rise to
\begin{align}
  &\int_{A_{\omega}} n_{\omega} \cdot \varepsilon_{\omega} (v_{\omega} c_{A\omega} - D^*_{\omega} \cdot \nabla c_{A\omega}) \, dA \\
  = &\int_{A_{\omega}} n_{\omega \eta} \cdot \varepsilon_{\omega} (v_{\omega} c_{A\omega} - D^*_{\omega} \cdot \nabla c_{A\omega}) \, dA + \int_{A_{\omega}} n_{\omega p} \cdot \varepsilon_{\omega} (v_{\omega} c_{A\omega} - D^*_{\omega} \cdot \nabla c_{A\omega}) \, dA \\
  = &\int_{A_{\omega}} n_{\omega \eta} \cdot (v_{\eta} c_{A\eta} - \mathcal{D}_{\gamma} \nabla c_{A\eta}) \, dA + \int_{A_{\omega}} n_{\omega p} \cdot \varepsilon_{p} (v_{p} c_{A\rho} - D^*_{p} \cdot \nabla c_{A\rho}) \, dA \\
  \equiv &\int_{A_{\rho}} n_{p\eta} \cdot [v_{\eta} c_{A\eta} - \mathcal{D}_{\gamma} \nabla c_{A\eta} - \varepsilon_{p} (v_{p} c_{A\rho} - D^*_{p} \cdot \nabla c_{A\rho})] \, dA \quad (2.131)
\end{align}

Furthermore, we now propose the following identity
\begin{align}
  &\int_{A_{\omega}} c_{A\omega} \, dV \equiv \int_{A_{\rho}} c_{A\rho} \big|_{p\eta} \, dA \quad (2.132)
\end{align}

which seems reasonable based on the separation of characteristic lengths of the system \( \delta \ll L_{\eta}, L_{\rho} \); with \( L_{\alpha} (\alpha = \eta, \rho) \) being the characteristic length associated to the \( \alpha \)-region. At this state it should be pointed out that with this assumption the \( \omega \) inter region does not exist anymore and as a result all the information of the velocity and concentration profiles in this region are eliminated. Furthermore, on the basis of the continuity of the concentration fields we have \( c_{A\omega} \big|_{p\eta} = c_{A\rho} = c_{A\eta} \). If one accepts the above identities, one
may rewrite Eq. (2.129) as
\[
\int_{\mathcal{A}_{p\eta}} \varepsilon_p \left[ 1 + \varepsilon^{-1}_{\omega} a_{\omega} J'_{\omega} \right] \ell_{\omega} \frac{\partial c_{Ap}}{\partial t} \\
+ \ell_{\omega} \int_{\omega} \frac{da_{\omega}}{dt} + n_{p\eta} \cdot \left[ v_{\eta} c_{Ap} - D_{\gamma} \gamma c_{Ap} - \varepsilon_p \left( v_p c_{Ap} - D_p^* \cdot \nabla c_{Ap} \right) \right] dA = 0 \quad (2.133)
\]

From which, we can extract the following boundary condition
\[
\text{at } \mathcal{A}_{p\eta}, \quad \varepsilon_p \left[ 1 + \varepsilon^{-1}_{\omega} a_{\omega} J'_{\omega} \right] \ell_{\omega} \frac{\partial c_{Ap}}{\partial t} + \ell_{\omega} \int_{\omega} \frac{da_{\omega}}{dt} = -n_{p\eta} \cdot \left[ v_{\eta} c_{Ap} - D_{\gamma} \gamma c_{Ap} - \varepsilon_p \left( v_p c_{Ap} - D_p^* \cdot \nabla c_{Ap} \right) \right] \quad (2.134)
\]

As the first approach, we can also impose the continuity of the intrinsic concentration fields at the interface. Likewise the jump condition for the stress tensor at the interface, all terms for the flux jump condition are multiplied by the thickness of the active layer. This way we may suppose for the moderate rates of the adsorption phenomena, we will have the continuity of total flux at the dividing $\eta - p$ surface.

\[
\text{at } \mathcal{A}_{p\eta}, \quad c_{Ap} = c_{A\eta} \quad (2.135)
\]

With the aim of providing a qualitative insight of the macroscopic transport, we solved the model consisting of eqs. (2.105) and (2.106); which are coupled by eqs. (2.134), (2.135). As a first approach we solved this model in a thin 2D portion of the system while the filtration flow is only on the $y$ direction. The dimensions of this simplified system are the following: width = 50$\mu$m, height = 700 $\mu$m, of which the porous medium has a height of 200 $\mu$m. The physical properties of the L-Glutathione (diffusivity, density) are used in the first calculations and the corresponding linear adsorption coefficient for this species were used from experimental characterization. A very thin active layer (1$\mu$m) is taken in the Eq. (2.133). The fluid is fed from the top of the system and it leaves it at the bottom. The objective of these simulations is to show how the use of jump conditions allow us to observe the drastic changes in the concentration and velocity fields due to the active layer.

Assuming that this portion of the system is taken in a position that is not influenced by the inlets and exits phenomena, one can assume fully developed transport conditions. This allows us to impose periodic boundary conditions at the horizontal inlets and outlets (see blue lines in Fig. 2.5).

Furthermore, at the top of the system (say at $y = H$) we imposed the following boundary conditions:

\[
\text{at } y = H, \quad c_{A\eta} = c_{in}; p_{\eta} = p_{in} \quad (2.136)
\]

where $c_{in}$ and $p_{in}$ are known constants. As a matter of convenience, let us define a di-
9. MACROSCOPIC NUMERICAL SIMULATIONS

\[ C_\alpha = \frac{c_{A\alpha}}{c_{in}}, \quad \alpha = \eta, p \]  

\[ \mathbf{D}_p \cdot \nabla c_p = k(c_p - c_\infty); p = p_{out} \] 

\[ p_{in} = 2 \text{ bar}, \quad p_{out} = 1 \text{ bar}. \]
9.4 Numerical results and discussion

The simulations are run in Comsol 4.3.b using the coupled creeping flow and transport for diluted species modules. We chose an extremely fine mesh with a special refinement at the fluid-porous medium boundary (see Fig. 2.6). Complete mesh consists of 52378 domain elements and 1288 boundary elements. The approximate calculation time is about 10 minutes. With these results, we obtained velocity and concentration profiles in the system. We verified that the volumetric flow rate is the same in the fluid and the porous medium by noting that the superficial average velocity value was the same in both sides. In Fig. 2.7 we show an example of the profile of the macroscopic concentration. It should be pointed out that the concentration decreases quite drastically near the fluid-porous medium boundary, thus illustrating the importance of the transport phenomena at the dividing surface. The macroscopic concentration field has been evaluated for different values of the fil-
tration velocity and the results are shown in fig. ??.

The filtration velocity affects significantly the concentration jump at the fluid-porous interface. For low values of the filtration velocity \( \text{Pe} \ll 100 \), the characteristic times of diffusion and convection phenomena are close enough and therefore particles can diffuse both in the fluid phase and the porous membrane; Thus the concentration differences between fluid and porous medium are quite moderate whereas for high values of the velocity \( \text{Pe} \gg 100 \), the convective velocity of particles becomes the more important and therefore more drastic changes in the concentration fields is observed.

Figure 2.8: Parametric study of the concentration field in the fluid and through the membrane corresponding to different values of the filtration velocity
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9.5 New concentration jump condition in a stationary state system

![Diagram showing three domains: fluid phase, active layer, and mechanical support.](image)

Figure 2.9: Representative three domains including fluid phase membrane active layer and mechanical support. The flow is in the y-direction and the velocity profile is uniform in this direction.

The objective of this section is to determine the jump condition for the concentration field at the stationary state conditions for active layer. This way the transport equation of the species A in this layer can be written as the sum of convection and diffusion. This can be interesting since the concentration difference between the fluid phase and the membrane porous medium due to adsorption at the membrane active layer can be calculated, thus we are not obliged to assume the continuity of concentration fields at the interfaces. First let us calculate the experimental characteristic time for each phenomenon in each layer. The mass transport governing equations in each domain are given.

Here we recall that the superficial velocity field \( V = v_\eta = \varepsilon_\omega v_\omega = \varepsilon_p v_p \), is conserved in the global system.

In the fluid phase
With $\mathcal{D}_\gamma \approx 10^{-11} - 10^{-10}$ m$^2$/s

$$\tau_{\text{diff}} = \frac{\ell_\eta^2}{\mathcal{D}_\gamma} \approx 500 - 5000\text{s} \quad (2.139a)$$

$$\tau_{\text{conv}} = \frac{\ell_\eta}{v_\eta} \approx 0.07\text{s} \quad (2.139b)$$

$$\text{Pe}_\eta = \frac{\ell_\eta v_\eta}{\mathcal{D}_\gamma} = \frac{\tau_{\text{diff}}}{\tau_{\text{conv}}} = 7 \times 10^3 \quad (2.139c)$$

In the membrane active layer

$$\tau_{\text{diff}} = \frac{\ell_\omega^2}{\varepsilon_\omega D_{*\omega}} \approx 0.03\text{s} \quad (2.140a)$$

$$\tau_{\text{conv}} = \frac{\ell_\omega}{v_\omega} \approx 0.001\text{s} \quad (2.140b)$$

$$\text{Pe}_\omega = \frac{\ell_\omega v_\omega}{D_{*\omega}} = \frac{\tau_{\text{diff}}}{\tau_{\text{conv}}} = 30 \quad (2.140c)$$

In the mechanical support

$$\tau_{\text{diff}} = \frac{\ell_p^2}{\varepsilon_p D_{*p}} \approx 150\text{s} \quad (2.141a)$$

$$\tau_{\text{conv}} = \frac{\ell_p}{v_p} \approx 0.03\text{s} \quad (2.141b)$$

$$\text{Pe}_p = \frac{\ell_p v_p}{D_{*p}} = \frac{\tau_{\text{diff}}}{\tau_{\text{conv}}} = 5000 \quad (2.141c)$$

Comparing the order of magnitudes of the Peclet numbers in all three regions, one can conclude that the transport phenomena in the active layer $\omega$ would be quickly attain the stationary state compared to the other regions. With this assumption the equations for mass transport in the membrane active layer can be expressed as

$$\nabla \cdot (v_\omega c_{A\omega}) = \nabla \cdot D_{*\omega} \cdot \nabla c_{A\omega} \quad (2.142)$$

Moreover if we assume that the transport phenomena is in only one direction ($y$), then one can write

$$v_\omega(y)X = D_{*\omega} \frac{dX}{dy} \quad \text{with} \quad X = \frac{dc_\omega}{dy} \quad \text{and} \quad v_\omega(y) = -v_0 = \text{cst} \quad (2.143)$$
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Figure 2.10: Concentration difference in the fluid and porous medium region for different values of Pe numbers.

Eq. (2.143) can be analytically solved

\[ X_\omega(y) = X_\omega(0) \exp \left( -\frac{v_0 \ell}{D_\omega} y \right) \quad (2.144) \]

\[ c_\omega(y) = c_\omega(0) - X_\omega(0) \frac{D_\omega}{v_0} \left[ \exp \left( -\frac{v_0 \ell}{D_\omega} y \right) - 1 \right] \quad (2.145) \]

and then

\[ \frac{c_\omega(y) - c_\omega(0)}{c_\omega(\ell_\omega) - c_\omega(0)} = \frac{\exp \left( -\frac{v_0 \ell_\omega}{D_\omega} \right) - 1}{\exp \left( -\frac{v_0 \ell_\omega}{D_\omega} \right) - 1} = \frac{1 - \exp \left( -\text{Pe}_\omega \frac{y}{\ell_\omega} \right)}{1 - \exp \left( -\text{Pe}_\omega \right)} \quad (2.146) \]
10. CONCLUSIONS AND DISCUSSION

Assuming the stationary state in the \( \omega \) region, the flux passing through any cross section of the \( \omega \)-region in the increasing \( y \) direction will be conserved which gives rise to

\[
\phi_\omega = y \cdot \varepsilon_\omega (D^*_\omega \nabla c_\omega + \mathbf{v}_y c_\omega) (0) = y \cdot \varepsilon_\omega (-D^*_\omega \nabla c_\omega + \mathbf{v}_y c_\omega) (\ell_\omega) \quad (2.147)
\]

\( \phi_\omega \) is given by

\[
\phi_\omega = -\varepsilon_\omega \left( D^*_\omega \frac{dc_\omega}{dy}(0) + \mathbf{v}_y c_\omega(0) \right)
= -\varepsilon_\omega (D^*_\omega X_\omega(0) - v_0 c_\omega(0))
= \frac{[c_\omega(0) - c_\omega(\ell_\omega)] v_0}{1 - \exp (-Pe_\omega)} - v_0 c_\omega(0) \quad (2.148)
\]

To summarize at the new dividing surface \( \eta - p \), we will have the continuity of the total flux and a jump condition for the concentration field.

\[
-c \cdot (-D_\gamma \nabla c_\eta + v_0 c_\eta) = -\varepsilon_p c \cdot (-D^*_p \nabla c_p + v_0 c_p)
\]

\[
c_p - c_\eta = \left[ \frac{\ell_\omega}{D^*_\omega} \phi + Pe_\omega c_p \right] \left[ \frac{1 - \exp (-Pe_\omega)}{(Pe_\omega)} \right] = \frac{\ell_\omega}{D^*_\omega} \left[ \frac{1 - \exp (-Pe_\omega)}{(Pe_\omega)} \right] \quad (2.149)
\]

And \( \phi \) is the convective-diffusive flux passing through the \( \eta - p \) interface in the \( p - \eta \) direction

\[
\phi = -\varepsilon_p n_{pn} \cdot (D^*_p \nabla c_p + \mathbf{v}_p c_p) = n_{pn} \cdot (-D_\gamma \nabla c_\eta + \mathbf{v}_\eta c_\eta) \quad (2.150)
\]

This new jump condition imposes the continuity of the fluxes and jump in the concentration fields at the new \( \eta - p \) dividing surface which can only be assumed in a stationary state situation in the membrane active layer whilst the governing equations in the fluid phase and membrane porous support may remain time dependent. The main advantage of this new jump condition is that the concentration difference between fluid and support porous medium is directly related to the mass transfer phenomena in the active layer. The jump in the concentration is due to mass transfer in the membrane active layer. The results of this new jump condition are presented in Fig. 2.10. The analytical expression of the concentration difference in the fluid phase and porous medium is given in Eq. (2.149). The results proved that for low Peclet numbers, the concentration jump is only due to the diffusion in the active layer \( \left( \frac{\ell_\omega}{D^*_\omega} \right) \). However for considerable values of Peclet number \( (\gg 10^3) \), the right hand term in equation (2.149) becomes null and thus the concentration field remains continuous.

10 CONCLUSIONS AND DISCUSSION

During the filtration process of protein solutions through the membranes, adsorption to the membrane interface is one of the fouling mechanisms leading to membrane pore
size reduction and consequent permeate flux decline. Different studies have shown that
the protein adsorption to the membrane inner pores affects the membrane performance
irreversibly[7],[132],[149],[162],[207].

The objective of this chapter was to develop an upscaled model for description of
protein adsorption during a filtration process. Experiments confirmed that membrane is
composed of three layers. It should be pointed out that in reality, proteins may trans-
port and adsorb in all membrane layers. However, we have assumed that the variations
of permeabilities in membrane layers due to protein adsorption are negligible except for
the membrane active layer. Thus, in the first study, we only developed a model of protein
adsorption in a very thin active layer of the membrane. An original averaged descrip-
tion of the membrane structure was described. Instead of determination the additional
resistances in terms of observed mechanisms, we derived the evolution of the membrane
structure with time. Convection and diffusion were taken into account as local trans-
port phenomena. Adsorption is the result of mass transport between membrane and the
fluid phase and it represented the interfacial phenomenon. The volume averaging method
is used for deriving the upscaled equations from their local counterparts. The simplifi-
cations of different terms (with contribution on pore-scale and membrane-scale transport
mechanisms) were based on estimation of order of magnitudes or length-scale constraints
(e.g. interfacial velocity due to adsorption was neglected compared to average velocity
field [29]). A classical closure problem for the momentum transport has been identified
whereas the closure problem for the mass conservation equation included two source
terms (due to diffusion and adsorption). The upscaled closed set of equations in the fluid
phase consist of the averaged continuity equation, non-stationary Stokes equation for mo-
mentum transport, the direct expression of its porosity in function of adsorption rate and
averaged mass conservation equation for proteins. The accumulation term in the upscaled
mass conservation equation is modified and includes the adsorption phenomenon at the
interface. Compared to the classical models [255], the upscaled equations of mass and
momentum transport both represented explicit expressions of porous structural evolution
with time.

Experiments are directly coupled with the model development at two levels: the pore
scale experiments are done to characterize the membrane structure and proteins adsorp-
tion isotherms. The local diffusivity of the proteins is also needed as initial data and is
taken from literature. The microfiltration experiments confirmed that protein adsorption is
a complicated phenomenon in which different parameters (solution chemistry, membrane
properties, operational conditions) play important roles. The effect of these parameters
are not involved in the proposed model and can be subject of future study. It is with to
mention that the electrostatic interactions between particles and the membrane surface
could be taken into account by adding some source terms in the local equations of the
mass transport. In the work of [258] the Smoluchowski has been used to understand the
effect of these interactions on the mass transport phenomena. However the experimental
characterization of these interactions remains challenging both at local and macroscopic
scales.
Since the closure problems for both mass and momentum transport equations were classical, we have used the expression of the effective diffusivity (Maxwell) and permeability (Kozeny-carman) to determine these effective properties in the membrane active layer and support porous structure. Consequently the macroscopic numerical simulations were run to validate the system performance qualitatively. The membrane active layer was replaced with a (virtual) dividing surface between bulk fluid and the support porous medium. Here we recall that the jump conditions were assumed only to overcome the numerical difficulties related to the small characteristic length of the membrane active layer. Two cases have been studied: In the first study, a jump condition for the mass flux was imposed which was due to the adsorption in the active layer of the membrane, however the continuity of the intrinsic concentrations in the bulk fluid and the membrane porous medium was assumed. In the second study, a jump condition for the concentration fields and a condition of the continuity of the mass flux was supposed. This second condition could be applied only if the transport phenomenon in the active layer would attain the stationary state. Another study which contains a jump condition both for the concentration fields and mass flux would be subject of the future study.
UPSCALED MODELING OF MASS AND MOMENTUM TRANSPORT IN BIOFILMS
List of symbols

$\beta$ Related to the fluid phase
$\omega$ Related to the EPS region
$\sigma$ Related to the cell region
$\eta$ Related to the water channel region
$A_{\eta\omega}$ interfacial area contained within the biofilm between $\eta - \omega$ regions, m$^2$
$A_{\omega\sigma}$ interfacial area contained within the biofilm between $\omega - \sigma$ regions, m$^2$
$b_{\alpha}^{\eta\omega}$ second-order tensor used to represent $\tilde{T}_\alpha$ at $\eta - \omega$ interface
$B_{\alpha}^{\eta\omega}$ second-order tensor used to represent $\tilde{v}_\alpha$ at $\eta - \omega$ interface
$c_{i\eta}$ concentration of species $i$ is the $\eta$ region, molm$^{-3}$
$c_{i\omega}$ concentration of species $i$ is the $\omega$ region, molm$^{-3}$
$c_{i\sigma}$ concentration of species $i$ is the $\sigma$ region, molm$^{-3}$
$\langle c_{i\eta} \rangle$ superficial average concentration of species $i$ in the $\eta$ region, molm$^{-3}$
$\langle c_{i\eta} \rangle^\eta$ intrinsic average concentration of species $i$ in the $\eta$ region, molm$^{-3}$
$\langle c_{i\omega} \rangle$ superficial average concentration of species $i$ in the $\omega$ region, molm$^{-3}$
$\langle c_{i\omega} \rangle^\omega$ intrinsic average concentration of species $i$ in the $\omega$ region, molm$^{-3}$
$\langle c_{i\sigma} \rangle$ superficial average concentration of species $i$ in the $\sigma$ region, molm$^{-3}$
$\langle c_{i\sigma} \rangle^\sigma$ intrinsic average concentration of species $i$ in the $\sigma$ region, molm$^{-3}$
$\{c_i\}$ equilibrium weighed average concentration for species $i$, molm$^{-3}$
$\hat{c}_{i\eta}$ biofilm-scale spatial deviation for species $i$ in the $\eta$-region
$\hat{c}_{i\omega}$ biofilm-scale spatial deviation for species $i$ in the $\omega$-region
$\hat{c}_{i\sigma}$ biofilm-scale spatial deviation for species $i$ in the $\sigma$-region
$\hat{c}_{\eta\eta}$ spatial deviation concentration for species $i$ in the $\eta$ region, molm$^{-3}$
$\hat{c}_{\eta\omega}$ spatial deviation concentration for species $i$ in the $\omega$ region, molm$^{-3}$
$\hat{c}_{\eta\sigma}$ spatial deviation concentration for species $i$ in the $\sigma$ region, molm$^{-3}$
$\tilde{c}_{i\eta}$ vector used to represent $\tilde{p}_\eta$ at the $\eta\omega$ interface, m$^{-1}$
$\tilde{c}_{i\omega}$ vector used to represent $\tilde{p}_\eta$ at the $\sigma\omega$ interface, m$^{-1}$
$d_{i\eta}$ vector field used to represent $\hat{c}_{i\eta}$
$d_{i\omega}$ vector field used to represent $\hat{c}_{i\omega}$
$d_{i\sigma}$ vector field used to represent $\hat{c}_{i\sigma}$
$D_{i\eta}$ mixture diffusivity for species $i$ in $\eta$ region, m$^2$s$^{-1}$
$D_{i\omega}$ mixture diffusivity for species $i$ in $\omega$ region, m$^2$s$^{-1}$
$D_{i\sigma}$ mixture diffusivity for species $i$ in $\sigma$ region, m$^2$s$^{-1}$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{i,\text{eff}}$</td>
<td>effective diffusivity for species $i$ in the biofilm, m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$D_{i,\text{dis}}$</td>
<td>effective dispersion for species $i$ in the biofilm, m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$E_0$</td>
<td>surface concentration of transporter proteins for cell productions, molm$^{-2}$</td>
</tr>
<tr>
<td>$K_A$</td>
<td>half saturation constant for Monod kinetic form, molm$^{-3}$</td>
</tr>
<tr>
<td>$k_i^{\sigma}$</td>
<td>cell membrane permeability for species $i$ (at $\omega - \sigma$ interface)</td>
</tr>
<tr>
<td>$k_i^{\eta\omega}$</td>
<td>mass transfer coefficient for species $i$ (at $\omega - \sigma$ interface)</td>
</tr>
<tr>
<td>$K_{\text{eq},B}$</td>
<td>phase equilibrium coefficient for species $B$</td>
</tr>
<tr>
<td>$K_{\text{eq},C}$</td>
<td>phase equilibrium coefficient for species $C$</td>
</tr>
<tr>
<td>$K_{\text{eq},D}$</td>
<td>phase equilibrium coefficient for species $D$</td>
</tr>
<tr>
<td>$K_\omega$</td>
<td>permeability tensor of $\omega$-region (EPS fibers) (m$^2$)</td>
</tr>
<tr>
<td>$K_{\omega\sigma}$</td>
<td>permeability tensor of $\omega - \sigma$-region (biofilm matrix) (m$^2$)</td>
</tr>
<tr>
<td>$K$</td>
<td>permeability tensor of the biofilm</td>
</tr>
<tr>
<td>$\ell_{\eta\omega}$</td>
<td>local-scale characteristic length associated with $\eta - \omega$ region, m</td>
</tr>
<tr>
<td>$\ell_{\omega\sigma}$</td>
<td>local-scale characteristic length associated with $\omega - \sigma$ region, m</td>
</tr>
<tr>
<td>$\ell_\eta$</td>
<td>Characteristic length for the $\eta$-region, m</td>
</tr>
<tr>
<td>$\ell_\omega$</td>
<td>Characteristic length for the $\omega$-region, m</td>
</tr>
<tr>
<td>$\ell_\sigma$</td>
<td>Characteristic length for the $\sigma$-region, m</td>
</tr>
<tr>
<td>$\ell_{bf}$</td>
<td>Characteristic length for the biofilm, m</td>
</tr>
<tr>
<td>$L$</td>
<td>Characteristic length for the averaged volume, m</td>
</tr>
<tr>
<td>$M_i$</td>
<td>molar weight of species $i$, kgmol$^{-1}$</td>
</tr>
<tr>
<td>$n_{\eta\omega}$</td>
<td>$-n_{\omega\eta}$, unit normal vector directed from the $\eta$-region to $\omega$-region</td>
</tr>
<tr>
<td>$n_{\omega\sigma}$</td>
<td>$-n_{\sigma\omega}$, unit normal vector directed from the $\omega$-region to $\sigma$-region</td>
</tr>
<tr>
<td>$n_{\omega\eta} \cdot \mathbf{w}_{\omega\eta}$</td>
<td>displacement velocity at $\omega - \eta$ interface</td>
</tr>
<tr>
<td>$n_{\omega\sigma} \cdot \mathbf{w}_{\omega\sigma}$</td>
<td>displacement velocity at $\omega - \sigma$ interface</td>
</tr>
<tr>
<td>$p_\beta$</td>
<td>local pressure of $\beta$ phase (fluid), Pa</td>
</tr>
<tr>
<td>$p_\eta$</td>
<td>local pressure of $\eta$ region, Pa</td>
</tr>
<tr>
<td>$p_\omega$</td>
<td>local pressure of $\omega$ region, Pa</td>
</tr>
<tr>
<td>$\langle p_\eta \rangle_\eta$</td>
<td>intrinsic average pressure in the $\eta$ region, Pa</td>
</tr>
<tr>
<td>$\langle p_\omega \rangle_\omega$</td>
<td>intrinsic average pressure in the $\omega$ region, Pa</td>
</tr>
<tr>
<td>${p}$</td>
<td>equilibrium pressure in the biofilm, Pa</td>
</tr>
<tr>
<td>$\tilde{p}_\eta$</td>
<td>spatial deviation of pressure in the $\eta$ region, Pa</td>
</tr>
<tr>
<td>$\tilde{p}_\omega$</td>
<td>spatial deviation of pressure in the $\omega$ region, Pa</td>
</tr>
<tr>
<td>$r_0$</td>
<td>radius of the averaging volume, m</td>
</tr>
<tr>
<td>$R_i$</td>
<td>rate of production of species $i$ in the $\sigma$-region, molm$^{-2}$s$^{-1}$</td>
</tr>
<tr>
<td>$\mathbf{T}_\beta$</td>
<td>viscous stress tensor of $\beta$ phase (fluid), Pa</td>
</tr>
</tbody>
</table>
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\( \mathbf{T}_\eta \)  
viscous stress tensor of \( \eta \) region, Pa

\( \mathbf{T}_\omega \)  
viscous stress tensor of \( \omega \) region, Pa

\( \mathbf{T}_\sigma \)  
viscous stress tensor of \( \eta \) region, Pa

\( \langle \mathbf{T}_\eta \rangle_\eta \)  
intrinsic average viscous tensor of \( \eta \) region, Pa

\( \langle \mathbf{T}_\omega \rangle_\omega \)  
intrinsic average viscous tensor of \( \omega \) region (fluid), Pa

\( \mathbf{T}_\eta \)  
intrinsic average viscous tensor of \( \eta \) region, Pa

\( \mathbf{T}_\omega \)  
intrinsic average viscous tensor of \( \omega \) region, Pa

\( \mathbf{v}_{i\eta} \)  
velocity of species \( i \) in the \( \eta \)-region, ms\(^{-1}\)

\( \mathbf{v}_{i\omega} \)  
velocity of species \( i \) in the \( \omega \)-region, ms\(^{-1}\)

\( \mathbf{v}_{i\sigma} \)  
velocity of species \( i \) in the \( \sigma \)-region, ms\(^{-1}\)

\( \mathbf{v}_\eta \)  
velocity of the \( \eta \)-region, ms\(^{-1}\)

\( \mathbf{v}_\omega \)  
velocity of the \( \omega \)-region, ms\(^{-1}\)

\( \mathbf{v}_\sigma \)  
velocity of the \( \sigma \)-region, ms\(^{-1}\)

\( \langle \mathbf{v}_\eta \rangle \)  
superficial average velocity of \( \eta \) region, ms\(^{-1}\)

\( \langle \mathbf{v}_\eta \rangle_\eta \)  
intrinsic average velocity of \( \eta \) region, ms\(^{-1}\)

\( \langle \mathbf{v}_\omega \rangle \)  
superficial average velocity of \( \omega \) region, ms\(^{-1}\)

\( \langle \mathbf{v}_\omega \rangle_\omega \)  
intrinsic average velocity of \( \omega \) region, ms\(^{-1}\)

\( \{ \mathbf{v} \} \)  
equilibrium velocity in the biofilm, ms\(^{-1}\)

\( \tilde{\mathbf{v}}_\eta \)  
spatial deviation of the velocity in the \( \eta \) region, ms\(^{-1}\)

\( \tilde{\mathbf{v}}_\omega \)  
spatial deviation of the velocity in the \( \omega \) region, ms\(^{-1}\)

\( V \)  
averaging volume m\(^{-3}\)

\( V_\eta \)  
volume of the \( \eta \)-region in the averaged volume m\(^{-3}\)

\( V_\omega \)  
volume of the \( \omega \)-region in the averaged volume m\(^{-3}\)

\( V_\sigma \)  
volume of the \( \sigma \)-region in the averaged volume m\(^{-3}\)
**Greek letters**

- $\alpha_1$: equilibrium coefficient defined in reaction equation
- $\alpha_2$: reaction rate parameter in cells, mol s $m^{-3}$
- $\alpha_3$: reaction rate parameter in cells, s
- $\alpha_4$: reaction rate parameter in cells, s
- $\alpha_5$: reaction rate parameter in cells, m$^3$s$^{-1}$
- $\varepsilon_\eta$: volume fraction of the $\eta$-region
- $\varepsilon_\omega$: volume fraction of the $\omega$-region
- $\varepsilon_\sigma$: volume fraction of the $\sigma$-region
- $\mu_A$: maximum specific substrate utilization parameter, mol$m^3$s$^{-1}$
- $\mu_\beta$: Dynamic viscosity of the fluid phase, Pa.s
- $\rho_{i\eta}$: mass density of species $i$ in the $\eta$-region, kg $m^{-3}$
- $\rho_{i\omega}$: mass density of species $i$ in the $\omega$-region, kg $m^{-3}$
- $\rho_{i\sigma}$: mass density of species $i$ in the $\sigma$-region, kg $m^{-3}$
- $\rho_\eta$: total mass density in the $\eta$-region, kg $m^{-3}$
- $\rho_\omega$: total mass density in the $\omega$-region, kg $m^{-3}$
- $\rho_\sigma$: total mass density in the $\sigma$-region, kg $m^{-3}$
- $\langle \rho_\eta \rangle^\eta$: intrinsic average mass density in the $\eta$-region, kg $m^{-3}$
- $\langle \rho_\omega \rangle^\omega$: intrinsic average mass density in the $\omega$-region, kg $m^{-3}$
- $\langle \rho_\sigma \rangle^\sigma$: intrinsic average mass density in the $\sigma$-region, kg $m^{-3}$
- $\{ \rho \}$: equilibrium mass density in the biofilm, kg $m^{-3}$
- $\tilde{\rho}_\eta$: spatial deviation mass density in the $\eta$-region
- $\tilde{\rho}_\omega$: spatial deviation mass density in the $\omega$-region
- $\tilde{\rho}_\sigma$: spatial deviation mass density in the $\sigma$-region
A biofilm is an assemblage of surface-associated microbial cells embedded in a slimy matrix of extracellular polymeric compounds. Biofilms are ubiquitous in natural and industrial systems. Among the problems associated with biofilms, energy losses, equipment damage, product contamination and medical infections are reported. In the particular case of membrane filtration systems, biofilm development induces a decline of process performance. Consequently cleaning procedures and replacement of the membranes are required. Biofilm development is a very complicated process governed by several coupled physical, chemical and biological phenomena. Mathematical modeling of biofilms is then crucial to get a better understanding of involved phenomena. It is an essential tool to make predictions that might help enhancing or reducing biofilm formation.

Several modeling approaches describing biofilm development have been proposed since the early 1980s. The description of the highly heterogeneity of biofilms in space and time is challenging. Recently, models and techniques developed for porous media have been used to study biofilms. In these models, mechanisms at microscopic scale are first identified and described. Afterwards, by using an upscaling method, the description of macroscopic phenomena is obtained.

The goal of this study is to propose an upscaled biofilm model that takes into account transport (diffusion and convection) and reaction mechanisms at biofilm scale. At microscopic scale, the biofilm is represented by a set of three regions (cells, exopolysaccharides gel and water channels). The gelatinous EPS region is composed itself by two phases, a fluid and a solid (EPS fibers). First, conservation equations for mass and momentum transport are derived for each region, in unsteady state. Thereafter, a first upscaling with the volume averaging method is applied to reach a scale (intermediate scale) where the EPS matrix can be described as a continuum. Another upscaling is then performed to reach biofilm scale (macroscopic scale). Local mass and momentum equilibrium cases are presented in this work. Although, non-equilibrium conditions are more realistic, they are rarely assumed in models described in the literature. Our model is able to predict the evolution with time of the biofilm structural properties (porosity, diffusivity, permeability) and the profiles of species concentration and velocities. Numerical simulations are performed to determine the total permeability tensor of the biofilm which includes both permeabilities of the EPS fibers and biofilm matrix.
1 INTRODUCTION

A biofilm is an assemblage of surface-associated microbial cells that are enclosed in a matrix of hydrated Extracellular Polymeric Substances (EPS) mainly composed of exopolysacharides, proteins and nucleic acids [38]. Non cellular materials such as mineral crystals, corrosion particles, clay or blood components depending on the environment in which the biofilm was developed, may also be found in biofilm matrix.

Biofilms may form on a wide variety of surfaces including living tissues, medical or dental devices, industrial or potable water system piping, in dairy industry and in natural aquatic systems. Biofilm formation (biofouling) causes technical and economic losses in many industries and in medical environments. Corrosion [145], energy losses and blockages in condenser tubes, membrane systems, water [146] and wastewater circuits, heating systems [128], heat exchangers, and even on ship hulls have been associated with biofilms. General processes leading to biofilm formation are the following: (1) preconditioning of the material surface by macromolecules from the aqueous medium, (2) Transport of cells in suspension (planktonic cells) from the bulk liquid to the surface, followed by reversible (3) and irreversible (4) adsorption of cells, (5) biofilm growth and polymers excretion on the surface, (6) biofilm detachment, erosion and sloughing [227].

The attachment of microorganisms to surfaces and subsequent biofilm development are very complex processes, strongly affected by several variables associated to cell properties, the substratum and the surrounding environmental conditions of the bulk liquid [70],[71].

Biofilm architecture is heterogeneous, both in space and time, constantly changing due to internal and external processes. It contains microcolonies encased in the EPS matrix separated from other micro-colonies by interstitial voids (water channels). Liquid flow occurs in these water channels allowing diffusion of nutrients, metabolites and even antimicrobial agents [70], [50],[23]. Biofilm structure is largely influenced by environmental conditions including the nutrient diffusion, convection and bulk shear stress. Additionally, sessile microorganisms (biofilm associated organisms) differ largely from their planktonic counterparts (freely suspended) concerning genes transcription.

The understanding and modeling of mass transport and reaction in biofilms has developed substantially in the past decades. Nowadays, mathematical modeling is an essential tool to understand the phenomena (physical, chemical and biological) involved in biofilm development and activity. It also helps providing clues to struggle against biofouling in engineering systems and to predict process performances in different industrial applications.

One critical point that should be taken into account when developing a biofilm model is its heterogeneity 1) Structural: biofilm thickness, roughness, porosity and relative permeability; 2) Chemical: gradient of chemical species, pH variations which induce and create a high diversity of reactions (aerobic and anaerobic); 3) Biological: diversity of microbial species and physiological states (growing and dead cells, at different growth rates) and 4)
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Physical: biofilm density and viscosity, EPS properties, species diffusivity in the matrix [60].

Moreover, very different length scales are found in a biofilm. They vary from a few nanometers (size of extracellular polymeric fibers), to several micrometers or centimeters (biofilm thickness), with the size of bacterial cells (1 – 2 µm) as an intermediate length scale.

The first attempts of biofilm modeling consisted in the development of continuum models primarily in one space dimension [106]. Here, biofilms are described as homogenous and continuous structures. In these models, the evolution of biofilm thickness and the spatial distribution of microbial species and nutrients in the biofilm are predicted with time. Additionally, diffusion is usually the only transport phenomenon taken into account. Due to their simplicity, one-dimensional biofilm models have difficulties characterizing the multidimensional biofilm structure [245].

The Cellular Automaton (CA) model has been widely applied to model biofilm heterogeneous structures. When CA model is used, the physical space is divided in an array of small compartments, which are allowed to fill up with biomass to a predetermined maximum. Once a compartment is full or overflowing, a simple rule-based system is employed in order to locate the compartment in which the extra biomass will be placed. For example, the generation of a new cell in one compartment requires that the CA algorithm decides where to locate the new cell, based on the occupancy of neighboring compartments. The decisions are made based on a set of rules that act locally, but apply globally [54]. Although the main principles are the same, the rules governing the biomass spreading differ from a model to another. The randomness in the step of biomass distribution is pointed out as a drawback of this approach. Literature contains CA models that incorporate the following biological mechanisms: cell division, cell movement, cell to cell communication and diffusion of nutrients [196], [199], [245]. However the influence of surrounding fluid is not included in CA modeling approach. However, it was also found that the hydrodynamics of the bulk fluid plays an important role in shaping the structure of biofilms [71] through both the nutrients convection and the detachment of biomass by shear stress. Therefore, more recently, several biofilm models coupling biofilm development to bulk fluid were developed [199],[200],[202].

More recently, an increasing interest of the research community in considering the multiscale characteristics of a biofilm (from the nanometer (EPS, protein in the matrix) to the millimeter/centimeter (biofilm thickness)) in model development is reported. The idea that biofilm models should be upscaled directly from microscopic scale has been first proposed by Wanner and Gujer [248],[251]. The main advantages of the upscaled techniques, in general, and the volume averaging, in particular, are the following: 1) the resulting model relates the microscopic parameters to the observable macroscopic ones. For instance, the effective diffusivity at macroscopic scale takes into account local diffusivities, the microstructure and dispersion caused by the local velocity field; 2) indicates under what conditions the conservation equations (mass, momentum) are valid.

These works include upscaling reactive solute transport within the matrix, cellular growth
and diffusion of nutrients. In addition, the effective properties provide some additional information from both local (cell) scale and biofilm structure (porosity...) [260], [262], [263].

In general, most of the work with the volume averaging method focused on local mass equilibrium conditions in a representative elementary volume and on the continuity or not (jump conditions) of quantities at the interface between phases in a porous region or between porous regions. Under these circumstances, all intrinsic concentrations can be assumed to be equal in a representative elementary volume and one mass balance equation is sufficient to describe mass transport. However, it should be noted that non-equilibrium conditions with moving interfaces are closer to reality.

2 PRESENTATION OF THE MODEL

During filtration of water containing bacteria through a porous membrane, the microorganisms that are present can attach to the membrane surface and form a biofilm that will progressively decrease the performance of the process by increasing the resistance to the flow (or decreasing global permeability). This phenomenon causes a fouling of the membrane in surface. Furthermore, the biofilm produces chemical species that can enter the membrane and eventually lead to its fouling in volume.

A model for membrane fouling in volume caused by adsorption has already been developed in another article and the objective of this work is to model the influence of the biofilm on fouling. It aims at predicting first the evolution with time of the species concentration profiles and particularly at the biofilm-membrane interface, in order to give input data for the adsorption model, and secondly the evolution with time of the biofilm structural parameters (porosities, dimensions), in order to quantify its impact on the global permeability.

The smallest scale considered in this study is the continuum mechanics one. At this scale, the resolution of transport phenomena equations inside the biofilm would be very complex and very demanding numerically. Therefore, the model developed here provides convection-diffusion-reaction balance equations at biofilm scale by upscaling with the volume averaging method, starting from equations at continuum mechanics scale. When a description at large scale is needed, this method has the advantage to provide a link with phenomena at small scale, which avoids using empirical laws.

As the objective of this first model is to obtain qualitative results, many simplifying hypotheses are made. Neither the initial attachment of the cells to the membrane surface or the biofilm detachment due to shear stress will be taken into account (see [199],[201],[213] for additional information). The model only deals with an already existing layer of biofilm containing bacteria in the same biological state. Here, the biofilm is described geometrically by a parallelepiped completely covering the top rectangular surface of the membrane and only its thickness can evolve with time. No spatial distribution of the structural biofilm parameters is considered in this first version.
of the model. In future work, the model will be able to treat a biofilm made of several layers and biofilm heterogeneity with space and time will then be taken into account. The presence of the supporting membrane will only be accounted for through boundary conditions at biofilm scale.

From a structural point of view, the biofilm is represented as a set of three regions: a cellular region ($\sigma$), a gelatinous region ($\omega$) and a fluid region ($\eta$). The $\sigma$-region, composed of all the microorganisms in the system, is modeled as a fluid. The cell wall, and in particular its barrier effect for species, is taken into account in the boundary conditions at the $\omega - \sigma$ interface, using a simple carrier model [137], [138]. For their growth and following [260, 261], bacteria use a substrate (species $A$) and an electron acceptor (species $B$) to form EPS (species $C$), terminal products (species $D$) and intercellular products (species $E$) which increase the cell mass. While species $E$ always remains in the cell, the other species can enter or leave bacteria. Species $D$ is assumed to be water only. The reaction model is represented in Fig.3.1.

![Figure 3.1: Reactants and products in a bacterial cell](image)

The $\omega$-region is a two-phase porous medium containing a solid phase made of EPS fibers and a fluid phase made of a mixture of species $A$, $B$, $C$ diluted in water ($D$). The $\eta$-region represents biofilm water channels and contains the same kind of mixture. Because the biofilm is already formed, it is plausible to assume that the cell region $\sigma$ is completely surrounded by the EPS region $\omega$ and that there is no contact between $\sigma$ and $\eta$-regions. All the regions with their characteristic length scales are presented in Fig. 3.2.

First, balance equations will be written at the smallest scale considered here, e.g. the continuum mechanics scale (microscopic scale) in unsteady state, in order to obtain at the end time evolution of macroscopic quantities. Using the Representative Elementary Volume (REV) described in Fig. 3.3, the volume averaging method will then be used in the three regions to reach a scale where the $\omega$-region can be described as a one-phase continuum (intermediate scale). Another upscaling will then be applied to get to the biofilm scale (macroscopic scale), in the cases of local mass/momentum equilibrium and non-equilibrium. Many existing models make the assumption of local equilibrium, but
in fact, it relies on precise time and length scale constraints that are not always verified. Transport properties at macroscopic scale, such as permeability and effective diffusivity, will be determined by solving associate problems, called closure problems, in domains at small scale that are representative of the biofilm structure. These properties are functions of small scale parameters such as structure and biophysical properties. The evolution with time of macroscopic quantities (concentration fields, velocity fields, porosities) will finally be determined.

In future work, a link between the evolution with time of the biofilm thickness and these macroscopic quantities will be determined, modeling the biofilm growth. Experimental data will also be performed to characterize properties at microscopic scale (diffusivities, equilibrium constants...) and at macroscopic scale (initial porosities) and to validate the numerical results of the macroscopic model.
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Figure 3.3: Representative Elementary Volume of the biofilm matrix with characteristic length scale of each region

### 3 MODEL AT MICROSCOPIC SCALE

#### 3.1 $\omega$-REGION (EPS GEL)

As seen in Fig. 3.2, the $\omega$-region is composed of two phases, namely a fluid phase $\beta$ and a solid phase $\kappa$ (EPS fibers). It is assumed that the microstructure of this region does not evolve anymore. Microscopic conservation equations in the $\omega$-region are

\[
\frac{\partial \rho_{\beta}}{\partial t} + \nabla \cdot (\rho_{\beta} \mathbf{v}_{\beta}) = 0 \quad \text{in the } \beta\text{-phase} \quad (3.1a)
\]

\[
\frac{\partial (\rho_{\beta} \mathbf{v}_{\beta})}{\partial t} = \rho_{\beta} \mathbf{g} + \nabla \cdot \mathbf{T}_{\beta} \quad \text{in the } \beta\text{-phase} \quad (3.1b)
\]

\[
\frac{\partial c_{i\beta}}{\partial t} + \nabla \cdot (c_{i\beta} \mathbf{v}_{i\beta}) = 0 \quad i = A \rightarrow C \quad \text{in the } \beta\text{-phase} \quad (3.1c)
\]

\[
c_{E\beta} = 0 \quad \text{in the } \beta\text{-phase} \quad (3.1d)
\]
For momentum equation, inertial transport has been neglected in front of viscous stress (low Reynolds number). Note that because there are five species \( A, B, C, D, E \), five conservation equations are needed: continuity equation and conservation equations for species \( A, B, C, E \) were chosen here. Conservation equation for solvent \( D \) (water) can be deduced from these equations by linear combination.

Stress tensor is defined by

\[
\mathbf{T}_\beta = -p_\beta \mathbf{I} + \mu_\beta \left[ \nabla \mathbf{v}_\beta + (\nabla \mathbf{v}_\beta)^T \right] + \left( k_\beta - \frac{2}{3} \mu_\beta \right) \left( \nabla \cdot \mathbf{v}_\beta \right) \quad \text{in the } \beta\text{-phase} \tag{3.2}
\]

where \( k_\beta \) is the volume viscosity. Since density relative variations are small (because species \( A, B \) and \( C \) are diluted in water \( D \)), it can be shown that

\[
\mathbf{T}_\beta \approx -p_\beta \mathbf{I} + \mu_\beta \left[ \nabla \mathbf{v}_\beta + (\nabla \mathbf{v}_\beta)^T \right] \quad \text{in the } \beta\text{-phase} \tag{3.3}
\]

under some constaints on time/length scales.

Since species \( A, B, C, E \) are diluted in solvent \( D \) and because the effect of specific body forces (and in particular gravity) is neglected \([27, 134] \), diffusion of species follows Fick’s law

\[
c_{i\beta} \mathbf{v}_{i\beta} = c_{i\beta} \mathbf{v}_\beta - D_{i\beta} \nabla c_{i\beta} \quad i = A, B, C, E \quad \text{in the } \beta\text{-phase} \tag{3.4}
\]

where \( D_{i\beta} \) is the diffusivity of species \( i \) in the \( \beta \)-phase with respect to solvent \( D \), assumed constant in the following.

For boundary conditions at the fluid-solid interface, it is assumed that the fibers structure does not evolve anymore (null fluid-solid interface velocity) and that no species can enter these fibers (null concentration of species inside the solid). Then

\[
\mathbf{v}_{i\beta} = 0 \quad i = A \rightarrow E \quad \text{at the } \beta - \kappa \text{ interface} \tag{3.5}
\]

\[
\mathbf{v}_\beta = 0 \quad \text{at the } \beta - \kappa \text{ interface} \tag{3.6}
\]

### 3.2 \( \eta \)-REGION (WATER CHANNELS)

In this region, there is only a fluid phase \( \beta \). As for phase \( \beta \) of \( \omega \)-region, the microscopic conservation equations in this phase are

\[
\frac{\partial \rho_\beta}{\partial t} + \nabla \cdot (\rho_\beta \mathbf{v}_\beta) = 0 \quad \text{in the } \beta\text{-phase} \tag{3.7a}
\]

\[
\frac{\partial (\rho_\beta \mathbf{v}_\beta)}{\partial t} = \rho_\beta \mathbf{g} + \nabla \cdot \mathbf{T}_\beta \quad \text{in the } \beta\text{-phase} \tag{3.7b}
\]

\[
\frac{\partial c_{i\beta}}{\partial t} + \nabla \cdot (c_{i\beta} \mathbf{v}_{i\beta}) = 0 \quad i = A, B, C \quad \text{in the } \beta\text{-phase} \tag{3.7c}
\]

\[
c_{E\beta} = 0 \quad \text{in the } \beta\text{-phase} \tag{3.7d}
\]
with

\[ T_\beta \approx -p_\beta I + \mu_\beta \left[ \nabla \mathbf{v}_\beta + (\nabla \mathbf{v}_\beta)^T \right] \quad \text{in the } \beta\text{-phase} \quad (3.8) \]

and

\[ c_{i\beta} \mathbf{v}_{i\beta} = c_{i\beta} \mathbf{v}_\beta - D_{i\beta} \nabla c_{i\beta} \quad i = A, B, C, E \quad \text{in the } \beta\text{-phase} \quad (3.9) \]

### 3.3 \( \sigma\)-REGION (CELLS)

In this region, there is only a fluid phase \( \gamma \). A biochemical process occurs there, represented by the reaction

\[ A + \eta_1 B \rightarrow \eta_2 C + \eta_3 D + \eta_4 E \quad (3.10) \]

The molar reaction rate for species \( i \), \( R_i \), is assumed to have a Michaelis-Menten form \[261\], with a limiting substrate (\( A \)) and an electron acceptor (\( B \)) in excess. The microscopic conservation equations in this phase are then

\[ \frac{\partial \rho_\gamma}{\partial t} + \nabla \cdot (\rho_\gamma \mathbf{v}_\gamma) = 0 \quad \text{in the } \gamma\text{-phase} \quad (3.11a) \]

\[ \frac{\partial (\rho_\gamma \mathbf{v}_\gamma)}{\partial t} = \rho_\gamma \mathbf{g} + \nabla \cdot \mathbf{T}_\gamma \quad \text{in the } \gamma\text{-phase} \quad (3.11b) \]

\[ \frac{\partial c_{i\gamma}}{\partial t} + \nabla \cdot (c_{i\gamma} \mathbf{v}_{i\gamma}) = R_i(c_{A\gamma}) \quad i = A, B, C, E \quad \text{in the } \gamma\text{-phase} \quad (3.11c) \]

with

\[ T_\gamma \approx -p_\gamma I + \mu_\gamma \left[ \nabla \mathbf{v}_\gamma + (\nabla \mathbf{v}_\gamma)^T \right] \quad \text{in the } \gamma\text{-phase} \quad (3.12) \]

\[ c_{i\gamma} \mathbf{v}_{i\gamma} = c_{i\gamma} \mathbf{v}_\gamma - D_{i\gamma} \nabla c_{i\gamma} \quad i = A, B, C, E \quad \text{in the } \gamma\text{-phase} \quad (3.13) \]

and molar reaction rates depending only on \( c_{A\gamma} \)

\[ R_A(c_{A\gamma}) = -\mu_A \frac{c_{A\gamma}}{K_A + c_{A\gamma}} \quad \text{in the } \gamma\text{-phase (substrate)} \quad (3.14a) \]

\[ R_B(c_{A\gamma}) = -\eta_1 \mu_A \frac{c_{A\gamma}}{K_A + c_{A\gamma}} \quad \text{in the } \gamma\text{-phase (electron acceptor)} \quad (3.14b) \]

\[ R_C(c_{A\gamma}) = +\eta_2 \mu_A \frac{c_{A\gamma}}{K_A + c_{A\gamma}} \quad \text{in the } \gamma\text{-phase (EPS)} \quad (3.14c) \]

\[ R_D(c_{A\gamma}) = +\eta_3 \mu_A \frac{c_{A\gamma}}{K_A + c_{A\gamma}} \quad \text{in the } \gamma\text{-phase (water)} \quad (3.14d) \]

\[ R_E(c_{A\gamma}) = +\eta_4 \mu_A \frac{c_{A\gamma}}{K_A + c_{A\gamma}} \quad \text{in the } \gamma\text{-phase (intercellular products)} \quad (3.14e) \]

The equality \( M_A + \eta_1 M_B = \eta_2 M_C + \eta_3 M_D + \eta_4 M_E \), which leads to \( \sum_{i=A \rightarrow E} M_i R_i(c_{A\gamma}) = 0 \), was also used to obtain (3.11a).
4. UPSCALED MODEL AT INTERMEDIATE SCALE

In the next equations, according to [255], the definition of superficial average of any function associated with an \( \alpha \)-phase or \( \alpha \)-region (\( \alpha = \beta, \gamma, \omega, \eta, \sigma \)) is used

\[
\langle \psi_{\alpha} \rangle = \frac{1}{V} \int_{V_{\alpha(t)}} \psi_{\alpha} dV
\]  

(3.15a)

as well as the definition of the intrinsic average

\[
\langle \psi_{\alpha} \rangle ^{\alpha} = \frac{1}{V_{\alpha(t)}} \int_{V_{\alpha(t)}} \psi_{\alpha} dV
\]  

(3.15b)

The region where the average is taken is designated with an index: for example \( \langle \psi_{\beta} \rangle _{\omega} \) is the superficial average of \( \psi_{\beta} \) (defined in the \( \beta \)-phase) in the \( \omega \)-region.

4.1 \( \omega \)-REGION (EPS GEL)

The volume-averaged form of the conservation equations can be written as

\[
\frac{\partial \langle \rho_{\beta} \rangle _{\omega}^{\beta}}{\partial t} + \nabla \cdot (\langle \rho_{\beta} \rangle _{\omega}^{\beta} \langle v_{\beta} \rangle _{\omega}^{\beta}) = 0 \quad \text{in the } \omega \text{-region}  
\]  

(3.16a)

\[
\frac{\partial (\langle \rho_{\beta} \rangle _{\omega}^{\beta} \langle v_{\beta} \rangle _{\omega}^{\beta})}{\partial t} = \langle \rho_{\beta} \rangle _{\omega}^{\beta} g + \nabla \cdot (\langle T_{\beta} \rangle _{\omega}^{\beta} - \mu_{\beta} K^{-1} \cdot \varepsilon_{\beta,\omega} \langle v_{\beta} \rangle _{\omega}^{\beta}) \quad \text{in the } \omega \text{-region}  
\]  

(3.16b)

\[
\frac{\partial (c_{i\beta}) _{\omega}^{\beta}}{\partial t} + \nabla \cdot (\langle c_{i\beta} \rangle _{\omega}^{\beta} \langle v_{\beta} \rangle _{\omega}^{\beta}) = D_{i\beta} \nabla^2 (c_{i\beta}) _{\omega}^{\beta} \quad i = A \to C \quad \text{in the } \omega \text{-region}  
\]  

(3.16c)

\[
\langle c_{E\beta} \rangle _{\omega}^{\beta} = 0 \quad \text{in the } \omega \text{-region}  
\]  

(3.16d)

with

\[
\langle T_{\beta} \rangle _{\omega}^{\beta} = -\langle p_{\beta} \rangle _{\omega}^{\beta} I + \mu_{\beta} \left[ \nabla \langle v_{\beta} \rangle _{\omega}^{\beta} + (\nabla \langle v_{\beta} \rangle _{\omega}^{\beta})^T \right] \quad \text{in the } \omega \text{-region}  
\]  

(3.17)

and \( K \) denotes the permeability tensor, which is uniform and constant with time because the fibrous structure does not evolve. In deriving the above expressions, the dispersive transport was assumed negligible compared to the convective one and the fact that the porosity \( \varepsilon_{\beta,\omega} \) is uniform and constant with time was used.
To simplify notations, the following changes are made

\[
\begin{align*}
\langle \rho_\beta \rangle_\omega & \rightarrow \rho_\omega & (3.18a) \\
\langle v_\beta \rangle_\omega & \rightarrow v_\omega & (3.18b) \\
\langle p_\beta \rangle_\omega & \rightarrow p_\omega & (3.18c) \\
K^{-1}_{\varepsilon_\beta,\omega} & \rightarrow K^{-1}_\omega & (3.18d) \\
\langle c_{i\beta} \rangle_\omega & \rightarrow c_{i\omega} & (3.18e) \\
\langle v_{i\beta} \rangle_\omega & \rightarrow v_{i\omega} & (3.18f)
\end{align*}
\]

so that Eqs. (3.16) take the form

\[
\begin{align*}
\frac{\partial \rho_\omega}{\partial t} + \nabla \cdot (\rho_\omega v_\omega) &= 0 \quad \text{in the } \omega\text{-region} & (3.19a) \\
\frac{\partial (\rho_\omega v_\omega)}{\partial t} &= \rho_\omega g + \nabla \cdot T_\omega - \mu_\beta K^{-1}_\omega \cdot v_\omega \quad \text{in the } \omega\text{-region} & (3.19b) \\
\frac{\partial c_{i\omega}}{\partial t} + \nabla \cdot (c_{i\omega} v_\omega) &= D_{i\beta} \nabla^2 c_{i\omega} \quad i = A \rightarrow C \quad \text{in the } \omega\text{-region} & (3.19c) \\
c_{E\omega} &= 0 \quad \text{in the } \omega\text{-region} & (3.19d)
\end{align*}
\]

with

\[
T_\omega = -p_\omega I + \mu_\beta \left[ \nabla v_\omega + (\nabla v_\omega)^T \right] \quad \text{in the } \omega\text{-region} & (3.20)
\]

4.2 η-REGION (WATER CHANNELS)

Applying an averaging operator of the same size as the one used for the ω-region and because there is no fluid-solid interface, and with the same kind of assumptions as for the ω-region

\[
\begin{align*}
\frac{\partial \langle \rho_\beta \rangle_\eta}{\partial t} + \nabla \cdot (\langle \rho_\beta \rangle_\eta \langle v_\beta \rangle_\eta) &= 0 \quad \text{in the } \eta\text{-region} & (3.21a) \\
\frac{\partial (\langle \rho_\beta \rangle_\eta \langle v_\beta \rangle_\eta)}{\partial t} &= \langle \rho_\beta \rangle_\eta g + \nabla \cdot \langle T_\beta \rangle_\eta \quad \text{in the } \eta\text{-region} & (3.21b) \\
\frac{\partial \langle c_{i\beta} \rangle_\eta}{\partial t} + \nabla \cdot (\langle c_{i\beta} \rangle_\eta \langle v_\beta \rangle_\eta) &= D_{i\beta} \nabla^2 \langle c_{i\beta} \rangle_\eta \quad i = A \rightarrow C \quad \text{in the } \eta\text{-region} & (3.21c) \\
\langle c_{E\beta} \rangle_\eta &= 0 \quad \text{in the } \eta\text{-region} & (3.21d)
\end{align*}
\]

with

\[
\langle T_\beta \rangle_\eta = -\langle \rho_\beta \rangle_\eta I + \mu_\beta \left[ \nabla \langle v_\beta \rangle_\eta + (\nabla \langle v_\beta \rangle_\eta)^T \right] \quad \text{in the } \eta\text{-region} & (3.22)
\]
To simplify notations, the following changes are made

\[ \langle \rho_{\beta} \rangle_{\eta} \rightarrow \rho_{\eta} \]  
\[ \langle v_{\beta} \rangle_{\eta} \rightarrow v_{\eta} \]  
\[ \langle p_{\beta} \rangle_{\eta} \rightarrow p_{\eta} \]  
\[ \langle c_{i\beta} \rangle_{\eta} \rightarrow c_{i\eta} \]  
\[ \langle v_{i\beta} \rangle_{\eta} \rightarrow v_{i\eta} \]  

so that conservation equations for this region can be written as

\[ \frac{\partial \rho_{\eta}}{\partial t} + \nabla \cdot (\rho_{\eta} v_{\eta}) = 0 \quad \text{in the } \eta\text{-region} \]  
\[ \frac{\partial \langle \rho_{\eta} v_{\eta} \rangle}{\partial t} = \rho_{\eta} g + \nabla \cdot T_{\eta} \quad \text{in the } \eta\text{-region} \]  
\[ \frac{\partial c_{i\eta}}{\partial t} + \nabla \cdot (c_{i\eta} v_{\eta}) = D_{i\eta} \nabla^2 c_{i\eta} + R_{i}(c_{A\eta}) \quad \text{in the } \eta\text{-region} \]

with

\[ T_{\eta} = -p_{\eta} I + \mu_{\beta} \left[ \nabla v_{\eta} + \left( \nabla v_{\eta} \right)^T \right] \quad \text{in the } \eta\text{-region} \]  

\[ \sigma\text{-REGION (CELLS)} \]

Following the same method as for \( \eta\)-region, conservation equations at this scale are

\[ \frac{\partial \langle \rho_{\gamma} \rangle_{\sigma}}{\partial t} + \nabla \cdot (\langle \rho_{\gamma} \rangle_{\sigma} \langle v_{\gamma} \rangle_{\sigma}) = 0 \quad \text{in the } \sigma\text{-region} \]  
\[ \frac{\partial (\langle \rho_{\gamma} \rangle_{\sigma} \langle v_{\gamma} \rangle_{\sigma})}{\partial t} = \langle \rho_{\gamma} \rangle_{\sigma} g + \nabla \cdot \langle T_{\gamma} \rangle_{\sigma} \quad \text{in the } \sigma\text{-region} \]  
\[ \frac{\partial \langle c_{i\gamma} \rangle_{\sigma}}{\partial t} + \nabla \cdot (\langle c_{i\gamma} \rangle_{\sigma} \langle v_{\gamma} \rangle_{\sigma}) = D_{i\gamma} \nabla^2 \langle c_{i\gamma} \rangle_{\sigma} + R_{i}(\langle c_{A\gamma} \rangle_{\sigma}) \quad \text{in the } \sigma\text{-region} \]  

with

\[ \langle T_{\gamma} \rangle_{\sigma} = -\langle \rho_{\gamma} \rangle_{\sigma} I + \mu_{\gamma} \left[ \nabla \langle v_{\gamma} \rangle_{\sigma} + \left( \nabla \langle v_{\gamma} \rangle_{\sigma} \right)^T \right] \quad \text{in the } \sigma\text{-region} \]  

To obtain the expression of the upscaled reaction rate, the length scale constraints \( \ell_{\omega}, \ell_{\sigma} \ll r_0 \) and \( r_0^2 \ll \ell_{bf}^2 \), where \( \ell_{bf} \) is the macroscopic biofilm thickness, were used (see [261]).
To simplify notations, the following changes are made

\[
\langle \rho \gamma \rangle \gamma \rightarrow \rho \gamma \sigma \quad (3.28a) \\
\langle v \gamma \rangle \gamma \rightarrow v \gamma \sigma \quad (3.28b) \\
\langle c \gamma \rangle \gamma \rightarrow c \gamma \sigma \quad (3.28c) \\
\langle v \iota \gamma \rangle \gamma \rightarrow v \iota \gamma \sigma \quad (3.28d)
\]

in order to write the corresponding conservation equations for this region as

\[
\frac{\partial \rho \sigma}{\partial t} + \nabla \cdot (\rho \sigma v \sigma) = 0 \quad \text{in the } \sigma\text{-region} \quad (3.29a)
\]

\[
\frac{\partial (\rho \sigma v \sigma)}{\partial t} = \rho \sigma g + \nabla \cdot T \sigma \quad \text{in the } \sigma\text{-region} \quad (3.29b)
\]

\[
\frac{\partial c \iota \sigma}{\partial t} + \nabla \cdot (c \iota \sigma v \sigma) = D_i \nabla^2 c \iota \sigma + R_i(c \iota \sigma) \quad i = A, B, C, E \quad \text{in the } \sigma\text{-region} \quad (3.29c)
\]

with

\[
T \sigma = -p \sigma I + \mu \gamma \left[ \nabla v \sigma + (\nabla v \sigma)^T \right] \quad \text{in the } \sigma\text{-region} \quad (3.30)
\]

and

\[
R_A(c \iota \sigma) = -\mu_A K_A + c \iota \sigma \quad \text{in the } \sigma\text{-region (substrate)} \quad (3.31a)
\]

\[
R_B(c \iota \sigma) = -\eta_1 \mu_A K_A + c \iota \sigma \quad \text{in the } \sigma\text{-region (electron acceptor)} \quad (3.31b)
\]

\[
R_C(c \iota \sigma) = +\eta_2 \mu_A K_A + c \iota \sigma \quad \text{in the } \sigma\text{-region (EPS)} \quad (3.31c)
\]

\[
R_D(c \iota \sigma) = +\eta_3 \mu_A K_A + c \iota \sigma \quad \text{in the } \sigma\text{-region (water)} \quad (3.31d)
\]

\[
R_E(c \iota \sigma) = +\eta_4 \mu_A K_A + c \iota \sigma \quad \text{in the } \sigma\text{-region (intercellular products)} \quad (3.31e)
\]

### 4.4 Jump Conditions

#### 4.4.1 \( \eta - \omega \) Interface (Chains - EPS Gel)

Species mass fluxes

Following [240], the jump condition for the molar flux of each species at the interface between homogeneous \( \eta \) and \( \omega \) regions is

\[
n_{\eta \omega} \cdot c_{\iota \eta} (v_{\iota \eta} - w_{\iota \omega}) = n_{\eta \omega} \cdot c_{\iota \omega} (v_{\iota \omega} - w_{\iota \omega}) \quad i = A \rightarrow E \quad \text{at } A_{\eta \omega} \quad (3.32)
\]
The following constitutive equation are also used

$$\mathbf{n}_{\eta\omega} \cdot c_{\eta} (\mathbf{v}_{\eta} - \mathbf{w}_{\eta\omega}) = k_i^{\eta\omega} (c_{\eta} - c_{i\omega}) \quad i = A \to E \quad \text{at } A_{\eta\omega} \quad (3.33)$$

where $k_i^{\eta\omega}$ is the transfer coefficient for species $i$ at the $\eta - \omega$ interface.

**Total mass flux**

Summing Eq. (3.32) over $i$ after multiplying by respective molar mass leads to the balance of total mass flux

$$\mathbf{n}_{\eta\omega} \cdot \rho_{\eta} (\mathbf{v}_{\eta} - \mathbf{w}_{\eta\omega}) = \mathbf{n}_{\eta\omega} \cdot \rho_{\omega} (\mathbf{v}_{\omega} - \mathbf{w}_{\eta\omega}) \quad \text{at } A_{\eta\omega} \quad (3.34)$$

Furthermore, the result of summing Eqs. (3.33) over $i$ after multiplying by respective molar mass is

$$\mathbf{n}_{\eta\omega} \cdot \rho_{\eta} (\mathbf{v}_{\eta} - \mathbf{w}_{\eta\omega}) = \sum_{i=A\to E} M_i k_i^{\eta\omega} (c_{\eta} - c_{i\omega}) \quad \text{at } A_{\eta\omega} \quad (3.35)$$

**Integrated species mass fluxes**

Integrating Eq. (3.33) gives

$$\frac{1}{V} \int_{A_{\eta\omega}} \mathbf{n}_{\eta\omega} \cdot c_{\eta} (\mathbf{v}_{\eta} - \mathbf{w}_{\eta\omega}) \, dA = a_{\eta\omega} k_i^{\eta\omega} (\langle c_{\eta} \rangle - \langle c_{i\omega} \rangle) \quad i = A \to E \quad \text{at } A_{\eta\omega} \quad (3.36)$$

where area averaged concentrations and volume averaged concentrations were equalized (under some length scales constraints). $a_{\eta\omega}$ is the specific area of the $\eta - \omega$ interface, which is assumed to be a function of time but not of space (spatial variations neglected).

**Integrated total mass flux**

Therefore, the total mass flux through the channels-EPS interface in a REV, per unit volume of REV, is obtained by summing Eq. (3.36) over $i$ after multiplying by respective molar mass

$$\frac{1}{V} \int_{A_{\eta\omega}} \mathbf{n}_{\eta\omega} \cdot \rho_{\eta} (\mathbf{v}_{\eta} - \mathbf{w}_{\eta\omega}) \, dA = a_{\eta\omega} \sum_{i=A\to E} M_i k_i^{\eta\omega} (\langle c_{\eta} \rangle - \langle c_{i\omega} \rangle) \quad (3.37)$$

**Stress tensor**

A jump condition on stress tensor is needed to have a well-posed problem, since $\omega$ and $\eta$ regions behave like fluids. The general form of the momentum transport jump
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condition [229] gives
\[
\mathbf{T}_n - \varepsilon_{\beta,\omega} \mathbf{T}_\omega \cdot \mathbf{n}_{\eta\omega} = 0 \quad \text{at } A_{\eta\omega} \quad (3.38)
\]
where it was assumed that the inter-regional volumetric and superficial stress is negligible compared to the normal momentum transport taking place across the inter-region, that transport at the inter-region takes place under quasi-steady conditions and that momentum transport due to the deformation of the interface is negligible with respect to the normal momentum transport and that inertial contributions are negligible.

4.4.2 \textit{ω – σ INTERFACE (EPS GEL - CELLS)}

Species mass fluxes

Using [240], the jump condition for the molar flux of each species at the interface between homogeneous \( \omega \) and \( \sigma \) regions is
\[
\mathbf{n}_{\omega\sigma} \cdot c_{\omega}(\mathbf{v}_{\omega} - \mathbf{w}_{\omega\sigma}) = \mathbf{n}_{\omega\sigma} \cdot c_{\sigma}(\mathbf{v}_{\sigma} - \mathbf{w}_{\omega\sigma}) \quad i = A \rightarrow E \quad \text{at } A_{\omega\sigma} \quad (3.39)
\]
where \( \varepsilon_{\beta,\omega} \) is a constant.

Following the work of Wood and Whitaker [261], the species that can enter or leave the cell are the substrate (species \( A \)), the electron acceptor (species \( B \)), exopolymers (species \( C \)) and water (species \( D \)). Intercellular products (species \( E \)) cannot cross the cell wall and then stay in the cell. The following constitutive equations are then used, taking into account the presence of the cell wall

\[
\mathbf{n}_{\omega\sigma} \cdot c_{A\omega}(\mathbf{v}_{A\omega} - \mathbf{w}_{\omega\sigma}) = \frac{E_0(c_{A\omega} - \alpha_1 c_{A\sigma})}{\alpha_2 + \alpha_3 c_{A\omega} + \alpha_4 c_{A\sigma} + \alpha_5 c_{A\omega} c_{A\sigma}} \quad \text{at } A_{\omega\sigma} \quad (3.40a)
\]
\[
\mathbf{n}_{\omega\sigma} \cdot c_{B\omega}(\mathbf{v}_{B\omega} - \mathbf{w}_{\omega\sigma}) = k_{B\omega}^{\omega\sigma}(c_{B\omega} - K_{eq,B}^{\omega\sigma} c_{B\sigma}) \quad \text{at } A_{\omega\sigma} \quad (3.40b)
\]
\[
\mathbf{n}_{\omega\sigma} \cdot c_{C\omega}(\mathbf{v}_{C\omega} - \mathbf{w}_{\omega\sigma}) = k_{C\omega}^{\omega\sigma}(c_{C\omega} - K_{eq,C}^{\omega\sigma} c_{C\sigma}) \quad \text{at } A_{\omega\sigma} \quad (3.40c)
\]
\[
\mathbf{n}_{\omega\sigma} \cdot c_{D\omega}(\mathbf{v}_{D\omega} - \mathbf{w}_{\omega\sigma}) = k_{D\omega}^{\omega\sigma}(c_{D\omega} - K_{eq,D}^{\omega\sigma} c_{D\sigma}) \quad \text{at } A_{\omega\sigma} \quad (3.40d)
\]
\[
\mathbf{n}_{\omega\sigma} \cdot c_{E\omega}(\mathbf{v}_{E\omega} - \mathbf{w}_{\omega\sigma}) = 0 \quad \text{at } A_{\omega\sigma} \quad (3.40e)
\]

The constitutive equation given by Eq. (3.40a) is based on the simple carrier model, in which \( E_0 \) is the surface concentration of transporter proteins, \( \alpha_1 \) is an equilibrium coefficient, \( \alpha_3, \alpha_4, \alpha_5 \) are the reaction rate parameters detailed in [260]. Moreover, \( k_{i\omega}^{\omega\sigma} \) is the transfert coefficient for species \( i \) through the \( \omega - \sigma \) interface (taking into account the cell membrane permeability) and \( K_{eq,i}^{\omega\sigma} \) is the equilibrium coefficient of species \( i \) between \( \omega \) and \( \sigma \) regions.

Total mass flux

Summing Eq. (3.39) over \( i \) after multiplying by molar mass leads to the balance of total mass flux
\[
\mathbf{n}_{\omega\sigma} \cdot \rho_{\omega}(\mathbf{v}_{\omega} - \mathbf{w}_{\omega\sigma}) = \mathbf{n}_{\omega\sigma} \cdot \rho_{\sigma}(\mathbf{v}_{\sigma} - \mathbf{w}_{\omega\sigma}) \quad \text{at } A_{\omega\sigma} \quad (3.41)
\]
Furthermore, the result of summing Eqs. (3.41) after multiplying by respective molar mass is

\[ \mathbf{n}_{\omega \sigma} \cdot \rho_{\omega} (\mathbf{v}_{\omega} - \mathbf{w}_{\omega \sigma}) = \frac{M_{A}E_{0}(c_{A\omega} - \alpha_{1}c_{A\sigma})}{\alpha_{2} + \alpha_{3}c_{A\omega} + \alpha_{4}c_{A\sigma} + \alpha_{5}c_{A\omega}c_{A\sigma}} + \sum_{i=B \rightarrow D} M_{i}k_{i}^{\omega \sigma}(c_{i\omega} - K_{eq,i}^{\omega \sigma}c_{i\sigma}) \text{ at } A_{\omega \sigma} \] (3.42)

Integrated species mass fluxes

From Eqs. (3.40), one obtains, under some length scales constraints,

\[ \frac{1}{V} \int_{A_{\omega \sigma}} \mathbf{n}_{\omega \sigma} \cdot c_{A\omega} (\mathbf{v}_{A\omega} - \mathbf{w}_{\omega \sigma}) \, dA = \frac{a_{\omega \sigma}E_{0}(\langle c_{A\omega} \rangle^{\omega} - \alpha_{1}\langle c_{A\sigma} \rangle^{\sigma})}{\alpha_{2} + \alpha_{3}\langle c_{A\omega} \rangle^{\omega} + \alpha_{4}\langle c_{A\sigma} \rangle^{\sigma} + \alpha_{5}\langle c_{A\omega} \rangle^{\omega}\langle c_{A\sigma} \rangle^{\sigma}} \] (3.43a)

\[ \frac{1}{V} \int_{A_{\omega \sigma}} \mathbf{n}_{\omega \sigma} \cdot c_{i\omega} (\mathbf{v}_{i\omega} - \mathbf{w}_{\omega \sigma}) \, dA = a_{\omega \sigma}k_{i}^{\omega \sigma}(\langle c_{i\omega} \rangle^{\omega} - K_{eq,i}^{\omega \sigma}\langle c_{i\sigma} \rangle^{\sigma}) \quad i = B \rightarrow D \] (3.43b)

where area averaged concentrations and volume averaged concentrations were equalized.

Integrated total mass flux

Therefore, the total mass flux through the cells-EPS interface in a REV, per unit volume of REV, is obtained by summing Eqs. (3.43) after multiplying by respective molar mass

\[ \frac{1}{V} \int_{A_{\omega \sigma}} \mathbf{n}_{\omega \sigma} \cdot \rho_{\omega} (\mathbf{v}_{\omega} - \mathbf{w}_{\omega \sigma}) \, dA = \frac{a_{\omega \sigma}E_{0}(\langle c_{A\omega} \rangle^{\omega} - \alpha_{1}\langle c_{A\sigma} \rangle^{\sigma})}{\alpha_{2} + \alpha_{3}\langle c_{A\omega} \rangle^{\omega} + \alpha_{4}\langle c_{A\sigma} \rangle^{\sigma} + \alpha_{5}\langle c_{A\omega} \rangle^{\omega}\langle c_{A\sigma} \rangle^{\sigma}} + a_{\omega \sigma} \sum_{i=B \rightarrow D} M_{i}k_{i}^{\omega \sigma}(\langle c_{i\omega} \rangle^{\omega} - K_{eq,i}^{\omega \sigma}\langle c_{i\sigma} \rangle^{\sigma}) \] (3.44)

Stress tensor

The general form of the momentum transport boundary condition [229] gives

\[ (\mathbf{T}_{\omega} - \mathbf{T}_{\sigma}) \cdot \mathbf{n}_{\omega \sigma} = 0 \] (3.45)
with the same assumptions as for the jump condition (3.38).

### 4.5 System of Equations

Finally, the conservation equations of mass (total and for each species) and momentum for the three regions can be expressed by

**ω-region**

\[
\frac{\partial \rho_\omega}{\partial t} + \nabla \cdot (\rho_\omega \mathbf{v}_\omega) = 0 \quad \text{in the } \omega\text{-region} \tag{3.46a}
\]

\[
\frac{\partial (\rho_\omega \mathbf{v}_\omega)}{\partial t} = \rho_\omega \mathbf{g} + \nabla \cdot \mathbf{T}_\omega - \mu_\beta K_\omega^{-1} \cdot \mathbf{v}_\omega, \quad \text{in the } \omega\text{-region} \tag{3.46b}
\]

with

\[
\mathbf{T}_\omega = -p_\omega \mathbf{I} + \mu_\beta \left[ \nabla \mathbf{v}_\omega + (\nabla \mathbf{v}_\omega)^T \right] \tag{3.46c}
\]

\[
\frac{\partial c_{i\omega}}{\partial t} + \nabla \cdot (c_{i\omega} \mathbf{v}_\omega) = D_{i\beta} \nabla^2 c_{i\omega} \quad i = A, B, C \quad \text{in the } \omega\text{-region} \tag{3.46d}
\]

\[
c_{E\omega} = 0 \quad \text{in the } \omega\text{-region} \tag{3.46e}
\]

**η-region**

\[
\frac{\partial \rho_\eta}{\partial t} + \nabla \cdot (\rho_\eta \mathbf{v}_\eta) = 0 \quad \text{in the } \eta\text{-region} \tag{3.47a}
\]

\[
\frac{\partial (\rho_\eta \mathbf{v}_\eta)}{\partial t} = \rho_\eta \mathbf{g} + \nabla \cdot \mathbf{T}_\eta, \quad \text{in the } \eta\text{-region} \tag{3.47b}
\]

with

\[
\mathbf{T}_\eta = -p_\eta \mathbf{I} + \mu_\beta \left[ \nabla \mathbf{v}_\eta + (\nabla \mathbf{v}_\eta)^T \right] \tag{3.47c}
\]

\[
\frac{\partial c_{i\eta}}{\partial t} + \nabla \cdot (c_{i\eta} \mathbf{v}_\eta) = D_{i\beta} \nabla^2 c_{i\eta} \quad i = A, B, C \quad \text{in the } \eta\text{-region} \tag{3.47d}
\]

\[
c_{E\eta} = 0 \quad \text{in the } \eta\text{-region} \tag{3.47e}
\]

**σ-region**

\[
\frac{\partial \rho_\sigma}{\partial t} + \nabla \cdot (\rho_\sigma \mathbf{v}_\sigma) = 0 \quad \text{in the } \sigma\text{-region} \tag{3.48a}
\]

\[
\frac{\partial (\rho_\sigma \mathbf{v}_\sigma)}{\partial t} = \rho_\sigma \mathbf{g} + \nabla \cdot \mathbf{T}_\sigma \quad \text{in the } \sigma\text{-region} \tag{3.48b}
\]

with

\[
\mathbf{T}_\sigma = -p_\sigma \mathbf{I} + \mu_\gamma \left[ \nabla \mathbf{v}_\sigma + (\nabla \mathbf{v}_\sigma)^T \right] \tag{3.48c}
\]

\[
\frac{\partial c_{i\sigma}}{\partial t} + \nabla \cdot (c_{i\sigma} \mathbf{v}_\sigma) = D_{i\gamma} \nabla^2 c_{i\sigma} + R_i(c_{A\sigma}) \quad i = A, B, C, E \quad \text{in the } \sigma\text{-region} \tag{3.48d}
\]
along with boundary/jump conditions

\[ \eta \rightarrow \omega \text{ inter-region} \]
\[ n_{\eta \omega} \cdot c_{i\eta}(v_{i\eta} - w_{i\omega}) = \varepsilon_{\beta, \omega} n_{\eta \omega} \cdot c_{i\omega}(v_{i\omega} - w_{i\eta}) = k^{\eta \omega}_i (c_{i\eta} - c_{i\omega}) \quad i = A, B, C, E \text{ at } A_{\eta \omega} \]  
\[ n_{\eta \omega} \cdot \rho_{i\eta}(v_{i\eta} - w_{i\omega}) \]  
\[ \sum_{i=A \rightarrow E} M_i k^{\eta \omega}_{i\eta} (c_{i\eta} - c_{i\omega}) \quad \text{at } A_{\eta \omega} \]  
\[ (T_{\eta} - T_{\omega}) \cdot n_{\eta \omega} = 0 \quad \text{at } A_{\eta \omega} \]  
\[ \omega \rightarrow \sigma \text{ inter-region} \]
\[ n_{\omega \sigma} \cdot c_{A\omega}(v_{A\omega} - w_{A\sigma}) \]
\[ = n_{\omega \sigma} \cdot c_{A\sigma}(v_{A\sigma} - w_{A\sigma}) = \frac{E_0(c_{A\omega} - \alpha_1 c_{A\sigma})}{\alpha_2 + \alpha_3 c_{A\omega} + \alpha_4 c_{A\sigma} + \alpha_5 c_{A\omega} c_{A\sigma}} \quad \text{at } A_{\omega \sigma} \]  
\[ n_{\omega \sigma} \cdot c_{i\omega}(v_{i\omega} - w_{i\omega}) = n_{\omega \sigma} \cdot c_{i\sigma}(v_{i\sigma} - w_{i\sigma}) = k^{\omega \sigma}_i (c_{i\omega} - c_{i\sigma}) \quad i = B, C \quad \text{at } A_{\omega \sigma} \]  
\[ n_{\omega \sigma} \cdot c_{E\omega}(v_{E\omega} - w_{E\omega}) = n_{\omega \sigma} \cdot c_{E\sigma}(v_{E\sigma} - w_{E\sigma}) = 0 \quad \text{at } A_{\omega \sigma} \]  
\[ n_{\omega \sigma} \cdot \rho_{i\omega}(v_{i\omega} - w_{i\omega}) = n_{\omega \sigma} \cdot \rho_{i\sigma}(v_{i\sigma} - w_{i\sigma}) \]
\[ = \frac{M_A E_0(c_{A\omega} - \alpha_1 c_{A\sigma})}{\alpha_2 + \alpha_3 c_{A\omega} + \alpha_4 c_{A\sigma} + \alpha_5 c_{A\omega} c_{A\sigma}} + \sum_{i=B, C, D} M_i k^{\omega \sigma}_{i\omega} (c_{i\omega} - K^{\omega \sigma}_{i\omega} c_{i\sigma}) \quad \text{at } A_{\omega \sigma} \]  
\[ \sum_{i=B, C, D} M_i k^{\omega \sigma}_{i\omega} (c_{i\omega} - K^{\omega \sigma}_{i\omega} c_{i\sigma}) \quad \text{at } A_{\omega \sigma} \]  
\[ (T_{\omega} - T_{\sigma}) \cdot n_{\omega \sigma} = 0 \quad \text{at } A_{\omega \sigma} \]  

This problem is well-posed: the number of equations and the number of boundary conditions are correct. Adding transport equations and boundary conditions for species \( D \) (solvent, water) would be redundant.

\section*{5 Upscaled Model at Macroscopic Scale}

The development of the macroscopic model is first based on the intuitive idea that the intrinsic velocity in the \( \sigma \)-region should not play a significant influence on the whole system hydrodynamics and on species transport. For hydrodynamics, the conditions under which the convective effects involving this velocity are negligible will be assumed to be verified. For species transport, diffusion in the \( \sigma \)-region will be supposed to be much more efficient than convection. Therefore, solving for the continuity-momentum equations in the \( \sigma \)-region will not be necessary anymore.
Even with these assumptions, the general system is in non local equilibrium: it is very difficult (if not impossible) to solve closure problems and to obtain a set of closed macroscopic equations. Furthermore, the objective of this work is to predict biofilm growth and a precise knowledge of the different velocity and concentration fields should not be necessary. In the following, local mechanical and mass equilibrium are assumed between \( \omega \)-region and \( \eta \)-region. Indeed, if the porosity of the fibers in the \( \omega \)-region is moderate, the flows in the \( \eta \) and \( \omega \) regions are very similar. Therefore, the assumption of local mechanical equilibrium makes sense. That way, the mechanical problem reduces to the determination of one (equilibrium) velocity. For the same reasons, local mass equilibrium between these two regions will be assumed.

5.1 MASS BALANCE EQUATIONS

5.1.1 General expressions

Applying the averaging theorems to Eqs. (3.46a), (3.47a) and (3.48a) gives rise to

\[
\frac{\partial \langle \rho \rho_\omega \rangle_\omega}{\partial t} + \frac{1}{V} \int_{A_\omega} n_\omega \cdot \rho_\omega (v_\omega - w_{\omega}) \, dA + \frac{1}{V} \int_{A_\eta} n_\eta \cdot \rho_\omega (v_\omega - w_{\eta}) \, dA + \nabla \cdot \langle \rho_\omega v_\omega \rangle_\omega = 0
\]

(3.51a)

\[
\frac{\partial \langle \rho \rho_\eta \rangle_\eta}{\partial t} + \frac{1}{V} \int_{A_\eta} n_\eta \cdot \rho_\eta (v_\eta - w_{\eta}) \, dA + \nabla \cdot \langle \rho_\eta v_\eta \rangle_\eta = 0
\]

(3.51b)

\[
\frac{\partial \langle \rho \rho_\sigma \rangle_\sigma}{\partial t} + \frac{1}{V} \int_{A_\sigma} n_\sigma \cdot \rho_\sigma (v_\sigma - w_{\omega}) \, dA + \nabla \cdot \langle \rho_\sigma v_\sigma \rangle_\sigma = 0
\]

(3.51c)

The density and velocity fields in the convective terms are now decomposed according to [91]

\[
\rho_\alpha = \langle \rho_\alpha \rangle_\alpha + \tilde{\rho}_\alpha, \quad \alpha = \omega, \eta, \sigma
\]

(3.52a)

\[
v_\alpha = \langle v_\alpha \rangle_\alpha + \tilde{v}_\alpha, \quad \alpha = \omega, \eta, \sigma
\]

(3.52b)

Using

\[
\langle \rho_\alpha v_\alpha \rangle_\alpha = \langle \rho_\alpha \rangle_\alpha \langle v_\alpha \rangle_\alpha + \langle \tilde{\rho}_\alpha \tilde{v}_\alpha \rangle_\alpha
\]

(3.53)

\[
\nabla \cdot \langle \tilde{\rho}_\alpha \tilde{v}_\alpha \rangle_\alpha \ll \nabla \cdot \left( \langle \rho_\alpha \rangle_\alpha \langle v_\alpha \rangle_\alpha \right)
\]

(3.54)
leads to

\[
\langle \rho_\omega \rangle_\omega \frac{\partial \varepsilon_\omega}{\partial t} + \varepsilon_\omega \langle \rho_\omega \rangle_\omega \nabla \cdot \langle v_\omega \rangle_\omega = \frac{1}{V} \int_{A_\omega} n_\omega \cdot \rho_\omega (v_\omega - w_\omega) \, dA - \frac{1}{V} \int_{A_\eta} n_\eta \cdot \rho_\omega (v_\omega - w_\eta) \, dA \tag{3.55a}
\]

\[
\langle \rho_\eta \rangle_\eta \frac{\partial \varepsilon_\eta}{\partial t} + \varepsilon_\eta \langle \rho_\eta \rangle_\eta \nabla \cdot \langle v_\eta \rangle_\eta = \frac{1}{V} \int_{A_\eta} n_\eta \cdot \rho_\eta (v_\eta - w_\eta) \, dA \tag{3.55b}
\]

\[
\langle \rho_\sigma \rangle_\sigma \frac{\partial \varepsilon_\sigma}{\partial t} + \varepsilon_\sigma \langle \rho_\sigma \rangle_\sigma \nabla \cdot \langle v_\sigma \rangle_\sigma = \frac{1}{V} \int_{A_\sigma} n_\sigma \cdot \rho_\sigma (v_\sigma - w_\omega) \, dA \tag{3.55c}
\]

where \( \langle \cdot \rangle_\alpha = \varepsilon_\alpha \langle \cdot \rangle_\alpha \) (\( \alpha = \omega, \eta, \sigma \)) was used and intrinsic densities \( \langle \rho_\alpha \rangle_\alpha \) were assumed to be almost constant in space and time, which is a reasonable hypothesis.

5.1.2 \( \sigma \)-REGION

For the \( \sigma \)-region, Eq. (3.55c) can be simplified again because the convective effects are assumed to be negligible. It gives

\[
\frac{\partial \varepsilon_\sigma}{\partial t} = \frac{1}{\langle \rho_\sigma \rangle_\sigma} \frac{1}{V} \int_{A_\sigma} n_\sigma \cdot \rho_\sigma (v_\sigma - w_\omega) \, dA \tag{3.56}
\]

The length scale associated with this approximation is detailed in Appendix B.

The integration of Eq. (3.44) into Eq. (3.56) finally gives

\[
\frac{\partial \varepsilon_\sigma}{\partial t} = \frac{a_{\omega\sigma} M_A E_0 (\langle c_{A\omega} \rangle_\omega - \alpha_1 \langle c_{A\sigma} \rangle_\sigma)}{\langle \rho_\sigma \rangle_\sigma} \left( \alpha_2 + \alpha_3 \langle c_{A\omega} \rangle_\omega + \alpha_4 \langle c_{A\sigma} \rangle_\sigma + \alpha_5 \langle c_{A\omega} \rangle_\omega \langle c_{A\sigma} \rangle_\sigma \right)
+ \frac{a_{\omega\sigma}}{\langle \rho_\sigma \rangle_\sigma} \sum_{i=B \to D} M_i k_i \omega \sigma \left( \langle c_{\omega} \rangle_\omega - K_{eq,i} \langle c_{\sigma} \rangle_\sigma \right) \tag{3.57}
\]

The macroscopic mass balance equation in the \( \sigma \)-region, which is useless because the velocity field \( v_\sigma \) will not be needed anywhere, has turned into a useful closed macroscopic equation for the evolution with time of \( \varepsilon_\sigma \).
5.1.3 \( \eta - \omega \)-REGION

In the same manner as for the \( \sigma \)-region, the expressions

\[
\frac{\partial \varepsilon_\omega}{\partial t} = -\frac{1}{V} \int_{A_\omega} n_{n,\omega} \cdot w_{n,\omega} dA + \frac{1}{V} \int_{A_{\omega,\sigma}} n_{n,\sigma} \cdot w_{n,\sigma} dA \tag{3.58a}
\]

and

\[
\frac{\partial \varepsilon_\eta}{\partial t} = \frac{1}{V} \int_{A_\eta} n_{n,\eta} \cdot w_{n,\eta} dA \tag{3.58b}
\]

can not be used under this form. But because there is local \( \omega - \eta \) equilibrium, the time evolution of the global \( \eta_\omega \)-region porosity, \( \varepsilon_{\eta_\omega} = \varepsilon_\omega + \varepsilon_\eta \), can be obtained by

\[
\frac{\partial \varepsilon_{\eta_\omega}}{\partial t} = -\frac{\partial \varepsilon_\sigma}{\partial t} \tag{3.59}
\]

and Eq. (3.57).

In order to get the equilibrium version for the mass balance equation, the porosity-weighted density, velocity and pressure for the \( \eta_\omega \)-region are defined as

\[
(\varepsilon_\omega + \varepsilon_\eta) \{\rho\} = \varepsilon_\omega \langle \rho_\omega \rangle_\omega + \varepsilon_\eta \langle \rho_\eta \rangle_\eta \tag{3.60}
\]

\[
(\varepsilon_\omega + \varepsilon_\eta) \{v\} = \varepsilon_\omega \langle v_\omega \rangle_\omega + \varepsilon_\eta \langle v_\eta \rangle_\eta \tag{3.61}
\]

\[
(\varepsilon_\omega + \varepsilon_\eta) \{p\} = \varepsilon_\omega \langle p_\omega \rangle_\omega + \varepsilon_\eta \langle p_\eta \rangle_\eta \tag{3.62}
\]

Local mass equilibrium \((\langle \rho_\omega \rangle_\omega \approx \langle \rho_\eta \rangle_\eta \approx \{\rho\})\) and local mechanical equilibrium \((\langle v_\omega \rangle_\omega \approx \langle v_\eta \rangle_\eta \approx \{v\}, \langle p_\omega \rangle_\omega \approx \langle p_\eta \rangle_\eta \approx \{p\})\) are assumed to be valid. The conditions of validity of equilibrium are not detailed here.

Summing Eq. (3.55a) multiplied by \( \varepsilon_{\beta,\omega} \) and Eq. (3.55b) leads to

\[
\frac{1}{\varepsilon_\omega + \varepsilon_\eta} \frac{\partial (\varepsilon_\omega + \varepsilon_\eta) \{\rho\}}{\partial t} + \{\rho\} \nabla \cdot \{v\} = -\frac{1}{\varepsilon_\omega + \varepsilon_\eta} \frac{1}{V} \int_{A_{\omega,\sigma}} n_{n,\sigma} \cdot \rho_\omega (v_\omega - w_{n,\omega}) dA \tag{3.63a}
\]

With Eq. (3.44), it finally gives

\[
\frac{1}{\varepsilon_\omega + \varepsilon_\eta} \frac{\partial (\varepsilon_\omega + \varepsilon_\eta) \{\rho\}}{\partial t} + \{\rho\} \nabla \cdot \{v\} = -\frac{a_{\omega,\sigma}}{\varepsilon_\omega + \varepsilon_\eta} M_A E_0 \left( \langle c_{A,\omega} \rangle_\omega^\omega - \alpha_1 \langle c_{A,\sigma} \rangle_\sigma^\sigma \right) + \frac{\alpha_2}{\varepsilon_\omega + \varepsilon_\eta} \langle c_{A,\omega} \rangle_\omega^\omega + \alpha_3 \langle c_{A,\sigma} \rangle_\sigma^\sigma + \alpha_4 \langle c_{A,\omega} \rangle_\omega^\sigma \langle c_{A,\sigma} \rangle_\sigma^\sigma - a_{\omega,\sigma} \sum_{i=B \rightarrow D} M_i k_i \omega^\omega \left( \langle c_{i,\omega} \rangle_\omega - K_{eq,i} \langle c_{i,\sigma} \rangle_\sigma \right) \tag{3.64a}
\]

which is the equilibrium version of the mass balance equation.
5.1.4 SPECIFIC AREA EVOLUTION

The specific surface area is defined by

$$ a_{\omega\sigma} = \frac{A_{\omega\sigma}}{V} = \varepsilon_{\omega} \frac{A_{\omega\sigma}}{V_{\sigma}} \quad (3.65) $$

With the approximations

$$ \frac{A_{\omega\sigma}}{V_{\sigma}} \sim \frac{\varepsilon_{\sigma}}{l_{\sigma}} \sim \varepsilon_{\sigma} (V_{\sigma})^{-1/3} \quad (3.66) $$

the following equation is proposed for the expression of specific surface area

$$ \frac{a_{\omega\sigma}}{a_{\omega\sigma}^0} = \left( \frac{\varepsilon_{\sigma}}{\varepsilon_{\sigma}^0} \right)^{2/3} \quad (3.67) $$

reminding that $\varepsilon_{\sigma} = V_{\sigma}/V$. Once porosity $\varepsilon_{\sigma}$ is known at time $t$, specific area $a_{\omega\sigma}$ at time $t$ can be calculated from Eq. (3.67), provided the initial values $a_{\omega\sigma}^0$ and $\varepsilon_{\sigma}^0$ are known.

5.2 MOMENTUM BALANCE EQUATIONS

The following results, obtained by applying the spatial averaging theorems to the constant quantity $1$ in the three regions, are reminded

$$ \nabla \varepsilon_{\omega} = \frac{1}{V} \int_{A_{\eta\omega}} \mathbf{n}_{\eta\omega} dA + \frac{1}{V} \int_{A_{\omega\sigma}} \mathbf{n}_{\omega\sigma} dA \quad (3.68a) $$

$$ \nabla \varepsilon_{\eta} = - \frac{1}{V} \int_{A_{\eta\omega}} \mathbf{n}_{\eta\omega} dA \quad (3.68b) $$

$$ \nabla \varepsilon_{\sigma} = - \frac{1}{V} \int_{A_{\omega\sigma}} \mathbf{n}_{\sigma\omega} dA \quad (3.68c) $$

Since spatial homogeneity is assumed in the three regions, these three quantities are almost zero.

5.2.1 GENERAL EXPRESSIONS

Applying the superficial averaging theorem to Eq. (3.46b) in the $\omega$-region leads to

$$ \left\langle \frac{\partial (\rho_{\omega} \mathbf{v}_{\omega})}{\partial t} \right\rangle_{\omega} = \langle \rho_{\omega} \rangle_{\omega} \mathbf{g} + \langle \nabla \cdot \mathbf{T}_{\omega} \rangle_{\omega} - \mu_{\beta} \mathbf{K}_{\omega}^{-1} \cdot \langle \mathbf{v}_{\omega} \rangle_{\omega} \quad (3.69) $$

because the permeability $\mathbf{K}_{\omega}$ is a constant. The stress tensor is given by Eq. (3.46c)

$$ \mathbf{T}_{\omega} = -p_{\omega} \mathbf{I} + \mu_{\beta} \left[ \nabla \mathbf{v}_{\omega} + (\nabla \mathbf{v}_{\omega})^T \right] \quad (3.70) $$
Each term in Eq. (3.69) will now be treated separately, using the general transport theorem [229] and the spatial averaging theorem [105].

**Accumulation term**

The accumulation term can be written

\[
\left\langle \frac{\partial (\rho_\omega v_\omega)}{\partial t} \right\rangle = \left\langle \frac{\partial (\rho_\omega v_\omega)}{\partial t} \right\rangle_A - \frac{1}{V} \int_{A_\eta} (n_{\eta \omega} \cdot w_{\eta \omega}) \rho_\omega v_\omega dA - \frac{1}{V} \int_{A_\sigma} (n_{\sigma \omega} \cdot w_{\sigma \omega}) \rho_\omega v_\omega dA
\]  

(3.71)

Following [261], \(\left\langle \rho_\omega v_\omega \right\rangle_A \approx \left\langle \rho_\omega \right\rangle_A \left\langle v_\omega \right\rangle_A\) (with a length scale constraint). \(\left\langle \rho_\omega \right\rangle_A\) being a constant, Eq. (3.71) becomes

\[
\left\langle \frac{\partial (\rho_\omega v_\omega)}{\partial t} \right\rangle = \left\langle \rho_\omega \right\rangle_A \left\langle \frac{\partial (v_\omega)}{\partial t} \right\rangle_A - \frac{1}{V} \int_{A_\eta} (n_{\eta \omega} \cdot (\rho_\omega w_{\eta \omega}) v_\omega) dA - \frac{1}{V} \int_{A_\sigma} (n_{\sigma \omega} \cdot (\rho_\omega w_{\sigma \omega}) v_\omega) dA
\]  

(3.72)

**Stress term**

The stress term can be expressed as

\[
\left\langle \nabla \cdot T_\omega \right\rangle = \nabla \cdot \left\langle T_\omega \right\rangle + \frac{1}{V} \int_{A_\eta} n_{\eta \omega} \cdot (\rho_\omega w_{\eta \omega}) v_\omega dA + \frac{1}{V} \int_{A_\sigma} n_{\sigma \omega} \cdot (\rho_\omega w_{\sigma \omega}) v_\omega dA
\]  

(3.73)

On the basis of the spatial averaging theorem [105]

\[
\nabla \cdot \left\langle T_\omega \right\rangle = - \nabla \left\langle p_\omega \right\rangle + \mu_\beta \nabla^2 \left\langle v_\omega \right\rangle
\]

\[
+ \mu_\beta \nabla \cdot \left( \frac{1}{V} \int_{A_\eta} \left[ n_{\eta \omega} v_\omega + (n_{\eta \omega} v_\omega)^T \right] dA + \frac{1}{V} \int_{A_\sigma} \left[ n_{\sigma \omega} v_\omega + (n_{\sigma \omega} v_\omega)^T \right] dA \right)
\]

(3.74)

where the term in \(\nabla \cdot \left\langle v_\omega \right\rangle\) was neglected. This assumption is valid under some constraints on time/length scales but it is reasonable since \(\left\langle \rho_\omega \right\rangle_A\) was taken as a constant.

In addition, using the relation between superficial and intrinsic averages into Eq. (3.74) yields, after neglecting the spatial variations of \(\varepsilon_\omega\),

\[
\nabla \cdot \left\langle T_\omega \right\rangle = - \varepsilon_\omega \nabla \left\langle p_\omega \right\rangle + \varepsilon_\omega \mu_\beta \nabla^2 \left\langle v_\omega \right\rangle
\]

\[
+ \mu_\beta \nabla \cdot \left( \frac{1}{V} \int_{A_\eta} \left[ n_{\eta \omega} v_\omega + (n_{\eta \omega} v_\omega)^T \right] dA + \frac{1}{V} \int_{A_\sigma} \left[ n_{\sigma \omega} v_\omega + (n_{\sigma \omega} v_\omega)^T \right] dA \right)
\]

(3.75)
In this way, Eq. (3.73) takes the form

\[
\langle \nabla \cdot T_{\omega} \rangle_{\omega} = -\varepsilon_{\omega} \nabla \langle p_{\omega} \rangle_{\omega} + \varepsilon_{\omega} \mu_{\beta} \nabla^{2} \langle v_{\omega} \rangle_{\omega} + \frac{1}{V} \int_{A_{\eta\omega}} n_{\omega \eta} \cdot T_{\omega} dA + \frac{1}{V} \int_{A_{\omega \sigma}} n_{\omega \sigma} \cdot T_{\omega} dA \\
+ \mu_{\beta} \nabla \cdot \left( \frac{1}{V} \int_{A_{\eta\omega}} \left[ n_{\omega \eta} v_{\omega} + (n_{\omega \eta} v_{\omega})^{T} \right] dA + \frac{1}{V} \int_{A_{\omega \sigma}} \left[ n_{\omega \sigma} v_{\omega} + (n_{\omega \sigma} v_{\omega})^{T} \right] dA \right)
\]

(3.76)

**Momentum balance equation**

Substitution of Eqs. (3.72) and (3.76) into Eq. (3.69) yields

\[
\langle \rho_{\omega} \rangle_{\omega} \frac{\partial \langle v_{\omega} \rangle_{\omega}}{\partial t} = -\varepsilon_{\omega} \langle \rho_{\omega} \rangle_{\omega} g - \varepsilon_{\omega} \mu_{\beta} \nabla^{2} \langle v_{\omega} \rangle_{\omega} + \varepsilon_{\omega} \mu_{\beta} K_{\omega}^{-1} \cdot \langle v_{\omega} \rangle_{\omega} \\
+ \frac{1}{V} \int_{A_{\eta\omega}} n_{\omega \eta} \cdot (T_{\omega} + \rho_{\omega} v_{\omega} w_{\eta\omega}) dA + \frac{1}{V} \int_{A_{\omega \sigma}} n_{\omega \sigma} \cdot (T_{\omega} + \rho_{\omega} v_{\omega} w_{\omega \sigma}) dA \\
+ \mu_{\beta} \nabla \cdot \left( \frac{1}{V} \int_{A_{\eta\omega}} \left[ n_{\omega \eta} v_{\omega} + (n_{\omega \eta} v_{\omega})^{T} \right] dA + \frac{1}{V} \int_{A_{\omega \sigma}} \left[ n_{\omega \sigma} v_{\omega} + (n_{\omega \sigma} v_{\omega})^{T} \right] dA \right)
\]

(3.77)

With the estimates

\[
\mu_{\beta} \nabla \cdot \left( \frac{1}{V} \int_{A_{\eta\omega}} \left[ n_{\omega \eta} v_{\omega} + (n_{\omega \eta} v_{\omega})^{T} \right] dA \right) = O \left( \frac{\mu_{\beta} v_{\omega}}{L \ell_{\omega \eta}} \right) \quad (3.78a)
\]

\[
\mu_{\beta} \nabla \cdot \left( \frac{1}{V} \int_{A_{\omega \sigma}} \left[ n_{\omega \sigma} v_{\omega} + (n_{\omega \sigma} v_{\omega})^{T} \right] dA \right) = O \left( \frac{\mu_{\beta} v_{\omega}}{L \ell_{\omega \sigma}} \right) \quad (3.78b)
\]

\[
\frac{1}{V} \int_{A_{\eta\omega}} n_{\omega \eta} \cdot (\rho_{\omega} w_{\eta\omega} v_{\omega}) dA = O \left( \frac{\rho_{\omega} w_{\eta\omega} v_{\omega}}{\ell_{\omega \eta}} \right) ; \quad \frac{1}{V} \int_{A_{\omega \sigma}} n_{\omega \sigma} \cdot (\rho_{\omega} w_{\sigma \omega} v_{\omega}) dA = O \left( \frac{\rho_{\omega} w_{\sigma \omega} v_{\omega}}{\ell_{\omega \sigma}} \right) \quad (3.78c)
\]

\[
\frac{1}{V} \int_{A_{\eta\omega}} n_{\omega \eta} \cdot T_{\omega} dA = O \left( \frac{\mu_{\beta} v_{\omega}}{L \ell_{\omega \eta}} \right) ; \quad \frac{1}{V} \int_{A_{\omega \sigma}} n_{\omega \sigma} \cdot T_{\omega} dA = O \left( \frac{\mu_{\beta} v_{\omega}}{L \ell_{\omega \sigma}} \right) \quad (3.78d)
\]
and the constraints

\[ \frac{\rho_\omega w_\omega \ell_\omega}{\mu_\beta} \ll 1 \quad ; \quad \frac{\rho_\omega w_\eta \ell_\omega}{\mu_\beta} \ll 1 \quad ; \quad \ell_\omega \ll L \]  

(3.79)

the first ones being justified if the interfaces \( \omega - \sigma \) and \( \omega - \eta \) move slowly, Eq. (3.77) can be reduced to

\[ \langle \rho_\omega \rangle \frac{\partial \langle v_\omega \rangle}{\partial t} = \varepsilon_\omega \langle p_\omega \rangle g - \varepsilon_\omega \nabla \langle p_\omega \rangle + \varepsilon_\omega \mu_\beta \nabla^2 \langle v_\omega \rangle - \varepsilon_\omega \mu_\beta K_\omega^{-1} \cdot \langle v_\omega \rangle 
\]

\[ + \frac{1}{V} \int_{A_\omega} n_\omega \cdot \mathbf{T}_\omega dA + \frac{1}{V} \int_{A_\omega} n_\omega \cdot \mathbf{T}_\omega dA \]  

(3.80)

Finally, taking into account the assumption of spatial homogeneity, this equation becomes

\[ \langle \rho_\omega \rangle \frac{\partial (\varepsilon_\omega \langle v_\omega \rangle)}{\partial t} = \varepsilon_\omega \langle \rho_\omega \rangle g - \varepsilon_\omega \nabla \langle p_\omega \rangle + \varepsilon_\omega \mu_\beta \nabla^2 \langle v_\omega \rangle - \varepsilon_\omega \mu_\beta K_\omega^{-1} \cdot \langle v_\omega \rangle 
\]

\[ + \frac{1}{V} \int_{A_\omega} n_\omega \cdot \mathbf{T}_\omega dA + \frac{1}{V} \int_{A_\omega} n_\omega \cdot \mathbf{T}_\omega dA \]  

(3.81)

The corresponding expression for the \( \eta \)-region is

\[ \langle \rho_\eta \rangle \frac{\partial (\varepsilon_\eta \langle v_\eta \rangle)}{\partial t} = \varepsilon_\eta \langle \rho_\eta \rangle g - \varepsilon_\eta \nabla \langle p_\eta \rangle + \varepsilon_\eta \mu_\beta \nabla^2 \langle v_\eta \rangle + \frac{1}{V} \int_{A_\eta} n_\eta \cdot \mathbf{T}_\eta dA \]  

(3.82)

From boundary condition (3.38), the following relation can be deduced

\[ n_\eta \cdot \mathbf{T}_\eta = -n_\omega \cdot \mathbf{T}_\omega \quad \text{at} \quad A_{\eta \omega} \]  

(3.83)

because \( \mathbf{T}_\eta \) and \( \mathbf{T}_\omega \) are symmetrical, and then Eq. (3.82) becomes

\[ \langle \rho_\eta \rangle \frac{\partial (\varepsilon_\eta \langle v_\eta \rangle)}{\partial t} = \varepsilon_\eta \langle \rho_\eta \rangle g - \varepsilon_\eta \nabla \langle p_\eta \rangle + \varepsilon_\eta \mu_\beta \nabla^2 \langle v_\eta \rangle - \frac{1}{V} \int_{A_\eta} n_\eta \cdot \mathbf{T}_\omega dA \]  

(3.84)

where the assumption of spatial homogeneity of the \( \eta \)-region was used.

In the same manner, the averaged momentum balance equation in the \( \sigma \)-region is

\[ \langle \rho_\sigma \rangle \frac{\partial (\varepsilon_\sigma \langle v_\sigma \rangle)}{\partial t} = \varepsilon_\sigma \langle \rho_\sigma \rangle g - \varepsilon_\sigma \nabla \langle p_\sigma \rangle + \varepsilon_\sigma \mu_\gamma \nabla^2 \langle v_\sigma \rangle - \frac{1}{V} \int_{A_\sigma} n_\sigma \cdot \mathbf{T}_\omega dA \]  

(3.85)
where boundary condition (3.45) and spatial homogeneity of the $\sigma$-region were used.

5.2.2 $\sigma$-REGION

In the model developed here, Eq. (3.85) is not useful anymore because all the convective contributions of the $\sigma$-region are neglected.

5.2.3 $\eta\omega$-REGION

The local mechanical equilibrium model results from adding Eqs. (3.81) multiplied by $\varepsilon_{\beta,\omega}$ and (3.84)

$$
\frac{1}{\varepsilon_{\omega} + \varepsilon_{\eta}} \frac{\partial}{\partial t} \left( \left( (\varepsilon_{\omega} + \varepsilon_{\eta}) \{ \rho \} \{ \mathbf{v} \} \right) \right) = \{ \rho \} \mathbf{g} - \nabla \{ p \} + \mu_{\beta} \nabla^{2} \{ \mathbf{v} \} - \mu_{\beta} \mathbf{K}^{-1} \cdot \frac{\varepsilon_{\omega}}{\varepsilon_{\omega} \varepsilon_{\beta,\omega} + \varepsilon_{\eta}} \{ \mathbf{v} \}
$$

(3.86)

where

$$
\mathbf{K}^{-1} = \mathbf{K}^{-1}_{\omega} + \varepsilon_{\omega} \mathbf{K}^{-1}_{\omega\sigma}
$$

(3.87a)

$$
\frac{1}{V_{\omega}} \int_{A_{\omega}(t)} \mathbf{n}_{\omega\sigma} \cdot \mathbf{T}_{\omega} dA = -\mu_{\beta} \varepsilon_{\omega} \mathbf{K}^{-1}_{\omega\sigma} \cdot \{ \mathbf{v} \}
$$

(3.87b)

5.3 MASS OF SPECIES BALANCE EQUATIONS

The developments are given for the upscaled form of conservation equation for species $A$, but they are very similar for the other species.

5.3.1 GENERAL EXPRESSION

Taking the superficial average of Eq. (3.46d) leads to the non-closed macroscopic balance for species $A$ in the $\omega$-region

$$
\frac{\partial}{\partial t} \left( \varepsilon_{\omega} \langle c_{A,\omega} \rangle \right) + \varepsilon_{\omega} \langle \mathbf{v}_{\omega} \rangle \cdot \nabla \langle c_{A,\omega} \rangle + \nabla \cdot \langle \mathbf{v} \rangle \cdot \langle c_{A,\omega} \rangle = \nabla \cdot \left[ \varepsilon_{\omega} D_{A,\beta} \left( \nabla \langle c_{A,\omega} \rangle + \frac{1}{V_{\omega}} \int_{A_{\eta\omega}} \mathbf{n}_{\eta\sigma} c_{A,\omega} dA + \frac{1}{V_{\omega}} \int_{A_{\omega\sigma}} \mathbf{n}_{\omega\sigma} c_{A,\omega} dA \right) \right]
$$

$$
+ \frac{1}{V_{\omega}} \int_{A_{\eta\omega}} \mathbf{n}_{\eta\omega} \cdot c_{A,\omega} \langle \mathbf{v}_{A,\omega} - \mathbf{w}_{\eta\omega} \rangle dA - \frac{1}{V_{\omega}} \int_{A_{\omega\sigma}} \mathbf{n}_{\omega\sigma} \cdot c_{A,\omega} \langle \mathbf{v}_{A,\omega} - \mathbf{w}_{\omega\sigma} \rangle dA
$$

(3.88)
The same procedure is applied for developing the non-closed macroscopic balance for species \( A \) in the \( \eta \)-region from Eq. (3.47d)

\[
\begin{align*}
\frac{\partial}{\partial t} \left( \varepsilon_\eta \langle c_{A\eta} \rangle^\eta \right) + \varepsilon_\eta \langle v_\eta \rangle^\eta \cdot \langle c_{A\eta} \rangle^\eta + \nabla \cdot \langle \hat{v}_\eta \hat{c}_{A\eta} \rangle \\
= \nabla \cdot \left[ \varepsilon_\eta D_{A\beta} \left( \nabla \langle c_{A\eta} \rangle^\eta + \frac{1}{V_\eta} \int_{A_\eta} n_{\eta\omega} \hat{c}_{A\eta} dA \right) \right] - \frac{1}{V} \int_{A_\eta} n_{\eta\omega} \cdot \langle c_{A\eta} \rangle (v_\eta - w_{\eta\omega}) dA
\end{align*}
\]

(3.89)

In the same manner, the non-closed macroscopic balance equation for species \( A \) in the \( \sigma \)-region is obtained from Eq. (3.48d)

\[
\begin{align*}
\frac{\partial}{\partial t} \left( \varepsilon_\sigma \langle c_{A\sigma} \rangle^\sigma \right) + \varepsilon_\sigma \langle v_\sigma \rangle^\sigma \cdot \langle c_{A\sigma} \rangle^\sigma + \nabla \cdot \langle \hat{v}_\sigma \hat{c}_{A\sigma} \rangle \\
= \nabla \cdot \left[ \varepsilon_\sigma D_{A\gamma} \left( \nabla \langle c_{A\sigma} \rangle^\sigma + \frac{1}{V_\sigma} \int_{A_\sigma} n_{\sigma\omega} \hat{c}_{A\sigma} dA \right) \right] + \frac{1}{V} \int_{A_\sigma} n_{\sigma\omega} \cdot \langle c_{A\sigma} \rangle (v_\sigma - w_{\sigma\omega}) dA
\end{align*}
\]

\[
- \mu_A \varepsilon_\sigma \langle c_{A\sigma} \rangle^\sigma \\
\frac{\langle c_{A\sigma} \rangle^\sigma}{K_A + \langle c_{A\sigma} \rangle^\sigma}
\]

(3.90)

where the average reaction rate was obtained assuming that the variation of coefficients \( \mu_A \) and \( K_A \) are negligible within the average volume and that \( \hat{c}_{A\sigma} \ll \langle c_{A\sigma} \rangle^\sigma \). The conditions of validity of these assumptions can be found in [260].

6 CLOSURE PROBLEM

In the previous section, the balance equations for mass, momentum and species concentration have been given for each region. However, they contain several non-closed terms. In the following section, the closed form of the macroscopic model and closure problems are determined. The effective properties of each region can then be obtained by solving closure problems, and reflect both microscopic biophysical properties and structure. In the following section, the derivations for the \( \omega \)-region is presented and the analysis is then extended to the other regions.
6. CLOSURE PROBLEM

6.1 MASS BALANCE EQUATION

Starting from Eq. (3.46a)
\[
\frac{\partial \rho_\omega}{\partial t} + \nabla \cdot (\rho_\omega \mathbf{v}_\omega) = 0 \tag{3.91}
\]
and using Gray’s decomposition leads to
\[
\frac{\partial \tilde{\rho}_\omega}{\partial t} + \langle \rho_\omega \rangle \omega \nabla \cdot \langle \mathbf{v}_\omega \rangle \omega + \langle \mathbf{v}_\omega \rangle \omega \cdot \nabla \tilde{\rho}_\omega + \langle \rho_\omega \rangle \omega \nabla \cdot \tilde{\mathbf{v}}_\omega + \nabla \cdot (\tilde{\rho}_\omega \tilde{\mathbf{v}}_\omega) = 0 \tag{3.92}
\]
because \( \langle \rho_\omega \rangle \omega \) has been assumed to be a constant in space and time. With the assumption that the order of magnitude of the deviations of the velocity can, at most, be on the same order as the intrinsic averaged velocity, the following orders of magnitude can be obtained
\[
\begin{align}
\langle \rho_\omega \rangle \omega \nabla \cdot \langle \mathbf{v}_\omega \rangle \omega &= \mathcal{O} \left( \frac{\langle \rho_\omega \rangle \omega \langle \mathbf{v}_\omega \rangle \omega}{L} \right) \tag{3.93a} \\
\tilde{\rho}_\omega \nabla \cdot \langle \mathbf{v}_\omega \rangle \omega &= \mathcal{O} \left( \frac{\tilde{\rho}_\omega \langle \mathbf{v}_\omega \rangle \omega}{L} \right) \tag{3.93b} \\
\langle \mathbf{v}_\omega \rangle \omega \cdot \nabla \tilde{\rho}_\omega &= \mathcal{O} \left( \frac{\tilde{\rho}_\omega \langle \mathbf{v}_\omega \rangle \omega}{\ell_\omega} \right) \tag{3.93c} \\
\langle \rho_\omega \rangle \omega \nabla \cdot \tilde{\mathbf{v}}_\omega &= \mathcal{O} \left( \frac{\langle \rho_\omega \rangle \omega \langle \mathbf{v}_\omega \rangle \omega}{\ell_\omega} \right) \tag{3.93d} \\
\nabla \cdot (\tilde{\rho}_\omega \tilde{\mathbf{v}}_\omega) &= \mathcal{O} \left( \frac{\tilde{\rho}_\omega \langle \mathbf{v}_\omega \rangle \omega}{\ell_\omega} \right) \tag{3.93e}
\end{align}
\]
Consequently, on the basis of the assumption \( \tilde{\rho}_\omega \ll \langle \rho_\omega \rangle \omega \) and the length-scale constraint \( \ell_\omega \ll L \), it gives
\[
\frac{\partial \tilde{\rho}_\omega}{\partial t} + \langle \rho_\omega \rangle \omega \nabla \cdot \tilde{\mathbf{v}}_\omega = 0 \tag{3.94}
\]
As a final simplification, quasi-steady state is assumed for the closure problem. To derive the constraint behind this assumption, the order of magnitude of the first term in this equation
\[
\frac{\partial \tilde{\rho}_\omega}{\partial t} = \mathcal{O} \left( \frac{\tilde{\rho}_\omega}{t_{\tilde{\rho}_\omega}^*} \right) \tag{3.95}
\]
is compared to the estimate given above. It leads us to conclude that whenever the following estimation is valid
\[
t_{\tilde{\rho}_\omega}^* \gg \frac{\tilde{\rho}_\omega \ell_\omega}{\langle \rho_\omega \rangle \omega \langle \mathbf{v}_\omega \rangle \omega} \tag{3.96}
\]
Eq. (3.94) may be written as follows
\[
\nabla \cdot \tilde{\mathbf{v}}_\omega = 0 \tag{3.97}
\]
Extending the analysis to the η-region, it can immediately be deduced that

\[ \nabla \cdot \tilde{v}_\eta = 0 \]  

(3.98)

### 6.2 Momentum Transport Equation

In order to derive the local momentum closure equation, the averaged momentum equation of the ω-region, Eq. (3.81), divided by \( \varepsilon_\omega \)

\[
\langle \rho_\omega \rangle_\omega \frac{\partial \langle v_\omega \rangle_\omega}{\partial t} + \langle \rho_\omega \rangle_\omega \langle v_\omega \rangle_\omega \frac{\partial \ln \varepsilon_\omega}{\partial t} = \rho_\omega g - \nabla \langle p_\omega \rangle_\omega + \mu_\beta \nabla^2 \langle v_\omega \rangle_\omega - \mu_\beta K_\omega^{-1} \cdot \langle v_\omega \rangle_\omega + \frac{1}{V_\omega} \int_{A_\omega} n_{\omega\eta} \cdot \tilde{T}_\omega dA + \frac{1}{V_\omega} \int_{A_\omega} n_{\omega\sigma} \cdot \tilde{T}_\omega dA
\]

(3.99)

is subtracted from the microscopic one, Eq. (3.19b)

\[
\frac{\partial (\rho_\omega v_\omega)}{\partial t} = \rho_\omega g - \nabla p_\omega + \mu_\beta \nabla^2 v_\omega - \mu_\beta K_\omega^{-1} \cdot v_\omega \quad \text{in the } \omega-\text{region} \quad (3.100)
\]

where the term in \( \nabla (\nabla \cdot v_\omega) \) was neglected, with the same proof as before. Assuming that \( \tilde{\rho}_\omega \ll \langle \rho_\omega \rangle_\omega \), it leads to

\[
\langle \rho_\omega \rangle_\omega \frac{\partial \tilde{v}_\omega}{\partial t} - \langle \rho_\omega \rangle_\omega \langle v_\omega \rangle_\omega \frac{\partial \ln \varepsilon_\omega}{\partial t} = - \nabla \tilde{p}_\omega + \mu_\beta \nabla^2 \tilde{v}_\omega - \mu_\beta K_\omega^{-1} \cdot \tilde{v}_\omega - \frac{1}{V_\omega} \int_{A_\omega} n_{\omega\eta} \cdot \tilde{T}_\omega dA - \frac{1}{V_\omega} \int_{A_\omega} n_{\omega\sigma} \cdot \tilde{T}_\omega dA
\]

(3.101)

In order to derive the time-scale constraint that supports the quasi-steady assumption, the order of magnitude of the first term on the left handside of the above equation

\[
\langle \rho_\omega \rangle_\omega \frac{\partial \tilde{v}_\omega}{\partial t} = \mathcal{O} \left( \frac{\langle \rho_\omega \rangle_\omega \tilde{v}_\omega}{t^*_\omega} \right)
\]

(3.102)

can be compared to

\[
\mu_\beta \nabla^2 \tilde{v}_\omega = \mathcal{O} \left( \frac{\mu_\beta \langle v_\omega \rangle_\omega}{t^2_\omega} \right)
\]

(3.103)
where the velocity deviations were considered to be, at most, of the same order of magnitude as the intrinsic average velocity. It leads to the following constraint

$$t^*_\omega \gg \frac{\ell^2}{\langle \rho \rangle^{\omega}}$$

(3.104)

To further simplify this expression, the term

$$\langle \rho \rangle^{\omega} \langle v \rangle^{\omega} \frac{\partial \ln \varepsilon^{\omega}}{\partial t} = \mathcal{O} \left( \frac{\langle \rho \rangle^{\omega} \langle v \rangle^{\omega}}{L} \right)$$

(3.105)

which order of magnitude has been deduced from Eq. (3.55a), is negligible compared to

$$\mu_\beta \nabla^2 \tilde{v}^{\omega} = \mathcal{O} \left( \frac{\mu_\beta \langle v \rangle^{\omega}}{\ell^2} \right)$$

(3.106)

if the following constraint is met

$$\frac{\langle \rho \rangle^{\omega} \langle v \rangle^{\omega} L}{\mu_\beta} \left( \frac{\ell^2}{L} \right)^2 \ll 1$$

(3.107)

Consequently, and assuming the two previous constraints, Eq. (3.101) reduces to

$$0 = -\nabla \tilde{p}^{\omega} + \mu_\beta \nabla^2 \tilde{v}^{\omega} - \mu_\beta K^{-1}_\omega \cdot \tilde{v}^{\omega} - \frac{1}{V^{\omega}} \int_{A^{\omega}} n^{\omega} \cdot \tilde{T}^{\omega} dA - \frac{1}{V^{\sigma}} \int_{A^{\sigma}} n^{\sigma} \cdot \tilde{T}^{\omega} dA$$

(3.108a)

Extending the derivations to the $\eta$-region leads to

$$0 = -\nabla \tilde{p}^{\eta} + \mu_\beta \nabla^2 \tilde{v}^{\eta} + \frac{1}{V^{\eta}} \int_{A^{\eta}} n^{\eta} \cdot \tilde{T}^{\omega} dA$$

(3.108b)

### 6.3 Mass Conservation for Species $i$

In order to continue the analysis of deriving one equation of mass conservation for species $A$, we need to develop the closure problem for spatial deviations of concentration $\tilde{c}_{A\omega}$, $\tilde{c}_{A\eta}$ and $\tilde{c}_{A\sigma}$. The complete procedure for determination the sources and definition of the closure variables is detailed in [260]. It has been shown that the deviation concentration
can be expressed as
\[
\tilde{c}_{A\omega} = d_{A\omega} \cdot \nabla \{c_A\} \\
\tilde{c}_{A\eta} = d_{A\eta} \cdot \nabla \{c_A\} \\
\tilde{c}_{A\sigma} = \alpha_1^{-1} d_{A\sigma} \cdot \nabla \{c_A\}
\]
(3.109a) (3.109b) (3.109c)

Where \(d_{A\omega}, d_{A\eta}\) and \(d_{A\sigma}\) are the closure variables which represent the effects of microstructure of the biofilm to its effective dispersion tensor.

7 Closed Models

7.1 Equilibrium Model for Momentum Transport

If local mass equilibrium conditions are applicable, we have the following models for mass transport in biofilms:

\[
\langle \rho_\sigma \rangle^\sigma \frac{\partial \varepsilon_\sigma}{\partial t} - \langle \rho_\sigma \rangle^\sigma \varepsilon_\sigma \mu M \left( \frac{\langle c_A \rangle^\sigma}{\langle c_A \rangle^\sigma + K_A} \right) = 0
\]
(3.110a)

\[
\frac{\partial \{\rho\}}{\partial t} + \langle \rho_\sigma \rangle^\sigma \varepsilon_\sigma \mu M \left( \frac{\langle c_A \rangle^\sigma}{\langle c_A \rangle^\sigma + K_A} \right) + \{\rho\} \nabla \cdot \{\mathbf{v}\} = 0
\]
(3.110b)

Likewise, the equilibrium model for the momentum transport results from adding Eqs. (3.81) and (3.82)

\[
\{\rho\} \frac{\partial \{\mathbf{v}\}}{\partial t} = -\nabla \{p\} + \{\rho\} \mathbf{g} + \mu_\beta \nabla^2 \{\mathbf{v}\} + \mu_\beta \nabla \left( \nabla \cdot \{\mathbf{v}\} \right) - \mu_\beta K^{-1} \cdot \varepsilon_\omega \{\mathbf{v}\}
\]
(3.111)

where

\[
\{\mathbf{v}\} = \varepsilon_\eta \langle \mathbf{v}_\eta \rangle^\eta + \varepsilon_\omega \langle \mathbf{v}_\omega \rangle^\omega
\]
(3.112a)

\[
\{\rho\} = \langle \rho_\eta \rangle^\eta = \langle \rho_\omega \rangle^\omega
\]
(3.112b)

\[
\{p\} = \varepsilon_\eta \langle p_\eta \rangle^\eta + \varepsilon_\omega \langle p_\omega \rangle^\omega
\]
(3.112c)

\[
K^{-1} = K_\omega^{-1} + \varepsilon_\omega K_{\omega\sigma}^{-1}
\]
(3.112d)

\[
\frac{1}{V_\omega} \int_{A_{\omega\sigma}} \mathbf{n}_{\omega\sigma} \cdot \mathbf{T}_{\omega} dA = -\mu_\beta \varepsilon_\omega K_{\omega\sigma}^{-1} \cdot \{\mathbf{v}_\omega\}
\]
(3.112e)
7. CLOSED MODELS

If there is equilibrium between only the $\eta$- and $\omega$-regions, we have that the following assumptions are acceptable

$$\langle p_\eta \rangle^\eta = \langle p_\omega \rangle^\omega = \{ p \}$$  \hspace{1cm} (3.113a)

$$\nabla \langle v_\eta \rangle^\eta = \nabla \langle v_\omega \rangle^\omega = \nabla \{ v \}$$  \hspace{1cm} (3.113b)

7.2 BOUNDARY CONDITIONS OF THE EQUILIBRIUM MODEL

If one assume that the fluid viscosity is the same in the $\eta$- and $\omega$-regions, we have

$$\omega - \eta \text{ inter-region}$$

$$n_{\eta \omega} \cdot (\tilde{T}_\eta - \tilde{T}_\omega) = 0$$  \hspace{1cm} (3.114)

These are the flux boundary conditions for the $\eta$-$\omega$-Equilibrium model. In the last expression we used

$$\{ T \} = -\{ p \}I + \mu_\beta (\nabla \{ v \})$$  \hspace{1cm} (3.115)

The velocity boundary conditions for $\eta$-$\omega$-Equilibrium model are:

$$\omega - \eta \text{ inter-region}$$

$$n_{\omega \eta} \cdot (\tilde{v}_\omega - \tilde{v}_\eta) = 0$$  \hspace{1cm} (3.116a)

$$\omega - \sigma \text{ dividing surface}$$

$$\tilde{v}_\omega = -\{ v \}_{\text{source}}$$  \hspace{1cm} (3.116b)

And the periodic conditions for the equilibrium model are the same as the non-equilibrium model. The proposition of the closure problem in this case is as following:

$$\tilde{v}_\alpha = B_\alpha \cdot \{ v \}$$  \hspace{1cm} (3.117a)

$$\frac{\tilde{p}_\alpha}{\mu_\alpha} = c_\alpha \cdot \{ v \}$$  \hspace{1cm} (3.117b)

Finally the equilibrium model for momentum transport in biofilm would be expressed.

$$\{ \rho \} \frac{\partial \{ v \}}{\partial t} = -\nabla \{ p \} + \{ \rho \} g + \mu_\beta \nabla^2 \{ v \} - \mu_\beta K^{-1} \cdot \varepsilon_\omega \{ v \}$$  \hspace{1cm} (3.118)

where

$$\varepsilon_\omega K^{-1} = -\frac{1}{V_\omega} \int_{A_\omega} n_{\omega \sigma} \cdot \tilde{T}_\omega dA = -\frac{1}{V_\omega} \int_{A_\omega} n_{\omega \sigma} \cdot (-c_\omega + \nabla B_\omega) dA$$  \hspace{1cm} (3.119)
7.3 Equilibrium Model for Mass Conservation of Species $i$

If we use the definition of deviation concentrations (3.109) in function of closure variables and averaged concentration, the closed form of Eq. (3.135) will be derived.

$$
\frac{\partial}{\partial t} \left[ (\varepsilon_\omega + \varepsilon_\eta + \alpha_1^{-1} \varepsilon_\sigma) \{c_A\} \right] + [\varepsilon_\omega \langle \mathbf{v}_\omega \rangle_\omega \nabla \cdot \{c_A\} + \varepsilon_\eta \langle \mathbf{v}_\eta \rangle_\eta \nabla \cdot \{c_A\}]
= \nabla \cdot (\mathbf{D}_A^* \nabla \{c_A\}) - \mu A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}} \tag{3.120}
$$

Where $\mathbf{D}_A^*$ (total dispersion tensor) is the sum of effective diffusivity and dispersion effects due to convection. The effective diffusivity tensor is defined by

$$
\mathbf{D}_{A,\text{eff}} = (\varepsilon_\omega D_{A,\beta} + \varepsilon_\eta D_{A,\beta} + \alpha_1^{-1} \varepsilon_\sigma D_{A,\gamma}) \mathbf{I} + \frac{D_{A,\beta}}{V} \int_{A_{\omega\omega}} \mathbf{n}_{\omega\eta} dA_dA
$$

$$
+ \frac{D_{A,\beta}}{V} \int_{A_{\omega\eta}} \mathbf{n}_{\eta\omega} dA_dA + \frac{D_{A,\beta}}{V} \int_{A_{\eta\omega}} \mathbf{n}_{\eta\sigma} dA_dA + \frac{\alpha_1^{-1} D_{A,\gamma}}{V} \int_{A_{\eta\sigma\omega}} \mathbf{n}_{\omega\sigma} dA_dA \tag{3.121}
$$

And the dispersion tensor due to hydrodynamics can also be defined as

$$
\mathbf{D}_{A,\text{dis}} = -\langle \mathbf{v}_\omega \mathbf{d}_{A,\omega} \rangle - \langle \mathbf{v}_\eta \mathbf{d}_{A,\eta} \rangle \tag{3.122}
$$

$$
\mathbf{D}_A^* = \mathbf{D}_{A,\text{eff}} + \mathbf{D}_{A,\text{dis}} \tag{3.123}
$$

Moreover if the conditions of mechanical equilibrium are also satisfied, one can express Eq. (3.120) as

$$
\frac{\partial}{\partial t} \left[ (\varepsilon_\omega + \varepsilon_\eta + \alpha_1^{-1} \varepsilon_\sigma) \{c_A\} \right] + \{\mathbf{v}\} \nabla \cdot \{c_A\} = \nabla \cdot (\mathbf{D}_A^* \nabla \{c_A\}) - \mu A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}} \tag{3.124}
$$

Where $\{\mathbf{v}\}$ is the averaged equilibrium convection velocity between $\omega$ and $\eta$ regions. (See Appendix B).

$$
\{\mathbf{v}\} = \varepsilon_\omega \langle \mathbf{v}_\omega \rangle_\omega + \varepsilon_\eta \langle \mathbf{v}_\eta \rangle_\eta \tag{3.125}
$$
Likewise, the same weight average concentration can be defined
\[ \{c_B\} = \varepsilon_\eta \langle c_{B\eta} \rangle + \varepsilon_\omega \langle c_{B\omega} \rangle + K_{eq,B} \varepsilon_\sigma \langle c_{B\sigma} \rangle \] (3.126a)
\[ \{c_C\} = \varepsilon_\eta \langle c_{C\eta} \rangle + \varepsilon_\omega \langle c_{C\omega} \rangle + K_{eq,C} \varepsilon_\sigma \langle c_{C\sigma} \rangle \] (3.126b)
\[ \{c_D\} = \varepsilon_\eta \langle c_{D\eta} \rangle + \varepsilon_\omega \langle c_{D\omega} \rangle + K_{eq,D} \varepsilon_\sigma \langle c_{D\sigma} \rangle \] (3.126c)
\[ \{c_E\} = \varepsilon_\sigma \langle c_{E\sigma} \rangle \] (3.126d)

The same steps of analysis can be done to derive the one equation averaged weight concentration for other species.

\[ \frac{\partial}{\partial t} \left[ (\varepsilon_\omega + \varepsilon_\eta + K_{eq,B}^{-1} \varepsilon_\sigma) \{c_B\} \right] + \varepsilon_\omega \langle \mathbf{v}_{\omega} \rangle \cdot \nabla \cdot \{c_B\} + \varepsilon_\eta \langle \mathbf{v}_{\eta} \rangle \cdot \nabla \cdot \{c_B\} \]

\[ = \nabla \cdot \left( D_B^* \cdot \nabla \{c_B\} \right) - \eta_1 \mu_A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}} \] (3.127a)

\[ \frac{\partial}{\partial t} \left[ (\varepsilon_\omega + \varepsilon_\eta + K_{eq,C}^{-1} \varepsilon_\sigma) \{c_C\} \right] + \varepsilon_\omega \langle \mathbf{v}_{\omega} \rangle \cdot \nabla \cdot \{c_C\} + \varepsilon_\eta \langle \mathbf{v}_{\eta} \rangle \cdot \nabla \cdot \{c_C\} \]

\[ = \nabla \cdot \left( D_C^* \cdot \nabla \{c_C\} \right) + \eta_2 \mu_A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}} \] (3.127b)

\[ \frac{\partial}{\partial t} \left[ (\varepsilon_\omega + \varepsilon_\eta + K_{eq,D}^{-1} \varepsilon_\sigma) \{c_D\} \right] + \varepsilon_\omega \langle \mathbf{v}_{\omega} \rangle \cdot \nabla \cdot \{c_D\} + \varepsilon_\eta \langle \mathbf{v}_{\eta} \rangle \cdot \nabla \cdot \{c_D\} \]

\[ = \nabla \cdot \left( D_D^* \cdot \nabla \{c_D\} \right) + \eta_3 \mu_A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}} \] (3.127c)

\[ \frac{\partial \{c_E\}}{\partial t} = \nabla \cdot \left( D_E^* \cdot \nabla \{c_E\} \right) + \eta_4 \mu_A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}} \] (3.127d)

### 7.4 Local Mass Equilibrium

In order to obtain the closed form of conservation equations for species \( A \) in the three regions, (3.88), (3.89) and (3.90), the interfacial fluxes could be developed by using boundary conditions (3.49a) and (3.50a). It would lead to a set of three coupled equations for averaged concentrations and then to coupled closure problems, which are very difficult to solve. That is why, in the scope of this work, an equilibrium one-equation model is developed.

The idea of a one-equation model is to define a concentration in the REV that would be representative of what is happening in the three regions and then to determine its conservation equation. It should be equal, in the case of (approximate) local mass equilibrium, i.e.

\[ \langle c_{A\eta} \rangle \approx \langle c_{A\omega} \rangle \approx \alpha_1 \langle c_{A\sigma} \rangle \] (3.128)
to this same value. The equilibrium weighted average concentration, mentioned by [260], is then defined as

\[
\{c_A\} = \varepsilon_\eta \langle c_{A\eta} \rangle^n + \varepsilon_\omega \langle c_{A\omega} \rangle^\omega + \alpha_1 \varepsilon_\sigma \langle c_{A\sigma} \rangle^\sigma
\]

It is worth noticing that \(\{c_A\}\) is different from \(\varepsilon_\eta \langle c_{A\eta} \rangle^n + \varepsilon_\omega \langle c_{A\omega} \rangle^\omega + \varepsilon_\sigma \langle c_{A\sigma} \rangle^\sigma\), which is the spatial average concentration of species \(A\) in the whole volume of the REV, \(\frac{1}{V} \int c_A dA\). To find the conservation equation for \(\{c_A\}\), the sum of Eqs. (3.88), (3.89) and (3.90) can be made to discard the interfacial fluxes terms

\[
\frac{\partial}{\partial t} \left[ \varepsilon_\omega \langle c_{A\omega} \rangle^\omega + \varepsilon_\eta \langle c_{A\eta} \rangle^n + \varepsilon_\sigma \langle c_{A\sigma} \rangle^\sigma \right] + \varepsilon_\omega \langle \mathbf{v}_\omega \rangle^\omega \nabla \cdot \{c_{A\omega}\}^\omega + \varepsilon_\eta \langle \mathbf{v}_\eta \rangle^n \nabla \cdot \{c_{A\eta}\}^n + \varepsilon_\sigma \langle \mathbf{v}_\sigma \rangle^\sigma \nabla \cdot \{c_{A\sigma}\}^\sigma
\]

\[
= \nabla \cdot \left[ \varepsilon_\omega D_{A\beta} \nabla \langle c_{A\omega} \rangle^\omega + \varepsilon_\eta D_{A\beta} \nabla \langle c_{A\eta} \rangle^n + \varepsilon_\sigma D_{A\gamma} \nabla \langle c_{A\sigma} \rangle^\sigma \right] + \nabla \cdot \left[ \frac{D_{A\beta}}{V} \int_{A_{\omega\nu}} \mathbf{n}_{\omega\nu} \hat{c}_{A\omega} dA + \frac{D_{A\beta}}{V} \int_{A_{\omega\nu}} \mathbf{n}_{\sigma\nu} \hat{c}_{A\sigma} dA + \frac{D_{A\gamma}}{V} \int_{A_{\omega\sigma}} \mathbf{n}_{\omega\sigma} \hat{c}_{A\sigma} dA \right]
\]

\[
+ \frac{D_{A\gamma}}{V} \int_{A_{\omega\sigma}} \mathbf{n}_{\omega\sigma} \hat{c}_{A\sigma} dA - \nabla \cdot \langle \hat{\mathbf{v}}_{\omega} \hat{c}_{A\omega} \rangle - \nabla \cdot \langle \hat{\mathbf{v}}_{\eta} \hat{c}_{A\eta} \rangle - \mu_A \varepsilon_\sigma \frac{\langle c_{A\sigma} \rangle^\sigma}{K_A + \langle c_{A\sigma} \rangle^\sigma}
\]

The average concentration of each region can be decomposed as the sum of the equilibrium weighted average concentration and a deviation

\[
\langle c_{A\omega} \rangle^\omega = \{c_A\} + \hat{c}_{A\omega}
\]

\[
\langle c_{A\eta} \rangle^n = \{c_A\} + \hat{c}_{A\eta}
\]

\[
\alpha_1 \langle c_{A\sigma} \rangle^\sigma = \{c_A\} + \hat{c}_{A\sigma}
\]

Substituting Eq. (3.131) in Eq. (3.130) leads to

\[
\frac{\partial}{\partial t} \left[ (\varepsilon_\omega + \varepsilon_\eta + \alpha_1^{-1} \varepsilon_\sigma) \{c_A\} \right] + \varepsilon_\omega \langle \mathbf{v}_\omega \rangle^\omega \nabla \cdot \{c_A\} + \varepsilon_\eta \langle \mathbf{v}_\eta \rangle^n \nabla \cdot \{c_A\}
\]

\[
= \nabla \cdot \left[ (\varepsilon_\omega D_{A\beta} + \varepsilon_\eta D_{A\beta} + \alpha_1^{-1} \varepsilon_\sigma D_{A\gamma}) \nabla \{c_A\} \right] + \nabla \cdot \left[ \frac{D_{A\beta}}{V} \int_{A_{\omega\nu}} \mathbf{n}_{\omega\nu} \hat{c}_{A\omega} dA + \frac{D_{A\beta}}{V} \int_{A_{\omega\nu}} \mathbf{n}_{\sigma\nu} \hat{c}_{A\sigma} dA + \frac{D_{A\gamma}}{V} \int_{A_{\omega\sigma}} \mathbf{n}_{\omega\sigma} \hat{c}_{A\sigma} dA \right]
\]

\[
- \nabla \cdot \langle \hat{\mathbf{v}}_{\omega} \hat{c}_{A\omega} \rangle - \nabla \cdot \langle \hat{\mathbf{v}}_{\eta} \hat{c}_{A\eta} \rangle - \mu_A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}}
\]

\[
- \frac{\partial}{\partial t} \left( \varepsilon_\omega \langle \hat{c}_{A\omega} \rangle + \varepsilon_\eta \langle \hat{c}_{A\eta} \rangle + \alpha_1^{-1} \varepsilon_\sigma \langle \hat{c}_{A\sigma} \rangle \right) + \nabla \cdot \left[ \varepsilon_\omega D_{A\beta} \nabla \hat{c}_{A\omega} + \varepsilon_\eta D_{A\beta} \nabla \hat{c}_{A\eta} + \alpha_1^{-1} \varepsilon_\sigma D_{A\gamma} \nabla \hat{c}_{A\sigma} \right]
\]

\[
- \varepsilon_\omega \langle \mathbf{v}_\omega \rangle^\omega \nabla \cdot \hat{c}_{A\omega} - \varepsilon_\eta \langle \mathbf{v}_\eta \rangle^n \nabla \cdot \hat{c}_{A\eta} - \mu_A \varepsilon_\sigma \frac{\hat{c}_{A\sigma}}{\{c_A\} + \alpha_1 K_A + \hat{c}_{A\sigma}} \left( \frac{\alpha_1 K_A}{\{c_A\} + \alpha_1 K_A} \right)
\]

(3.132)
7. CLOSED MODELS

Using Eq. (3.129), spatial deviations are worth

\[ \begin{align*}
\hat{c}_{A_\omega} &= \varepsilon_\omega (\langle c_{A_\omega} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle) + \varepsilon_\eta (\langle c_{A_\omega} \rangle - \langle c_{A_\eta} \rangle) \\
\hat{c}_{A_\eta} &= \varepsilon_\eta (\langle c_{A_\eta} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle) + \varepsilon_\omega (\langle c_{A_\eta} \rangle - \langle c_{A_\omega} \rangle) \\
\hat{c}_{A_\sigma} &= \varepsilon_\omega (\alpha_1 \langle c_{A_\sigma} \rangle - \langle c_{A_\omega} \rangle) + \varepsilon_\eta (\alpha_1 \langle c_{A_\sigma} \rangle - \langle c_{A_\eta} \rangle)
\end{align*} \] (3.133)

Inserting these expressions in Eq. (3.132) gives

\[
\frac{\partial}{\partial t} \left[ (\varepsilon_\omega + \varepsilon_\eta + \alpha_1^{-1} \varepsilon_\sigma) \{c_A\} \right] + \varepsilon_\omega \langle \mathbf{v}_\omega \rangle \cdot \nabla \cdot \{c_A\} + \varepsilon_\eta \langle \mathbf{v}_\eta \rangle \cdot \nabla \cdot \{c_A\} = \nabla \cdot \left[ (\varepsilon_\omega D_{A_\beta} + \varepsilon_\eta D_{A_\beta} + \alpha_1^{-1} \varepsilon_\sigma D_{A_\gamma}) \nabla \{c_A\} \right] + \nabla \cdot \left[ \frac{D_{A_\beta}}{V} \int_{V_{A_\omega}} n_{A_\omega} \hat{c}_{A_\omega} \, dA \right] \\
+ \frac{D_{A_\beta}}{V} \int_{V_{A_\sigma}} n_{A_\sigma} \hat{c}_{A_\sigma} \, dA + \frac{D_{A_\gamma}}{V} \int_{V_{A_\eta}} n_{A_\eta} \hat{c}_{A_\eta} \, dA + \frac{D_{A_\gamma}}{V} \int_{V_{A_\sigma}} n_{A_\omega} \hat{c}_{A_\sigma} \, dA \\
- \nabla \cdot \langle \mathbf{V}_\omega \hat{c}_{A_\omega} \rangle - \nabla \cdot \langle \mathbf{V}_\eta \hat{c}_{A_\eta} \rangle - \mu_A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}}
- \varepsilon_\omega \varepsilon_\sigma (1 - \alpha_1^{-1}) \frac{\partial}{\partial t} (\langle c_{A_\omega} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle) - \varepsilon_\eta \varepsilon_\sigma (1 - \alpha_1^{-1}) \frac{\partial}{\partial t} (\langle c_{A_\eta} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle)
+ \nabla \cdot \left[ \varepsilon_\omega \varepsilon_\sigma (D_{A_\beta} - \alpha_1^{-1} D_{A_\gamma}) \nabla (\langle c_{A_\omega} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle) \right]
+ \nabla \cdot \left[ \varepsilon_\eta \varepsilon_\sigma (D_{A_\beta} - \alpha_1^{-1} D_{A_\gamma}) \nabla (\langle c_{A_\eta} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle) \right]
- \mu_A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \varepsilon_\omega (\alpha_1 \langle c_{A_\sigma} \rangle - \langle c_{A_\omega} \rangle) + \varepsilon_\eta (\alpha_1 \langle c_{A_\sigma} \rangle - \langle c_{A_\eta} \rangle) + \varepsilon_\omega (\alpha_1 \langle c_{A_\sigma} \rangle - \langle c_{A_\eta} \rangle) + \varepsilon_\eta (\alpha_1 \langle c_{A_\sigma} \rangle - \langle c_{A_\eta} \rangle)}
- \varepsilon_\omega \langle \mathbf{v}_\omega \rangle \nabla \cdot \left[ \varepsilon_\sigma (\langle c_{A_\omega} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle) + \varepsilon_\eta (\langle c_{A_\eta} \rangle - \langle c_{A_\omega} \rangle) \right]
- \varepsilon_\omega \langle \mathbf{v}_\omega \rangle \nabla \cdot \left[ \varepsilon_\sigma (\langle c_{A_\eta} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle) + \varepsilon_\eta (\langle c_{A_\eta} \rangle - \langle c_{A_\omega} \rangle) \right]
] (3.134)

In order to get a one-equation model for \( \{c_A\} \), the terms involving \( \langle c_{A_\omega} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle \) and \( \langle c_{A_\eta} \rangle - \alpha_1 \langle c_{A_\sigma} \rangle, \langle c_{A_\eta} \rangle - \langle c_{A_\omega} \rangle \) should be negligible, and the deviations should be expressed in terms of \( \{c_A\} \) (which will be the case through the closure problems). Assuming it is true (with length/time scale constraints), Eq. (3.134) can be simplified.
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into

\[
\frac{\partial}{\partial t} \left[ (\varepsilon_\omega + \varepsilon_\eta + \alpha_1^{-1} \varepsilon_\sigma) \{c_A\} \right] + \varepsilon_\omega (\mathbf{v}_\omega)^{\omega} \nabla \cdot \{c_A\} + \varepsilon_\eta (\mathbf{v}_\eta)^{\eta} \nabla \cdot \{c_A\} = \\
\nabla \cdot \left[ (\varepsilon_\omega D_{A\beta} + \varepsilon_\eta D_{A\beta} + \alpha_1^{-1} \varepsilon_\sigma D_{A\gamma}) \nabla \{c_A\} \right] \\
+ \nabla \cdot \left[ \frac{D_{A\beta}}{V} \int_{A_{\eta\omega}} \mathbf{n}_{\omega\eta} \tilde{c}_{A\omega} dA + \frac{D_{A\beta}}{V} \int_{A_{\omega\sigma}} \mathbf{n}_{\omega\sigma} \tilde{c}_{A\omega} dA \right] \\
+ \nabla \cdot \left[ \frac{D_{A\beta}}{V} \int_{A_{\eta\omega}} \mathbf{n}_{\eta\omega} \tilde{c}_{A\eta} dA + \frac{D_{A\gamma}}{V} \int_{A_{\omega\sigma}} \mathbf{n}_{\sigma\omega} \tilde{c}_{A\sigma} dA \right] \\
- \nabla \cdot \langle \tilde{\mathbf{v}}_\omega \tilde{c}_{A\omega} \rangle - \nabla \cdot \langle \tilde{\mathbf{v}}_\eta \tilde{c}_{A\eta} \rangle - \mu_A \varepsilon_\sigma \frac{\{c_A\}}{\alpha_1 K_A + \{c_A\}} \\
\text{(3.135)}
\]

One should keep in mind that in general, the non-equilibrium terms are not negligible and the conditions under which the assumption of equilibrium conditions are valid should always be verified [260].

8 CALCULATIONS OF THE HYDRAULIC PERMEABILITY TENSOR

8.1 STRUCTURAL INFORMATION: PERIODIC UNIT CELLS

The local closure problems are solved in periodic representative cellular region fig.3.4. A bacillus shape is chosen to model the bacterial structure which is in good agreement with the real structure of many bacterial cells. The relation between the large and small axis in a bacillus is given by

\[
R = 1 + \frac{b_\sigma}{r_\sigma} \\
\text{(3.136)}
\]

The EPS is composed of a hydrogel matrix around each cell with the thickness of \(\delta_\omega\) and the dimensions of the rectangular unit cells are

\[
L_x = 2(\ell_x + b_\sigma + r_\sigma + \delta_\omega) \\
L_y = 2(\ell_y + r_\sigma + \delta_\omega) \\
\text{(3.137a) (3.137b)}
\]

\(\ell_x\) and \(\ell_y\) are the length of the spacing between two adjacent bacillus and is occupied by water channels in the biofilm representative unit cell. The ratio of interstitial spacing is defined by

\[
R' = \frac{\text{head-to-head distance}}{\text{body-to-body-distance}} = \frac{\ell_y}{\ell_x} \\
\text{(3.138)}
\]

In the first set of numerical simulations we study the effect of the EPS layer thickness on biofilm permeability. For this purpose \(\ell_y\) and \(\ell_x\) are considered as constant values. Here
we present the porosity of each region according to the geometry definitions given in Fig. 3.4.

\[
\varepsilon_\sigma = \frac{\pi r_\sigma^2}{L_x L_y} (1 + \frac{b_\sigma}{r_\sigma})
\]

\[
\varepsilon_\omega = \frac{r_\omega^2}{L_x L_y} \left(1 + \frac{\delta_\omega}{r_\omega}\right) \left[\pi \left(1 + \frac{\delta_\omega}{r_\omega}\right) + \frac{4b_\sigma}{r_\sigma}\right] - \varepsilon_\sigma
\]

\[
\varepsilon_\eta = 1 - \varepsilon_\sigma - \varepsilon_\omega
\]

For each given geometry, two components of the permeability (perpendicular and parallel) to the fluid flow through the bacterial cells are calculated and presented.
8.2 Numerical solution of the closure problem

We recall briefly the local closure problem in each region with the corresponding boundary conditions as

\[ \nabla \cdot \tilde{v}_\alpha = 0, \quad \alpha = \eta, \omega. \]  

(3.140a)

\[ 0 = -\nabla \tilde{p}_\eta + \mu_\beta \nabla^2 \tilde{v}_\eta + \frac{1}{V_\eta} \left( \int_{A_\omega} n_{\omega \eta} \cdot \left( -l \tilde{p}_\omega + \mu_\beta \nabla \tilde{v}_\omega \right) dA \right) \]  

(3.140b)

\[ 0 = -\nabla \tilde{p}_\omega + \mu_\beta \nabla^2 \tilde{v}_\omega - \mu_\beta K^{-1}_\omega \cdot \tilde{v}_\omega - \frac{1}{V_\omega} \left( \int_{A_\eta} n_{\omega \eta} \cdot \left( -l \tilde{p}_\omega + \mu_\beta \nabla \tilde{v}_\omega \right) dA \right) \]  

(3.140c)

\[ -\frac{1}{V_\omega} \left( \int_{A_\omega} n_{\omega \sigma} \cdot \left( -l \tilde{p}_\omega + \mu_\beta \nabla \tilde{v}_\omega \right) dA \right) \]

\[ \omega - \eta \text{ dividing surface} \]

\[ n_{\eta \omega} \cdot (\tilde{T}_\eta - \tilde{T}_\omega) = 0 \]  

(3.141a)

\[ n_{\omega \eta} \cdot (\tilde{v}_\omega - \tilde{v}_\eta) = 0 \]  

(3.141b)

\[ \omega - \sigma \text{ dividing surface} \]

\[ \tilde{v}_\omega = -\langle v_\omega \rangle^\omega \quad \text{No-slip condition} \]  

(3.142)

defining the closure variables as

\[ \tilde{v}_\alpha = B_\alpha \cdot \langle v_\alpha \rangle^\alpha \]  

(3.143a)

\[ \tilde{p}_\alpha = \mu_\alpha c_\alpha \cdot \langle v_\alpha \rangle^\alpha \]  

(3.143b)
If one uses the closure variables in the closure problems, it gives rise to

\[ \nabla \cdot B_\alpha = 0, \quad \alpha = \eta, \omega. \quad (3.144a) \]

\[ 0 = -\nabla c_\eta + \nabla^2 B_\eta + \frac{1}{V_\eta} \left( \int_{A_\eta} n_\eta \cdot (-c_\omega + \nabla B_\omega) \, dA \right) \quad (3.144b) \]

\[ 0 = -\nabla c_\omega + \nabla^2 B_\omega - K^{-1}_{\omega} \cdot B_\omega - \frac{1}{V_\omega} \left( \int_{A_\omega} n_\omega \cdot (-c_\omega + \nabla B_\omega) \, dA \right) \quad (3.144c) \]

\[ -\frac{1}{V_\omega} \left( \int_{A_\omega} n_\omega \cdot (-c_\omega + \nabla B_\omega) \, dA \right) \]

\[ \omega - \eta \text{ dividing surface} \]

\[ n_\eta \cdot (-c_\eta + \nabla B_\eta) = n_\omega \cdot (-c_\omega + \nabla B_\omega) \quad (3.145a) \]

\[ n_\omega \cdot B_\omega = n_\eta \cdot B_\eta \quad (3.145b) \]

\[ \omega - \sigma \text{ dividing surface} \]

\[ B_\omega = -I \quad (3.146) \]

As presented in eqs. (3.144), it should be pointed out that one may simultaneously solve two integral differential equations for the determination of the permeability tensor of the biofilm matrix (EPS-cells-water channels). However, we recall that the complete expression of the total permeability tensor includes also the permeability of the EPS fibers.

\[ K^{-1} = K_{\omega}^{-1} + \varepsilon_\omega K_{\omega\sigma}^{-1} \quad (3.147) \]

Eq. (3.147) includes the permeability of two porous media at 2 scales (biofilm and EPS). If one wants to express this equation as a non-dimensional equation this would take the following form

\[ (L_\omega^2K)^{-1} = (L_\omega^2K_{\omega})^{-1} + \varepsilon_\omega (L_\omega^2K_{\omega\sigma})^{-1} \quad (3.148) \]

\[ K^{-1} = \left( \frac{L_\omega}{L_\omega} \right)^2 K_{\omega}^{-1} + \varepsilon_\omega K_{\omega\sigma}^{-1} \quad (3.149) \]

The first right term in Eq. (3.147), is the permeability due to the fibers in the EPS region.
which can be calculated independently in function of porosity and equivalent fiber size.

\[ K_\omega = f_1(\ell_\omega, \varepsilon_{\beta,\omega}) \]  \hspace{1cm} (3.150)

This can be calculated from the solution of the closure problem expressed in [?]. The numerical simulations of the closure problems in periodic unit cells of non-touching cylinders in cubes have been done [11]. The following expression has been derived by fitting the numerical results for calculating the effective permeability in the porous medium in 3D unit cells.

\[ \frac{K_{\beta,\omega}}{\ell^2_{\text{cell}}} = 1.606 \times 10^{-4} + 2.047 \times 10^{-5} \exp(8.397 \varepsilon_{\beta,\omega}) \]  \hspace{1cm} (3.151)

This is the dimensionless form of the permeability which can be used to determine the permeability of the fibers in the EPS sub scale. It is evident that the porosity and permeability of the fibers affect significantly the biofilm total permeability tensor, however for a fixed value of the fiber porosity, the permeability remains constant. In this study, the range of the porosity for the EPS was set from 0.2 to 0.8 which includes both dense/packed and loose arrangements of the biofilm.

Figure 3.5: Solution of the closure problem: permeability in function of porosity [11]
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Now we focus more precisely on the second right term in the Eq. (3.147) which itself depends on the porosity of the bacterial cells, EPS and water channels. Geometrically, the biofilm permeability depends on

\[ K_{\omega \sigma} = f_2 (L_x, L_y, b_\sigma, r_{\omega}, \delta_{\omega}, K_{\omega}, \ell_{\omega}) \]  

(3.152)

It is clear that for each numerical simulation we can not modify all the parameters otherwise the results can not then be interpreted properly. For this reason, on one hand we study the effect of the EPS thickness and subsequents of its porosity on the total permeability tensor and on the other hand the relative distance between two unit cells with a fixed thickness for the EPS region (space occupied by the water channels). Other affecting parameters including the size of the bacterial cells (small and large axis) remain constant in all the numerical simulations. This way the number of parameters influencing the permeability reduces and Eq. (3.152) will depend on two parameters at the biofilm scale plus permeability of the EPS fibers. It should also be pointed out that in general, all components of the total permeability tensor must be calculated numerically, however in this work, we only investigate on determining the xx and yy components of this tensor assuming that the permeability tensor is symmetric based on the work of [122].

\[ \frac{K_{\omega \sigma}}{L_x^2} = f_3 \left( \frac{L_y}{L_x}, \frac{\delta_{\omega}}{L_x}, \frac{K_{\omega}}{L_x}, \frac{\ell_{\omega}}{L_x} \right) \]  

(3.153)

It is worth to mention that the ratio \( \frac{L_x}{\ell_x} \) depends on the size of the representative cellular regions at the biofilm scale and EPS sub scale. In this work this ratio is fixed to 100. The characteristic length scale of the bacterial cells is in order of \( \mu \text{m} \) (corresponding to the real geometry of numerous bacterial cells) while the characteristic fiber size in the EPS is in order of some nanometers (~ 10 nm). One should also keep in mind that the characteristic length of the fibers in the EPS region depends highly on the conditions under which the biofilm are developed.

Assuming the fixed ratio of \( \frac{L_x}{\ell_x} \), Eq. (3.153) can be expressed as

\[ \frac{K_{\omega \sigma}}{L_x^2} = f_3' \left( \frac{L_y}{L_x}, \frac{\delta_{\omega}}{L_x}, \varepsilon_{\beta \omega} \right) \]  

(3.154)

The boundary value problems defined by Eqs. (3.144) have been solved for calculation of the \( K_{\omega \sigma} \) using the Comsol 4.3.b version. An extremely mesh with fine a special refinement at the fluid-EPS-cell medium boundary (see Fig.3.6)

9 RESULTS AND DISCUSSION

In the first set of results, the xx and yy components of the total permeability tensor of the biofilm matrix are presented in function of the EPS porosity \( (\delta_{\omega}) \) (Fig. 3.7 and 3.8).
Figure 3.6: Example of the periodic cell mesh with special refinement at the fluid-porous medium boundaries

In each plot the parallel and perpendicular components of the permeability tensor are demonstrated in function of the fiber’s porosity in the EPS (from 0.2 to 0.8). The ratio of $\frac{\ell_y}{\ell_x}$ is fixed to 2 and $\ell_x$ was set 1 $\mu$m. when the porosity values of the fibers inside the EPS is small (dense EPS matrix), the total permeability tensor is less affected by the cell-EPS permeability. In this case the EPS matrix acts like a quasi impermeable solid and as a result there is no significant fluid flow inside the EPS. However at higher values of $\epsilon_{\beta,\omega}$ (>0.6) the effects of the EPS-cell porous medium becomes more important and it affects the total permeability tensor. The xx component of the total permeability tensor $K_{xx(tot)}$ increases slightly with different values of $\epsilon_{\omega}$. However the perpendicular component of the total permeability tensor $K_{yy(tot)}$ increases more significantly in function of $\epsilon_{\omega}$. When $\epsilon_{\omega}$ (related to $\delta_{\omega}$) increases, the volume of the bacterial cells decreases compared to the total volume of the representative cellular region. In other words, the relative friction between the passing fluid channels and the bacterial cells decreases.
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Figure 3.7: xx-component values of the total permeability tensor in function of EPS porosity, \( R' = 2 \)

Figure 3.8: yy-component values of the total permeability tensor in function of EPS porosity, \( R' = 2 \)
In Fig. 3.9 and 3.10, the parallel and perpendicular components (xx and yy) of the total permeability tensor are presented in function of the relative distance between head-to-
head and body-to-body of bacterial arrays. Likewise the first set of results, the significant effects of the cell-EPS porous interface on the total permeability tensor are more important at the higher values of the fibers porosity.

The relative permeability ($\frac{K_{xx}}{K_{yy}}$) of both total permeability ($K$) and the biofilm matrix ($K_\omega$) are presented in Fig. 3.11-3.14. When porosity of the EPS region ($\epsilon_\omega$) increases, the relative permeability slightly decreases. This can be reasonable since the resistance to the flow will reduce in both directions. For variable values of the distance between two unit cells ($R'$), when the porosity of fibers is larger than 0.6 (highly hydrated EPS) the parallel and perpendicular components of the permeability tensor are more close; however for more dense structures ($\epsilon_\beta \omega \ll 0.4$) evident differences are observed.

![Figure 3.11: Ratio of $K_{xx \text{tot}}$ (total permeability tensor) for different values of EPS porosity](image)

Figure 3.11: Ratio of $\frac{K_{xx \text{tot}}}{K_{yy \text{tot}}}$ (total permeability tensor) for different values of EPS porosity
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Figure 3.12: Ratio of $\frac{K_{xx}(\text{tot})}{K_{yy}(\text{tot})}$ for different values of $R'$, $\delta_\omega = 5 \times 10^{-7}$\,\mu m

Figure 3.13: Ratio of $\frac{K_{\omega\sigma,xx}}{K_{\omega\sigma,yy}}$ (permeability due to EPS-cell porous structure) for different values of biofilm porosity, $R' = 2$
Figure 3.14: Ratio of $\frac{K_{\omega \sigma, xx}}{K_{\omega \sigma, yy}}$ (permeability due to EPS-cell porous structure) for different values of biofilm porosity, $\delta_\omega = 5 \times 10^{-7} \mu m$
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10 CONCLUSIONS

Modeling of the porous media involving with biological activity is a challenging task since it must deal with cellular activity, interfacial mass transport and consequent biomass production. Moreover, the surrounding environmental conditions (e.g. velocity, solution chemistry) can highly affect the transport phenomena in the porous media.

In this work, a preliminary biofilm model able to predict the evolution of its structural properties (porosity, diffusivity) and profiles of velocity and species concentration with time has been presented. At any point in the biofilm, the structural evolution is due to transport of chemical species and cellular reaction inside the cells. Three different regions (cells, EPS, water channels) have been identified within the biofilm volume, and EPS matrix was assumed to be in contact with other regions (no direct contact between water channels and cells). The model was based on local transport mechanisms involved with each region, convection and diffusion in $\omega$ (EPS) and $\eta$ (water channels), whereas only diffusion was taken into account in $\sigma$ (cells) region. Cellular reaction occurred at cell-EPS interface and is modeled as function of singles species (glucose) by Michaelis-Menton kinetics. No reaction took place in EPS and water channels. The mass and momentum equations, with mass conservation equations for each species at local scale were given. The upscaled equations have been derived with use of volume averaging method and associated theorems. The convective averaged velocity fields in $\eta$ and $\omega$ regions can be determined by the averaged non-stationary stokes equations. In the momentum transport problem, an equilibrium model and the associated closure problems have been proposed. the conditions for validation of the equilibrium conditions were presented in Appendix.B. The upscaled mass conservation equations has been also presented under the equilibrium conditions. This latter would be required for the numerical simulations of the macroscopic model (equilibrium concentration field for each species). The porosity evolution of each region was expressed in function of averaged quantities (concentration, mass density, velocity). Numerical simulations were run to determine the total permeability tensor which depends both on the permeability of the fibers in the EPS (sub scale) and the permeability due to the biofilm matrix. The results confirmed that in the case of dense fibers the total permeability tensor is limited by the fibers permeability $K_{\omega}$, however for loose fibers the permeability of the biofilm matrix $K_{\omega\sigma}$ can play more important role. This model will be further developed. So far, the biofilm-scale evolution of each region does not provide data of the overall biomass growth. The final goal is to predict biofilm structural evolution and heterogeneity by establishing a relation giving the rate of change of the biofilm thickness as a function of the macroscopic parameters.
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For the past decades, a great interest in using pressure-driven membrane technologies, as separation techniques, for the design of industrial installations has been raised. They are used for the purification and separation of different solutions in several industrial fields (e.g. waste water treatment, food and pharmacy). Compactness and high efficiency of membrane filtration systems are reported as the main advantages of this technology.

During filtration, solutes and suspended particles with different natures (microorganisms, natural organic matter, inorganic suspended solids, salts, etc.) accumulate incessantly on the membrane surface. This results in a(n) (1) flow flux decline, (2) modification of the membrane properties (selectivity and lifetime) and (3) increase of operational costs. This phenomenon is called fouling and up to now, represents the main disadvantage of using membrane technologies. For this reason, different fouling mechanisms (cake formation, pore constriction, pore blockage) have been studied and models describing each fouling mechanism have been proposed to get a better understanding of the membrane systems and to reduce fouling impact.

The objective of this study was to develop a mechanistic understanding of the membrane fouling developed in the presence of solutions containing bacteria and to propose an up-scaled model for membrane fouling.

The literature review revealed that during the filtration of liquid media containing microbial cells, the membrane performance is affected by two major factors (1) the irreversible attachment of the cells to the membrane surface leading to biofilm formation (2) the penetration and blockage of the membrane internal pores by extra cellular products (issued from the biofilm). Briefly, the biofilm develops an additional dynamic resistance to the flow at the top of the membrane surface whereas the membrane structure itself, evolves due to the deposition/adsorption of extracellular polymers produced by the biofilm.

Both porous media (membrane and biofilm) are highly complex and difficult to characterize. Moreover, the mechanisms involved in the structural evolution of each porous media are quite different. The cellular reaction is mainly responsible for biomass production and subsequent biofilm structural modifications, whereas protein adsorption to the inner pores affects majorly the membrane structure. All these complexities leaded us to study biofilm and membrane porous structures separately in order to provide a precise description of the involving mechanisms on each of them.

Experiments were performed to (1) evaluate the effects of protein adsorption on the membrane system’s performance, (2) characterize the local protein adsorption phenomenon (2) and (3) determine the structural properties of the original (non-used) membrane (porosity, pore size distribution, permeability, etc.). Experiments provided essential data to the local model development and will be further used to validate it. The membrane-scale and biofilm-scale models were both based on the description of the local phenomena at discontinuous pore scale. The local equations of mass and momentum transport with appropriate boundary conditions (adsorption in the membrane and cellular reaction in the biofilm) were set. Consequently, the upscaled models were both derived by application of the volume averaging method and its associated theorems. The upscaled models predicted in particular the macroscopic evolution of the porous structures (membrane and biofilm)
Conclusion

with time. The effective properties associated with each porous structure (diffusivity and permeability) were also determined.

It is worth to mention that in both models several simplifications have been made to derive the closed form of the upscaled equations. These simplifications were mainly based on the comparison of the order of magnitude of each term or associated length scales. However, one should keep in mind that numerical calculations of the effective properties and subsequent comparison of the numerical results with data from experiments are essential to validate the conditions under which the simplifications are valid.

In the adsorption model, macroscopic numerical simulations were run to validate the model qualitatively. Due to the tiny size of the membrane active layer, we proposed to replace this layer with a virtual dividing surface between the fluid phase and porous medium in which the information about the membrane active layer will be found in the boundary conditions. It is worth to mention that this kind of jump conditions can be interesting in other studies as well in order to overcome the pure numerical difficulties.

In the biofilm model, the local closure problems have been solved numerically in order to determine the total permeability tensor of the biofilm. The results showed that the permeability of the fibers inside the EPS matrice has a significant influence on the permeability tensor. Two different geometries of the representative cellular regions have been chosen in order to determine their influence on the permeability tensor. When the thickness of the EPS matrice increases, the fluid has less difficulty to pass though the bacterial cells in both xx and yy directions and thus the representative region becomes more permeable.

Some highlights of the models and performed/ongoing experiments will be pointed out below:

The first model (protein adsorption model) was based on the assumption that when proteins reach the membrane surface they either adsorb to the interface or pass through it. However experiments confirmed that this hypothesis was only valid for small proteins where the steric exclusion was negligible. The experiments with BSA solutions clearly confirmed that the steric hindrance of the large molecules on the membrane surface contributed to the membrane fouling along with adsorption. Consequently in future work, it would be desirable to develop a coupled model taking into account effects of electrostatic interaction and particle size on the fouling mechanisms. However the validation of such models require running direct numerical simulation (DNS) in which particles are determined to either pass through the membrane or adsorb/block on its surface. This modeling approach can be subject of future studies in this domain.

Experiments were only carried out with solutions of a single protein in water at pH ~ 7. However, it has been remarked by several studies that the solution chemistry (pH and ionic strength) [75], [116], [167], protein’s mixture (single or binary) [75], [81],[109], [132], membrane-protein electrostatic/hydrophobic interactions [5], [43], [62], and operational conditions [111], significantly affect protein adsorption both quantitatively and qualitatively. Therefore experimental sensitivity tests can be performed to (1) determine
the most important parameters affecting membrane fouling by proteins (2) identify the underlying mechanisms and (3) further improve the modeling approach.

Recently, confocal scanning laser microscopy (CSLM) has been directly used to observe the microfiltration membrane performance and to reconstruct the membrane structure with deposited proteins on it [46],[47], [81], [268]. This approach can be applied to qualitatively infer the protein deposition/adsorption to the membrane. The amount of accumulated protein on the membrane surface can be also quantified by FTIR-ATR in parallel. In future, one can use a combination of these techniques in order to get a more clear observation of the fouling phenomenon.

The second model (biofilm model) provided the averaged mass and momentum transport equations in each identified region (Cells, EPS and water channels), with the specific evolution of their porosity with time. We remind that the porosity evolution was due to the interfacial mass flux of species and cellular reaction. In future work, a direct connection between the porosity evolution and the biomass growth at the biofilm scale will be constructed. The numerical results can be then compared to experimental data. The upscaled equations for mass conservation of species under the equilibrium conditions have also been derived. If the local mass equilibrium conditions are valid, one can use one mass concentration equation for each species in the biofilm volume.

In the biofilm model, information of the biofilm’s structure is absolutely needed to determine the model parameters (structure, kinetics, transport). For this purpose, experiments of biofilm formation and development will be carried out with a model bacterium in a microfiltration membrane system.

Structural parameters of the biofilm can be obtained directly from Confocal Laser Scanning Microscopy (CLSM) image stacks. In fact, CLSM allows non-destructive examination of biofilms and can be used for their visualization and quantification when combined with the application of specific staining. In our work, bacteria in the biofilm can be stained with a specific nucleic acid, and fluorescent labeled lectins, which are specific to polysaccharides, can be also used. Quantitative parameters describing the physical structure of biofilms (bio-volumes, porosity, thickness, substratum coverage etc.) can then be extracted from three-dimensional CLSM images by using appropriate image analysis software ([38], [100], [267]). Additionally, biofilm permeability can also be measured as described by [73].

In order to determine the spatial distribution of the different species in the biofilm, micro-sensors can be used. It has been shown that micro-sensors are useful tools to study biofilms. They are needle-shaped devices and can quantify the concentration of specific compounds. Due to their small sensing tip, highly localized measurements are possible [23].

The first experimental essays will provide parameters to establish the initial conditions of our model. Thereafter, a sensitivity analysis could be performed in order to determine the influence of the parameters on the numerical results. One may expect to identify the parameters that affect biofilm structure significantly and which should be then experimentally measured. Biofilm characterization under different conditions (hydrodynamic,
substrate concentrations...) will also be performed experimentally. Data from these assays will then be compared to numerical results for model validation.

The final objective consists of developing a coupled model describing the fouling in the membrane volume (caused by protein adsorption), and on its surface (biofilm formation) to predict the overall membrane fouling and its effects on membrane system’s performance.
APPENDIX A

Here we recall the non-closed form of deviation equation of the mass conservation equation of proteins.

\[
\frac{\partial \tilde{c}_{A\gamma}}{\partial t} = -\varepsilon_{\gamma}^{-1} \alpha_{\gamma\kappa} \frac{\partial}{\partial t} \left[ f(\langle c_{A\gamma}\rangle^\gamma) \right] + \mathbf{v}_{\gamma} \cdot \nabla \tilde{c}_{A\gamma} + \tilde{\mathbf{v}}_{\gamma} \cdot \nabla \langle c_{A\gamma}\rangle^\gamma \\
= \nabla \cdot \left( \mathcal{D}_{\gamma} \nabla \tilde{c}_{A\gamma} \right) - \varepsilon_{\gamma}^{-1} \nabla \cdot \left( \frac{\mathcal{D}_{\gamma}}{V} \int_{A_{\gamma\kappa}} \mathbf{n}_{\gamma\kappa} \tilde{c}_{A\gamma} dA \right) + \varepsilon_{\gamma}^{-1} \nabla \cdot \langle \tilde{\mathbf{v}}_{\gamma} \tilde{c}_{A\gamma} \rangle
\]

\( (A.1) \)

The objective of this part is to make an estimation each term in order to determine the sources and consequently to propose a closure problem. We begin the process of simplifying Eq. (A.1) by examining the non-local diffusion term

\[
\varepsilon_{\gamma}^{-1} \int_{A_{\gamma\kappa}(t)} \tilde{c}_{A\gamma} \mathbf{n}_{\gamma\kappa} dA = \mathcal{O} \left( \alpha_{\gamma} \tilde{c}_{A\gamma} \right)
\]

\( (A.2) \)

Since we are dealing with an average quantity, we can estimate if the divergence as

\[
\nabla \cdot \left\{ \frac{1}{V} \int_{A_{\gamma\kappa}(t)} \tilde{c}_{A\gamma} \mathbf{n}_{\gamma\kappa} \mathbf{d}A \right\} = \mathcal{O} \left( \frac{\alpha_{\gamma} \tilde{c}_{A\gamma}}{L} \right)
\]

\( (A.3) \)

On the basis of Eq. A.3 we estimate the non-local diffusion term in Eq. (A.1) as

\[
\varepsilon_{\gamma}^{-1} \mathcal{D}_{\gamma} \nabla \cdot \left[ \frac{1}{V} \int_{A_{\gamma\kappa}(t)} \tilde{c}_{A\gamma} \mathbf{n}_{\gamma\kappa} \mathbf{d}A \right] = \mathcal{O} \left( \frac{\varepsilon_{\gamma}^{-1} \alpha_{\gamma} \mathcal{D}_{\gamma} \tilde{c}_{A\gamma}}{L} \right)
\]

\( (A.4) \)
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For most porous media, a reasonable representation of the interfacial area per unit volume is given by

\[ a_v \approx \ell^{-1}_\gamma \]  

(A.5)

this leads to the following form of our estimate for the non-local term

\[ \varepsilon^{-1}_\gamma \mathcal{D}_\gamma \nabla \cdot \left[ \frac{1}{V} \int_{A_{\gamma \tau \kappa}} \tilde{c}_{A_{\gamma \tau \kappa}} n_{\gamma \tau \kappa} dA \right] = O \left( \frac{\varepsilon^{-1}_\gamma a_v \mathcal{D}_\gamma \tilde{c}_{A_{\gamma \tau \kappa}}}{\ell L} \right) \]  

(A.6)

while our estimation of the diffusion term in Eq. (A.1) is given by

\[ \mathcal{D}_\gamma \nabla \cdot \nabla \tilde{c}_{A_{\gamma \tau \kappa}} = O \left( \frac{\mathcal{D}_\gamma \tilde{c}_{A_{\gamma \tau \kappa}} \ell^2}{\gamma} \right) \]  

(A.7)

At this point by use of the length scale constraint \( \ell_\gamma << L \) we can discard the diffusive source likewise.

\[ \varepsilon^{-1}_\gamma \mathcal{D}_\gamma \nabla \cdot \left[ \frac{1}{V} \int_{A_{\gamma \tau \kappa}} \tilde{c}_{A_{\gamma \tau \kappa}} n_{\gamma \tau \kappa} dA \right] << \mathcal{D}_\gamma \nabla \cdot (\nabla \tilde{c}_{A_{\gamma \tau \kappa}}) \]  

(A.8)

The order of magnitude of the non-local convective transport term can be expressed as

\[ \varepsilon^{-1}_\gamma \nabla \cdot \langle \tilde{v}_\gamma \tilde{c}_{A_{\gamma \tau \kappa}} \rangle = O \left( \frac{\langle \tilde{v}_\gamma \rangle^\gamma \tilde{c}_{A_{\gamma \tau \kappa}}}{L} \right) \]  

(A.9)

here we supposed that \( \tilde{v}_\gamma \) has the same order of magnitude as \( \langle \tilde{v}_\gamma \rangle^\gamma \), and we have used \( L \) as the characteristic length associated with \( \langle \tilde{v}_\gamma \rangle \). The order of magnitude of the local convective transport is given by

\[ \tilde{v}_\gamma \cdot \nabla \tilde{c}_{A_{\gamma \tau \kappa}} = O \left( \frac{\langle \tilde{v}_\gamma \rangle^\gamma \tilde{c}_{A_{\gamma \tau \kappa}}}{\ell_\gamma} \right) \]  

(A.10)

and this indicates that the non-local convective transport can be neglected when ever \( \ell_\gamma << L \).

Under these circumstances our transport equation for the spatial deviation concentration takes the form

\[ \frac{\partial \tilde{c}_{A_{\gamma \tau \kappa}}}{\partial t} - \varepsilon^{-1}_\gamma a_{\gamma \tau \kappa} \frac{\partial}{\partial t} \left[ f(\langle c_{A_{\gamma \tau \kappa}} \rangle^\gamma) \right] + \tilde{v}_\gamma \cdot \nabla \tilde{c}_{A_{\gamma \tau \kappa}} + \tilde{v}_\gamma \cdot \nabla \langle c_{A_{\gamma \tau \kappa}} \rangle^\gamma \]  

(A.11)

we can complete the closure problem for \( \tilde{c}_{A_{\gamma \tau \kappa}} \) by writing the initial and boundary conditions if we use the spatial deviation decomposition on the interfacial boundary condition.
for $\tilde{c}_{A\gamma}$ to express

$$\mathcal{D}_{\gamma} \nabla \langle c_{A\gamma} \rangle^\gamma \cdot \mathbf{n}_{\gammaK} - \mathcal{D}_{\gamma} \nabla \tilde{c}_{A\gamma} \cdot \mathbf{n}_{\gammaK} = \frac{\partial}{\partial t} \left[ f(\langle c_{A\gamma} \rangle^\gamma) + f(\tilde{c}_{A\gamma}) \right]$$  \hspace{1cm} (A.12)

Now we assume that on the basis of $\tilde{c}_{A\gamma} \ll \langle c_{A\gamma} \rangle^\gamma$ the variations of $f(\tilde{c}_{A\gamma})$ are negligible compared to $f(\langle c_{A\gamma} \rangle^\gamma)$

B.C.1 \hspace{1cm} $\mathcal{D}_{\gamma} \nabla \langle c_{A\gamma} \rangle^\gamma \cdot \mathbf{n}_{\gammaK} - \frac{\partial}{\partial t} f \langle c_{A\gamma} \rangle^\gamma = \mathcal{D}_{\gamma} \nabla \tilde{c}_{A\gamma} \cdot \mathbf{n}_{\gammaK}$ \hspace{1cm} (A.13a)

It should be noted that the spatial deviation concentration will not, in general, be known at the entrances and exits of macroscopic system.

B.C.2 \hspace{1cm} $\tilde{c}_{A\gamma} = \mathcal{F}(r, t)$ on $A_{\gamma e}$ \hspace{1cm} (A.13b)

I.C \hspace{1cm} $\tilde{c}_{A\gamma} = \mathcal{G}(r)$ at $t = 0$ \hspace{1cm} (A.13c)

While many dispersion processes will be inherently unsteady, the closure problem for $\tilde{c}_{A\gamma}$ will be quasi-steady whenever the following constraint is satisfied

$$\frac{\mathcal{D}_{\gamma} t^*}{\delta_\gamma^2} >> 1$$ \hspace{1cm} (A.14)

This constraint is based on the estimation of the diffusive transport term given by

$$\nabla \cdot (\mathcal{D}_{\gamma} \nabla \tilde{c}_{A\gamma}) = \mathcal{O} \left( \frac{\mathcal{D}_{\gamma} \tilde{c}_{A\gamma}}{\delta_\gamma^2} \right)$$ \hspace{1cm} (A.15)

Where $\delta_\gamma$ is the characteristic length of the diffusion process along with the inequality

$$\frac{\partial \tilde{c}_{A\gamma}}{\partial t} << \nabla \cdot (\mathcal{D}_{\gamma} \nabla \tilde{c}_{A\gamma})$$ \hspace{1cm} (A.16)

when the transport process is purely diffusive, we can conclude that

$$\delta_\gamma \approx \ell_\gamma \hspace{1cm} \text{diffusive process}$$ \hspace{1cm} (A.17)

On the other hand when convective transport is important, the situation is more complex. The quasi-steady closure problem takes the form

$$\mathbf{v}_{\gamma} \cdot \nabla \tilde{c}_{A\gamma} + \dot{\mathbf{v}}_{\gamma} \cdot \nabla \langle c_{A\gamma} \rangle^\gamma = \mathcal{D}_{\gamma} \nabla \cdot (\nabla \tilde{c}_{A\gamma})$$ \hspace{1cm} (A.18)
with boundary conditions

\[ \text{B.C.1} \quad - \mathcal{D}_\gamma \nabla \langle c_{A\gamma} \rangle^\gamma \cdot n_{\gamma\kappa} - \frac{\partial}{\partial t}(f \langle c_{A\gamma} \rangle^\gamma) = \mathcal{D}_\gamma \nabla \tilde{c}_{A\gamma} \cdot n_{\gamma\kappa} \quad \text{on } A_{\gamma\kappa} \]

(A.19a)

\[ \text{B.C.2} \quad \tilde{c}_{A\gamma} = \mathcal{F}(r, t) \quad \text{on } A_{\gamma\kappa} \quad \text{(A.19b)} \]

it is clear that \( \tilde{c}_{A\gamma} \) will depend on \( r, t, \) and \( \nabla \cdot \langle c_{A\gamma} \rangle^\gamma \).

We are now in a position to estimate the magnitude of \( \tilde{c}_{A\gamma} \) on the basis of volume and surface sources. The derivatives of the average concentration are estimated according to

\[ \nabla \langle c_{A\gamma} \rangle^\gamma = \mathcal{O} \left( \frac{\Delta \langle c_{A\gamma} \rangle^\gamma}{L} \right) \]

(A.20)

\[ \frac{\partial}{\partial t} f \langle c_{A\gamma} \rangle^\gamma \approx \frac{\partial \langle c_{A\gamma} \rangle^\gamma}{\partial t} f'(c_{A\gamma})^\gamma = \mathcal{O} \left[ \frac{\Delta \langle c_{A\gamma} \rangle^\gamma}{t^*} f'(c_{A\gamma})^\gamma \right] \]

(A.21)

Where \( t^* \) is the characteristic time scale of the adsorption at the membrane scale.

\[ -\varepsilon^{-1} a_{\gamma\kappa} \frac{\partial}{\partial t} \left[ f \langle c_{A\gamma} \rangle^\gamma \right] + \mathbf{v}_\gamma \cdot \nabla \tilde{c}_{A\gamma} + \mathbf{v}_\gamma \cdot \nabla \langle c_{A\gamma} \rangle^\gamma = \mathcal{D}_\gamma \nabla \cdot (\nabla \tilde{c}_{A\gamma}) \]

(A.22)

\[ - \mathcal{D}_\gamma \nabla \langle c_{A\gamma} \rangle^\gamma \cdot n_{\gamma\kappa} - \frac{\partial}{\partial t} f \langle c_{A\gamma} \rangle^\gamma = \mathcal{D}_\gamma \nabla \tilde{c}_{A\gamma} \cdot n_{\gamma\kappa} \quad \text{on } A_{\gamma\kappa} \]

(A.23)
APPENDIX B

1 LOCAL MASS EQUILIBRIUM

To derive the length-scale constraints, it is convenient to write the closed non-equilibrium equations as follows

\[
\frac{\langle \rho_\eta \rangle^\eta}{\varepsilon_\eta} \frac{\partial \varepsilon_\eta}{\partial t} + \frac{a_{\omega \eta}}{\varepsilon_\eta} \sum_{i=1}^{5} k_i^{\eta\omega} (\langle c_{i\eta} \rangle^\eta - K_{eq,i}^{\eta\omega} \langle c_{i\omega} \rangle^\omega) + \langle \rho_\eta \rangle^\eta \nabla \cdot \langle v_\eta \rangle^\eta = 0 \tag{B.1a}
\]

\[
\frac{\langle \rho_\omega \rangle^\omega}{\varepsilon_\omega} \frac{\partial \varepsilon_\omega}{\partial t} + \frac{\langle \rho_\sigma \rangle^\sigma \varepsilon_\sigma \mu M}{\varepsilon_\omega} \left( \frac{\langle c_{A\sigma} \rangle^\sigma}{\langle c_{A\sigma} \rangle^\sigma + K_A} \right) - \frac{a_{\omega \eta}}{\varepsilon_\omega} \sum_{i=1}^{5} k_i^{\eta\omega} (\langle c_{i\eta} \rangle^\eta - K_{eq,i}^{\eta\omega} \langle c_{i\omega} \rangle^\omega)
+ \langle \rho_\omega \rangle^\omega \nabla \cdot \langle v_\omega \rangle^\omega = 0 \tag{B.1b}
\]

Each average density can be decomposed according to

\[
\langle \rho_\eta \rangle^\eta = \{ \rho \} + \varepsilon_\omega (\langle \rho_\eta \rangle^\eta - \langle \rho_\omega \rangle^\omega) \tag{B.2}
\]

\[
\langle \rho_\omega \rangle^\omega = \{ \rho \} - \varepsilon_\eta (\langle \rho_\eta \rangle^\eta - \langle \rho_\omega \rangle^\omega) \tag{B.3}
\]

Taking these decomposition into account, we have the following result from subtracting eqs. (B.1)
\{\rho\} \left( \frac{\partial \ln \varepsilon_\eta}{\partial t} - \frac{\partial \ln \varepsilon_\omega}{\partial t} + \nabla \cdot \left( \langle \mathbf{v}_\eta \rangle^\eta - \langle \mathbf{v}_\omega \rangle^\omega \right) \right) \\
+ \left( \langle \rho_\eta \rangle^\eta - \langle \rho_\omega \rangle^\omega \right) \left( \varepsilon_\omega \frac{\partial \ln \varepsilon_\eta}{\partial t} + \varepsilon_\eta \frac{\partial \ln \varepsilon_\omega}{\partial t} + \nabla \cdot \left( \varepsilon_\omega \langle \mathbf{v}_\eta \rangle^\eta + \varepsilon_\eta \langle \mathbf{v}_\omega \rangle^\omega \right) \right) \\
+ \frac{a_{\omega\eta} \varepsilon_\omega}{\varepsilon_\eta \varepsilon_\omega} \sum_{i=1}^{5} k_i \varepsilon_\omega \left( \langle \mathbf{v}_i \rangle^\eta - K_{eq,i} \langle \mathbf{c}_i \rangle^\omega \right) - \frac{\langle \rho_\sigma \rangle^\sigma \varepsilon_\sigma \mu M}{\varepsilon_\omega} \left( \frac{\langle \mathbf{c}_{A\sigma} \rangle^\sigma}{\langle \mathbf{c}_{A\sigma} \rangle^\sigma + K_A} \right) = 0 \quad (B.4)

where, for simplicity we introduced

\varepsilon_{\omega\eta} = \varepsilon_\omega + \varepsilon_\eta \quad (B.5)

To make further progress we provide the following orders of magnitude estimates

\frac{a_{\omega\eta} \varepsilon_\omega}{\varepsilon_\eta \varepsilon_\omega} \sum_{i=1}^{5} k_i \varepsilon_\omega \left( \langle \mathbf{v}_i \rangle^\eta - K_{eq,i} \langle \mathbf{c}_i \rangle^\omega \right) = \mathcal{O} \left( \frac{\varepsilon_\omega \varepsilon_\eta}{\varepsilon_\eta \varepsilon_\omega} a_{\omega\eta} k_{\omega\eta} (\langle \rho_\eta \rangle^\eta - \langle \rho_\omega \rangle^\omega) \right) \quad (B.6a)

\frac{\langle \rho_\sigma \rangle^\sigma \varepsilon_\sigma \mu M}{\varepsilon_\omega} \left( \frac{\langle \mathbf{c}_{A\sigma} \rangle^\sigma}{\langle \mathbf{c}_{A\sigma} \rangle^\sigma + K_A} \right) = \mathcal{O} \left( \phi^2 \nabla \cdot \langle \mathbf{v}_\omega \rangle^\omega \right) \quad (B.6b)

with \( k_{\omega\eta} \) being an interfacial mass transport coefficient that is on the same order of magnitude as \( k_i \) and \( \phi \) is a Thiele modulus.

Under these circumstances we may write the following estimates

\{\rho\} \mathcal{O} \left( \frac{1}{t^*} + \frac{\langle \mathbf{v}_\eta \rangle^\eta}{L} + \frac{\phi^2 \langle \mathbf{v}_\omega \rangle^\omega}{L} \right) \\
+ \left( \langle \rho_\eta \rangle^\eta - \langle \rho_\omega \rangle^\omega \right) \mathcal{O} \left( \frac{\varepsilon_\omega}{t^*} + \frac{\varepsilon_\eta}{t^*} + \frac{\varepsilon_\omega \langle \mathbf{v}_\eta \rangle^\eta + \varepsilon_\eta \langle \mathbf{v}_\omega \rangle^\omega}{L} + \frac{\phi^2 \varepsilon_\eta \langle \mathbf{v}_\omega \rangle^\omega}{L} + \frac{k_{\omega\eta}}{\ell_{\omega\eta} \mu M} \right) = 0 \quad (B.7)

here we have assumed that \( t^*_\eta = \mathcal{O}(t^*_\omega) = \mathcal{O}(t^*) \) and that \( L_{\eta} = \mathcal{O}(L_{\omega}) = \mathcal{O}(L) \). In addition, we introduced

\ell_{\omega\eta} = \frac{\varepsilon_\omega \varepsilon_\eta}{\varepsilon_\eta a_{\omega\eta}} \quad (B.8)
2. CONSTRAINTS FOR NEGLIGIBLE EFFECTS OF THE $\sigma$-REGION VELOCITY

It follows thus,

$$\frac{\langle \rho_\eta \rangle - \langle \rho_\omega \rangle}{\{ \rho \}} = O \left\{ \frac{\ell_\omega L}{\ell_\omega \varepsilon + \ell_\omega \varepsilon_\omega M} \left[ \frac{\varepsilon_\omega \ell_\omega M}{k_\omega \ell_\omega M} + \frac{\varepsilon_\omega (\langle v_\eta \rangle - \langle v_\omega \rangle)}{k_\omega / M} + \frac{\phi_\omega^2 (\langle v_\omega \rangle)}{k_\omega / M} + 1 \right] \right\} \quad (B.9)$$

Notice that the order of magnitude of the term between square braces in the above estimate is about the unity. This leads us to conclude that under the length-scale constraint

$$\frac{\ell_\omega L}{\ell_\omega} \ll 1 \quad (B.10)$$

it is reasonable to assume that

$$\frac{\langle \rho_\eta \rangle - \langle \rho_\omega \rangle}{\{ \rho \}} \ll \{ \rho \} \quad (B.11)$$

which is the justification for the local mass equilibrium assumption.

2. CONSTRAINTS FOR NEGLIGIBLE EFFECTS OF THE $\sigma$-REGION VELOCITY

2.1 MASS BALANCE EQUATION IN THE $\sigma$-REGION

The objective is to find under which condition the convective effects in Eq. (3.55c) can be neglected. To do so, the order of magnitude of the time evolution of $\varepsilon_\sigma$ is needed. Applying the spatial averaging theorem to the constant quantity 1 in the $\sigma$-region leads to

$$\left\langle \frac{\partial 1}{\partial t} \right\rangle_\sigma = 0 = \frac{\partial }{\partial t} \left\langle 1 \right\rangle_\sigma - \frac{1}{V} \int_{A_\omega} n_{\sigma \omega} \cdot w_{\omega \sigma} dA \quad (B.12)$$

and then, with $\langle 1 \rangle_\sigma = \varepsilon_\sigma$,

$$\frac{\partial \varepsilon_\sigma}{\partial t} = - \frac{1}{V} \int_{A_\omega} n_{\omega \sigma} \cdot w_{\omega \sigma} dA \quad (B.13)$$

Remark: the system of equations at intermediate scale is well-posed. $n_{\omega \sigma} \cdot w_{\omega \sigma}$ could then be determined numerically, but not literally. Therefore, the surface integral in Eq. (B.13) cannot be expressed as a function of average quantities. Consequently, it cannot be used to obtain the time evolution of $\varepsilon_\sigma$, which is mandatory for predicting the biofilm growth.
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The following order of magnitude can now be deduced

\[ \langle \rho \rangle_\sigma \frac{\partial \varepsilon_\sigma}{\partial t} = O \left( \frac{\varepsilon_\sigma \langle \rho \rangle_\sigma w_{\omega \sigma}}{l_\sigma} \right) \]  \hspace{1cm} (B.14)

After a comparison with

\[ \varepsilon_\sigma \langle \rho \rangle_\sigma \nabla \cdot \langle \mathbf{v} \rangle_\sigma = O \left( \frac{\varepsilon_\sigma \langle \rho \rangle_\sigma \langle \mathbf{v} \rangle_\sigma}{L_{\mathbf{v}_\sigma}} \right) \]  \hspace{1cm} (B.15)

Eq. (3.55c) can be simplified into

\[ \frac{\partial \varepsilon_\sigma}{\partial t} = \frac{1}{\langle \rho \rangle_\sigma} \frac{1}{V} \int_{A_{\omega \sigma}} \mathbf{n}_{\omega \sigma} \cdot \langle \mathbf{v} \rangle_\sigma (\mathbf{v}_\sigma - \mathbf{w}_{\omega \sigma}) \, dA \]  \hspace{1cm} (B.16)

when the following inequality holds

\[ \frac{\langle \mathbf{v} \rangle_\sigma}{\mathbf{w}_{\omega \sigma}} \ll \frac{L_{\mathbf{v}_\sigma}}{\ell_\sigma} \]  \hspace{1cm} (B.17)

The velocity in the \( \sigma \)-region should then be at least an order of magnitude higher than the \( \omega - \sigma \) interface velocity.
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