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Résumé

« Modélisation de procédés d’émulsification en régime turbulent dans
des géométries complexes au moyen d’un bilan de population couplé

à la mécanique des fluides numériques »

La modélisation des phénomènes de brisure de gouttes lors d’opérations d’émulsification par bilan de

population (PBE), a pour but de suivre l’évolution de la distribution des tailles de gouttes (DSD). Ceci

a fait l’objet d’un grand nombre d’études au cours des deux dernières décennies. Une approche multi-

échelle, couplant la modélisation des phénomènes de brisure à l’échelle d’une goutte avec les phéno-

mènes agissant à l’échelle du champ d’écoulement est nécessaire pour simuler correctement les procédés

d’ émulsification dans des géométries complexes tels que des mélangeurs statiques ou des homogénéisa-

teurs à haute pression. Une telle approche est présentée dans cette thèse par l’emploi d’un couplage entre

PBE et mécanique des fluides numériques (CFD).

Trois types de procédés d’émulsification huile dans l’eau ont été étudiés : une cuve agitée de deux litres,

équipée avec d’une hélice Mixel-TT générant un écoulement axial de la phase continue, pour deux sys-

tèmes modèles : Di-Stereate d’éthylène Glycol (EGDS) dans l’eau d’une part, huiles silicones de dif-

férentes viscosités d’autre part. Un montage expérimental sur mesure a été conçu pour l’émulsification

d’huiles silicones dans eau basé sur l’emploi de mélangeurs statiques de type SMX+. Des expériences

d’émulsification des huiles végétales de qualité alimentaire dans un homogénéisateur à haute pression

(HPH) ont été réalisées dans le laboratoires d’UNILEVER R&D à Vlaardingen, Pays-Bas. Deux tech-

niques d’analyse granulométrique in-situ ont été comparées aux résultats obtenus par la technique ex

situ de diffraction laser : une sonde vidéo avec traitement automatisé d’images (basé sur la transformée

circulaire de Hough), et une sonde de réflectance laser « Focused Beam Reflectance Measurement »

(FBRM), qui mesure la distribution de cordes (CLD). Les sondes ont été introduites dans la cuve agitée

et une cellule de mesure a été conçue spécialement pour implanter en-ligne la sonde video et mesurer

ainsi la DSD en amont et en aval des mélangeurs statiques. La technique FBRM n’a pas permis de dé-

tecter les plus grosses gouttes et la transformation de la CLD en DSD donnait une sous-estimation de

la taille des gouttes. Cette méthode n’est par conséquent pas adaptée à l’analyse granulométrique des

gouttes transparentes, telles que les huiles silicones. Par contre, la détection des gouttes sur les images

prises par la sonde vidéo, permet de produire des mesures fiables de la DSD pour des concentration de

phase dispersée faible (≤ 10 %). L’algorithme de détection a été amélioré pour être capable de mesurer

la DSD des émulsions avec 10 – 20 % de phase dispersée.

La partie modélisation de cette thèse se compose premièrement de l’élaboration d’un nouveau modèle

de brisure qui est capables de représenter l’effet de la viscosité de la phase dispersée. Ce modèle est

une amélioration du modèle phénoménologique proposé par Luo & Svendsen (1996). Deuxièmement le

couplage entre des PBE discrétisées par volumes finis avec la CFD en régime turbulent a été réalisé, dans

le code open-source OpenFOAM (OpenCFD).

La comparaison des modèles de brisure a montré que ceux qui utilisent des paramètres empiriques étaient

capables de représenter l’effet de l’agitation (ε = 0.2, 0.35, 0.5 W/kg) pour le système EGDS dans l’eau
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dans le milieu bien mélangé de la cuve agitée. Concernant le système d’huiles silicones, les mêmes

paramètres n’étaient pas capables de représenter l’effet de la viscosité des phases dispersées (μd = 20,

50, 100, 350 mPa.s) sur la fréquence de brisure et de la distribution des tailles filles. Le nouveau mo-

dèle, réalise des bonnes prédictions de la distribution finale pour l’ émulsification d’EGDS ainsi que des

huiles silicones dans la cuve agitée sans ajouter aucun paramètre. Ce modèle fait défaut sur reproduire

la largeur de la distribution pour l’huile silicone la plus visqueuse (μd = 350 mPa.s). Cela suggère que

l’hypothèse de brisure binaire n’est plus valable pour des très grosses gouttes visqueuses, qui subissent

des déformations importantes avant la brisure, se traduisant par une fragmentation multiple de la goutte

mère.

Le nouveau modèle de brisure, ainsi que celle proposé par Alopaeus et al. (2002) ont été implanté dans

le système de couplage entre CFD et PBE pour ensuite être validé en comparant les résultats des simula-

tions avec les résultats expérimentales des émulsifications d’huiles végétales en trois passes successives

à travers le HPH. Cette méthode multi-échelle donne une perspective extrêmement détaillée sur les pro-

cédés de brisure dans la vanne du HPH. Un traitement numérique de la modélisation de la brisure près

de la paroi a été proposé, basé sur des simulations préliminaires. Celui a montré que la brisure se passe

principalement dans le jet turbulent en sortie de l’entrefer.. La validation expérimentale a montré que

le système de couplage entre PBE et CFD avec le nouveau modèle phénoménologique était capable de

reproduire les DSD en tenant compte de la variation de la perte de charge (ΔP = 200, 400, 600 bar), ainsi

que la viscosité des huiles végétales (μd = 25, 50, 100 mPa.s).
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Summary

The modelling of breakage phenomena with the goal to simulate the evolution of drop size distributions

(DSDs) in turbulent emulsification by Population Balance Equation (PBE) modeling has been an active

area of research over the last decade. A multi-scale approach, combining the breakage phenomena

on the droplet scale with the larger scale flow-field characteristics is necessary to accurately simulate

emulsification in complex geometries such as High-Pressure homogenizers and static mixers.

Emulsifications were performed for Ethylene Glycol Di-Stearate-in-water and Silicone oil-in-water sys-

tems in a stirred tank reactor, using an axial-flow Mixel-TT impeller, as well as SMX+ (Sulzer) static

mixers for the silicone oil system at the LAGEP, Lyon, France. Emulsifications of food-grade veg-

etable oils in a High-pressure Homogenizer were performed at UNILEVER R&D, Vlaardingen, Nether-

lands. Two in-situ DSD measurement techniques were compared to results obtained form laser diffrac-

tion measurements of samples. Focused Beam Reflectance Measurement (FBRM), which generates a

chord length distribution was found give an under-prediction of the DSD and failed to detect the larger

droplets of the transparent silicone oils. This technique, while providing a continuous, in situ measure-

ment of the DSD is not reliable for measuring transparent droplets. An in situ video probe with off-line

droplet detection via Hough transform, developed at LAGEP, was found to give reliable and traceable

DSD measurements for dilute emulsions. The image detection algorithm was improved to be capable of

measuring droplets in emulsions with 10 – 20 % dispersed phase hold-up fraction.

The modelling part of this thesis consists of the development of a framework for the coupling of PBE

and CFD modelling, as well as a significant improvement to the well-known Luo & Svendsen (1996)

breakage model. Different breakage models were compared for their applicability to emulsification of

Ethylene Glycol di-Stereate (EGDS) and silicone oil in water emulsions in a 2-L stirred tank reactor.

This analysis revealed the need for a phenomenological breakage model which does not rely on system

dependent parameters and is able to accurately take the dispersed phase viscosity effects into account.

Such a model was proposed, based on the Han et al. (2011) to the Luo & Svendsen (1996) framework. A

dispersed phase viscosity term was added to the surface energy opposing breakage. This was validated by

experimental data from emulsification of silicone oils with varying viscosities (20, 50, 100, 350 mPa.s).

The new model was found to provide better predictions than the Alopaeus et al. (2002) and Vankova et

al. ( 2007) breakage models, without the need for empirically determined parameters.

The one-way coupling of CFD and PBE modelling was implemented in the open-source finite volumes

software package OpenFOAM. This was applied to emulsification of vegetable oils with varying viscosi-

ties (25, 50, 100 mPa.s) in a Niro-soave bench-scale HPH. The new model was found to deliver good

predictions for the drop size distribution after three consecutive passes through the HPH valve at the

three different viscosities and varying pressure drops (200, 400, 600 bar).
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1. MOTIVATIONS

1 Motivations

“essentially, all models are wrong, but some are useful” — George E. P. Box

The discipline of Chemical Engineering is essentially concerned with the application of chemical, bio-

chemical, physical, and mathematical models to determine the optimal design and operating conditions

of processes which transform raw materials into more valuable products. The overall transformation

process is divided into a number of unit operations, each of which is performing a specific task such as a

chemical reaction step, separation and purification, heat transfer, mixing and blending, and many more.

This requires a range of reliable and accessible models describing the underlying physical phenomena

governing each of the individual unit operations. This thesis is concerned with emulsification, a particular

sub-class of two-phase systems.

Historically, most of the models used by chemical engineers are derived from a combination of basic

physical considerations, such as mass/energy balances, together with empirical observations. This some-

what limited approach results in relatively simple models, many in the form of lookup tables, which

can be quickly and easily applied in the proverbial back-of-the-envelope calculations. The most widely

known collection of these models can be found in Green and Perry (2008). While such models are ex-

tremely useful to rapidly obtain an order-of-magnitude estimate of the process variables of interest, they

are, however extremely dependent on system-specific empirical parameters and clearly lack the detail

necessary for more accurate estimations. Furthermore, changes in scale and/or system geometry from

the set-up for which the model was originally developed for are problematic and often trial-and-error

based. The rapid and continuing improvements in instrumentation and computational capabilities since

the 1980/90s have allowed chemical engineers to create ever more complex and physically accurate pro-

cess models, based on the advances of the wider scientific community. In addition to being an inherently

multi-disciplinary exercise, the development of these models often requires the physical phenomena oc-

curring at vastly different scales into a single framework. The aim of the MULTIMOD Initial Training

Networka is the advancement of this multi-scale modeling approach for chemical and bio-chemical en-

gineering applications. In summary, ideal model for processes such as emulsifications, which is being

examined in this thesis, should therefore:

• Relate measurable quantities

• Be based on phenomenological considerations

• Relate phenomena of all scales up to the one of interest

• Take the effect of all relevant system parameters into account

• Take system geometry into account

• Be applicable for a wide variation of operating conditions and parameters

• Rely as little as possible on system/geometry specific tuning parameters

• Be easily to apply and adapt

• Do not require excessive computational resources

aEuropean Commission’s 7th Framework Programme, Marie Curie Actions
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2 Background

2.1 Emulsification Technology
Emulsions play an important role as a step in many industrial processes such as suspension polymeriza-

tion (Kotoulas and Kiparissides, 2006), crystallization (Khalil et al., 2012), or liquid-liquid extraction

processes (Amokrane et al., ress) and make up a wide range of finished consumer products. They are

commonly found in pharmaceutical, cosmetic, and food-products (Jousse, 2008, Mulder and Walstra,

1974). The processes and operating conditions used for the production of emulsions depend on a number

of application-specific requirements such as the desired drop sizes (e.g. micro- or nano-emulsions), the

physical and rheological properties of the system (e.g. viscosity ratio between dispersed and continuous

phases), presence and concentration of surface active components, dispersed phase concentration, stabil-

ity requirements. In many cases the systems are further complicated by a large number of components

used in the product formulation and the inherent variability of natural products such as the ones used in

the food industry.

Emulsions consist of two immiscible phases, typically one organic or oil and an aqueous phase (Leng

and Calabrese, 2004). The less concentrated phase is usually dispersed in the continuous phase in the

form of spherical droplets ranging from a few hundred nanometres up to millimetre sizes. It is how-

ever possible for the dispersed phase to be increased to very high concentrations by manipulating the

manufacturing process, as is for example the case in the manufacturing of mayonnaise. The droplet can

increase in size by growth (due to chemical reactions, absorption, or Ostwald ripening) and coagulation

while size reduction is generally achieved by breaking up the droplets by mechanical means. The in-

terfacial area between the two phases, and consequently the surface tension energy, increases rapidly as

droplets become smaller. Production of very fine emulsions therefore requires a significant amount of

mechanical energy input. An in-depth understanding of the droplet-scale phenomena, together with their

interaction with the macro-scale (i.e. flow-field) phenomena allows for the design and optimization of

emulsification processes to minimize the energy requirements and this one of the major cost factors.

The next sections give a brief introduction to the three different emulsification processes used in this

work: Stirred Tanks, High-Pressure Homogenizers (HPHs), and Statix Mixers. Among the technologies

which are not considered in this study are: rotor-stator devices (Almeida-Rivera and Bongers, 2009),

colloid mills Perrier-Cornet et al. (2005), Urban et al. (2006), ultrasound (Behrend and Schubert, 2001),

or membrane emulsification (Wagdare et al., 2010).

2.1.1 Stirred Tanks
Stirred tank reactors are a ubiquitous in the processing industry and are widely used for gas-liquid (Mar-

tin et al., 2008), solid-liquid (Khalil et al., 2010), and liquid-liquid systems (Leng and Calabrese, 2004,

Pacek et al., 1999, Zhou and Kresta, 1998). They are very popular in the batch processing of emul-

sions, where they are heavily used in crystallization, emulsion polymerization, and pharmaceutical ap-

plications. They are likewise widely used in research for the development of breakage and coagulation

models because lab-scale stirred tanks can be considered as well mixed and uniform systems. The issues

concerning scale-up from relatively well-mixed bench- or pilot-scale stirred tanks to industrial scale units

is discussed in Alopaeus et al. (1999), EL-Hamouz et al. (2009) Rushton turbines are the most widely

used agitator because of their simple design, well understood radial flow profile, high power number, and

capability to produce narrow drop size distributions. However, advanced agitator designs have generated

a considerable amount of attention (Kresta and Wood, 1993, Martin et al., 2008, Pacek et al., 1999). The
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Mixel-TT axial flow propeller with three helical blades has, for example, been used in the investigation

of emulsion-crystallization by Khalil et al. (2010, 2012) because its design provides very good mixing

and low shear, while still allowing for the generation of fine dispersions. This type of impeller was used

in this work for the investigation of breakage-dominated emulsification and the development of breakage

rate models because it provides a much more even distribution of turbulent energy dissipation through-

out the tank than a Rushton turbine. Pacek et al. (1999), for example, found that axial flow, low power

number, impellers produced smaller droplets and more narrow distributions than a Rushton turbine at

similar energy dissipation rate.

Larger scale stirred tanks used in industrial manufacturing processes, on the other hand, have much

longer mixing times and a significantly larger spatial variation of the flow field and intensity of turbulent

energy dissipation, which must be taken into account in the modelling of emulsification in such systems

(Alexopoulos et al., 2002, Alopaeus et al., 2002, Baldyga et al., 2001, Konno et al., 1983). Breakage

and coagulation events no longer occur at the same rate throughout the tank, but show a wide range of

variation depending on the turbulence inhomogeneities. This is often complicated further by the use

of multi-stage impellers (Alliet-Gaubert et al., 2006, Maaß et al., 2011a). Combining the modelling of

emulsions via a PBE (see section 2.6) approach with CFD has proven a useful tool to take these spatial

variations into account (Alopaeus et al., 2002, Maggioris et al., 2000).

2.1.2 High-Pressure Homogenizers
High pressure Homogenizers (HPHs) consist of one or more valves, which form very narrow gap though

which a coarse pre-emulsion is forced by powerful volumetric pumps. They are very common in the

food processing industry (Mulder and Walstra, 1974) and are often used in continuous manufacturing

processes. Alternatively, they can be used in batch mode by recycling the emulsion through the HPH

until the desired DSD has been achieved. A relatively coarse pre-emulsion is usually prepared in stirred

tanks or using static mixers before the fine emulsions are generated in a HPH. This is necessary because

of the very poor mixing properties of homogenizer valves. HPHs are capable to generate micron- or sub-

micron sized emulsions with very narrow size distributions and can be used with very high dispersed-

phase concentrations and viscous emulsions (e.g. mayonnaise).

HPHs are characterized by high pressure drops (10 – 500 MPa) across a very narrow gap, ranging from

around 10 μm in a bench-scale HPH to a few 100 μm in production scale equipment, with gap velocities

in excess of 100 m/s (Innings and Tragardh, 2007). The gap width is either fixed by adjustment screws,

or maintained by a spring; in the latter case, the gap width varies according to the pulsed flow provided

by the volumetric pumps. A turbulent jet is formed at the exit of the gap, which impacts on an impact

ring and recirculates inside of the outlet chamber, before reaching the valve outlet. The design of HPH

valves used in industry varies widely and has a profound effect on the DSDs which can be obtained.

Two popular designs, commercialized by GEA Niro-Soavi, a ball-type and a flat-head valve are shown

in figure 2.1.

Difficulties in the scale-up of this technology are well-known in the processing industry and have been

thoroughly documented (e.g. Håkansson et al., 2011). Innings and Tragardh (2007) compared emulsi-

fication in a pilot- and production-scale milk homogenizer and concluded that fluid dynamics are quite

different, with most of the pressure drop occurring inside of the gap for the pilot-scale model, while a

significant pressure drop in the large-scale HPH occurs in the turbulent jet after the gap. They also note

that the geometry of the outlet chamber significantly influences the shape and turbulence characteristics

of the jet, making it difficult to draw generalized conclusions from a study on a specific valve geometry.
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Figure 2.1: Flat head and ball-type HPH valve designs (curtsey Niro-Soavi)

Direct observation of the flow field and droplet breakup inside of a HPH valve is almost impossible

because of the small scales and high pressures. Innings and Tragardh (2005) used a high-pressure cell

to obtain optical access to the gap section of a HPH for visualization with a Particle Image Velocimetry

(PIV) system. They concluded that for a low-aspect ratio gap (length 400 μm, height 370 μm) practically

all breakage occured downstream of the gap in the region of the turbulent jet. Innings et al. (2011),

Innings and Tragardh (2005) constructed a scale model of a HPH valve to study the flow field as well as

breakup and coagulation inside the valve.

The investigation of the complex flow field and consequently the breakup mechanisms in industrial and

pilot scale HPSs, using modern computational tools, such as CFD, has generated a lot of interest. The

results of two-dimensional CFD simulations were found to be identical to full 3D simulations in the

gap-zone (Casoli et al., 2006) because of the axial symmetry of the valve. Based on the CFD studies

by Innings and Tragardh (2007) and Hakansson et al. (2009), the breakage is expected to happen either

in the gap of the HPH valve or in the turbulent jet. Hakansson et al. (2009) simulated the breakup and

re-coalescence of droplets, using a one-dimensional flow path along gap and turbulent jet of a HPH, for

the integration of CFD results for the turbulent energy dissipation rate with a discretized PBE (see fixed

pivot technique in section 2.3) . This study found that, for their particular geometry, the fragmentation

region was limited to about 15 gap-heights after the gap exit regardless of pressure drop.

2.1.3 Static Mixers
Static mixers provide enhanced mixing as well as mass- and heat transfer properties via a motionless

mixing element inside a rigid pipe, and are heavily used for mixing and blending; a good overview of

the state of the art of this technology and the available literature can be found in Thakur et al. (2003).

Concerning two-phase flow, this technology has been recognized as an appealing alternative to stirred

tanks for the manufacturing of emulsions, as it allows for increased throughput, continuous processing,

and better control of the DSD (Heniche et al., 2005). They are used for the preparation of food- and

cosmetic, or pharmaceutical products (Kiss et al., 2011, McClements, 2012), and have been used in

reactive multiphase systems, such as emulsion polymerization (El-Jaby et al., 2009, Farzi et al., 2011) or

microencapsulation (Maa and Hsu, 1996). They are known to be capable of handling very concentrated
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and viscous emulsions (Grace, 1982), and have been used with non-Newtonian emulsions (Visser et al.,

1999). which generally operate in laminar flow regimes (Jaworski and Pianko-Oprych, 2002); turbulent

conditions are generally encountered for dilute emulsions and low viscosity dispersed phases (Berkman

and Calabrese, 1988, Visser et al., 1999). The laminar breakup process in static mixers has been shown to

be very efficient and capable of achieving very fine emulsions of sizes in the range of 100s of nanometres

(Farzi et al., 2011). Theories of laminar, or shear-induced, breakup are generally based on the seminal

work by Grace (1982), the details of which are not further discussed, as this work is focused on turbulent

breakup only.

The mixing insert is composed of a number of mixing elements (NSMX) of length between 1 and 2 pipe

diameters, which consist of a number of baffles designed to split, rotate, and recombine the flow field.

A great number of the mixing elements, designed for specific applications, are commercially available.

Some of the most popular are the Kenicks mixing elements (Berkman and Calabrese, 1988), which

consist of a single helical section, SMV (Lobry et al., 2011) consisting of an arrangement of corrugated

plates, and SMX and SMX+ (Hirschberg et al., 2009, Legrand et al., 2001, Theron et al., 2010) consisting

of an arrangement of a number of bars. Different designs, based on mesh- or screen-type inserts (Taweel

et al. 2007), packed beds (Baumann et al.2012), and baffles fixed to the pipe walls (Lemenand et al.,

2003) are also available. Adjacent mixing elements are usually offset by 90˚ to improve mixing, this

arrangement for a SMX+TM (Sulzer) static mixer, used in this work, is shown in figure 2.2.

Figure 2.2: Arrangement of SMX+ mixing elements, reproduced with permission
from Hirschberg et al. (2009)

Contrary to HPHs, static mixers provide excellent mixing capabilities, which provides homogeneous

breakage and coagulation by guaranteeing that each individual droplet experiences an even exposure to

the different turbulence and/or shear conditions present in the mixing element. The drop size reduces

along the static mixer until it reaches an equilibrium size, when no further breakage occurs. Modelling

of emulsification in static mixers is challenging because of the complex flow fields inside of the mix-

ing elements and has traditionally been based on determining the mean and/or maximum drop sizes

at equilibrium as a function of the systems parameters (Theron et al., 2010, Theron and Sauze, 2011).

These models are, however extremely system specific and are only applicable to the particular mixing

elements used. The use of advanced modelling techniques such as Population Balance Modelling (see

section 2.2.1) and CFD (see section 2.5) for the simulation of multiphase systems in static mixers has re-

cently gained a significant amount of attention by the scientific community because it allows for a better

understanding of the extremely complex flow-phenomena at the interior of the mixing elements.
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The velocity profiles, pressure drop, and mixing capabilities were evaluated using CFD by Kumar et

al. (2008). The improvement of the SMX design, leading to the SMX+ mixing element was heavily

influenced by CFD simulation results (Heniche et al., 2005, Hirschberg et al., 2009). Jaworski and

Pianko-Oprych (2002) evaluated two modelling approaches for two-phase CFD simulations for a Kenics

static mixer, implemented in Fluent: the standard Eulerian frame of reference, where the diameter of

the dispersed phase is considered constant, with the Lagrangian frame of reference which follows the

evolution of discrete particles across the geometry. Bayraktar et al. (2011) applied a coupled Population

Balance – CFD modelling approach to a SMV static mixer, implemented in FeatFlow (see section 2.6

for details).

2.2 Population Balance Modelling
Chemical engineers traditionally represent the size of particles (e.g. crystals, droplets, bubbles) in mul-

tiphase systems by a single value, such as the mean (d10) and maximum diameters (dmax), or the Sauter

mean diameter (d32), which can be used with relatively simple, mostly empirical, relations to design and

optimize unit operations. The d32 is more convenient for representing particle size distributions because

it relates two physically relevant quantities: the total surface area and volume. It is consequently less

biased towards the lower sizes than the d10. A collection of such relations for stirred tanks can be found

in Leng and Calabrese (2004), and in Theron and Sauze (2011) for static mixers. While this approach

allows for the rapid estimation of orders of magnitude of the particle sizes that can be obtained with a

given system, they generally have large margin of error, are highly system dependent, and do not reveal

any useful details regarding the actual Particle or Drop size Distribution (DSD)a. The properties of many

two-phase systems can, however, not be sufficiently well described by a single value; especially when

these are bi- or multi-modal or span a large range of sizes. One such example is mayonnaise, which

has very high dispersed-phase concentrations in excess of 80%, whereas the maximum regular package

efficiency for uniform spheres is 74%; this system must therefore consist of spheres with widely varying

sizes. Another example is crystallization, where very small particles are formed by nucleation, which

can rapidly grow by a number of magnitudes.

The rapid improvement of technology in the form of particle size measurement techniques, allowing

for the accurate determination of DSD, as well as computational capabilities during the 1980s and 1990s

have led to the rise of PBE modelling (Ramkrishna, 2000), which has not only been used in the simulation

of immiscible two-phase systems, but finds applications in a wide range of different fields such as cell

growth kinetics in bio-processes (Kiparissides et al., 2011). This work is exclusively concerned with

immiscible liquid-liquid systems; however, the numerical methods presented in section 2.3 and the PBE

– CFD coupling framework which has been developed in this work are equally applicable to any mono-

variant system which is characterized by particle size. The breakage and coagulation models discussed

in sections 2.6 & 2.4.3 as well as the improved Luo and Svendsen (1996) model (section 2.4.4) are,

however, only applicable to the turbulence-induced breakup of spherical droplets (and/or in some cases

bubbles) in a liquid continuous phase.

An overview of the PBE for two-phase systems undergoing breakage and coagulation is given below,

in section 2.2.1. Further details concerning PBE modelling can be found in Ramkrishna (2000) and

Sporleder et al. (2012).

aDrop Size Distribution (DSD) is used exclusively in this work; depending on the context, it can be used interchangeably

with particle or bubble size distribution, or in fact any distribution across an internal variable of interest.
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2.2.1 The Population Balance for Emulsification Systems
The PBE for a continuous number density distribution, n(t,x), for a system described by a single inter-

nal coordinate (x) undergoing breakage, coagulation and growth is shown in equation (2.1). While the

internal coordinate(s) can in principle be any property of interest, the drop size (in terms of diameter of

volume) is most commonly used in liquid-liquid systems.

∂n(t,x)
∂ t

=
−∂ [G(t,x)n(t,x)]

∂x
+BBr (t,x)−DBr (t,x)+BCo (t,x)−DCo (t,x) (2.1)

Where the birth and death terms due to breakage (BBr & Dbr) and coagulation (BCo & DCo) are given

below, in equations (2.2) – (2.5):

BBr (t,x) =
∫ ∞

x
b(t,x,ε)S (t,ε)n(t,ε)dε (2.2)

DBr (t,x) = S (x)n(t,x) (2.3)

BCo (t,x) =
1

2

∫ x

0
β (x,x− ε)n(t,x− ε)n(t,ε)dε (2.4)

DCo (t,x) = n(t,x)
∫ ∞

0
β (x,ε)n(t,ε)dε (2.5)

The breakage terms are governed by the breakage kernel, S(t,x), defines the breakage frequency and

the daughter size distribution, b(t,x0,x1), describes the probability of a fragment of size x1 resulting

from the breakage of a droplet of size x0. The coagulation terms are defined by a single coagulation

kernel, β (t,x0,x1), giving the frequency at which two droplets with sizes x0 and x1 undergo coagulation.

Growth or shrinkage due to absorption/dissolution is governed by the growth constant, G(t,x), and a

concentration gradient. The growth term is assumed to be zero and will not be discussed further because

this study deals exclusively with immiscible liquid-liquid systems which do not experience this type

of phenomena. The models which have been developed for the breakage and coagulation kernels are

detailed in sections 2.4.1 & 2.4.3. Additional source terms can be added to the right-hand side (RHS) of

equation (2.1) to include, for example, nucleation or mass transfer due to chemical reactions.

The time (t) has been omitted where possible from the equations presented in the subsequent sections

to increase legibility and avoid confusion; it is, however, implied to be present. The breakage and

coagulation kernels are generally not dependent on the same time-scales on which the emulsifications

are performed. Even though some examples for coagulation models will be given in section 2.4.3, and

the numerical treatment of the coagulation terms is equally discussed in section 2.3 these terms have not

been used in the simulations presented in this work. Coagulation was deliberately kept at an insignificant

rate by using excess surfactant and low dispersed phase concentrations to study breakage phenomena

in isolation (see section 3). The BPE (equation (2.1)) thus reduces to the much simpler form shown in

equation (2.6).

∂n(x)
∂ t

=
∫ ∞

x
b(x,ε)S (ε)n(ε)dε −S (x)n(x) (2.6)

When droplet size is taken as the internal variable, and breakage is considered binary, it is often to

convenient to express the breakage-rate and daughter size distribution model in terms of the breakage
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volume fraction: fv = v1/v0. Where v0 is the volume of the breaking droplet and v1 the volume of one

of the daughter droplets. The moments are often used to represent important quantitative measures of a

distribution. The moment of order k of the DSD, n(x), are given by equation (2.7).

μk =
∫ ∞

0
xkn(x)dx (2.7)

The first few moments are of particular importance to particulate systems in engineering applications

because they represent some physically relevant quantities. The most important are the moment of order

zero (μ0), which represents the total number of particles (droplets/bubbles/crystals) and the moment of

order three (μ3), which is proportional to the total volume of the suspended particles when diameter is

used as the internal variable (x). The moments of order one and two (mu1 & μ2) are, in this case, equal

to the total length (i.e. sum of all diameters) and proportional to the total surface area of all droplets in

the system, which are useful to some applications. Furthermore, be used to calculate important mean

quantities of the distribution, such as the mean drop size (d01 = μ1/μ0) or the Sauter mean diameter

(d32 = μ3/μ2). It is often useful to normalize the DSD by one of the moments to obtain more conveniet

numbers; the number DSD (n(x)) can, for example, be normalized by the first moment (μ0). Normalizing

a volumetric DSD, g(V ) =V n(V ), by the total volume (corresponding to the moment of order zero μ0) is

particularly useful, as this moment remains constant when the dispersed phase concentration in a control

volume does not change, as is typically the case for immiscible liquid-liquid systems in the absence

of chemical reactions. The cumulative distribution, gcum(x), defined in equation (2.8), is a particularly

convenient and compact way to represent a normalized volume density distribution.

gcum(x) =
∫ x

0
g(ξ )dξ (2.8)

An alternative representation of the PBE for breakage and coagulation under a conservative form have

been presented by Filbet and Laurençot (2004) and Kumar et al. (2009). This form of the PBE is shown

below, in equation (2.9). This form is based on the volume distribution g(x) = xn(x), where x designates

the droplet volume.

∂g(x)
∂ t

=− ∂
∂x

(∫ x

0

∫ ∞

x−u
uβ (u,v)n(v)dudv

)
+

∂
∂x

(∫ ∞

x

∫ x

0
ub(u,v)S (v)n(v)dudv

)
(2.9)

The PBE is a partial integro-differential equation, which does for any practical purposes not have a valid

analytical solution and must therefore be solved by numerical means. Analytical solutions exist only

for very simple coagulation and/or breakage kernels, which do not have any physical relevance (Kumar

et al., 2009). Depending on the kernels used and the time constants of the individual sub-processes,

solving the PBE numerically can become a numerically difficult problem, because of the the stiffness of

the system (Sun and Immanuel, 2005) and the presence need to evaluate a number of integrals. Some of

the numerical techniques available in the literature are presented in the next section.
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2.3 Numerical PBE Solution Methods
A great number of numerical schemes for the solution of the PBE have been proposed in the last two to

three decades, many of which where developed for specific applications. The numerical treatment of the

PBE shown in equation (2.1) is nowadays considered a mature science; a detailed review of the solution

available solution techniques can be found in Kiparissides et al. (2010), Ramkrishna (2000). However, as

noted by Kostoglou and Karabelas (2009), important improvements to existing solution techniques and

as well as completely new ones are still being proposed. The plethora of available solution techniques

cannot be described in detail here; instead, the focus of this section is the introduction to a selection

of solution techniques which are relevant to the breakage-coagulation PBE. The Fixed Pivot and Cell

Average techniques, which are based on the same principle as the method of classes, and the Finite

Volumes discretization approach, as well as the Quadrature Method of Moments (QMOM) are described

below. What these techniques have in common is that they consist of schemes to transform the partial

integro-differential equation into a set of discrete Ordinary Differential Equations (ODEs), which can

then be solved using standard techniques such as the Runge-Kutta methods implemented in Matlab.

Solution techniques based on orthogonal collocations (Kiparissides, 2006), least squares (Dorao and

Jakobsen, 2006, Patruno et al., 2009), or Monte Carlo methods are not treated in this work.

2.3.1 Fixed Pivot & Cell Average Techniques
The Fixed Pivot discetization scheme was first proposed by Kumar and Ramkrishna (1996a). The con-

tinuous number DSD, n(x) is discretized into NP intervals [xi−1/2,xi+1/2], of width Δx = xi+1/2 − xi−1/2,

each of which is presented by a pivot xi. The set of NP ODEs for the discrete number distribution,

Ni = n(xi)Δx, is given in equation (2.10).

dNi

dt
=

j≥k

∑
j,k

xi−1≤(x j+xk)≤xi+1

(
1− 1

2
δ j,k

)
ηβ (x j,xk)NjNk

−Nk

I

∑
k=1

β (xi,xk)Nk +
I

∑
k=i

ni,kS (xk)Nk −S (xi)Ni

(2.10)

Where δi,k is the Kroenecker delta (1 if i = k, 0 otherwise). The preservation of number and mass is

assured by equations (2.11) & (2.12). In theory any two moments of the distribution can be conserved in

this way; details can be found in (Kostoglou and Karabelas, 2009).

η =

{
xi+1−v
xi+1−xi

, xi≤v≤xi+1

v−xi−1

xi−xi−1
, xi−1≤v≤xi

(2.11)

ni,k =
∫ xi+1

xi

xi+1 − v
xi+1 − xi

b(v,xk)dv+
∫ xi

xi−1

v− xi−1

xi − xi−1
b(v,xk)dv (2.12)
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This technique works on arbitrary grids by redistribution of of newly formed particles into adjoining

adjoining bins, which is a significant improvement over the method of classes. It can be extended to

a moving pivot technique (Kumar and Ramkrishna, 1996b), which is particularly well adapted for the

simulation of the particle growth, for example in crystallization. It requires, however, a very fine dis-

cretization and is numerically heavy due to the two additional integrals in equation (2.12). An improved

technique, which does not redistribute the each newly formed particle individually, but rather performs

the redistribution on the average of all incoming particles was introduced by Kumar et al. (2006). This

technique, which is called Cell Average Technique is detailed below, in equations (2.18 – 2.23).

dNi

dt
= BCA

i −DCA
i (2.13)

Equation (2.14) describes the numerical scheme with the distribution scheme for the death and birth

terms:

Bi =Bi−1λ−
i (ν i−1)H(ν i−1 − xi−1)

+Biλ−
i (ν i)H(ν i − xi−1)

+Biλ+
i (ν i)H(ν i − xi)

+Bi+1λ+
i (ν i+1)H(ν i+1 − xi+1)

(2.14)

Where νi the volume average of the incoming particles (equation 2.15) in terms of the discrete number

and volume based birth rates (Bi & Vi), H(x) is the Heaviside step function (equation (2.16)), and λ±
i (x)

is the function used for the redistribution of the incoming particles into cell i (equation (2.17)).

ν i =Vi/Bi (2.15)

H(x) =

⎧⎪⎪⎨
⎪⎪⎩

1, x > 0

1
2
, x = 0

0, x < 0

(2.16)

λ±
i =

x− xi±1

xi − xi±1
(2.17)

The discrete number and volume birth (Bi & Vi) and death rates (Di) for both, breakage (subscript Br)

and coagulation (subscript Co) are given below, in equations (2.18) – (2.23) (Kumar et al., 2008).

DBr,i =S (xi)N (xi) (2.18)

BBr,i =∑
k≥i

N (xk)S (xk)
∫ pi

k

xi−1/2

b(v,xk)dv (2.19)

VBr,i =∑
k≥i

N (xk)S (xk)
∫ pi

k

xi−1/2

xb(v,xk)dv (2.20)
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DCo,i =N (xi)
I

∑
k=1

β (xi,xk)N (xk) (2.21)

BCo,i =∑
j,k

xi−1≤(x j+xk)≤xi+1

(
1− 1

2
δ j,k

)
β (x j,xk)N (x j)N (xk) (2.22)

VCo,i =∑
j,k

xi−1≤(x j+xk)≤xi+1

(
1− 1

2
δ j,k

)
β (x j,xk)N (x j)N (xk)(x j + xk) (2.23)

This technique retains more information about the distribution (Kumar et al., 2006, 2009) and requires

less discretization points to achieve the same level of accuracy as the fixed pivot technique. The cell

average technique reduces to the fixed pivot technique for linear discretions in x. The cell averaging

procedure is visualized in figure 2.3.

Figure 2.3: Cell average method redistribution procedure (reproduced with permission
from Kumar et al. (2006))
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2.3.2 Finite Volumes Discretization Scheme
A different discretization approach, based on the conservative form of the PBE (equation (2.9)) was

proposed by Filbet and Laurençot (2004) and extended to combined coagulation and breakage by Kumar

et al. (2009). The finite volumes discretization scheme, which is given in equations ((2.24) – (2.26)) for

the combined breakage and coagulation case, is a mass conservation law, which describes the evolution

of the volume DSD in terms of the mass flux (Ji±1/2) across the cell boundaries xi±1/2. A schematic

representation of the discretization scheme is given in figure 2.4 to illustrate the physical meaning of the

terms used in the finite volumes discretization scheme.

dgi

dt
=

JBr,i−1/2 + JCo,i−1/2 − JBr,i−1/2 − JCo,i−1/2

Δxi
(2.24)

JBr,i+1/2 =−
NP

∑
k=i+1

gk

∫ xi+1/2

xi−1/2

S (v)
v

dv
∫ xi+1/2

0
ub(u,xk)du (2.25)

JCo,i+1/2 =
i

∑
k=1

(
NP

∑
j=αi,k

∫ xi+1/2

xi−1/2

β (u,xk)

u
dugi +

∫ xαi,k+1/2

xi−1/2−xk

β (u,xk)

u
dugαi,k−1

)
(2.26)

Figure 2.4: Schematic representation of the finite volumes discretization scheme
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2.3.3 Method of Moments
A different method, which aims to minimize the computational cost of solving the PBE numerically, the

method of moments was proposed by Hulburt and Katz (1964). This method works by integrating out the

internal variable (x) and solving a the resulting ODE system for only a hand full of moments rather than

the entire discretized distribution. The main issue with this technique is the closure problem of how to

determine the moments without access to the distribution itself. This can be addressed by assuming the

DSD to be of a form which can be reconstructed from the first few moments (i.e. normal and log-normal

distributions), or by the Quadrature of Moment Method (QMOM), introduced by McGraw (1997) and

validated for combined coagulation and breakage by Marchisio et al. (2003b,c). The resulting ODE for

Np moment of order k = 1, · · · ,Np, according to the QMOM is given in equation 2.27, where ωi and ξi are

the weights and abscissa according to the quadrature approximation of the moment integrals (equation

2.28), which are determined through the product-difference algorithm (Marchisio et al., 2003c). This

algorithm allows Nq =
1
2
Np quadrature points to be determined from the first Np moments, thus closing

the problem.

dμk

dt
=

Nq

∑
i=1

S(ξi)ωi

∫ ξi

0
b(ξ ,ξi)ξ kdξ −

Nq

∑
i=1

ξ k
i S(ξi)ωi

+
1

2

Nq

∑
i=1

ωi

Nq

∑
j=1

ωi
(
ξ 3

i +ξ 3
j
)k/3 β (ξi,ξ j)−

Nq

∑
i=1

ξ k
i ωi

Nq

∑
j=1

βξi,ξ jωi

(2.27)

μk ≈
Nq

∑
i=1

ωiξ k
i (2.28)

This method is a very efficient PBE solution method (Marchisio et al., 2003c), because it significantly

reduces the number of ODEs to be solved and has been extended to multivariate cases and has been pop-

ular for implementation in CFD (Jaworski et al., 2007, Marchisio et al., 2003a, Sanyal et al., 2005). It is,

however, somewhat more difficult to implement and less numerically robust than traditional discretiza-

tion methods (Marchisio and Fox, 2005). Some of the numerical issues of the QMOM were addressed

by the introduction of a variation of this method, the DQMOM which solves the ODEs for the quadrature

points (ξi) and weights (ωi) rather than the moments themselves by Marchisio and Fox (2005).
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2.4 Droplet-Scale Models
2.4.1 Turbulent Breakage Frequency Models

A large range of breakage rate models for turbulent liquid-liquid dispersions can be found in the litera-

ture; more comprehensive reviews than the brief overview of the state of the art presented here can be

found in (Becker et al., 2011, Liao and Lucas, 2009, Maaß et al., 2010, 2012a, Patruno et al., 2009).

Most of the commonly used breakage models assume that breakage takes place in the inertial sub-range

(Kolmogorov, 1941) and are therefore based on the turbulent energy transferred to a droplet being larger

than the critical value necessary to overcome the surface tension maintaining the spherical shape of

the droplet and/or the viscous energy dissipated by elongations prior to droplet breakup. The available

energy is typically expressed in terms of one or more of the following (Liao and Lucas, 2009):

a) The turbulent kinetic energy available to the droplets (Baldyga et al., 2001, Baldyga and Bourne,

1999, Coulaloglou and Tavlarides, 1977).

b) The turbulent eddy energy (Luo and Svendsen, 1996, Martinez-Bazan et al., 1999, Tsouris and

Tavlarides, 1994).

c) The energy of the turbulent fluctuations around the droplets (Alopaeus et al., 2002).

d) The inertial forces of the bombarding eddy (Lehr et al., 2002).

The mechanistic formulation of the breakage rate function in terms of breakage time (tb) and fraction of

breaking drops (Nb) to total droplets (N0) in the system, first proposed by Coulaloglou and Tavlarides

(1977) still forms the basis of most breakage models in use today. This basic model depends on the mean

energy dissipation rate (ε), the surface tension (σ ), and the dispersed phase density (ρd); it does however

not take the dispersed phase viscosity (or the viscosity ratio between the two phases) into account and

depends on two empirically determined tuning parameters (C1 & C2).

S (di) =

(
1

tb

)(
Nb

N0

)
=C1

ε1/3

d2/3
i

exp

[
−C2σ

ρdε2/3d5/3
i

]
(2.29)

This model by Coulaloglou and Tavlarides (1977) equation (2.29), makes the assumption that viscous

deformations of the breaking droplet are negligible and surface energy alone determines the breakage

rate. While this assumption can be considered accurate for dispersed phases with a very low viscosity

ratio of the two phases, it is clear that this is not the case for highly viscous dispersed phases. Andersson

and Andersson (2006b) visualized the breakup of single droplets in a turbulent field and showed that

viscous droplets undergo much more dramatic deformations before breakup. The influence of viscous

deformations on the breakage rate constitutes the main focus of this work and is an active area of cur-

rent research (Håkansson et al., 2011, Maaß and Kraume, 2012, Tcholakova et al., 2011). Vankova et al.

(2007) modified the original equation of Coulaloglou and Tavlarides (1977) by including a term account-

ing for the viscous dissipation inside the deforming drop into the original model (equation (2.29)). A

third empirical parameter (C3) was introduced to adjust the magnitude of the viscosity term. The model

thus obtained, equation (2.30) was used to simulate emulsification in a narrow-gap homogenizer.

S (di) =C1
ε1/3

d2/3
i

exp

⎡
⎣−C2

(
σ3/5

ρ3/5
c ε2/5di

)5/3(
1+C3

μdε1/3d1/3
i

σ

)⎤
⎦ (2.30)
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A different approach for an improvement of the breakage rate model based on an extension to the

Coulaloglou and Tavlarides (1977) model has been presented by Baldyga and Podgórska (1998). This

model, shown in equation (2.31), is based on the intermittent nature of turbulence, as represented by

a multi-fractal scaling exponent (αi). Details concerning this approach can be found in Baldyga and

Bourne (1999).

S (di) =

√
ln

[
Li

di

]
(ε)1/3

d2/3
i

∫ αi

0.12

(
di

Li

) 2+α−3 f (α)
3

dα (2.31)

The upper integration limit of the multi-fractal exponent (αi) for inviscid emulsions is given by equation

(2.32), the extension to include the effect of dispersed phase viscosity, proposed by by Podgórska (2006),

is given in equation (2.33). Details concerning the multi-fractal spectrum, f (α), are given in Baldyga

and Bourne (1999).

αi =

5
2

ln
(

Liε0.4ρ0.6
c

0.23σ0.6

)
ln(Li/d0)

(2.32)

αi =3

ln

⎧⎪⎨
⎪⎩2

⎡
⎣ 0.16μd

ρcε1/3L1/3
i d

+

√(
0.16μd

ρcε1/3L1/3
i d

)2

+ 0.35σ
ε2/3L2/3

i ρcd

⎤
⎦
−1

⎫⎪⎬
⎪⎭

ln
(Li

d

) (2.33)

The model by Martinez-Bazan et al. (1999) uses the concept of the critical droplet Weber (Wecr) number

to take surface tension resistance against breakage into account. This model was extended to viscous

emulsions by including the critical droplet Capillary number (Cacr) by Hakansson et al. (2009). The

model including both terms, which requires two adjustable parameters (K1 & K2), is shown in equation

(2.34).

S (di) = SKI +SKV =K1

√
κε2/3d2/3

i −8σWecr/(ρcdi)

di

ρcε1/3d4/3
i

2μd

+K2

√
2κμcε1/3d−2/3

i /ρc −8σCacr/(ρcdi)

di

μc

μd

(2.34)

This breakage rate function assumes that no breakage takes place below a minimum stable drop size,

resulting in a breakage frequency which abruptly drops to zero as this size is approached. In addition to

posing numerical problems for breakage of droplets which are relatively close to this size, it has been

argued that the critical drop size represents a meta-stable state and further breakup takes place even below

this size due to the intermittent nature of turbulent energy dissipation (Baldyga et al., 2001, Baldyga and

Bourne, 1999).
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One of the most widely used recent breakage models is the one developed byAlopaeus et al. (2002),

which takes the stochastic nature of drop-eddy collisions into account, via the complementary error

function (erfc), and required three adjustable parameters (A1, A2, A3). This model, shown in equation

(2.35) takes both, the surface tension (σ ) and the dispersed phase viscosity (μd) components of the

breakup resistance of a droplet into account.

S (di) = A1ε1/3erfc

⎡
⎣√A2

σ

ρcε2/3d5/3
i

+A3
μd√ρcρdε1/3d4/3

i

⎤
⎦ (2.35)

Maaß and Kraume (2012), based on thier observation of the breakage times of single oil droplets with

varying viscosities in a turbulent flow field, obtained a more detailed expression of the breakup time.

They thus modified Coulaloglou and Tavlarides (1977) (equation (2.29)) and Alopaeus et al. (2002)

(equation (2.35)) breakage models as shown in equations (2.36) and (2.37) respectively.

S (di) =C1
ε̇
n

[
ln

(
diε̇μd

σCacr

)]−1 ε1/3

d2/3
i

exp

⎡
⎣−C2

(
σ3/5ρ−3/5

c ε−2/5

di

)5/3(
1+C3

μdε1/3d1/3
i

σ

)⎤
⎦ (2.36)

S (di) = A1
ε̇
n

[
ln

(
diε̇μd

σCacr

)]−1 ε1/3

d2/3
i

erfc

⎡
⎣√A2

σ

ρcε2/3d5/3
i

+A3
μd√ρcρdε1/3d4/3

i

⎤
⎦ (2.37)

These modification introduce the critical Capillary number (Cacr) and the elongation at breakage (ε̇).

While this is a very promising approach its applicability is somewhat limited because the determination

of the elongation and critical Capillary number by single-drop experiments is not always practical and

results cannot be easily applied to a different system and even different drop sizes.

All of the above models take their starting point from physical considerations; however, other attempts

have been made to exploit the self-similar behavior of the breakage rate function to derive breakage rate

models (Kostoglou and Karabelas, 2005, Narsimhan et al., 1984, Sathyagal et al., 1996). Even though

this type of modelling approach is purely empirical in nature it can be used to yield accurate simulation

results (Raikar et al., 2006). The breakage frequency given by Sathyagal et al. (1996)(equation (2.38))

was found to be capable to reproduce the DSD evolution in stirred tank emulsification (Becker et al.,

2011). The set of parameters (S1−3) are, however, extremely dependent on the system and have no

physical significance, as the relation was obtained from the expected shape of the breakage rate. This

severely limits the usefulness of this model and is contrary to the efforts of constructing a multi-scale

description of the physical breakage phenomena which is advanced in this work.

S (V ) = S1

√
σ

ρcV
exp

{
−S2ln2

[
We

(
V
D3

R

) 5
9
(

μc

μd

)0.2
]
+S3 ln

[
We

(
V
D3

R

) 5
9
(

μc

μd

)0.2
]}

(2.38)
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What all of the breakage rate models reviewed in this section have in common is their reliance on empir-

ically determined parameters, with very large variations for their values being reported in the literature

Alopaeus et al. (2002), Maaß and Kraume (2012). This inherent system-dependence of the parameters

and the experimental effort and cost associated with reliable parameter identification severely limits the

range of applicability of these models. Furthermore practically all of the models based on drop-eddy col-

lisions use an averaged out eddy energy in the breakup constraint, based on the mean energy dissipation

rate and thus mean eddy kinetic energy in order to obtain an easy-to-use formulation of the model. The

energy distribution of eddies in turbulent flow is generally described by an exponential decay function

through a Kolmogoroff cascade (Leng and Calabrese, 2004). While the models discussed in this section

are easily implemented and have been used successfully and reliably in PBE modelling of emulsification

in a wide range of different systems, it is desirable to develop a model based entirely on theoretical con-

siderations, taking only of the easily quantifiable physical parameters of the system (energy dissipation

rate, viscosity, surface tension, dispersed phase concentration). Such a model, based on an extension to

the Luo and Svendsen (1996) framework, is proposed in section 4 of this study.

2.4.2 Daughter Size Distribution
A detailed review and classification of the state of the art of models for the daughter size distribution

b(x0,x1) can be found in Liao and Lucas (2009), as well as in table 4 of Becker et al. (2011). A brief

summary of the most important daughter size distributions and their applicability for liquid-liquid dis-

persions is given in this section. These models can be broadly classified into statistical relations and

phenomenological models. The simplest empirical daughter distributions are uniform (Narsimhan et al.,

1979) and normal (Coulaloglou and Tavlarides, 1977, Valentas and Amundson, 1966), shown in equa-

tions (2.39), log-normal, shown in equation (2.40), and beta distributions (Lee et al., 1987), shown in

equation (2.41). The normal and beta distributions remain the most widely applied because of their

simplicity and capability to provide accurate predictions for systems which have a tendency to produce

approximately equal size breakage. fv = v1/v0.

b(V0,V1) =
6

V0

√
2π

exp
[
−9( fv −0.5)2

]
(2.39)

b(V0,V1) =
1

V0

√
2πσ2

g

exp

[
−(

ln(V0)− ln
(V1

2

)
+σ2

g
)2

2σ2
g

]
(2.40)

b(d0,d1) =
1

d j

Γ(a+b)
Γ(a)Γ(b)

(
d0

d1

)(a−1)/3
(

1−
(

d0

d1

)1/3
)b−1

(2.41)

A bell-shaped daughter distribution derived from the inverse modelling approach (Narsimhan et al., 1984,

Sathyagal et al., 1996) is given in equations (2.42) & (2.43). This entirely empirical relation must be used

in conjunction with the breakage rate given in equation (2.38) and adds two additional tuning parameters

to the system (S4 & S5).

b(V0,V1) =

(
S(V1)
S(V0)

)α

(
1− α

4

)
+ α

4

(
S(V1)
S(V0)

)4
(2.42)
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ln(α) = S4 ln

(
μc

μd

)
−S5 (2.43)

More complex empirical models have been proposed in the literature, for example equation (2.44), which

consists of two superposed normal distributions (Kotoulas and Kiparissides, 2006). This model can be

used to simulate cases where a number of large, approximately equal sized fragments (subscript da) are

formed along a larger number of satellite droplets (subscript sa). Using this model requires additional

information in the form of an estimate or experimental results for the values of the number of droplets

being formed in a single breakage event (Nsa & Nda), the mean size of the main satellite and fragments

(Vsa & Vda), as well as the standard deviation of the two respective normal distributions (σsa & σds). Care

must be taken to ensure this relation remains mass conservative; the reader is referred to Kotoulas and

Kiparissides (2006) for details.

b(V0,V1) =
Nda

V0

[
1

σda
√

2π
exp

(
(V0 −Vda)

2

2σ2
sa

)]
+

Nsa

V0

[
1

σsa
√

2π
exp

(
(V0 −Vsa)

2

2σ2
sa

)]
(2.44)

Tsouris and Tavlarides (1994) introduced a phenomenological model based on the energy requirements

for droplet formation, resulting in the U-shaped distribution shown in equation (2.45). This model re-

quires an estimation of the minimum and maximum energies (εmin & εmax) and is independent of flow

conditions as, for example, energy dissipation rate, it has therefore been criticized as unphysical (Liao

and Lucas, 2009).

b(d0,d1) =
εmin +[εmax − ε (d0)]∫ d1

0 (εmin +[εmax − ε (ξ )])dξ
(2.45)

Lehr et al. (2002) considered collisions between eddies and bubbles in turbulent flow and derived the

distribution shown in equation (2.46) by taking the stochastic nature of the energy distributions of eddies

into account. While this is a promising approach, the relation remains valid for bubble breakup only.

b(d0,d1) =
6

πd3
0

√
π

exp

(
−9
4

ln2

[
22/5d1ρ3/5

c ε2/5

σ3/5

])
{

1+ erf
[

3
2

ln

(
21/15d1ρ3/5

c ε2/5

σ3/5

)]} (2.46)

The model developed by Martinez-Bazan et al. (1999, 2010) for bubble breakup, as well as its modifi-

cation by Grant, are shown in equations (2.47) & (2.48). The driving force in this breakage modelling

approach is the ratio of droplet diameter to a critical diameter (Λ = dcr/d0). The original model (equa-

tion (2.47)) gives a U-shaped distribution while the modification (equation (2.48)) gives an M-shaped

distribution.

b(V0,V1) =

(
f 2/9
v −Λ5/3

)[
(1− fv)

2/9 −Λ5/3
]

V0

∫ fv,max
fv,min

(
f 2/9
v −Λ5/3

)[
(1− fv)

2/9 −Λ5/3
]

df v

(2.47)
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b(V0,V1) =
f−2/3
v (1− fv)

−2/3
[

f 2/9
v −Λ5/3

][
(1− fV )

2/9 −Λ5/3
]

v0

∫ fv,max
fv,min

f−2/3
v (1− fv)

−2/3
[

f 2/9
v −Λ5/3

][
(1− fV )

2/9 −Λ5/3
]

df v

(2.48)

The daughter size distributions of the theoretical framework proposed by Luo and Svendsen (1996), as

well as the various modifications and improvements, are not discussed here because it determines the

breakage rate and daughter size distribution from the same underlying model. A detailed description of

this framework is given in section 2.4.4.

2.4.3 Coagulation Models
A review of the state of the art of coagulation modelling can be found in Liao and Lucas (2010).The

coagulation kernel, β (x0,x1), is essentially the product of the collision frequency, h(d0,d1), between two

particles of diameters d0 & d1, and the coalescence efficiency of such collisions, λ (d0,d1), in forming

a new particle of size 3

√
d3

0 +d3
1 . The coagulation kernel is, by definition symmetrical, i.e. β (d0,d1) =

β (d1,d0) (Sporleder et al., 2012).

β (d0,d1) = h(d0,d1)λ (d0,d1) (2.49)

One of the most popular models for h(d0,d1) in turbulent flow regimes is based on the collisions induced

by fluctuations of turbulent velocity in the continuous phase (Lee et al., 1987), leading to the expression

shown in equation (2.50), where C1 is a tuning parameter.

h(di,d j) =C1
π
4
(di +d j)

2
(

d2/3
i +d2/3

j

)1/2

ε1/3 (2.50)

Two different physical theories exist for the coalescence efficiency: the film drainage and the energy

models (see Liao and Lucas, 2010 for details). The former assumes that a liquid film is formed between

two colliding droplets, which then drains out from in-between them. The probability that the collision

will then form a new particle is expressed in equation (2.51) as a function of ratio of the characteristic

film drainage time (tdrain) and the contact time (tcont).

λ (di,d j) = exp

(
− tdrain

tcont

)
(2.51)

One of the most popular film drainage model developed was by Tsouris and Tavlarides (1994) and is

based on the assumption of deformable particles with immobile surfaces.

λ (di,d j) = exp

(
−C2

μcρcε
σ2(1+ϕ)3

(
did j

di +d j

)4
)

(2.52)
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The energy model (Simon, 2004), on the other hand, is based on the assumption that high-energy colli-

sions result in immediate coalescence. The coalescence efficiency is thus related to the kinetic collision

energy and the surface energy of the droplets.

λ (di,d j) = exp

⎛
⎝−C5

σ
(

V 2/3
i +V 2/3

j

)
ρdε2/3

(
V 11/9

i +V 11/9
j

)
⎞
⎠ (2.53)

2.4.4 The Luo & Svendsen Breakage Modelling Framwork
The phenomenological breakage modelling framework proposed by Luo and Svendsen (1996) represents

a radically different approach from the breakage models presented in sections 2.4.1 & 2.4.2, as it con-

sidered breakage rate and daughter distribution to be inherently linked though the physical phenomena

governing the breakage process. This framework was first introduced for turbulent bubble breakup, but

is claimed by Luo and Svendsen (1996) to be equally applicable for droplet breakup because it retains

much more detailed information about the breakup process than the traditional single-equation models,

even the most physically accurate of which rely on a statistical averaging of the eddy energy distribution.

This model is based on the drop-eddy collision frequency, ω(λ ,d0) and the specific breakage probability,

P(d1,d0,λ ), designating the probability of a collision of a droplet of size d0 with an eddy of size λ lead-

ing to the formation of a fragment of size d1 (as well as a complementary fragment of size 3

√
d3

0 −d3
1).

This probability is governed by the kinetic energy contained in the colliding eddy (eλ , shown in equation

(2.54)) and the energy necessary to overcome the surface energy increase due to a breakage event (ecr,

shown in equation (2.56)). Details regarding the development of this framework, as well as the underly-

ing assumptions can be found in Andersson and Andersson (2006a), Han et al. (2011), Liao and Lucas

(2009), Luo and Svendsen (1996).

eλ =
1

2
ū2

λ
π
6

λ 3 (2.54)

ūλ =
√

2(ελ )1/3 (2.55)

ecr (d0,d1) = c f πd2
0σ (2.56)

The surface energy increase, which must be overcome by the eddy energy is defined in terms of the

increase in surface area (c f ) for a given breakup volume fraction fv = V1/V0. The mean fluctuating

velocity of a turbulent eddy of size λ is given by ūλ

c f = f 2/3
v +(1− fv)

2/3 −1 (2.57)

The conditional breakup probability can then be estimated assuming an exponentiation eddy energy

distribution, according to a Kolmogoroff cascade.

P(d1,d0,λ ) = exp

(
−ecr

eλ

)
= exp

(
− c f πd2

0σ
1
2
ρcū2 1

6
πλ 3

)
(2.58)
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The collision frequency is derived from the kinetic theory of gasses, i.e. by assuming both the eddies

and droplets to behave like point masses. The resulting equation is given in equation (2.59), where is the

mean turbulent velocity fluctuation, which is assumed to be equal to the mean eddy velocity (equation

(2.55)).

ω (λ ,d0) =
0.822π

4λ 4
(λ +d0)

2ū2 (2.59)

The breakage rate kernel and the daughter size distribution are determined by integrating the product of

equations (2.59) and (2.58) over the entire range of eddies available for causing breakage, as shown in

equations (2.60) & (2.61). The daughter distribution is normalized by the integral of the entire range of

possible breakage events, i.e. fv = [0 1]. The lower integration limit for the eddy size, λmin, is generally

taken as the Kolmogoroff microscale: η =
(
μ3

d/ερ3
d

)1/4
. The upper limit is taken as λmax = d0 by Luo

and Svendsen (1996), as the assumption was made that larger eddies merely transport the bubble/droplet

and do not contribute to the breakage. While it might be valid for relatively large bubbles, this assumption

has been repeatedly challenged, particularly in regarding small and/or viscous droplets (e.g. Andersson

and Andersson, 2006a, Becker et al., 2011, Han et al., 2011) The surface energy increase approaches

zero for the formation of one very small and one very large bubble/droplet, which leads to a U-shaped

daughter distributions.

b( fvd0,d0) =

∫ λmax
λmin

ω (λ ,d0)P( fvd0,d0,λ )dλ∫ 1
0

∫ λmax
λmin

ω (λ ,d0)P( fvd0,d0,λ )dλdf v

(2.60)

S ( fvd1,d0) =
∫ λmax

λmin

ω (λ ,d0)P( fvd0,d0,λ )dλ (2.61)

This model has been extensively used in population balance modelling of bubble flows, because of its

purely phenomenological nature and the fact that this model does not require the adjustment of additional

empirical parameters. There are in fact empirical parameters contained in this models, in the form of the

assumptions made about the shape of the eddy energy cascade and in determining the turbulent velocity

fluctuations. These parameters are however introduced at a much more basic level of the model, when

compared with the adjustment parameters present in the models given in section 2.4.1.

Even though the original publication (Luo and Svendsen, 1996) states that this framework to be appli-

cable for both bubble as well as droplet breakup this was not found to be the case. Becker et al. (2011)

observed that the predicted breakage rate using this model was practically zero for low energy dissipation

rate experiments in a stirred tank (ε = 0.5 W/kg), and concluded that this was due to the energy contained

in the eddies within the inertial sub-range being insufficient to cause breakage because of the exponential

nature of the Kolmogoroff cascade. However, since non-negligible breakage is observed experimentally

it can be concluded that larger eddies do not only transport the droplet, as stated in the original model

formulation, but also contribute to breakage, in the case of small droplets (i.e. drop sizes of the same

order of magnitude as the Kolmogoroff microscale). Furthermore the assumption made in the original

formulation intended for bubble breakup, that the dispersed phase is inviscid, is clearly not applicable to

droplets. The observed effect of dispersed phase viscosity in breakage rate and daughter size distribution

cannot be reproduced using the original model formulation. The U-shaped daughter size distribution was

also found to be applicable mainly to bubbles which undergo rapid internal redistribution during defor-

mation prior to breakage, while droplets have the tendency to break into two approximately equal sized
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fragments with the formation of one or more satellite droplets (Andersson and Andersson, 2006b). The

most recent modifications available in the literature addressing the issues mentioned above are detailed

below, followed by the proposition of a new energy constraint which takes viscous deformations into

account.

A number of modifications have been made in order to extend this model and incorporate more complex

physical phenomena; notably, Hagesaether et al. (2002), who introduced the concept of surface energy

density; Zhao and Ge (2007) who included a capillary constraint leading to an M-shaped daughter distri-

bution and introduced the concept of eddy efficiency; Andersson and Andersson (2006a), who extended

the integration range to include eddies larger than the droplet size; and the most recent model by Han

et al. (2011). The extension of this framework to turbulent liquid-liquid dispersions remains one of

biggest challenge; this is particularly true when it comes to small droplets of non-negligible viscosity.

Andersson and Andersson (2006a) fundamentally changed the breakup constraints used in the calculation

of the conditional breakup probability (equation (2.58)). They replaced the surface energy increase (c f )

by an experimentally observed constant (γ ≈ 0.3), which corresponds to the surface energy increase of

the deformed complex, and proposed a stress constraint (equation (2.62)) to be used together with the

interfacial energy constraint. The stress constraint was chosen to take the large deformations leading to

the breakup of a droplet, which where observed experimentally in Andersson and Andersson (2006b),

into account. It is derived from the dynamic pressure due to the turbulent eddie (ρcū2
λ/2), where ūλ is

the mean eddy fluctuation velocity, and from the stabilizing interfacial stress due to inerfacial tension

(2σ/dde f ), where dde f is the characteristic length of the deformed complex. The droplet diameter (d0)

was used as an order of-magnitude estimate for dde f , in the absence of reliable experimental data and/or

models for the critical radius of curvature of the neck of a dumbbell-shaped droplet.

ρc
ū2

λ
2

≥ 2σ
dde f

(2.62)

Andersson and Andersson (2006a) showed that their new model formulation was much less susceptible

to the choice of integration limits, as long as they were wide enough to cover all eddie sizes that can

potentially cause breakage; they arbitrarily chose λmin = d0/10 and λmax = 10d0. It was demonstrated

that this model was shown to be capable of reproducing the directly measured breakage rate of dodecane-

in-water droplets (ε = 8.5 W/kg, σ = 0.053 N/m, μd = 1.5 mPa.s). However the main drawback of this

modification is that it does not feature a term taking the dispersed phase viscosity (μd) into account; it

will thus predict the same breakage behaviour regardless of μd . This is in direct contradiction to their

own experimental results (Andersson and Andersson, 2006b).

The most recent and comprehensive modification of the Luo and Svendsen (1996) framework with re-

spect to its application to droplet breakup was made by Han et al. (2011). In addition to the surface

energy increase breakup criterion, they introduced a constraint based on the energy density increase with

respect to the smallest daughter particle formed in a binary breakup event, resulting in equation (2.63).

With c f according to the original framework (equation (2.57)) and cd according to the new constraint

(equation (2.64)).

eλ≥max(c f ,cd)πσd2
0 (2.63)

cd = (min( fv,1− fv))
−1/3 −1 (2.64)
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It can be seen that for any binary breakup event the new constraint (equation (2.64)) is larger than the

original one (equation (2.57)). This modification changes the daughter size distribution from a U-shaped

one to a distribution which takes a Λ-shape; thus favouring equal size breakup to the shearing off of small

daughter size particles. This is in accordance with the high-speed video observations by Andersson and

Andersson (2006b) stating that internal flow re-distribution is hindered by the viscous forces inside the

droplets. However, this does not take into account the formation of small satellite drops due to the large

deformations experienced by droplets prior to breakup, but rather gives an estimation of the distribution

for the two largest fragments, which contain most of the mass of the original particle.

The other crucial modifications made by Han et al. (2011) concerns the extension of the integration

domain to larger eddies. While collisions of droplets with smaller eddies are assumed to result in the

transfer of all of the eddie’s kinetic energy to the droplet the situation is more complex for collisions

with larger eddies, where the droplet is also being transported and only a fraction of its energy can be

transferred to the droplet, i.e. the available energy eav(λ ). Andersson and Andersson (2006a) estimated

the available energy by assuming that only the kinetic energy contained in the torus traced out by the

droplet moving inside the eddy. This assumption was criticized by Han et al. (2011) as it tends to over

predict the energy passed to the droplet; this was confirmed in this study, where the torus energy correc-

tion led to a large over prediction of the breakup rate, particularly for collisions of droplets with much

larger eddies. Han et al. (2011) therefore proposed an estimation method based on the velocity around

the droplets being held up in an eddy, using a sinusoidal internal eddy velocity distribution introduced

by Luk and Lee (1986). For a distance of d0 from the centroid of the eddy this gives:

ūcorr = 2

(
λ
d0

)
sin2

(
π
4

d0

λ

)
ūλ (2.65)

While this relation presents an improvement over the torus approximation, which tends to over predict

the energy available for breakage, the new correction is not without its flaws. The available energy is

obtained by modifying the velocity only; while offering no correction to the eddy volume to which the

droplet is being exposed. This could result in an over prediction of the energy transferred to a droplet

which is much smaller than the total kinetic energy of a very large eddy; further study is needed to verify

this.

The third modification proposed by Han et al. (2011) concerns the drop-eddy collision frequency (ω),

which in the original model by Luo and Svendsen (1996) assumes instantaneous breakup on collisions.

This was considered a reasonable assumption for small eddies, which rapidly transfer all the kinetic en-

ergy to the droplet; however droplets may spend a significant amount of time being held up in larger

eddies, thus decreasing the total number of possible collision events and thus collision frequency. Ander-

sson and Andersson (2006a) first introduced the concept of an interaction frequency based on the eddy

turnover time. Han et al. (2011) extended this concept by including the transport time of a droplet being

held up in an eddy (τe).

ωinteraction (λ ,d0) =
πd3

0/6

min(τe,λ/ūcorr)
(2.66)
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While this relation does not take into account any of the complex flow phenomena inside a very large

eddy or the decrease of drop-eddy collisions due to a droplet being held up in a large eddy, it was found

to be a reasonably good approximation without making the model excessively complex and introducing

empirical parameters. Surface oscillations from drop-eddy collisions are also included in this modifica-

tion, however, as these were found to be of insignificant magnitude for the systems of relatively small

and rigid droplets under investigation here, they are therefore not discussed here.

2.4.5 Dispersed Phase Concentration Corrections
The mean energy dissipation rate is generally calculated assuming a single-phase fluid with the properties

of the continuous phase. This is reasonable for low dispersed phase concentrations (i.e. φ ≤ 1%),

however, the effect of the dispersed phase becomes more pronounced for more concentrated emulsions

and must therefore be taken into account. This can be done by modifying the energy dissipation rate

to obtain the energy dissipation effectively seen by the emulsion droplets, εe f f . A simple correlation

to account for the damping effect of high dispersed phase hold-up was be obtained by Coulaloglou and

Tavlarides (1977).

εe f f =
ε

(1+φ)3
(2.67)

A more complex correction factor, given in equation (2.68), based on expressions for the emulsion vis-

cosity and density was derived by Alopaeus et al. (2002). These correction factors can either be explicitly

included in the breakage model to modify ε before executing the calculations. Unless mentioned oth-

erwise, the correction presented in equation (2.67) is used in conjunction with all of the breakage rate

kernels presented in the subsequent sections of this work (the subscript e f f is omitted for clarity of the

equations), in order to account for the effect of dispersed phase concentration.

εeff = ε

⎛
⎝(1−ϕ)

(
ϕ ρd

ρc
+(1−ϕ)

)
1+1.5ϕ μd

μd+μc

⎞
⎠ (2.68)
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2.5 Computational Fluid Dynamics
2.5.1 CFD in Chemical Engineering Calculations

Some systems, such as small well-mixed stirred tanks can be considered as uniform systems and can

therefore be reliably approximated using a single-block model, considering a single control volume cov-

ering the entire geometry. This approach forms the de-facto basis for practically all traditional chemical

engineering calculations (Green and Perry, 2008). However, it is obvious that large (i.e. industrial) scale

and/or geometrically complex systems are in reality far from uniform. As a consequence, single-block

models for such systems require significant experimental efforts to determine scale and system-specific

tuning parameters and reliable extrapolation of these models to different scales, geometries, and oper-

ating conditions becomes difficult. In the absence of experimental validation, such models can, at best,

provide order-of-magnitude estimations of the important process variables — e.g. temperature, pressure,

concentration, or particles size. The rapid increase in commercially available computational capabilities

have opened up the possibility for chemical engineering calculations to take the complex flow-fields and

spatial variations of the variables into account and thus increase the amount of information which can be

extracted from such calculations.

A great number of commercial and open-source Computational Fluid Dynamics (CFD) packages have

become available over the last few decades. They are generally based either on the Finite Element

(e.g. COMSOL, FeatFlow) or Finite Volumes (e.g. OpenFOAM, Fluent, STAR-CCM+, CFX) Methods

— denoted FEM & FVM respecitvely. Both, FEM and FVM consist of dividing the geometry into a

mesh, consisting of a large number of cells, constructing a set of PDEs for the governing equations which

are then solved using advanced numerical methods. Depending on the problem formulations and/or

system geometry, one- two- or three-dimensional meshes can be constructed; reducing the dimensionality

of the mesh, by taking symmetry into account, is often desirable as it reduces the computational load. The

shape of the mesh cells is most commonly tetrahedral and hexahedral, however cells of any polyhedral

shape can, in principle, be used to construct 3-D FEM & FVM meshes. In fact, many recent CFD

packages support polyhedral cells. In the case of fluid dynamics, the underlying mathematical relation

is the Navier-Stokes equation, for conservation of momentum, which describes the velocity field (U) as

a function of the pressure (P) and, where present external forces (F). Equation 2.69 shows a simplified

form of the Navier-Stokes equation, for an incompressible, Newtonian fluid (i.e. constant ρ). This

equation can either be solved for the stationary (i.e. steady-state) case, by setting ∂U/∂ t = 0, or for

transient flows by taking the time derivative into account.

∂U
∂ t

+(U ·∇)U =− 1

ρ
∇P+νΔU+

1

ρ
F (2.69)

In addition to fluid dynamics solvers, many software packages include a wide range of multiphysics cou-

plings to cater for industrially relevant applications, which involve heat transfer, chemical reactions, and

many other phenomena. The simulation approaches concerning multiphase (i.e. liquid-liquid, gas-liquid,

or solid-liquid) systems are briefly outlined in section 2.5.5; the implementation of a finite-volumes based

coupling between PBE and CFD modelling in OpeFOAM are outlined in section 6. Further details con-

cerning the implementation and application of CFD in industrial contexts can, for example, be found in

Aubin et al. (2004), Innings and Tragardh (2007), Norton and Sun (2006), Van den Akker (2006).
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2.5.2 Turbulence Modelling
Turbulence modeling is notoriously difficult, because of its transitional and inherently chaotic character-

istics. When applied to a finite volumes mesh, equation 2.69 provides the laminar flow-field, regardless

whether the flow regime is laminar or turbulent in reality. While it is possible to solve the turbulent

Navier-Stokes equation by Direct Numerical Simulation (DNS), this requires a very fine mesh, down

to the Kolmogoroff microscale and is extremely computationally expensive. It is currently unfeasible

to perform DNS in a chemical engineering context. The Reynolds Averaged Navier-Stokes (RANS)

approach aims to decrease the computational load and numerical stability by time averaging the fluctu-

ating Reynolds stresses and thus obtain a more manageable problem. This approach requires, however,

additional closure equations for the turbulent viscosity (i.e. apparent viscosity, or eddy diffusivity). A

large number of these models are implemented in the CFD software packages; some of the most popular

turbulence models are the 1-equation Spalart–Allmaras model and the 2-equation k-ε and k-ω models.

The k-ε model requires two additional equations to be solved, one for the turbulent kinetic energy (k)

and another one for the turbulent energy dissipation (ε). Particular care must be taken to the boundary

conditions at the walls, when using RANS models: when the mesh is sufficiently refined near the walls

they can be used to resolve the turbulence all the way to the wall itself; while some wall functions are

required for more coarse meshes.

2.5.3 Parallelization
The computational requirements for large CFD simulations, which can consist of millions of cells, are

significant. It is therefore common practice to distribute the computational load across a number of

different processor cores in order to speed up the calculations; this is known as parallelization. This

can be achieved either using a local multi-core processor, which nowadays typically consist of up to 8

individual CPUs, for relatively small problems. Large problems are run on a supercomputer (or cluster),

which can consist of hundreds or thousands of individual CPUs. Parallelization of FVM calculations are

realized by splitting the mesh into a number of sub-domains, each of which is then solved individually

by a single CPU.

2.5.4 OpenFOAM
Open-source software, which allows the user to become a part of the development process and are often

distributed free of charge, has reached a level of maturity where many projects have reached a level of

reliability and user-friendliness which allows them to be considered attractive alternatives to their com-

mercial and proprietary counterparts. The case most readers will be familiar with is the linux operating

system, which has given rise to the highly popular android mobile phone platform. The engineering

community is naturally reluctant to adopt open-source software for process simulation, design, or devel-

opment purposes, because of stability issues most often related to unfinished and/or untested updates,

increased need for training and expertise due to the lack support, ill defined development process and

goals, or the absence of guarantees of fitness for a particular purpose. Well-known and thoroughly

validated and supported commercial software packages are therefore preferred across the process engi-

neering industry, despite their elevated price. The academic community on the other hand is routinely

confronted with untested concepts and the need to create custom made software to tackle complex re-

search problems. This has made universities not only eager users, but many open-source projects have,

in-fact, had their origins in academic research projects. Some open-source projects, like OpenFOAM,

have recently become widely accepted and are being increasingly used in industry and scientific research

alike.
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The use of an open-source CFD code for the development of such a framework is highly advantageous

because of the ease with which completely custom solvers can be developed and fit seamlessly into the

existing code. The OpenFOAM R© CFD toolbox, is produced and maintained by ESI-OpenCFD and dis-

tributed by the not-for-profit OpenFOAM Foundationa under the GNU General Public Licenseb (GPL),

which gives the user the freedom to modify the source code of the software. The latest version of this

software package (2.2.0) was released in March 2013, however, version 2.1.1 was used for the imple-

mentation of the PBE-CFD coupling presented in section 6. OpenFOAM is a mature, well-maintained

open-source software project, with a wide range of existing solvers. A plethora of studies exist showing

that the simulation results are equivalent to the ones obtained from commercial software packages such

as Fluent or CFX (Bayraktar et al., 2012, Lysenko et al., 2013, Silva et al., 2008).
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Figure 2.5: Typical OpenFOAM
case set-up

OpenFOAM is a well organized code, entirely written in

the C++ programming language, and makes heavy used of

object-orientation to allow the individual solvers and tools

to easily access the underlying physical models (e.g. turbu-

lence models) as well as the numerical solution algorithms

and parallelization capabilities. This structure facilitates the

seamless implementation of custom code into the existing

framework. It does, however, not have a graphical user in-

terface (GUI) and is essentially a command-line tool which

requires the user to run the desired tools and solvers from

within a case directory. A typical OpenFOAM case is de-

fined in a number of ascii files, which can be divided in dic-

tionaries, which are used to define the numerical and physi-

cal parameters, and files containing the mesh and field defi-

nitions. The file structure of a typical OpenFOAM case for

turbulent flow, using the k−ε RANS model is given in figure

2.5.

The finite volumes mesh is defined in a number of ascii

files contained in the polyMesh directory. It is possible to

generate simple meshes using the ��������� utility, which

requires points and faces of the geometry to be defined in

a dictionary (������������
); however, this can quickly

become tedious for complex geometries. In such cases, it

is much more convenient to either use the �����	�������

utility to fit a mesh around an existing CAD drawing of the

geometry, or to import a mesh from a third-party meshing

software, such as gambit. The fact that the mesh definitions

are available in ascii form allows the experienced user to di-

rectly manipulate the mesh.

a�������������	
���
�����
b������������
���������	
�	��������
�
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The dictionary files contained in the constant directory define the fluid properties (�������������	��
	�),

and the turbulence model to be used in the simulations (��
����	��
	�a & ������	��	����	��
	�).

As the turbulence modes must be entered by hand, the user is required to consult the manual to ob-

tain a list of the available models. Any customized turbulence models may equally be chosen in these

dictionaries.

The system folder contains three dictionaries, which control the simulations to be performed. The

��������
�� defines the time stepping/iterations, output formats, as well as other top-level control

switches. Additional small pieces of code the user might want to execute during the simulation run,

such as sampling or run-time post-processing, can also be added in this dictionary. The ��
��	�	�

dictionary defines the numerical schemes used for the approximation of the derivative, gradient, diver-

gent, and laplacian operations present in the equations of the system to be solved (e.g. equation 2.69).

The solution algorithms, along with the relaxation factors and convergence criteria, are defined in the

��
����
�� dictionary.

The 0 directory contains the initial fields and boundary conditions for all of the variables which are

required for the simulation. A new directory with the name of the output time, containing the simulation

results for these fields, is created either at the end of the simulation or at each of the write intervals

specified in the ��������
��. When steady-state simulations are performed, the time steps are integer

values corresponding to the iterations.

2.5.5 Multiphase CFD Simulations
Applying CFD to industrial systems involving multiple phases allows for a better understanding and

eventually improved design of such processes, as has recently been demonstrated for the design of a new

type of static mixer by Hirschberg et al. (2009). These processes include mixing (Paul et al., 2004),

liquid-liquid extraction (Frank et al., 2008), gas dispersion (Sattar et al., 2013), as well as emulsifica-

tion. A detailed discussion of the different modelling approaches of two-phase systems can be found

in Van den Akker (2006). Modeling approaches for immiscible liquid-liquid, gas-liquid, or solid-liquid

systems can be classified as either Euler-Euler or Euler-Lagrange (Jaworski and Pianko-Oprych, 2002).

DNS, where all of the particles are tracked individually is also possible, although not computationally

feasible.The Euler-Lagrange reference frame is used to track a number of discrete particles moving inside

of the continuous phase (Rieger, 1994). The Euler-Euler approach considers a continuum of dispersed

and continuous phase characterized by a particle concentration in each computational cell. Coupling

between the two phases can be realized, in terms of the influence of the dispersed phase on the behavior

of the continuous phase (e.g. apparent viscosity, drag), or vice-versa, as in droplet breakup caused by

turbulent energy dissipation. In the simplest case, the particles are all assumed to have the same mean

diameter; PBE modelling, however, allows the size range of the particles to be considered.

Free surfaces can be modelled using the Volume of Fluids (VOF) approach, which takes the concentra-

tion of each phase in each mesh cell into account to reconstruct the interface. This is mainly used for

simulations of free surface flows, films, or the behavior of single droplets in a given flow-field (Lörstad

et al., 2004).

aRANS turbulence models are referred to as RAS in OpenFOAM
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2.6 Population Balance – CFD Coupling Approaches
As both, CFD and PBE have become well understood and widely used tools for the simulation of two

different scales of emulsification processes, it is natural that the focus of the scientific and engineering

communities has shifted to their coupling in order to obtain a multiscale model. The main challenge of

coupling PBE and CFD modelling, from a chemical engineering point of view, is to provide a numeri-

cally stable, easy-to-use framework, which allows the combined PBE-CFD equations to be solved in a

reasonable amount of time using readily available computational capabilities.

One approach, which has been quite popular in the past is to reduce the mesh cells on which the dis-

cretized PBE is being solved to obtain a computationally feasible problem: Alexopoulos et al. (2002)

analyzed the turbulence inhomogeneities by CFD calculations and then constructed a two-compartment

model for the PBE based on the simulation results. A similar approach was presented by Baldyga and

Bourne (1999), who proposed the additional assumption that all of the energy is being dissipated in the

impeller zone, effectively reducing the PBE back to a single-block model. Alopaeus et al. (2002, 1999)

divided a stirred tank into eleven zones according to the distribution of turbulent energy dissipation rates

and the flow field calculated by a single-phase CFD simulation and found this approach to provide supe-

rior results to a single-block PBE model. Hakansson et al. (2009) reduced the computational domain for

the PBE to a 1-D line along the gap and jet in a HPH valve.

A second approach consists of simplifying the PBE itself. The quadrature method of moments (Marchisio

et al., 2003b), which was detailed in section 2.3.3, is widely applied for use with CFD as it greatly reduces

the number of ODEs to be solved (Marchisio et al., 2003a). Jaworski et al. (2007) successfully applied

this method to the three dimensional simulation of turbulent breakup in a static mixer. Most recently,

Silva and Lage (2011) implemented the DQMOM variant of this method in OpenFOAM and applied it

to a 2-D CFD simulation of a backwards facing step, including aggregation and breakage. Silva et al.

(2008) compared the implementation of the DQMOM in both, OpenFOAM and Ansys CFX and found

the results to be comparable.

Both of these approaches have, however, some drawbacks: on one hand the reconstruction of DSD from

a limited number of moments is generally not possible, except for some special cases, such as when the

DSD can be approximated by a normal or log-normal distribution, entraining the loss of much of the

information contained in the DSD. On the other hand, a lot of potentially important information about

the flow geometry is lost when the number of mesh cells on which the PBE is solved is reduced to only a

hand full of cells. In order to overcome these limitations a coupling between a fully discretized PBE and

high-resolution CFD, is desirable. Such a framework will retain a maximum amount of information about

the evolution of the DSD across the turbulent flow-field. Many recent studies use the discretized PBE-

CFD coupling, based on the discretization of the number DSD. Bayraktar et al. (2011) implemented a

discrete PBE in FeatFlowa to simulate the breakup of oil-in- water droplets in a SMV statix mixer, using

the breakage model proposed by Lehr et al. (2002). Roudsari et al. (2012) applied the discrete PBE

resolution methods present in a commercial CFD package (Fluent) to emulsification using a Rushton

turbine using a relatively low number of discretization points (NPBE = 7). Perez-Fontes and Sohn (2012)

validated a coupled 3-D PBE-CFD model for a chemical vapor synthesis process, including conversion

between the gas, liquid, and solid phases. This model produced good results and was claimed to be

capable of predicting similar systems without further experimental validation. A significant amount of

work has been published on combined PBE-CFD simulations in bubble columns; most recently by Sattar

et al. (2013).
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2. BACKGROUND

The influence of the dispersed phase on the macro-scale flow properties of the two-phase system is

significant in many industrial systems, such as concentrated emulsions where the system rheology is

heavily influenced by the DSD of the dispersed phase or bubble columns and airlift reactors, where

the fluid movement is caused by the buoyant movement of gas bubbles. A two-way coupling, which

takes these effects into account is essential for the multi-scale simulation of such systems. In the case

of relatively dilute emulsions, which are the object of this study, the influence of the dispersed phase

can be considered relatively insignificant. A one-way coupling, only considering the influence of the

macro-scale flow field on the evolution of the DSD but not the reverse, is often sufficient in these cases.

A one-way coupling framework, based on the discretization scheme detailed in equation 2.24, imple-

mented in OpenFOAM, is proposed in section 6 and validated experimentally for emulsification of veg-

etable oils in a HPH valve and an SMX+ static mixer in section 6. The difference iof this coupling to

the couplings proposed and implemented in the studies cited in this section is that here a volume-based

discretization PBE discretization scheme is used for the coupling with a FVM-based CFD rather than

a number-based method. Because this scheme is based on a mass conservative formulation of the PBE

along the internal coordinate, it is very well adapted to be included into the transport equations, which

themselves are based on mass conservation laws.
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3 Experimental Methods, Monitoring & Observations

3.1 Materials
Three different oil-in-water systems were used in the experimental validation of the models and PBE-

CFD coupling framework presented in this work. In all cases, deionized water was used as the continuous

phase. The water soluble surfactant was fully dissolved in the continuous phase prior to preparation of

the emulsions. The physical properties of the three systems, as well as the surfactants used, are outlined

briefly below.

3.1.1 Ethylene Glycol Di-Stearate
A model oil-in-water (O/W) emulsion, made up of Ethylene Glycol Di-Stearate C38H74O4 (EGDS) and

distilled water as dispersed and continuous phases respectively, is used in this study. EGDS was supplied

by Wako Chemicals. It is a cosmetic ingredient which is generally used to enhance aspects such as

pearlescence, transparency, or color in a wide range of personal care formulations Bolzinger et al. (2007).

It is practically insoluble in water. A summary of the relevant physical properties of EGDS is shown in

table 3.1. The emulsions are stabilized using the surfactant Tricosaethylene Glycol Dodecyl Ether C12E23

(Brij 35) supplied by Fluka. Its melting point is 38 – 41◦C. Its hydrophilic-lipophilic balance (HLB) is

16.9 at ambient temperature. The EGDS to surfactant weight ratio was fixed at 2:1. As the EGDS is

a solid at room temperature, emulsifications in the stirred tank with this system were performed at a

controlled temperature of 70◦C.

Table 3.1: Properties of the EGDS(melted)-water system at 70◦C

Parameter Value

Density EGDS 858.2 kg/m3

Density water 977.7 kg/m3

Viscosity EGDS 0.01 Pa.s

Viscosity of water 0.0004 Pa.s

Surface tension 0.00562 N/m

EGDS melting point 58−65◦C

3.1.2 Silicone Oils
Four different silicone oils (i.e. liquid polymerized siloxanes) of viscosities 20, 50, 100, and 350 mPa.s
(hereinafter denoted V20, V50, V100, and V350) supplied by BlueStar Silicones were used to study the

effect of dispersed phase viscosity. Silicone oils are very suitable to this purpose because the viscosity

can be varied without influencing the other properties, such as density or surface tension (see table 3.2).

Their solubility in water is vanishingly small. These emulsions were stabilized using the surfactant poly-

oxyethylene (20) sorbitan monolaurate, brandname Tween 20, supplied by Cognis. This surfactant is a

polymer molecule, which has very fast adsorption times, suitable to this study, which ignores the surfac-

tant adsorption kinetics. It does not, however, produce very stable emulsions, requiering samples to be

measured quickly. All four oils had similar densities at ambient temperature, which was measured to be

equal to the values provided by the suppliers (within experimental uncertainty). The silicone oil-water
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Table 3.2: Measured properties of the Silicone oil-water system

Silicone oil
Tween 20 σ (oil/water) ρd (pure oil) Refractive Index

grade [%(w/w)] [mN/m] [kg/m3] of the oil at 25◦C

V20

no surfactant 34.15 ± 0.72

948.8 1.400

0.5 10.31 ± 0.39

1.0 9.65 ± 0.51

2.0 8.87 ± 0.35

3.0 9.11 ± 0.19

V50 1.0 10.14 ± 0.49 958.4 1.401

V100 1.0 10.60 ± 0.29 964.4 1.402

V350 1.0 9.89 ± 0.16 967.6 1.402

interfacial tension was measured by pendant drop technique with a Krüss DSA10 MK2 tensiometer at

22◦C. The average of six measurements was taken for each oil and surfactant combination. The interfa-

cial tension was 34.15 mN/m for pure oils (20 mPa.s) and decreased to the range of 9.65 to 10.60 mN/m
in the presence of surfactant, depending on the silicone oil grade used. The interfacial tension was not

found to vary significantly for surfactant concentrations of 0.5 – 3.0 % by weight (20 mPa.s oil); this

suggests that surfactant is in excess in this range of concentrations. The amount of surfactant used in this

study was therefore fixed to 1.0 % for all experiments. The refractive indexes of the oils were measured

using a Pal refractometer (Atago) at 25◦C, the values were found to vary between 1.400 and 1.402 for the

four grades of silicone oil (see table 3.2). Emulsifications in both, the stirred tank and the SMX+ setups

were performed at room temperature.

Table 3.3: Vegetable oil properties

Oil Name ρd [kg/m3] μd [mPa.s] σ [mN/m]

MCT 941 25 11.4

Sunflower 918 50 12

Blend 931 100 7.9

3.1.3 Vegetable Oils
Vegetable oil-in-water emulsions can be found in a wide variety of food products, such as sauces, vinai-

grettes, or mayonnaise. Many of these applications are very high in dispersed phase, and therefore not

relevant to the study of breakage phenomena in relatively dilute emulsions performed in this work. Nev-

ertheless, dilute emulsions of food-grade vegetable oils were chosen for the evaluation of the coupled

PBE-CFD framework in a bench-scale HPH (see section 2.1.2). The three oils, Medium Chain Triglyc-

eride (MCT) oil, sunflower oil, and a sunflower-rapeseed oil blend were chosen to have increasing vis-

cosities. Unlike silicone oils (section 3.1.2), these are natural products and other properties (e.g. ρd , σ ,)

did not have the same values for all three oils. The ratio of sunflower and rapeseed oil in the blend were

adjusted to give a viscosity of 100 m.Pa.s. Calcium Caseinate, a milk protein-based, food-grade surfac-

tant was used at a concentration of 0.5 % for all three vegetable oil systems. The principal properties of

the oils are shown in table 3.3. Natural products, such as the ones used in this model system, generally
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exhibit variations in the properties depending on the origin, processing, storage conditions, or even in-

dividual batches, which can influence the repeatability of experiments performed in a laboratory set-up.

Oils from a single batch were used in all of the emulsifications performed with this model systems to

ensure the properties corresponding to the measured values. Emulsifications in the HPH were performed

at room temperature.

3.2 Experimental Set-up: Stirred Tank
Small stirred tanks, using well-designed agitators can be considered as well mixed systems, with minimal

spatial variations in terms of turbulent energy dissipation rates; this was explained in section 2.1.1. Such

a system was therefore chosen to evaluate the breakage rate models using a single-block PBE modelling

approach. A Mixel-TT axial flow propeller was chosen because of its superior mixing capabilities, rather

than the traditionally used radial flow Rushton turbines, which tend to generate relatively inhomogeneous

turbulence. The set-up and dimensions of the standard bench scale 2-L stirred tank reactor is shown in

figure 3.1. The double-walled glass reactor was connected to a Julabo F25 refrigerated heating circulator

connected to a temperature probe which allowed for accurate temperature control when using the EGDS

model system. A water-cooled glass condenser was used to prevent loss of the reactor contents due to

evaporation when operating at elevated temperatures. A number of additional probes could be introduced

through the top of the reactor, such as the video (see section 3.3.3), or FBRM probes (see section 3.3.2).

Figure 3.1: Experimental set-up and dimensions for the stirred tank experiments
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3.2.1 Ethylene Glycol Di-Stearate in Water Emulsion

Emulsification of dilute EGDS-in-water emulsions were studied in the stirred tank system. Experiments

were performed at a controlled temperature of 70◦C because EGDS is a solid at room temperature.

Table 3.4: Experimental condi-
tions for EGDS-in-water system

ε [W/kg] φ [%w/w]

0.2

0.2

0.5

1

0.35

0.2

0.5

1

0.5

0.2

0.5

1

In fact, Khalil et al. (2010, 2012) used a similar system to

study the crystallization of EGDS droplets in emulsions as

the temperature was decreased below the melting point of

EGDS. The following experimental procedure was followed

for each of the experiments. The EGDS was first melted and

dispersed into deionized water containing the surfactant un-

der low agitation (0.03 W/kg) during reactor heating to the

operating temperature of 70◦C. Then it was left to rest for

30 min, after which an initial distribution of the emulsion

was generated by subjecting the system to a short burst (5

– 10 s) of high agitation (5 W/kg). Agitation was continued

then at the desired rate. A total of nine emulsification experi-

ments with EGDS concentrations between 0.2 and 1.0 % and

agitation rates between 0.2 and 0.5 W/kg were performed.

Treatments of the in situ video camera images were con-

ducted at increasing intervals of 5 – 15 min up to 60 min

and intervals of 20 – 40 min up to 300 min. See Table 3.4

for a summary of the experimental operating conditions.

3.2.2 Silicone Oil in Water Emulsions
The four silicone oils described in section 3.1.2 were emulsified, using the same stirred tank experimental

set-up used for the EGDS-system. Experiments were, however, performed at room temperature. A much

more detailed analysis of the influence of dispersed phase concentration and viscosity was possible with

this system. The effect of dispersed phase viscosity at low concentration on the experimental results and

including the observations in the development of an improved breakage rate model is the chief motivation

of using this system. Emulsifications were, however performed for dispersed phase concentrations of up

to 30 %w/w. The experimental conditions are summarized in table 3.5. The analysis of the high con-

centrations were based on laser diffraction data, while modelling was mainly based on video treatment

because of a better resolution of the emulsification dynamics. For details see section 3.3.

Table 3.5: Experimental conditions for silicone oil-in-water emulsification

μd [mPa.s] 20 50 100 350

ε [W/kg] 0.2 0.5 0.2 0.5 0.2 0.5 0.5

φ [%w/w] 5 5, 10, 20, 30 5, 10 5, 10, 20, 30 5, 10 5, 10, 20, 30 5, 10
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3.3 Drop Size Analysis Techniques
In order to obtain a DSD from emulsification experiments or from some point in an industrial process,

reliable measurement techniques are necessary. DSD measurement techniques can be divided into sam-

pling based off-line and in-situ methods. Off-line small angle light scattering often called as laser diffrac-

tion has long been considered as the standard measurement technique for micron size particles (Maaß

et al., 2011b). In-situ particle size measurement has recently received much attention by the research

community because of the significant benefits over traditional off-line methods that involve a sampling

step. For a complete review of the state of the art of currently used DSD measurement techniques as well

as the most important recent developments see Andersson and Andersson (2006b), Brown et al. (2004),

Maaß et al. (2012b, 2011b), The most important aspects concerning the three techniques compared in

this work are outlined in this section. These techniques are off-line laser diffraction, in situ imaging and

in situ Fixed Beam Reflectance Measurement (FBRM).

3.3.1 Laser Diffraction
Off-line laser diffraction, while widely used as a standard measurement technique for liquid-liquid sys-

tems across industry and academia, is a technique which was originally developed for size measurement

of dispersed solids. Thus the accuracy of such measurements can be significantly degraded when coales-

cence and/or additional breakage occur inside the measurement cell because the sample emulsions are

not sufficiently stable. In the case of inefficient stirring inside the measurement cell, separation due to

gravity difference between the dispersed and continuous phases may occur depending on the orientation

of the measurement cell (i.e. vertical or horizontal). The volumetric DSD can be reconstructed from

the approximate Fraunhofer theory of light scattering or, if the refractive indices of the dispersed and

continuous phases are known, by the exact Mie theory . The fact that the DSD is not measured directly,

but relies on a numerical model for its reconstruction, makes the influence of experimental errors, as for

example those arising from multiple scattering, difficult to quantify. All of the drawbacks traditionally

associated with sampling techniques apply to off-line laser diffraction, which is the main motivation for

the development of more direct image analysis and laser reflection techniques, which are able to provide

continuous (or semi-continuous) real-time droplet size measurements.

Samples were analyzed off-line using a Beckman Coulter LS 13 320 laser diffraction particle size an-

alyzer for the stirred tank and SMX+ experiments performed at LAGEP and a similar laser diffraction

apparatus for the HPH experiments performed at UNILEVER R&D. The operating principles and sam-

ple measurement protocols were similar in both cases. Sampling and off-line analysis of the EGDS

emulsions was not possible, as the droplets would crystallize as soon as the sample temperature drops

below the melting point of EGDS (70◦C). One might suspect that this stabilizes the DSD, however, the

size distributions of droplet and crystals are not equivalent as the density and shape of the crystals is

significantly different to spherical droplets.

Measurements were performed immediately after sampling so as to avoid re-coalescence that would

skew the results. More concentrated emulsions were diluted in 1 % surfactant solution, while dilute

emulsions > 10% were measured directly. Creaming of coarse emulsions collected at the beginning of

the emulsification was observed within a few minutes after sampling because of the density difference

between the two phases. This effect was much less pronounced for finer emulsions. Samples were

hand-shaken before filling the measurement cell in order to make the emulsion homogeneous. The

final emulsions for the silicone oils were found to be stable for 1 – 2 days, but underwent coalescence

thereafter; the vegetable oil samples remained stable slightly longer, however, they had to be stored in

refrigerated conditions to avoid microbial spoiling. The coarse emulsions collected at the beginning of
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the stirred tank emulsification experiments were significantly less stable. Furthermore, segregation of

large droplets due to gravity during storage as well as further breakage inside the measuring cell (due

to fluid flow) is much more likely for emulsions which have not yet been fully stabilized. However, as

the biggest rate of change in droplet size due to the breakup process takes place at the beginning of the

experiments, such early data points carry the most significant information about the breakup dynamics

and mechanism; they are therefore crucial for the development of accurate models of the emulsification

process.

Drops of the sample emulsion were added to the analyzer until an absorbance of about 7 – 9 % was

reached before performing the measurement runs. Three measurement cycles were performed for each

sample, and in the case of large discrepancies between the obtained DSDs, a second set of three cycles

was run in order to obtain consistent results. The laser diffraction spectrum was transformed into a

volumetric DSD using the Mie theory with measured refractive indexes for each of the oils (see table 3.2

for silicone oils). It is clear that even when extreme care is taken in the sampling/measurement procedure

that measurement errors cannot be completely eliminated, especially in the case of concentrated emulsion

spanning a large range of drop sizes.

3.3.2 Focused Beam Reflectance Measurement
A Focused Beam Reflectance Measurement (FBRM) probe, based on the reflectance of a rotating laser,

can also be used to analyze the droplet sizes during the emulsification process. This technique does,

however, not measure the droplet diameter directly, but provides a chord length distribution (CLD), see

Ruf et al. (2000), Worlitschek (2003), Yu and Erickson (2008) for detailed explication of this method.

This technique has the advantage of providing continuous in situ measurements, which allows the drop

size evolution to be followed very closely. Nevertheless, the reliability of such backscattering probes

is still in discussion by many authors as the droplet surface unpredictably influences the backscattered

signals (Maaß et al., 2012b, 2011b). Two kinds of difficulties can be encountered when using FBRM.

The first one is related to obtaining the real CLD experimentally and the second one to mathematical

treatments allowing calculating the DSD from the measured CLD. While the construction of a CLD from

a DSD of particles of a known shape is relatively straight forward, the inverse problem of constructing a

DSD from a given CLD is a very ill-posed problem, thus this is an area of active research (Greaves et al.,

2008, Kail et al., 2009, Maaß et al., 2011b, Mangold, 2012). In solid dispersions, the main difficulty

is related to the calculation of the DSD from the CLD due to asymmetric particle shapes (Kail et al.,

2009). Particle concentration and surface effects might also cause deviation of the measured CLD. Yu

and Erickson (2008) studied the effect of the solid concentration on the CLD using polyvinylchloride

solid particles. They found that the CLD (as well as the total particle count) increased with the solid

concentration in the diluted region but decreased as the concentration became greater than 1.1 %. In

liquid/liquid dispersions, the drops can be assumed spherical, even under turbulent hydrodynamics. The

inversion problem is thus simplified to a CLD arising from 2-D circles, due to the very symmetric nature

of spheres, which have the same profile regardless of the angle of observation. In this case, good results

for the CLD-to-DSD transform have been achieved by using a least squares or constrained least squared

method (Worlitschek, 2003). Deviations of the measured CLD from the real one are in this case due to

droplet opacity, concentration and differences in size. For instance, Sparks and Dobbs (1993) found that

opaque and highly reflective droplets that are isotropic diffuse reflectors, gave more reproducible FBRM

measurements than translucent droplets. Greaves et al. (2008) found that FBRM over-estimated sizes

of glass beads but under-estimated droplet sizes in an emulsion. In attempting to discover the origin of

such discrepancies, they observed that the large chord length counts decreased when they added small

particles to a suspension of larger ones. This phenomenon was explained by a hydrodynamic effect
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causing the easier approach of small particles close to the FBRM probe window. They also pointed

out that larger particles require longer time for measurement, which on the contrary might bias the

measurement towards larger particles, as is the case for optical techniques.

3.3.3 In situ Video Probe & Automated Image Treatment

Figure 3.2: Photo and dimensions video
probe EZ Probe-D25 L1300, developed at

LAGEP

Imaging techniques have a long history of suc-

cessful application in research environments be-

cause their visual nature allows for a very close

and verifiable monitoring of an emulsification

process. High-speed video cameras are very well

suited to perform single drop experiments (Ander-

sson and Andersson, 2006b, Maaß et al., 2012b).

However, video probes find more and more ap-

plication in the in situ monitoring of DSD dur-

ing emulsification processes, with a significant

amount of focus on the development and im-

plementation of automated drop size detection

algorithms (Khalil et al., 2010, O’Rourke and

MacLoughlin, 2010). The main challenge for the

feasibility of automated image treatment are the

speed at which images can be treated and prob-

lems with very crowded images issuing from concentrated emulsions. Maaß et al. (2012b) reported a 250

particles per minute detection rate for a normalized cross correlation procedure, and Hough-transform

based algorithms produce comparable detection rate (Becker et al., 2011, Khalil et al., 2010). These

techniques are therefore not yet applicable for real-time DSD measurement. They are however likely to

become applicable as algorithms are being optimized and more computational power becomes available.

Other methods such as Euclidian distance transforms (Saito and Toriwaki, 1994), which can be used with

images obtained from a transmitted light illumination probe (Mickler et al., 2012) are currently more ap-

propriate for real-time generation of DSD data. A posteriori treatment of recorded images via circular

Hough-transform, which was originally developed by Illingworth and Kittler (1988), was chosen in this

study. The algorithm used here is based on a Matlab implementation of the circular Hough transform

developed by Peng et al. (2007).

An in situ video probe EZ Probe-D25 L1300 with LED back-lighting, shown in figure 3.2 was used in this

work, together with automated droplet detection based on a Hough-transform. The use of this technique

in dilute emulsions of melted EGDS in water gave good results for dispersed phase concentrations up

to 1 % (Becker et al., 2011, Khalil et al., 2010). Video sequences of 40 seconds were recorded during

the run, the video camera set to a recording rate of 50 frames per second. A total of 400 images were

extracted and analyzed for each data point, with up to 20,000 detected droplets. The set-up of the probe,

together with the synchronized pulse generator and video recording device is shown in figure 3.3.
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Figure 3.3: Schematic representation of the video probe set-up

A posteriori image analysis treatment was automatically performed on the selected frames using a mod-

ified version of the Matlab algorithm proposed by Peng et al. (2007). First, an accumulation array based

on the gradients (i.e. light-dark transitions) is constructed. For each local maxima in the accumulation

array, which represents centers of circles/disks in the original image, a signature curve is constructed, the

maximum of which corresponds to the radius of the disk being measured. The image treatment algorithm

can be resumed in these main steps:

1. Improve contrast in the raw images.

2. Compute gradient field of the image:

– Retain only gradients above a threshold

3. Apply circular Hough transform in order to detect the common circle for several points,

allowing to determine the centre of every droplet as follows:

– Transform the gradient field to an accumulation array, using pixel intensity for voting

– Locate the positions of local maxima i.e. the centres of the circles in the accumulation array

4. For each detected centre, perform radius detection:

– Construct local gradient field around centre

– Construct signature curve by summing gradient intensities along tangential directions

– Detect maximum in signature curve to be the radius corresponding to the centre

– If no clear maximum can be detected discard local maximum

5. Construct a number distribution.
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When a content of dispersed phase higher than 1 % is encountered, some improvements were necessary

in order to enhance the rate of correct droplet detection, and, more importantly decrease the amount

of erroneously detected droplets. These errors, which increase as the image becomes saturated with

droplets, arise mainly from the algorithm interpreting clusters of overlapping smaller droplets as single,

larger one.

Image quality prior to starting the detection of the circular pattern of the droplets was improved by first

applying a 2-D median filter to decrease background noise, followed by top-hat and bottom-hat filtering

to enhance the contrast and thus visibility of droplet edges. The original algorithm uses the gradient

magnitudes as weights for the generation of an accumulation array. This was changed to absolute values

to give a maximum weight to the dark appearance of the droplet rim. This greatly improved detection

for overlapping droplets and decreased errors due to background noise in images with poor contrast.

This improvement alone was, however not sufficient to deal with the higher concentration images, specif-

ically, it was not possible to accurately detect large as well as small droplets in a crowded image. When

threshold for the detection of centers of circles (i.e. local maxima in the accumulation array) was set low,

only large well-defined circles were detected and when the threshold was set high, many non-existent cir-

cles were found in areas of droplet overlap and/or areas with a lot of background noise. This was resolved

by setting the threshold for detection of local maxima in the accumulation array (i.e. potential centers

of circles) very low, but only retaining those centers for which a well-defined maximum in the signature

curve was found, effectively filtering out most of the wrongly detected centers. This is illustrated in

figure 3.4, which shows the contour plot of the accumulation arrays and associated signature curves for

one local maximum corresponding to a correctly detected center and one which does not correspond to

the center of a circle.

Figure 3.4: Image sections (left), accumulation arrays (middle), and signature curves
(right) corresponding to two different centers detected by Hough transform algorithm

In the case shown on the top of figure 3.4, a clear peak corresponding to the radius of the droplet can

be distinguished, while in the case shown on the bottom no clear maximum can be detected. Without

taking into consideration these low-intensity centers (by reducing the threshold), however, many of the

smaller droplets would be missed. The slight increase in processing time for an individual image was

very much offset by the vast improvements to the accuracy of the algorithm. Videos of around 30 s were
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recorded for each measurement, from which 800 frames were extracted, out of which every second frame

was used in the automated image treatment in order to avoid duplicate measurements of the same droplet

appearing in two separate images. The treatment of 400 images, resulting in the detection of ≈ 20,000

droplets (depending on the concentration) took between 30 and 40 minutes corresponding to a detection

rate of about 500 particles per minute, which is comparable to the 250 particles per minute reported by

Maaß et al. (2012b) for the normalized cross correlation procedure.

Figure 3.5: Sample images with detected
droplets for final emulsions using (a) 5%, 20
mPa.s, (b) 10% 100 mPa.s, and (c) 20%, 100

mPa.s silicone oils

Figures 3.5 shows the final droplet distribution at

5, 10, and 20 % dispersed phase concentrations

respectively. While the algorithm performs very

well at 5 % and still has relatively few detection

errors at 10 %, resulting in an usable DSD, it be-

comes clear that the DSDs generated from image

treatment results at 20 % and above cannot gener-

ally be used with confidence. The most important

criteria for the treatability of a series of images is

not necessarily the dispersed phase concentration

but rather the number and size distribution of par-

ticles appearing in a single image. In general, it

was found that images from an emulsion with 10 –

20 % dispersed phase and relatively large droplets

(> 100 μm), and consequently few individual par-

ticles per image, resulted in relatively few detec-

tion errors. Images of less concentrated emulsions

of small droplets (< 30 μm) on the other hand

proved much more challenging for the algorithm

at the higher concentrations. Images which can-

not be treated automatically can, however, provide

very important qualitative information on, for ex-

ample, the maximum droplet size. A Tikhonov

regularization was applied to the raw number dis-

tribution data obtained from the treatment in order

to smooth out noise (Lubansky et al., 2006).

The biggest limitations of the video treatment

technique are the limited ranges of applicability

with respect to droplet sizes and dispersed phase

concentration. Visual inspection of the images

has shown that the largest droplets produced by

the present emulsification processes were in most

cases well within the detectable range. However

a considerable number of droplets of diameter

below the 6 pixel limit (11 μm) could be seen.

Furthermore, small droplets were frequently over-

shadowed by larger ones; especially at elevated

concentrations. This leads us to suspect distribu-

tions generated from this method to be biased to-

wards the larger sizes. While this is not a prob-

lem for relatively narrow and mono-modal distri-
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butions within the range of the chosen magnification, this fact must be considered when treating images

of emulsions having a wide and possible multi-modal DSD. In such a case only the distribution of rela-

tively large particles can be determined accurately using this method. Larger magnification could have

been used to visualize the smaller droplets seen in the images, but a possible negative effect is excluding

some of the larger droplets from the image analysis. It is better to keep the largest droplets because

most of the dispersed volume is held up inside them and volumetric DSDs were chosen for the analysis

of the experimental data; therefore a magnification was chosen such that the largest droplets were en-

tirely visible and detectable. As more and more droplets appear in a single image when dispersed phase

concentration is increased, it becomes increasingly difficult for the algorithm to distinguish between

overlapping droplets and correctly identify the diameters.

3.4 Comparison of DSD Analysis Techniques
A comparison of the three techniques discussed above has been presented in Becker et al. (ress). The

main findings are summarized in this section. Figure 3.6 shows the comparison of the results given by

video treatment, reconstructed FBRM data, and off-line laser diffraction for the initial and final volume

DSDs in the case of low concentration (5 %), low viscosity oils (20 mPa.s), which tend to form narrow

distributions with a single peak easily approximated by either a normal or a log-normal distribution.
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Figure 3.6: Initial (left) and final (right) DSDs for 5 %, μd = 20 mPa.s silicone oil-in-water at ε = 0.5 W/kg

It can be seen that the DSDs for the coarse initial emulsion are very different for the three techniques.

The laser diffraction showed a peak around 100 μm and a maximum drop size around 180 μm; the video

treatment resulted in much wider distributions with a maximum drop size above 250 μm; and the DSD

obtained from the FBRM data was noisy and roughly matched the laser diffraction data. The images from

this series clearly showed a significant number of droplets in the 180 – 250 μm range whereas these large

droplets were not detected by laser diffraction. This is most likely due to segregation and/or additional

breakage inside the vertical sections of the measurement cell. The distributions obtained from the video

treatment were more noisy with increasing mean diameter. This is an inherent property of a volumetric

DSD obtained from a measured number distribution. A single large droplet contains a much larger mass

than a large number of smaller droplets; thus small errors in the large size tail of the distribution become

dis-proportionally amplified. Conversely, the distribution obtained from laser diffraction is more noisy

on the small size part of the distribution. The distributions of the final emulsions obtained from video and

laser diffraction show excellent agreement for this low-viscosity, low-concentration case. As expected

from the discussion about the inherent bias of the video treatment towards detection of larger droplets
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as well as the detection limits, described in section 3.3.3 some discrepancies can be seen in the lower

region of the DSD. The DSDs for a higher viscosity case, i.e. 100 mPa.s, and a higher dispersed phase

concentration, i.e. φ = 10 %, is shown in figure 3.7.

Figure 3.7: Initial (left) and final (right) DSDs for 10 %, μd = 100 mPa.s silicone oil-in-water at ε = 0.5 W/kg

The maximum chord length detected by FBRM should be the same as the maximum diameter of the

corresponding DSD. However, the FBRM measurements did not detect chords in the size range corre-

sponding to the maximum diameter as given by laser diffraction or video treatment, mainly in cases when

the maximum size reaches 200 – 300 μm (see figure 3.7). Such discrepancy reveals an error in the mea-

surement of the CLD itself, which is not related to the mathematical treatment used to calculate the DSD

from the measured CLD. This under-estimation of the size is likely to be due to the surface properties of

the droplets as has been claimed by Sparks and Dobbs (1993), rather than related to the hydrodynamics

as presumed by Greaves et al. (2008). Due to their density close to the one of the continuous phase,

droplets are assumed to move at the same speed in the stirred tank, as opposed to solid particles with a

much higher density than the surrounding fluid. Since the silicone oils used were transparent, it might be

supposed that the laser beam can pass though droplets with no detection by the FBRM when it impacts

at right angles; this case is encountered for relatively large droplets that only give a reflectance reading

at the edges where it impacts at sharper angles. Tests made using Sudan red dye in the oil to make the

dispersed phase more obscure did not lead to any improvements of the results.

This comparison shows that the video treatment can be used with confidence when a mono-modal dis-

tribution within the detection range is expected or when the measurement is restricted to the shape and

position of main distribution. Difficulties in detecting bimodal distributions with a narrow secondary

peak as well as the tendency to over-estimate the drop size for more concentrated emulsions were ev-

ident. Nevertheless, even in cases where the automated treatment reaches its inherent limitations, the

video probe proves very well suited to qualitatively as well as quantitatively validate results obtained by

another method. For instance, laser diffraction is a more indirect method which is therefore inherently

difficult to rely on. Visual techniques are very well adapted to help detect measurement errors because it

provides easily verifiable images, such as the ones presented in figure 3.5; something which is not avail-

able for the other two methods. The large droplets, which were detected by video treatment but neither

laser diffraction nor FBRM (figure 3.7) where in fact verified to be present in the images. It is therefore

clear that, in this case, laser diffraction fails to detect a part of the DSD rather than the video treatment

detecting droplets which are not actually present. The further observation that the discrepancies between

the measurement techniques are highest for the initial times suggests that laser diffraction measurements
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on the samples taken at the beginning of the emulsification experiments are much less reliable than the

one taken at the end. This is illustrated in figure 3.8, which shows the evolution of the Sauter mean

diameter and the d95% (by volume) for three experimental conditions, as measured by video analysis and

laser diffraction.
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Figure 3.8: Comparison of video and laser diffraction (coulter) measurements of d32 and d95%

It can be seen that the video and laser diffraction measurements agree on the final drop sizes, but a

significant discrepancy is present for the beginning of the emulsifications. The video treatment detects

much larger droplets at the beginning, followed by a gradual size reduction to the final equilibrium

distribution, whereas the laser diffraction results barely show any progression in drop sizes. Clearly the

visual method is much better adapted for a study of emulsification dynamics, while both methods are

equally well suited to determine the final drop sizes. The video analysis allows the sampling frequency

to be increased up to completely continuous measurements, while off-line laser diffraction analysis is

limited to the number of samples which can be analyzed by an operator in a given time, which leads

to a much better resolution in in the region where the most dramatic rate of change of the drop sizes is

observed. The simulation results shown in section 5 will therefore be based on the data obtained from the

video probe. Some evaluation of the results obtained from laser diffraction are discussed in section 3.5

Furthermore, this technique has the potential to be used in cases where reliable sampling is not practical.

Typical example is continuous processing in a static mixer (see sectiona 3.7 & 6.4).
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3.5 Experimental Observations: Stirred Tank
3.5.1 Influence of Dispersed Phase Viscosity

Figure 3.9: Experimental intermediate volumetric DSDs (by laser diffraction) for emulsification of silicone oils
of viscosities μd = 20, 50, 100, 350 mPa.s in a stirred tank, at ε = 0.5 W/kg, and φ = 5 %

The volume based DSDs for the four different viscosities at three intermediate times (60, 120, and

300 min) are shown in figure 3.9, the corresponding results for the maximum diameter (i.e. d95%) are

shown in figure 3.10. The comparison of the full DSD allows for a more detailed analysis of the effect

of dispersed phase viscosity than solely examining the mean and/or maximum diameter of a distribution.

For the lower viscosities, i.e. 20 & 50 mPa.s, the DSD remains approximately normal shape while it

is observed to increase in width with increasing viscosity. Some small droplets (≈ 10 μm) were also

present, suggesting the adventitious formation of satellite droplets in addition to the main fragments

during a breakage event, as has been observed by Andersson and Andersson (2006b) for low viscosity

oils. For silicone oil of 100 mPa.s viscosity, the main distribution followed the same trend, together

with the appearance of a distinct secondary peak of size around 50 μm. This additional peak did change

neither its position nor its width but was found to increase in size over time. This suggests that in addition

to the main daughter droplets, one or more secondary droplets of a specific size have been formed at each

breakup event. The present fragments under the secondary peak are of smaller, but comparable size as

the main fragments. Highly viscous droplets, on the other hand, undergo significant deformation before

breaking up into a number of unequal size fragments resulting in wider and multi-modal distributions.

This is observed for the oil of highest viscosity (350 mPa.s), the DSD of being a very wide, multi-modal

distribution including a significant number of very small droplets. The main distribution became very

wide and increasingly uneven as viscosity increased which was consistent with a more random size

distribution for the main daughter fragments resulting from a breakup event.

While analysis of the mean parameters such as d95% or d32 do not reveal an information regarding the

shape of the distributions, they provide indicative information regarding the drop size evolutions which

is useful for an analysis of the emulsification dynamics. The volumetric d95%, shown in figure 3.10
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Figure 3.10: d95% (by laser diffraction) for emulsification of silicone oils of viscosities
μd = 20, 50, 100, 350 mPa.s in a stirred tank, at ε = 0.5 W/kg, and φ = 5 %

clearly shows that drop sizes increase with dispersed phase viscosity. This is an expected result, as

increased viscosity increases the resistance of a droplet to deformations before breakage and increases

breakage times. It can be observed that, even though the laser diffraction measurements lacked resolution

and accuracy at the beginning of the emulsification, the higher viscosities (100 and 350 mPa.s) took

progressively more time to achieve a stable size. These effects must be taken into account in any breakage

rate model which is to be applied in systems with significant μd .

3.5.2 Influence of Dispersed Phase Concentration
Comparison of the final DSDs and d95% evolution for silicone oils with μd = 20, 50, and 100 mPa.s
are shown in figures 3.11 – 3.13. The d95% curves of the two lowest concentrations (5 and 10 %) were

almost superimposed, for viscosities of 20 and 100 mPa.s, which suggests that the effect of the dispersed

phase concentration on the flow properties of the emulsion and the breakage rate are insignificant at low

oil concentrations because little or no interactions between droplets leading to coalescence do occur.

This conclusion is only valid for diluted emulsions. The distributions of 10 % silicone oil with μd =
50 mPa.s seems, however to be influenced by excessive amount of noise for the smaller droplets; this

is likely due to the drawbacks of the laser diffraction DSD analysis methods discussed in section 3.3.

An increase of the mean and maximum drop sizes was observed for 20 and 30 % emulsions. It is

clear that once a certain concentration threshold is reached, the effect of dispersed phase concentration

becomes significant. Some of the observed increase in drop size can be explained by damping effects

of high dispersed phase concentrations on the turbulent energy dissipation rate (Alopaeus et al., 2002),

particularly for the jump of d95% between 10 and 20 %, which is observed for all three viscosities.

The rheology of more concentrated emulsions is expected to deviate significantly from the one of pure

water. Coalescence effects are also likely to be significant at the higher concentrations. All of these

phenomena make the prediction of the behavior concentrated emulsions more difficult. It can also be

observed that, while overall drop sizes increase, the amount of small droplets also increases with oil-

phase concentration. The distributions become increasingly multi-modal, with a number of additional,

small, peak appearing below the main distribution. This can be explained by the increased formation

of small droplets due to microstructure induced instabilities in concentrated emulsions, explained by

Tcholakova et al. (2011).
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Figure 3.11: Final distributions and d95% (by laser diffraction) for emulsification of silicone oil of viscosity
μd = 20 mPa.s in a stirred tank at ε = 0.5 W/kg
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Figure 3.12: Final distributions and d95% (by laser diffraction) for emulsification of silicone oil of viscosity
μd = 50 mPa.s in a stirred tank at ε = 0.5 W/kg
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Figure 3.13: Final distributions and d95% (by laser diffraction) for emulsification of silicone oil of viscosity
μd = 100 mPa.s in a stirred tank at ε = 0.5 W/kg
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3.6 Experimental Set-up: High-Pressure Homogenizer

Figure 3.14: Niro Soavi bench-scale High Pressure Homo-
geneizer (photo courtesy UNILEVER R&D)

A food-grade Niro Soavi Twin Panda bench-scale HPH with two flat-head homogenizer valves (see

figure 2.1) was used at three different pressures of 200, 400, and 600 bar. It was chosen to validate the

combined PBE-CFD model described in this work. The vegetable oils described in section 3.1.3 where

used with this system. The experimental set-up is shown in figure 3.14.

A mono-modal pre-emulsion with d32 was prepared in a Silverson high-shear mixer. Three consecutive

passes through the HPH were performed, between each of which the equipment was rinsed with cold

(tap) water in order to eliminate any residual droplets from the previous run and bring the valve back

to room temperature. The friction inside a HPH gap causes a temperature rise, which can change the

physical properties of the two phases (e.g. density, viscosity, surface tension); this is particularly true for

heat sensitive plant and animal derived materials, such as the protein-based emulsifier. This becomes a

very important issue, and should be taken into account when modelling emulsification in the presence

of a highly concentrated dispersed phase or viscous continuous phase which can lead to very viscous

emulsions being formed. In the case of the dilute oil-in-water emulsion used here, the temperature rise

was found to be in the order of 10◦C per pass, which was easily controlled by the cooling step. The

samples were analysed by laser diffraction measurement. The pressure drop across the two valves can be

regulated by fixing the gap width with mechanical screws. In practical applications, the two consecutive

valves are used simultaneously in order to provide a narrow, homogeneous emulsion; the exact set up of

which depends on the particular application. In the dairy industry, for example, the first valve is set at a

much higher pressure, thus causing most of the breakage, while the second valve, which is set at a lower

pressure serves to break up clusters of droplets formed via bridging flocculation (Mulder and Walstra,

1974). In this study, only the first of the two valves was used in order to study the breakage mechanisms

inside a single valve.

The experimental results in this geometry were as expected: a higher pressure drop resulted in smaller

drop sizes and using a higher viscosity oil resulted in larger droplets. The DSDs were observed to be

relatively narrow and normally distributed, as is usually achieved in a HPH. The results are presented,

together with the simulations in section 6.3
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3.7 Experimental Set-up: Statix Mixer
An experimental rig was designed and set up for emulsification of silicone oils (section 3.1.2) in SMXTM+

static mixers (Sulzer). The set-up is shown schematically in figure 3.15; it consists of two gear pumps (Is-

matec MCP-Z) with different pump heads and thus flow rates at the maximum speed of 6000 RPM. The

different capacity pump heads were chosen to ensure that the two pumps are operated at similar RPM for

the emulsifications with low dispersed phase fraction; the water phase pump has a maximum capacity of

2000 ml/min, the pump used for the silicone oil has a maximum capacity of 500 ml/min. Two reservoirs

contain the continuous (i.e. water + Tween20 surfactant) and dispersed phases (i.e. silicone oil). The two

phases are combined in a mixing elbow (see figure 3.17). A relatively coarse pre-emulsion is generated

by two SMX+ elements after the mixing elbow; the details and rationale for this is described in section

3.7.2. The main drop size reduction is performed in up to 20 SMX+ elements after the pre-mixing sec-

tion. The mixing elements, of nominal diameter 5 mm, were available in sections of five elements to

guarantee the 90◦rotation between elements required for optimal performance, shown in figure 2.2. The

elements were placed in transparent, disposable PVC tubing, allowing the set-up to be easily adaptable.

A digital pressure gauge allows the pressure drop across the static mixer to be measured. Samples for

off-line analysis were taken from the final emulsions at the outlet of the set-up and from a sampling port

upstream of the main mixing section. A custom-made measurement cell was constructed to allow the

video probe to be used on-line; this is detailed in section 3.7.1.

The pumps were calibrated to display the correct flow-rate, following the manufacturers manual. While

displayed the flow-rate of the pump used for the water phase was verified to be accurate in operating

conditions, this was not found to be the case for the pump used with the oil phase. The varying oil

viscosities and lower absolute flow-rate (i.e. 5 % of the water phase) made calibration of this pump

problematic. A laboratory scale was therefore placed under the oil reservoir to verify the actual flow-

rate, which was found to be much lower than the design value, in order to obtain an accurate estimate of

the dispersed phase concentration.

Figure 3.15: Static mixer experimental set-up, showing a single SMX+ element
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Figure 3.16: Sectional view of on-line video mea-
surement cell

3.7.1 On-line Video Mea-
surement Cell

A section view of the design for the mea-

surement cell, designed to allow the video

probe described in section 3.3.3 to be used

on-line in the static mixer experimental

set-up, is shown in figure 3.16. The cell

consists of an aluminium block, encasing

the probe (see figure 3.2), with an inlet

and outlet of 5 mm nominal diameter. The

measurement window, i.e. the gap be-

tween the LED-backlight and the optics

of the probe is aligned in the axis of the

inlet and outlet. The gap is kept at a width

of 1 mm to ensure sharp images and min-

imize parallax. Some of the flow is al-

lowed to bypass the gap in order to mini-

mize the pressure drop and shear induced

by flow through the video cell. While this

choice implies that only a fraction of the

flow is being measured, it minimizes any

additional breakup occurring in the mea-

surement cell, which could lead to incor-

rect conclusions regarding breakup in the

static mixer. The cell is shown in the up-

stream positions in figure 3.15, allowing

the pre-emulsion sizes to be measured. It

can be placed downstream of the static

mixer elements to analyze the final emul-

sion.

3.7.2 Pre-mixing Considerations
A Y-shaped intersection was used for the combination of the two phases in the initial set-up. This was,

however, replaced by a mixing elbow with different diameter tubes, after the Y-section was found to give

rise to a number of inconveniences. The two designs are shown in figure 3.17. The design based on

equal sized tubes for both phases was found to be unsuitable for use with low dispersed phase flow rate

compared to the flow rate of the continuous phase (i.e. 5 %). The back-pressure of the high capacity

pump prevented flow from the lower capacity one and, in some cases, even caused reverse flow of the oil

phase. Where flow of the dispersed phase could be established, it was found to be highly fluctuating, as

very large oil droplets were injected intermittently more closely resembling plug-flow. The alternative

design is based on different sized tubing to approximately assure equal fluid velocities of the two phases.

This results in small oil droplets to be injected into the continuous phase, assuring a much more equal oil

concentration along the flow path, as well as avoiding the plug flow like pattern observed in the Y-shaped

design. Furthermore, the problem of intermittent and/or reversed flow was eliminated. An image taken

by placing the video probe directly after the mixing elbow is shown in figure 3.18.
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The larger droplets observed by the video probe are of the same order of magnitude as the inlet tube

(i.e. ≈ 1 mm) and can be seen to be heavily deformed. Even larger droplets were observed through the

transparent tubing; these droplets, however did not fit between the 1 mm window and could therefore

not be measured. The gaps between the bars making up the SMX+ elements are of the order of 1 mm,

therefore the droplets entering the first element will be subjected to large deformations as they are forced

through the relatively small orifices of the static mixer. The breakup mechanism of these large droplets

are therefore far from the assumptions made in the turbulent breakup models. Generating a pre-emulsion

made up of droplets in the size range that could be measured by the video treatment (i.e. < 300 μm) was

deemed necessary in order to be capable to obtain an initial DSD which can be used for the coupled CFD-

PBE simulations. Furthermore, the assumptions of turbulent breakup by drop-eddy collisions remains

valid when using an initial DSD of sizes below the the size of the gaps in the SMX+ elements. This

initial DSD was generated by placing two SMX+ elements directly after the mixing elbow, as shown in

figure 3.15.

Figure 3.17: Y-shaped injection piece (left) and
mixing elbow (rights) designs

Figure 3.18: Video image for total flow
rate of 1 L/min with 5 % silicone oil

(μd = 100 mPa.s) after mixing elbow

3.7.3 Some Experimental Observations
Images taken at the upstream (i.e. after the premix section) and downstream (i.e. after the main emulsi-

fication section) for emulsification of silicone oil (μd = 100 mPa.s) at total flow rates of 1 and 2 L/min

are shown in figures 3.19 & 3.20. It can be seen that both, the upstream and downstream DSDs are well

within the detection range of the video probe. A significant size reduction is observed across the 20

SMX+ mixing elements; much smaller drop sizes are observed for the higher flow-rate. A comparison of

cumulative DSDs for different flow rates and oil viscosities, as provided by automated image treatment,

can be found in figure 3.21. The expected behavior of decreasing drop sizes with increasing flow-rate

and decreasing viscosity can be observed. Figure 3.21 shows that the measured minimum drop sizes re-

main the same for both, the upstream and downstream measurements at both flow rates. The validity of

this observation can be verified by inspecting figures 3.19 and 3.20, which clearly show that very small

droplets are present in all four images. Such small droplets are equally observed without any pre-mixing

elements at all, as shown in figure 3.18.
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Figure 3.19: Video images for total flow rate of 1 L/min with 5 % silicone oil
μd = 100 mPa.s after 2 premix (left) & 20 SMX+ elements (right)

Figure 3.20: Video images for total flow rate of 2 L/min with 5 % silicone oil
μd = 100 mPa.s after 2 premix (left) & 20 SMX+ elements (right)
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Figure 3.21: Comparison of up- and downstream DSD for 5 % silicone oil μd =
100 mPa.s
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Figure 3.22 – 3.24 show the influence of the operating conditions which were varied during the experi-

mental runs on the volumetric DSDs, measured obtained from automated treatment of the video measure-

ments downstream of the SMX+ mixing elements. As expected, the drop sizes increase with dispersed

phase viscosity (figure 3.22). The distribution of the two higher viscosity oils are much closer than the

one using the μd = 20 mPa.s oil. The distributions obtained from total flow rates of 1, 1.5, and 2 L/min

(corresponding to Re = 4967, 7451 & 9934)a are shown in figure 3.23. The lowest Reynolds number

flow (1 L/min) produces much larger droplets and a wider distribution than the two higher flow-rates (1.5

& 2 L/min). Concerning the influence of the number of SMX+ elements, a large jump can be detected

when the number of elements are doubled from 10 to 20; while the decrease in drop sizes is observed

to be much smaller between 5 and 10 elements. It is possible to analyze these results in terms of mean

sizes and apply a semi-empirical correlation, such as the one proposed by Hirschberg et al. (2009). A

thorough analysis of droplet breakup by multiscale PBE-CFD modelling is, however necessary in order

to fully understand the influence of operating conditions and system parameters on the drop sizes which

can be obtained.

aReynold number of flow of pure water through an empty pipe; the flow in the SMX+ elements is assumed to be much more

turbulent
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4 New Breakage Model

The choice of turbulent breakage model is crucial for the validity of a combined PBE-CFD modelling

approach, which essentially aims to de-couple the geometry dependence from the breakage model itself

to obtain a universally applicable turbulent modelling framework. An ideal model for such a coupling

should be based on a phenomenological description of the breakup process on the droplet scale and de-

scribe the breakage rate, S(d0), and daughter size distribution, b(d0,d1), in terms of all of the system

parameters which can potentially influence droplet breakup in a uniform and isotropic turbulent flow

field. Furthermore, the turbulent breakage regime should be taken into account by a physically correct

model. Most models consider the drop sizes to be in the inertial sub-range, i.e. λmin ≤ d0 ≤ λmax, how-

ever, many recent studies have focused on the turbulent viscous sub-range i.e. d0 ≤ λmin, where λmin/max
designate the min/max eddy sizes present in the system (Tcholakova et al., 2011). Boxall et al. (2012)

showed that viscosity dependence of the maximum stable drop sizes is fundamentally different in turbu-

lent viscosu and inertial systems. The droplet-scale processes can therefore considered to be different in

the two regimes (see figure 4.1). When the energy containing eddies are smaller than the droplets break-

age is caused by drop-eddy collisions (hence turbulent inertial). When the energy containing eddies are

larger than the droplets, they become caught inside of the eddy and breakup is essentially due to viscous

shear due to the internal flow-field of the eddie (hence turbulent viscous).

Figure 4.1: Drop-eddie interactions in (A) inertial
and (B) viscous regime (reproduced with permis-

sion from Tcholakova et al. (2011))

It is, however possible, that a given emulsifica-

tion process is not dominated by either of the two

breakage mechanisms, when the drop sizes fall in

the range where the energy available to droplets in

the smaller and larger eddies are of the same or-

der of magnitude. Using a breakage model, which

was developed for one of the two breakup mecha-

nisms in such a case will certainly not produce re-

liable results. A complete breakage model should

therefore be applicable both, in the inertial and

viscous subrange; the Luo and Svendsen (1996)

framework is particularly well adapted for the de-

velopment of such a model because integration

over the eddie sizes (λ ) is performed explicitly

in equations (2.60) & (2.61). Developing com-

plete model, taking into account all of the issues

discussed above, while desirable, is clearly not a

trivial exercise and some assumptions and simpli-

fications have to be made in practice. This work

is, for example, not concerned with the dynamics associated with surfactant coverage (Maindarkar et al.,

2013) or microstructure-induced instabilities in concentrated emulsions (Tcholakova et al., 2011), and

the experimental conditions were deliberately chosen to minimize or eliminate these effects. Further-

more, the assumption of binary breakage, which is used in most common daughter size distributions

(e.g. equation (2.39)) and is an integral part of the surface energy constraints (equations (2.64) & (2.57))

of the (Luo and Svendsen, 1996) framework, is retained to obtain more easily manageable equations.

Ample experimental evidence clearly shows that the dispersed phase viscosity has a significant effect on

the mean and maximum drop sizes, as well as the shape of the DSD (Andersson and Andersson, 2006b,

Becker et al., ress, Boxall et al., 2012, Maaß et al., 2012a, Tcholakova et al., 2011); this is illustrated
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in the DSDs shown in figure 3.9. Indeed most of the recently developed single-equation breakage-rate

functions, presented in section 2.4.1, where developed with the goal to correctly predict the influence

of μd on the breakage rate (e.g. equations (2.35), (2.34), (2.30),(2.36), (2.37)). The phenomenological

modelling approach by Luo and Svendsen (1996) does, however, not take viscous effects into account

because it was originally developed, and is most commonly applied to bubbles, which by definition

have a negligible viscosity compared to the continuous phase. While some of the most re extensions,

outlined in section 2.4.4 succeeded in making the Luo and Svendsen (1996) framework usable in liquid-

liquid systems with comparatively low dispersed phase viscosities (Andersson and Andersson, 2006a,

Hagesaether et al., 2002, Han et al., 2011), no instance of this model being used successfully with viscous

dispersed phases have been found in the literature. Andersson and Andersson (2006b) show in single-

drop experiments that the highly viscous droplets tend to deform more dramatically before breakage,

leading to a more uneven daughter size distribution as well as longer breakup times, which is similar to

the conclusions drawn by Eastwood (2004). The focus of this section is to address this point in the form

of an extension to the Luo and Svendsen (1996) framework, which is capable of taking the dispersed

phase viscosity effects on the droplet deformations prior to breakup into account.

4.1 Model Development
The viscous dissipation energy inside a deforming droplet should be included in the breakup constraint

i.e. the energy a droplet receives from an interaction with an eddy must overcome the surface energy

density increase as well as the energy which is being dissipated by the viscous stress imposed on the

deforming droplet in order to cause a breakage event. This reasoning can be used to construct the new

breakup criterion, given in equation (4.1).

eλ ≥ eσ + eμ (4.1)

Here eλ is the available energy according to equation (2.54), eσ , the surface energy increase, according

to equation (2.56), using the energy density constraint cd , given in equation (2.64), and eμ the viscous

energy during deformation to be developed here. Incorporating the new breakup constraint into equation

(2.58) gives the new expression for the conditional breakup probability shown in equation (4.2).

P(d1,d0,λ ) = exp

(
−eσ + eμ

eλ

)
(4.2)

The flow conditions in a drop-eddy collision are very complex with a strong element of randomness,

which would require an in-depth analysis that can only be obtained by directly observing drop-eddy col-

lisions in single-drop experiments. As this data is currently not available and would require an excessive

experimental effort, we will assume simple shear flow in the elongating droplet. The viscous energy

dissipated inside a drop subjected to simple shear (τμ ) due to an elongation (ε̇) caused by an elongation

velocity (ū) along the principle axis of stretch isgiven in equation (4.3) & (4.4).

eμ (d0) = πd3
0τμ (4.3)

τμ = μdū/ε̇ (4.4)
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A similar energy relation was, for example, used by Vankova et al. (2007) in order to modify the

Coulaloglou and Tavlarides (1977) model for applicability in the viscous sub-range (2.30). The velocity

and elongation in the expression for the viscous stress in equation (4.4) need to be estimated in order for

the model to be complete. Vankova et al. (2007) estimated the viscous stress inside a deforming droplet

using the mean velocity difference of the droplet to the surrounding fluid. However, models based on

the Luo and Svendsen (1996) framework are more detailed, as they take drop-eddy collisions for the full

range of eddy sized into account. We can therefore use the eddy velocity uλ (λ ,ε) when evaluating the

new constraint in the integrals of the modelling framework (equations (2.60) & (2.61)). The elongation at

breakage (ε̇) is somewhat more difficult to characterize as it requires detailed knowledge of the breakup

process. In the absence of this rather complex information the initial diameter of the breaking droplet is

being used as an approximation of which can be assumed to be of the correct order of magnitude. It is

important to note that the new viscous constraint has a damping effect on the overall breakage rate, as

the viscous shear increases with the mean eddy velocity (uλ ), which increases energy dissipation rate,

thus offering increasing resistance to breakage, while the surface energy constraint is independent of the

dissipated energy. Considering the distributions shown in figure 3.9 it is obvious that the effect of μd
causes a decrease of the breakage rate (i.e. larger droplets) and a widening of the distribution; this should

be reflected by the new model.

4.2 Model Characteristics
The integration limits λmin and λmax in equations (2.60) & (2.61) should be chosen to represent the entire

inertial sub-range of turbulence, however, from a numerical point of view it is desirable to use more thigh

limits. Andersson and Andersson (2006a) used λmin = d0/10 to λmax = 10d0, while Han et al. (2011)

integrated from the Kolmogoroff microscale (η) to 5d0; both studies claim that in their specific case this

was sufficient to cover all eddie sizes contributing to breakage and extending the integration limits did

not change the resulting breakage rates. Both of these studies where concerned with mm sized droplets

with turbulent energy dissipation rates ranging from ε = 1.13 – 16.4 W/kg, whereas the drop sizes

encountered in this study range from a few tens to a few hundreds of μm, with energy dissipation rates up

to ε = 0.5 W/kg. Thus, the integration limits can be expected to include much larger eddies. Considering

the breakage probability, interaction frequency and the integral ω(d0,λ )P(d1,d0,λ ) allows for a detailed

visual analysis of these limits, which should be performed prior to any simulations to ensure a correct

choice of λmin and λmax. The available energy eλ and thus the breakage probability increases with eddy

size; the eddy concentration and thus the collision frequency, on the other hand, decreases exponentially

as increasing eddiy sizes are considered. The integral therefore goes to a maximum as shown in figure

4.2. This reveals that for the system parameters used in this study (drop size, energy dissipation rate,

surface tension, etc.), the breakage is dominated by eddies which are an order of magnitude larger than

the droplets, while smaller eddies having a negligible contribution to the overall breakage rate. Breakage

in this system, therefore occurs entirely in the viscous subrange, according to this modelling framework.

The daughter distribution (b(d1,d0)) calculated by the new model for the breakup of 100 μm drops of

increasing viscosities subjected to an energy dissipation rate of ε = 0.5 W/kg is shown in figure 4.3. The

daughter size distribution given by the Han et al. (2011) model is given for comparison. The shape of the

daughter size distribution, with sharp peak at fv = 0.5, of the formulation without the dispersed phase

viscosity term is maintained for the lower viscosities. The daughter size distribution is seen to become

wider as μd is increased and increasingly resemble a uniform distribution with zero at each extreme

(i.e. fv = 0 & fv = 1). This implies that low viscosity droplets break up predominantly into equal

sized fragments, while the size of the fragments formed from the breakup of highly viscous droplets
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become increasingly erratic, and eventually completely randomized. This behavior of the new model is

in agreement with the experimental observations by Andersson and Andersson (2006b).
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Figure 4.2: Integration term in new model includ-
ing viscous energy constraint (equation (4.1)) for

d0 = 100 μm and ε = 0.5 W/kg

Figure 4.3: Daughter size distribution for new model
including viscous energy constraint (equation (4.1))

for d0 = 100 μm and ε = 0.5 W/kg

A limitation of this new model is the fact that is does only predict the size distribution of the main

fragments, assuming binary breakage; it does not take the satellite drops that are formed in breakup of

highly viscous droplets into account. As explained in section 2.4.2, this is the case for most commonly

used daughter size distributions. While some attempts have been made to experimentally determine

the daughter size distribution from single-drop experiments, e.g. Andersson and Andersson (2006b),

Maaß et al. (2012a), or to adjust additional model parameters to obtain multi-fragment daughter size

distribution models, e.g. Kotoulas and Kiparissides (2006), Solsvik et al. (ress), by far the most common,

and straightforward approach is to simply assume a single multiple fragmentation event to be composed

of a number of of subsequent binary breakage events. This is illustrated schematically in figure 4.4. This

modelling approach is, of course, an approximation, which is contrary to experimental observations.

While the shearing off of small fragments has been observed in certain laminar flow conditions, it is

entirely unphysical for turbulent breakup, particularly when dealing with viscous and/or relatively large

droplets (Elemans et al., 1993, Janssen and Meijer, 1993). This approximation can, nevertheless, be

used to successfully simulate droplet breakup in a wide range of practical applications, without the

need of detailed knowledge about the actual daughter size distributions for the entire range of drop

sizes. When using a breakage rate model which includes empirical tuning parameters, it suffices to

adjust these parameters to give a higher overall breakage rate than would be needed if a multiple size

daughter distribution is considered. The illustrative example shown in figure 4.4 shows that the same

final daughter distribution can arise from multiple breakup events leading to equal sized fragments, as

for example given by equations (2.39) & (2.48), or unequal binary breakage, as for example given in the

U-shaped daughter size distributions given by Martinez-Bazan et al. (2010) or in the original formulation

of the Luo and Svendsen (1996) framework. The apparent breakage rate would have to be much higher

in these cases, as a single “real” breakage event is approximated by five subsequent breakage events,

which will have to occur in the same time-frame than the single fragmentation event to ensure the same

rate of size reduction. The choice of the daughter size distribution thus becomes inconsequential in cases

where parameter identification is performed for the breakage rate model. The breakage rate parameters

inherently linked to the specific daughter size distribution used and are likely to produce widely different
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results when used with a different one. This is, of course, equally true if a multiple fragment daughter

size distribution is used. Alternatively, an inverse PBE modelling approach, based on the self similarity

behaviour can be applied to experimental data to empirically determine the number of daughter droplets

and breakage rate which will result in the correct DSD (Raikar et al., 2006). Another empirical approach

would be to introduce additional parameters into the daughter size distribution to describe its shape and

number of fragments formed, such as the model proposed by Kotoulas and Kiparissides (2006). All of

this further adds to the system-specific and somewhat arbitrary nature of these parameters.

Figure 4.4: Breakup cascades for equal and un-equal sized daughter distributions, and
fragmentation into multiple daughter droplets via a deformed complex

Models based on the Luo and Svendsen (1996) framework, while inherently based on binary breakage,

can in theory be extended to multi-fragment breakup. It would be possible to include a third fragment

(d3), which satisfies the condition d0 =
3

√
d3

1 +d3
2 +d3

3 in the definition of the surface energy constraint

(equation (2.56)), where the size of two of the daughter fragments need to be known to determine the

size of the third. This would lead to a new conditional breakup probability of the form P(d1,d2,d0,λ ),
which when included in equations (2.60) & (2.61) would necessitate one more level of integrals to be

evaluated for the additional daughter droplet. An arbitrary number of additional daughter fragments can,

in principle, be included into the Luo and Svendsen (1996) framework in this manner. However, the

need to evaluate an increasing number of additional nested integrals will render the system numerically

difficult and possibly instable. Furthermore, using the currently available surface energy constraints

(e.g. equations (2.64) & (2.57)) will always favor binary breakage, as the addition of a third fragment

of any size will increase the total surface energy requirement regardless of the size of this fragment.

Deriving a physically correct energy constraint for a multiple fragmentation is thus not trivial. While this

clearly requires more thorough investigation and further refinement of the model, the new form can be

expected to accurately predict the evolution of the volumetric DSD because most of the mass is contained

in the main fragments (Andersson and Andersson, 2006b).
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5 Single-Block PBE Simulations

The breakage kernels and daughter size distribution used in the PBE (equation 2.1) should be capable to

provide accurate predictions for a wide range of operating conditions and emulsification systems in order

to maximize the usefulness of PBE modelling to the engineering community. It should be evident that

the tuning parameters, as well as the model formulations themselves, must contain geometry-specific

information when a single-block representation of the emulsification process is used for modelling, as

the system geometry is not explicitly taken into account in any of the models reviewed. Care must be

taken when applying a model to an emulsification process which is different than the one the model

was originally developed for; see table 4 in Becker et al. (2011) for details. The incorporation of PBE

modelling in a CFD framework, discussed in section 6, aims to eliminate the geometry dependence of

breakage models. In order for such a coupled framework to become a useful tool it is, however, necessary

to choose a breakage model which is applicable to a wide range properties (e.g. dispersed phase viscosity,

interfacial tension etc.), in a well-mixed system. In the ideal case, the tuning parameters used in the

model presented in section 2.4.1 and 2.4.2 should be universal and thus provide accurate results in any

well-mixed process, and many models have claimed this to be the case (Coulaloglou and Tavlarides,

1977, Luo and Svendsen, 1996, Martinez-Bazan et al., 1999). Numerous studies have, however shown

that this is not the case (e.g. Alopaeus et al. (2002), Becker et al. (2011)), and many of the models

are heavily dependent, not only on the system geometry, but also the particular two-phase system used.

Determining the correct tuning parameters experimentally is a time consuming exercise and not always

practical/possible in an industrial context. The phenomenological modelling approach pioneered by Luo

and Svendsen (1996), which is described in section 2.4.4, is particularly attractive for inclusion in a

coupled PBE-CFD framework because the empirical parameters used in this model intervene at a much

more basic level and are related the theory of turbulence itself. The new model, proposed in section 4 can

be expected to give even better simulation results as it includes the effect of dispersed phase viscosity.

The analysis in this section therefore focuses on the capability of this model to provide predictions of

the DSD evolution in a well-mixed system without prior parameter adjustment and the comparison to

single-equation models with adjusted parameters. An evaluating of the applicability of the breakage

models presented in sections 2.4.1 and 2.4.2 to the stirred tank geometry, using the lowest viscosity

system (EGDS-in-water) is presented in section 5.1 — see Becker et al. (ress) for details. This section

focuses on the capability of the models to capture the variation of breakage rate with energy dissipation

rate, when all other system parameters are kept constant. Section 5.2 focuses on the capability of the

breakage models to correctly predict the variation of breakage rate with dispersed phase viscosity, using

the silicone oil-in-water system.

5.1 Experimental Validation: EGDS-in-water
The main purpose of this section is the evaluation of the breakage models with respect to their capability

of representing the effect of energy dissipation rate (ε) on the evolution of the DSD, when all other system

parameters and operating conditions were kept constant. The emulsifications using the EGDS model

system presented in section 3.1.1 were used for this purpose. The single-block PBE simulations were

performed using the finite volumes discretization scheme, equation (2.24) with 60 logarithmically spaced

bins. Preliminary simulations using the fixed pivot and cell average techniques showed the finite volumes

scheme to be computationally fast and numerically stable (Becker et al., 2011). As this scheme was to be

used for the PBE-CFD coupling, it was also used here. The numerical accuracy of the simulations were

verified by comparing the simulations with 60 and 120 bins; no significant differences could be detected.
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Four different single equation models were chosen from the ones presented in section 2.4.1, the model

Alopaeus et al. (2002), given in equation (2.35), the empirical model by Sathyagal et al. (1996), given

in euqation (2.38), the model by Coulaloglou and Tavlarides (1977), given in equation (2.29), and its

extension by Baldyga and Podgórska (1998), given in equation (2.31). All of these four models were used

with a normal daughter size distribution, shown in equation (2.39), with the exception of the Sathyagal

et al. (1996) model, which relies on a daughter distribution determined from the self similarity properties

of the DSD (equations 2.42 & 2.43). The extension to the Coulaloglou and Tavlarides (1977) model by

Vankova et al. (2007), given in equation (2.30), was not used here, because dispersed phase viscosity was

kept constant. The model by Martinez-Bazan et al. (1999), and its extension by Hakansson et al. (2009),

shown in equation (2.34) was found to predict an un-physical shape of the breakage rate, dropping to zero

for the largest stable diameter. This is contrary to the observation by Baldyga and Podgórska (1998), who

found that even supposedly stable droplets continue to undergo breakage, albeit very slow. This was also

observed in the experimental data, which continued to move at a very slow rate even after the long

emulsification times of 300 min; this seems to be an inherent property of breakage dominated systems

which do not quickly attain an equilibrium between breakage and coagulationa. The phenomeonlogical

model by Luo and Svendsen (1996), see section 2.4.4, did not predict any breakage at all, regardless of

the critical energy criteria (ecr) used, because the integration limits in the original formulation of this

framework are limited to eddies smaller than the drop size. The energy of these eddies is, however, much

to low to cause breakage in this system with relatively low energy dissipation rate. The Han et al. (2011)

formulation of this model, which extents the integration limits to include larger eddies, as well as the

new model, detailed in section 4 are evaluated in the second part of this section.

5.1.1 Parameter Identification
The empirical parameters used in the four single-equation models were identified using the least squares

method, using the lsqnonlin function implemented in Matlab. The target function, given in equation (5.1),

was constructed from the difference between the experimental (nexp) and simulated distribution (nmod) at

all time steps (ti) and all discretization pivots (d j). The parameter identification was performed for each

of the experimental runs presented in table 3.4. The average of the parameter values thus obtained was

then taken to obtain a set of parameters capable of representing the entire set of experimental conditions.

F = ∑
i

∑
j
(nexp (ti,d j)−nmod (ti,d j))

2 (5.1)

The parameters, however, were found to deviate significantly from the ones proposed in the original

publications. It should come to no surprise that the models were capable to correctly represent the exper-

imental data for a system where a single experimental (ε) was varied but the resulting model/parameter

combinations are of limited usefulness for different emulsification systems. These averaged parameters

are shown, together with the values proposed in the original publications in table 5.1.

anot considered here
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Table 5.1: Identified parameters for emulsification EGDS-in-water in a stirred tank

Model Parameter Original Value Adjusted Value

Coulaloglou and Tavlarides (1977)
C1 4.87e-3 3.4e-4

C2 0.0552 0.0403

Baldyga and Podgórska (1998)
B1 – 0.56

B2 =
1

B1
– 1.78

Alopaeus et al. (2002)

A1 0.986 0.657

A2 0.892e-3 0.021

A3 0.2 0.402

Sathyagal et al. (1996),

S1 0.422 0.515

S2 0.247 0.232

S3 2.154 2.107

S4 0.0577 -0.177

S5 0.558 0.318

5.1.2 Simulation Results: Effect of Energy Dissipaton Rate
A comparison between the simulation results and the experimental data for the three different energy

dissipation rates (ε = 0.2 − 0.5W/kg) are shown in figures 5.1 – 5.3. The four models are denoted

CT – Coulaloglou and Tavlarides (1977), SR – Sathyagal et al. (1996), AP – Alopaeus et al. (2002),

BP – Baldyga and Podgórska (1998) in this discussion, as well as in the figure legends. Examining

these figures, it is clear that all four model, while making a different set of assumptions and being

based on quite different physical paradigms (i.e. stochastic nature of turbulence, intermittence, or self

similarity) produce good model predictions once the parameters were appropriately identified. Some

minor differences can, however be detected.

The SR model gives a good prediction for the DSD after 300 minutes for higher energy dissipation rates

of 0.35 and 0.5 W/kg. For the lowest agitation rate of 0.2 W/kg, it over predicts the size of the final

distribution. However, the SR model under predicts the intermediate DSDs for all three agitation rates.

In fact, the other three models give better predictions of the intermediary distributions. The AP model

tends to slightly under predict the DSDs at all energy dissipation rates. The CT and BP models give very

similar predictions of the DSD, relatively close to the experimental data. This similarity is mainly due

to the two models being based on the same theory and their breakage rates being characterized by the

d−2/3ε1/3 dependency on droplet diameter and energy dissipation rates, which is present in both models.

In terms of the evolution of the mean diameter, the AP, CT, and BP kernels tend to give a very similar

shape (curvature) of the mean diameter curve obtained from the experimental data. The AP model under

predicts the mean diameter significantly for ε = 0.2 W/kg. The extent of this under prediction decreases

progressively with increasing agitation rate, provides a very good fit for 0.5 W/kg. The SR does not

predict the shape of the mean diameter curve very well, over predicting at first before giving under-

predictions of the drop sizes towards the end of the agitation times. This suggests that the shape of the

breakage rate with respect to the drop size is not predicted correctly by the SR. The AP model, while

predicting the correct shape of the breakage rate does not seem to be able to correctly predict its variation

with energy dissipation; hence results in large difference in mean diameter prediction.
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Figure 5.1: Experimental & simulated DSDs with mean diameter for φ = 0.5% EGDS at ε = 0.2W/kg
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Figure 5.2: Experimental & simulated DSDs with mean diameter for φ = 0.5% EGDS at ε = 0.35W/kg
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Figure 5.3: Experimental & simulated DSDs with mean diameter for φ = 0.5% EGDS at ε = 0.5W/kg
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The above analysis of the modeling results shows that models that are based on the amount of turbulent

energy transferred to the particle (i.e. CT & BP) gives the most consistent and accurate predictions

of the DSD, mean diameter and standard deviation. They do, however, not take the dispersed phase

viscosity into account and therefore require a different set of parameters when they are to be used with

a different dispersed phase. The model by SR, which is based on an inverse problem does not give a

correct prediction of the nonlinearity of the breakage rate with droplet size; which could be corrected by

an adjustment of the powers in the equation for the breakage rate (2.38). Such an adjustment would be

somewhat arbitrary and would certainly result in a model with no physical relevance and no capability

of generalization to different systems. Based on this analysis, the Alopaeus et al. (2002) model is chosen

for comparison with the phenomenological models based on the Luo and Svendsen (1996) framework.

The simulation results for the final distributions, using the Alopaeus et al. (2002), the Han et al. (2011),

as well as the new model presented in section 4 are shown in figures 5.4 – 5.6, for the same three energy

dissipation rates and dispersed phase concentration of φ = 0.5%, presented earlier in this section. It is

important to note that the results are presented in terms of number distribution in figures 5.1 – 5.3 while

figures 5.4 – 5.6 are given in terms of volumetric distributions.

The model by Han et al. (2011) severely over-predicts the breakage rate, resulting in much smaller DSDs

for all three energy dissipation rates. This supports the conclusion that the viscous deformations are

important. The viscosity ratio between EGDS and water at 70◦C is relatively high μd/μc = 25, even

though this is the lowest viscosity system tested in this study (μd = 10 mPa.s). It can be expected that

over-prediction of the breakage rate by the Han et al. (2011), and in fact any model based on the Luo and

Svendsen (1996) framework will become increasingly severe for systems with an even higher viscosity

ratio. The new model (denoted “Mod. L&S”), on the other hand, provides good predictions of the

final volumetric DSDs, suggesting that the damping effect of viscous deformations on the breakage rate

derived in equations (4.1) – (4.4), is taken correctly into account. A deviation between the predicted

and measured results can be observed for the larger drop sizes, where the new model predicts a slightly

wider distribution than is experimentally observed. The shape of the Sauter mean diameter evolution is,

however, not very well predicted by this model, even though the final distributions and Sauter diameters

are predicted correctly. This makes this model well adapted for the prediction of equilibrium drop sizes

but limits its usefulness for the prediction of the emulsification dynamics. Potential improvements to

this model should start from this observation. The Alopaeus et al. (2002) single-equation model, with

adjusted parameters, gives clearly the best prediction for the d32 evolution. Examining the volumetric

distributions, rather than a single mean diameter, shows that the width of the DSD is, however, not very

well predicted by the much narrower model predictions. The Alopaeus et al. (2002) model could easily

be adjusted to better fit the volumetric distribution by changing the target function (equation 5.1).

The choice of the breakage model to be used for a specific engineering application is not as straight

forwards as simply selecting the one with the best apparent model fit. The decision process should also

take practical considerations into account. If ample experimental data for a process exists or can be easily

obtained, it is convenient to use one of the single-equation models, such as the one by Alopaeus et al.

(2002) or Coulaloglou and Tavlarides (1977), as the parameter estimation is quite rapid and straight-

forward and such models where shown to give very good model predictions. More care must be taken

when no experimental data is available or such data has been obtained for a similar but not exactly

identical system. A model, which takes the variation between the systems into account should be chosen

in such a case, the Coulaloglou and Tavlarides (1977) model, for example should not be chosen when

the dispersed phase viscosity is varied, as this model does not take its effect into account. The Luo

and Svendsen (1996) has the advantage that it only uses parameters related to the underlying theory of

turbulence and is therefore much less susceptible to changes of the system properties; it can be used
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Figure 5.4: Initial and final experimental measurements with simulations results (left) and Sauter
mean diameter (right) for φ = 0.5% EGDS at ε = 0.2 W/kg
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Figure 5.5: Initial and final experimental measurements with simulations results (left) and Sauter
mean diameter (right) for φ = 0.5% EGDS at ε = 0.35 W/kg
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Figure 5.6: Initial and final experimental measurements with simulations results (left) and Sauter
mean diameter (right) for φ = 0.5% EGDS at ε = 0.5 W/kg
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reliably for gas-liquid and certain low viscosity liquid-liquid systems. In the latter case, the Han et al.

(2011) model was shown to give much better results, especially when the system is characterized by low

average turbulent dissipation rates. The new model, proposed in section 4, was shown to give much better

simulation results than the Han et al. (2011) model when μd is significant. It does, however, give poorer

predictions than the single-equation models for the emulsification dynamics. As the models based on the

Luo and Svendsen (1996) framework require additional integrals to be evaluated, they are slightly more

numerically difficult to implement. The performance of the new model, with respect to its capability to

correctly predict the effect of the dispersed phase viscosity is evaluated more thoroughly in section 5.2.

When the system geometry deviates significantly from the ideal, well-mixed case presented here, it is

imperative that model parameters are adjusted accordingly. Combining PBE and CFD can potentially

de-couple the breakage model parameters from the system geometry and make the breakage model more

universally applicable. Using the new model in such a framework is particularly enticing, as it offers the

possibility to obtain a model which is completely based on physical considerations.

5.2 Experimental Validation: Silicone Oil-in-water
5.2.1 Simulation Results: Effect of Dispersed Phase Viscosity

The silicone oil-in-water system, described in section 3.1.2 was used to evaluate the breakage rate mod-

els with respect to the effect of dispersed phase viscosity. Two single-equation models were chosen for

comparison with the new model, the Alopaeus et al. (2002) model, used in the presious section, and the

Vankova et al. (2007) modification to the Coulaloglou and Tavlarides (1977), given in equation (2.30).

Both of these two models are designed to take the dispersed phase viscosity term into account. The

experimental results for initial (i.e. 1 or 5 min) and final (300 min) distributions together with the simu-

lation results for the three different models are shown in figure 5.7, for the four different viscosity oils

at 5 % dispersed phase fraction and an energy dissipation rate of ε = 0.5 W/kg. The parameters used in

the Alopaeus et al. (2002) and Vankova et al. (2007) models were identified using a similar procedure

than was outlined in section 5.1.1. The volume density distribution, rather than the number distribution

was, however, chosen for the construction of the target function. The parameters used to generate the

simulation results shown in this section are given in table 5.2

Table 5.2: Identified parameters for emulsification silicone oils-in-water in a stirred tank

Model Parameter Original Value Adjusted Value

Alopaeus et al. (2002)

A1 0.986 0.0021

A2 0.892e-3 0.0416

A3 0.2 0.1059

Vankova et al. (2007)

C1 0.05 3.00e-4

C2 11.4 0.0317

C3 0.05 14.158
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Figure 5.7: Initial and final experimental distributions (symbols) with modelling
results (lines) for ε = 0.5 W/kg, φ = 5%(w/w) for silicone oils of (a) μd = 20 mPa.s

(b) μd = 50 mPa.s (c) μd = 100 mPa.s and (d) μd = 350 mPa.s

A comparison of the three models shows that the new, modified Luo and Svendsen (1996) model provides

a very good prediction of the experimental results when the dispersed phase viscosity is varied between

μd = 20 and 100 mPa.s. The widening of the DSDs with increasing dispersed phase viscosity is well

represented by this model. It must be noted that the long tail of the experimental results for the final

distribution is likely due to experimental noise and inaccuracies in the image-treatment algorithm (see

section 3.3.3). Nevertheless, the main distribution, which remains close to a Gaussian shape, is clearly

visible in figure 5.7(c), which allows the conclusions drawn from the analysis presented in this section

to be considered accurate. The most viscous (μd = 350 mPa.s) case is characterized by a much wider

and more noisy initial, as well as final, distributions. The new model fails to predict the width of this

distribution accurately, but gives a good estimation of the general position of the peak of the DSD. The

Alopaeus et al. (2002) model provides good predictions of the position of the peak for the μd = 20 and

50 mPa.s case, but predicts a narrower distribution than is experimentally observed; as was seen in the

results shown in figures 5.4 – 5.6 This model does, however, over-predict the breakage grate for the

100 and 350 mPa.s case. The under-prediction of the width of the DSDs becomes larger with increasing

dispersed phase viscosity. The Vankova et al. (2007) produces a very similar final DSD than the Alopaeus

et al. (2002) model for the μd = 20 mPa.s case, but it fails to accurately predict the DSDs for the higher

viscosities, as it gives an increasing under-prediction of the breakage rate with increasing dispersed

phase viscosity. As discussed previously, it is possible to fit a set of parameters to the two models, which

provides excellent results for each of the dispersed phase viscosities used individually. This suggests

that it is not possible to obtain a set of parameters, which remains valid for this emulsification system

regardless of dispersed-phase viscosity.
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The Alopaeus et al. (2002) seems to take the dispersed phase viscosity much better into account than

the Vankova et al. (2007) modification to the Coulaloglou and Tavlarides (1977) breakage model. The

new model, on the other hand makes superior predictions regarding the effect of μd because of its phe-

nomenological, and thus much more physically accurate, nature. Further confirming the conclusions

given in section 5.1. The fact that all three models, which make the assumption of binary breakage,

predicts a much narrower DSD for the highest viscosity (μd = 350 mPa.s) suggests that a fundamental

change in the underlying breakage mechanism is taking place. The single-drop experiments by Anders-

son and Andersson (2006b) have shown that high-viscosity droplets undergo dramatic deformations into

multiple thin threads. The breakage occurs before the fluid contained in the droplet had the chance to

redistribute itself into more stable shape, from a surface energy point of view. This does, by definition,

result breakup into multiple fragments. The approximation of a multi-fragment breakup event being

composed of multiple subsequent binary breakage events only provides a reasonable prediction of the

overall breakage rate up to a certain point up to a certain limit. For the system presented in this study, the

validity of this assumption is shown to break down for a dispersed phase viscosity of μd = 350 mPa.s. If

a mutiple-fragment daughter size distribution is to be used with the Alopaeus et al. (2002) and Vankova

et al. (2007) breakage models, it becomes necessary to re-identify the parameters. The new model, based

on the Luo and Svendsen (1996) framework cannot be used with an arbitrary daughter size distribution

because the conditional breakage probability (equation 2.58) is inherently linked to both, the breakage

rate and daughter size distribution. It is however possible to construct a conditional breakage probabil-

ity based on an energy requirement (eσ + eμ ) derived from more than two potential daughter droplets.

This would greatly increase the complexity and computational requirements of the model because of

the requirement of an additional dimension over which the conditional breakage probability has to be

integrated for each potential additional daughter droplet. It can be concluded that overall the new model

proposed in this work is superior to the other two models in terms of taking dispersed phase viscosity

into account.

5.2.2 Simulation Results: Effect of Energy Dissipation Rate
Figure 5.8 shows the initial and final distributions for emulsification of 50 and 100 mPa.s silicone oils at a

concentration of 5 % and energy dissipation rate of ε = 0.2 W/kg. The final drop sizes are slightly larger

and much wider than the ones presented in figures 5.7(b) and 5.7(c). For the 100 mPa.s case, figure 5.8(b),

a similar observation can be made as for the higher agitation rate of ε = 0.5 W/kg, shown in figure 5.8(b).

The Alopaeus et al. (2002) And Vankova et al. (2010) models both tend to give a reasonable estimation of

the size of the peak, but predict much narrower distributions than are experimentally observed. The new

model predicts a larger distribution. The Alopaeus et al. (2002) model over predicts the breakage rate for

the lower viscosity (μd = 100 mPa.s) oil, shown in figure 5.8(a), while the new model provides a good

prediction of the position and size of the peak, with slightly more small droplets than experimentally

observed. The Vankova et al. (2007) model gives an excellent prediction in this case. This highlights the

importance model validation and parameter identification with a wide range of experimental conditions.

The Vankova et al. (2007) model could be considered to provide much better predictions than the other

two models, based on figure 5.8 alone.
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Figure 5.8: Initial and final experimental distributions (symbols) with modelling results (lines) for ε = 0.2 W/kg,
φ = 5 %(w/w) silicone oils with (a) μd = 50 mPa.s (b) μd = 100 mPa.s

5.2.3 Emulsification Dynamics
A more detailed analysis of the simulations for the DSD evolution, using the 50 mPa.s case as an example

is presented in figure 5.9, which shows the experimental and simulated cumulative distributions for times

t = 1, 20, 60, 120, and 300 min for the three models compared in the previous sections, as well as the

new model. The evolution of the Sauter mean diameter for the distributions shown in figure 5.10. The

new model, shown in figure 5.9(d), can be seen to be lagging behind the intermediate experimental

distributions, while the Alopaeus et al. (2002) model, shown in figure 5.9(a), tracks the intermediate

distributions somewhat better; both models give a good representation of the final distribution. This is

similar to the observations made, based on figures 5.4 – 5.6 in section5.1.2. The Vankova et al. (2007)

model, shown in figure 5.9(b), consistently under-predicts the breakage rate while the Han et al. (2011)

model, which does not take dispersed phase viscosity into account, over predicts the breakage rate even

more dramatically than in the lower viscosity EGDS system.

The Alopaeus et al. (2002) model produces a Sauter mean diameter which is very close to the experi-

mental value (see figure 5.10), whereas the d32 predicted by the new model does not fit the data as well.

This is, again, in agreement with results for the EGDS system. Basing the analysis solely on the repre-

sentation of the Sauter mean diameter would lead to the conclusion that the Alopaeus et al. (2002) model

is superior to the new model proposed in this work. However, considering the entire distributions, shown

in figures 5.7 & 5.8, clearly show that the new model provides a much better prediction. It is therefore

imperative that any model validation procedure should be based on the fit of the DSD rather than some

mean value such as d32.

The lag observed in the simulations using the new model proposed in this work, figures 5.9 & 5.10, can be

explained by the fact the new model strictly uses the assumption of binary breakage for the calculation of

the breakage rate. Fragmentation into multiple daughter droplets necessarily causes the generation of, at

least some, small droplets, leading to an overall increased the speed of the size reduction of the emulsion.

The assumption of binary breakage can be considered much more accurate for small droplets, which

tend retain their spherical shape due to an increased importance of surface tension. Whereas the large

droplets (i.e. > 100 μm), almost certainly experience dramatic elongations and viscous deformations,

which leads to multiple breakage events. The single-equation Alopaeus et al. (2002) model is able to

take this observed increase in size reduction into account by considering multiple breakage events as a

series of subsequentbinary breakage events, which is reflected in a set of parameters predicting a higher

breakage rate for larger droplets, which are still assumed to undergo binary breakage.
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Figure 5.9: Cumulative volume distributions for 5 % silicone oil with μd = 50 mPa.s & ε = 0.2 W/kg, using (a)
the Alopaeus et al. (2002) (b) the Vankova et al. (2007) (c) theHan et al. (2011) modification to the Luo and

Svendsen (1996) and (d) the new model proposed in section 4
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Figure 5.10: Sauter mean diameter (d32) evolution for 5% silicone oil with μd =
50 mPa.s & ε = 0.2 W/kg

While this results in a model that captures the emulsification dynamics relatively well, it is not strictly

speaking a physically correct representation of the breakup process. Such an approximation cannot be

implemented in the new model, as the breakage rate and daughter size distributions are inherently linked

by the phenomenological modelling approach of the Luo and Svendsen (1996) framework. No adjust-

ment parameters exist in this model, which allow for the breakage rate to be increased artificially for

the larger droplets; introducing such an adjustment parameter would compromise the phenomenological

nature and essentially reduce the modelling approach back to an empirical parameter fitting exercise.

The complications with including multiple breakage in this model were explained in section 4.2.
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5.2.4 Model Convergence
In order to validate the new model, it is important to ensure that the model predictions of the final drop

size after a long emulsification time where not a chance result based the specific initial distribution;

especially when considering that no empirical parameters where adjusted to the data. As can be seen

from the distributions and d32 shown in figures 5.9 and 5.10, the DSDs tend to an equilibrium drop

size with very slow size reduction observed at the end of the experiments. A true equilibrium DSD,

based on an equal breakage and coagulation rate is not observed in the experiments presented here

because care was taken to minimize coagulation by using an excess of surfactant with a relatively low

dispersed phase concentration. Obtaining such an equilibrium would take a much longer agitation time

in this case. The breakage rate of the small droplets at the end of the emulsification process is, however,

very slow and most of the size reduction occurs in the first 100 to 200 min of the agitation time. The

simulations were therefore repeated for the same experimental conditions shown in figure 5.7, using an

arbitrary Gaussian distribution as the initial condition. The results of these simulations are shown in

figure 5.11. It can be seen that the new model predictions remain very similar to the ones observed using

the experimental measurements for all four dispersed phase viscosities. The other two models predict

very similar distributions for μd = 20 and 50 mPa.s, but the tendency of over- and under-prediction

observed for the higher viscosities (μd = 100 and 350 mPa.s) are more pronunced when an arbitrary

initial distribution is used. This leads to the conclusion that the new model does converge to the correct

result regardless of the initial distribution and the good model predictions presented in the previous

sections were not due to the shape/position of the initial experimental DSD.

Figure 5.11: Final experimental distributions (squares) with modelling results (lines) for ε = 0.5 W/kg, φ =
5 %(w/w) silicone oils with (a) μd = 20 mPa.s (b) μd = 50 mPa.s (c) μd = 100 mPa.s and (d) μd = 350 mPa.s

using an arbitrary distribution as initial conditions (disks)
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6 Population Balance – CFD Coupling

6.1 The Coupling Framework
6.1.1 Governing Equations

The coupled PBE solver is based on the well-known transport equation of a passive scalar (T ) inside

of a turbulent flow field, U = (ux,uy,uz), given in equation (6.1). This equation is presented for a 3-

D Cartesian coordinate system, x = (x,y,z). The transport of the flow is governed by the convective

transport with the flow field, ∇x · (UT ), and the diffusion due to a concentration gradient of the scalar

in question, ∇2
x(DT T +DTurbT ). The source terms, SPBE , are derived from a description of the droplet-

scale phenomena, described in section 2.4, and can take a different physical meaning, depending on

the discretization method used. The coupling between the transport equation and the PBE solution is

essentially realized through these source terms. The flow field is obtained from a numerical solution to

the Navier-Stokes equation (2.69). Diffusion is defined by the molecular diffusion coefficient, DT , of

the transported species inside of the continuous fluid and the turbulent diffusion coefficient, DTurb. for

fully turbulent flow it is generally assumed that DT � DTurb, which is particularly true for micron-sized

droplets, which experience a negligible amount of diffusion due to random molecular motion.

∂T
∂ t

+∇x·(UT )−∇2
x (DT T +DTurbT ) = SPBE (6.1)

Turbulent diffusion of droplets is due to transport of droplets within larger eddies, the turbulent diffusion

coefficient can therefore be represented in terms of the eddy diffusivity, νTurb, and the turbulent Schmidt

number, ScTurb (equation (6.2)). The eddy diffusivity is provided by the RANS turbulence model (see

section 2.5.2) and the turbulent Schmidt number is assumed to be of order unity; it is generally taken to

vary between 0.7 – 1.0. Taking the value of ScTurb to be 1.0 is a good order-of-magnitude approximation,

in the absence of more detailed models and/or experimental data describing droplet transport within

the eddies. This diffusion term is not to be confused with the diffusion term present in the PBE itself

(2.1): the term in equation (6.1) describes diffusion due to spacial variations in the concentration of the

transported quantity, while the diffusion term given in equation (2.1) relates to the internal variable(s) of

the PBE (i.e. drop size).

DTurb =
νTurb

ScTurb
(6.2)

The Finite Volumes scheme (Filbet and Laurençot, 2004, Kumar et al., 2009), given in equation (2.24),

was chosen to discretize the internal variable of the PBE (i.e. drop size). This scheme has numerous

advantages over the various discretization schemes based on the number distribution when it comes to

coupling with a finite volumes-based CFD code. It has been found to be very numerically stable and fast

(Becker et al., 2011, Kumar et al., 2009) and ensure very good mass conservation even if relatively few

bins are used because it is based on the volume conservativea formulation of the PBE given in equation

(2.9). Most importantly, it is derived a set of ODEs based on a mass (or volume) distribution, g(Vi), rather

than the number distribution, n(Vi), which is usually used. Using a finite-volumes based discretization

amass and volume conservation are equivalent for incompressible fluids

Per Julian BECKER February 26, 2014 70



6. POPULATION BALANCE – CFD COUPLING

scheme for the internal PBE variable inside of a finite volumes based CFD code appears intuitive and

facilitates implementation and numerical stability. The definition of the mass fluxes (Ji±1/2) across the

boundaries between the individual pivots (Vi±1/2) is, in fact, somewhat equivalent to the definition of the

fluxes across the mesh cell boundaries (Φ), which are used in the numerical solution to the Navier-Stokes

equation.

The scalar for which the transport equations are constructed is the discrete volume distribution Gi =
g(Vi)/(Vi+1/2−Vi−1/2). This formulation was chosen because it represents the the mass hold-up fraction

of the droplets contained in a given bin, and has therefore a tangible physical meaning. The transport

equation for NP discretization points of the PBE is shown equation (6.3). The source terms (Ji±1/2) where

described in section 2.3. The source terms for breakage are given in equation (2.25) and for coagulation

in equation (2.26); only the former are being used here, because this work is focused on the breakage

dominated case.

∂Gi

∂ t
+∇x·(UGi)−∇x

2 (DTurbGi) =−(
Ji+1/2 − Ji−1/2

)
(6.3)

The solution of this set of equations requires the flow field (U) as well as the turbulent viscosity (νTurb)

to be known. The droplet-scale models, discussed in section 2.4 , generally require knowledge of the

turbulent energy dissipation rate (ε), which is given by the RANS turbulence model for each mesh cell.

Figure 6.1: Schematic outline of the PBE-CFD coupling framework as implemented in OpenFOAM
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6.1.2 Implementation in OpenFOAM
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Figure 6.2: case set-up for
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The one-way coupling algorithm for steady-state regime is

summarized in figure 6.1; it can be outlined by the follow-

ing steps: first, a finite volumes mesh with NM mesh cells

is generated for the geometry in question. The single-phase

CFD simulations used for the definition of the flow-field and

turbulence parameters can be performed using the standard

RANS approach for turbulent flows in OpenFOAM or any

other third party CFD software with compatible output for-

mats. Once the PBE discretization & initial DSD for the

NP bins are defined, the integrals in equation (2.25) are inte-

grated and stored in memory. It is important to note that the

memory requirement for this approach can quickly become

very large, as the two storage matrices for the integral terms

are of sizes NPxNPxNM and NpxNM; however, this drawback

is compensated by the speed-up achieved by avoiding re-

calculation of the PBE integrals at each iteration. The PBE

source terms (Ji±1/2) are then calculated for each Gi, taking

the entire DSD into account, and used to construct the NP

transport equations (see equation 6.3). Each transport equa-

tion with source terms is then solved individually on the NM

mesh cells using the finite volumes solution algorithms avail-

able in OpenFOAM. The complete DSD is then updated, be-

fore repeating the procedure until numerical convergence is

achieved. If a two-way coupling is to be realized, two addi-

tional steps need to be included for each iteration/time step

after solving the NP equations for Gi: namely to re-calculate

the emulsion properties (e.g. dynamic viscosity, drag coef-

ficients etc.) for each mesh-cell and then solve the Navier-

Stokes (velocity, pressure) and turbulence closure equations

(e.g. k-ε) using a standard algorithm.

The solution to equation (6.3) according to this strategy was

realized in a custom solver (�� $
��). This solver considers

each one of the holdup fractions Gi as a separate volume

scalar field (i.e. a distribution of a scalar on the mesh). The

required file structure of a case for running �� $
�� is given in figure 6.2. The additions to the standard

OpenFOAM case (see figure 2.5) are the definition of the initial fields for the DSD, given in a separate file

(���
�) for each Gi and a dictionary defining parameters relevant to the PBE models, �� ��
�������.

This dictionary contains the volumes of the discretization bins (Vi) and the boundaries between the bins

(Vi±1/2), as well as the physical properties of the dispersed phase (μd , σ , ρd) and the continuous phase,

where not already defined in the ������
����
������� dictionary. �� ��
�
������ also allows the

breakage and coagulation models to be specified, along with the empirical parameters. The breakage

rate models by Alopaeus et al. (2002), Vankova et al. (2007), as well as the new formulation of the Luo

and Svendsen (1996) framework, described in section 4, are currently implemented. A normal (equation

2.39), U-shaped (equation 2.47), or bell-shaped (equation 2.48) daughter distribution can be chosen for

the single equation models. When using the new model to estimate the breakage rate, it is imperative

that the associated daughter distribution is also chosen, because the two are inherently linked (see section
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2.4.4). The coagulation model given in equations (2.50) & (2.52) was implemented. Coagulation was,

however, switched off in all of the calculations presented in this work.

Figure 6.3: Mesh used for the 2-D simulation of the Niro-Soavi HPH valve

6.2 Single-Phase CFD Simulations
Steady-state CFD simulations for the Niro-Soavi lab-scale HPH described in section 2.1.2 were per-

formed on a 2D-wedge (5◦) with 158,400 cells; the mesh was refined at the walls and in the gap zones,

as well as around the jet. This type of HPH valve was found to exhibit sufficient radial symmetry to

justify the use of a 2-D mesh by Casoli et al. (2006). The use of a small-angled wedge preserves some

of the three dimensional character of mass conservation – i.e. the widening of the gap with radius when

compared to a pure, constant width 2-D simulation. An increase of the radial resolution of the mesh to

a width of 5 cells, while keeping the wedge angle at 5˚ did not result in any improvement of the CFD

results. Dimensions of the valve were provided by GEA Niro Soavi (see figure 2.1) and verified by direct

measurements. The mesh is shown in figure 6.3. The inlet velocity was fixed to 2.15 m/s according to

experimental measurements and the outlet pressure was fixed to 0 bar (gauge). As the gap size could
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not be measured directly, a series of simulations were performed for varying gap heights from which the

desired inlet pressures (200, 400, and 600 bar) were chosen for the subsequent PBE simulations; the gap

heights were in the order of 10μm. Turbulence was accounted for by using a RNG k− ε model, used

without without wall functions. This widely applied model was found to give faster convergence and less

mesh sensitivity than the standard k−ε model in this case. To use a k−ε model accurately without wall

functions, i.e. to resolve the turbulence all the way to the wall, requires the mesh to be refined near the

walls; this was verified by examining the y+ values (i.e. dimensionless wall distance). The use of a tur-

bulence formulation without wall functions was chosen because it allows for a more accurate description

of the effects of the gap walls on the turbulence and reduces mesh dependency of the solution.

Results of the converged CFD simulation for a pressure of 200 bar are shown in figures 6.4 & 6.5. These

figures show that most of the turbulent energy is dissipated in the gap as well as the turbulent jet, where

we would expect the major part of the breakage to occur. Two large recirculation zones can be observed

around the jet, which means that droplets caught inside of them might pass through the high-energy

dissipation zone multiple times, and thus experience multiple subsequent breakage events before finally

reaching the outlet. The fluid velocities in the gap are extremely high (> 100 m/s), which results in

reynolds numbers in the order of Regap = 1000. While this is not very turbulent, it is clearly not laminar

either; unfortunately no turbulence models exist, which are capable of dealing with such tansitional cases.

It is however clear that the jet leaving the gap is turublent.

Figure 6.4: Flow field and velocity magnitudes for HPH valve at 200 bar
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Figure 6.5: Zoomed view of the flow field (left) and energy dissipation rates in the turbulent jet

6.3 Modelling Results: High-Pressure Homogenizer
A first set of simulations were performed for three subsequent passes of sunflower-oil pre-emulsion

using the Alopaeus et al. (2002) model, equation (2.35), with the parameters presented in table 5.2, and

a normal daughter size distribution, equation (2.39). The simulation results are shown, together with the

experimental results in Figure 6.6. An over-prediction of the breakage rate is observed.
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Figure 6.6: Preliminary simulation results for emulsification of sunflower oil at
400 bar, using the Alopaeus et al. (2002) breakage model

The parameters in the Alopaeus et al. (2002) model could simply be adjusted to provide a better fit of

the experimental data than using the parameters derived in a radically different geometry. This classi-

cal chemical engineering approach does, however, not take all of the details provided by the coupled

PBE-CFD simulations into account. However, this would result in a set of parameters which are only

applicable to the particular HPH valve, range of pressure drops, and physical parameters used here. Fur-

thermore, a very large set of experimental data would be required to determine a set of parameters with

a large enough range of applicability to be considered useful. Even with a very large data-set, some

geometrical and system-dependent information will invariably be contained in the parameters, which is

precisely what a coupled PBE-CFD solution approach attempts to minimize. The framework allows for

a much more detailed analysis of the breakage phenomena across the entire geometry, which, in turn,

allows the breakage models to be adapted based on the conclusions drawn from such an analysis. Inves-

tigating the breakage phenomena in detail will lead to a better understanding of the breakup phenomena

and ultimately much better and more predictive models.
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Figure 6.7: Sauter mean diameter and hold-up percentage of droplets with d = 1.1 & 40 μm at the entrance
and exit of the HPH gap for the first pass of sunflower-oil emulsion at 400 bar using the Alopaeus et al. (2002)

breakage rate model

The evolution of the Sauter mean diameter (d32), as well as the hold-up percentages for the classes cor-

responding to 1.1 and 40 μm, at the entrance an exit zones of the gap for the first pass of a sunflower-oil

emulsions at 400 bar are shown in figure 6.7. Because of the extremely high energy dissipation rates

predicted by the RNG k-epsilon turbulence model for the inside walls of the gap (see figure 6.5), we

can see that the large droplets rapidly reduce in size as they enter the gap until they no longer undergo

breakage; virtually no breakage is found to occur in the turbulent jet or the remainder of the outlet section

of the valve for droplets with diameter d0 ≈ 40 μm. The smaller droplets start to be generated towards

the exit of the gap. This stands in contrast with the previously held assumptions that, for turbulent flow, a

significant amount of breakage should occur in the turbulent jet (e.g. Hakansson et al., 2009, Innings and

Tragardh, 2007). Furthermore, phenomenological considerations dictate that the assumptions of turbu-

lent breakage models based on stochastic drop-eddy collisions with spherical droplets are not valid any

more in the heavily confined flow of the gap. The observation that turbulent breakage is not applicable

inside of the very narrow gap of a bench-scale HPH valve becomes even more obvious when the size of

the droplets is taken into account: the diameter of the droplets entering the gap (d32 = 48 μm) is much

larger than the gap itself (≈ 10 μm). A different mechanism is proposed for the largest droplets, which

are up to one magnitude larger than the gap: first they will elongate and deform in the narrowing section

leading to the gap entrance, before entering the gap largely intact. They then traverse the length of the

gap as a flattened slug of pure dispersed phase, before entering the turbulent jet as a stream of oil being
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violently broken apart by the high levels of turbulence in this region. The formalized inclusion of this

mechanism in the modelling framework is proposed in the next section.

6.3.1 Improved Wall Treatment
The observations drawn from figure 6.7 make it abundantly clear that turbulent breakage models are not

applicable when the spherical droplets are in contact with the walls, as the droplet would be forced to

undergo deformations not taken into account by the model. This issue is particularly important in very

small geometries, which necessitate a CFD-mesh size below the droplet diameter for which the PBE is to

be solved, as is the case for the bench-scale HPH valve used here. In such a case, it does not make sense

to define the DSD field across the geometry to represent the DSD in each finite volumes cell; rather

it represents the probability to find a droplet of a given size with center inside of the cell in question.

Therefore, a condition disregarding the breakage of droplets with diameters larger than the minimum

wall distance of a given mesh cell was included in the CFD-PBE framework (see equation 6.4).

Figure 6.8: Sauter mean diameter and hold-up percentage of droplets with d = 1.1 & 40 μm at the entrance
and exit of the HPH gap for the first pass of sunflower-oil emulsion at 400 bar using the Alopaeus et al. (2002)

breakage rate model with the condition shown in equation (6.4)
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Sactual(di) =

{
0, di ≤ y

S(di), di > y
(6.4)

The evolution of d32 and hold-up percentages for the classes corresponding to 1.1 and 40 μm for the first

pass of sunflower oil pre-emulsion at 400 bar in the gap entrance and exit regions, using the Alopaeus

et al. (2002) breakage model and including the above condition is shown in figure 6.8. In contrast to

the original model formulation, without the new condition, presented in figure 6.7, virtually no breakup

occurs at the gap entrance and inside of the gap for the large droplets, in accordance with the assumption

that large droplets pass the gap as continuous slugs. The major part of the size reduction can now be

observed in the turbulent jet in proximity of the gap exit. Virtually droplets of size 1.1μm are formed

because the larger droplets break up after leaving the gap and pass rapidly to the regions beyond the

turbulent jet, where energy dissipation rates too low to cause further breakup. These smaller droplets

will be formed by breakup inside of the gap in subsequent passes, which corresponds to the experimental

distributions shown in figure 6.6. A significant amount of droplets with sizes around 1 μm are only

observed from the second pass onwards. This is conform to the observation by Hakansson et al. (2009)

that drop breakup is confined to the region directly after the gap exit. The outlet DSDs for the three

passes are shown in figure 6.9, for both, the new breakage model and the one by Alopaeus et al. (2002).
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Figure 6.9: Experimental measurements (empty symbols) & simulation results (filled symbols) with enhanced
wall treatment for three consecutive passes of sunflower-oil (μd = 50 mPa.s) emulsion at 400 bar using (a) the

Alopaeus et al. (2002) and (b) the new breakage rate models

While the simulations for the 400 bar, sunflower-oil case, using the Alopaeus et al. (2002) model with

improved wall treatment, using the parameters determined from stirred tanks experiments, as shown in

figure 6.9(a), captures the order of magnitude of the size reduction of the final distribution after three

consecutive passes to around 1 μm, an under-prediction of the breakage rate can be observed. Coupling

a breakage rate model which requires a completely different set of parameters for each different system

geometry seems largely redundant as in this case it would be more convenient and economical to use a

single-block PBE model with the entire the geometry dependence contained in the empirical parameters.

The simulations using the new model, as shown in figure 6.9(b), on the other hand, provides a good

estimation of the final drop size after the three consecutive passes. The drop-size reduction predicted

for the first two passes, is seen to lag behind the experimentally observed values. This deviation is

likely to result from the fact that binary breakage is assumed, which is clearly not applicable for the the
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fragmentation of large droplets as they leave the gap and enter the turbulent jet. It must, however, be

noted that both breakage model applied here assume binary breakup, with a daughter size distribution

favoring equal sized breakup. Hence, the fragmentation into multiple, small daughters, which is expected

of the oil jet entering the turbulent region after the gap is not taken into account. Thus, multiple breakup

events are considered as a series of individual, subsequent binary breakage events; an assumption which

has been put into question (e.g. Elemans et al. 1993), as was explained in section 4.2. A comprehensive

evaluation of the performance of modeling framework and breakage rate kernels presented here requires

an investigation of how the model behaves for different parameters and operating conditions described in

sectio 2.1.2. The two breakage models are evaluated and compared for their capabilities to simulate drop

breakup at varying pressure drop and dispersed phase viscosity (see table 3.3 for details of the system

properties).
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Figure 6.10: Experimental measurements (empty symbols) & simulation results (filled symbols) with en-
hanced wall treatment for three consecutive passes of sunflower-oil (μd = 50 mPa.s) emulsion at 200 bar

using (a) the Alopaeus et al. (2002) and (b) the new breakage rate models
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Figure 6.11: Experimental measurements (empty symbols) & simulation results (filled symbols) with en-
hanced wall treatment for three consecutive passes of sunflower-oil (μd = 50 mPa.s) emulsion at 600 bar

using (a) the Alopaeus et al. (2002) and (b) the new breakage rate models
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6.3.2 Model Evaluation: Effect of Pressure Drop
Figures 6.10(a) & 6.11(a) show that the Alopaeus et al. (2002) model provides consistent under-predictions

of the breakage rate for sunflower oil emulsions the lower (200 bar) and higher (600 bar) pressure drops.

The drop size distributions seem to lag behind the experimental results and the model predictions for

pass 3 corresponds to the observed distributions for pass 2. The simulations using the new breakage

model, on the other hand, deliver much better predictions for the final drop sizes for sunflower oil at both

200 and 400 bar, shown in figures 6.9(b) & 6.10(b) respectively. For the 600 bar case, shown in figure

6.11(b), a similar under-prediction of the breakage rate to the one observed from the Alopaeus et al.

(2002) model is observed. The order of magnitude of the size reduction from the coarse pre-emulsion

to a final emulsion with drop sizes around 1 μm is nevertheless relatively well estimated by both of the

models. The slight under-prediction of the breakage rate for the 600 bar case by both of the models

suggests that there are some changes to the breakage mechanism for this very high pressure, which are

not captured well by either of the models. Overall, the new model can be considered superior for the

sunflower-oil system, when compared to the simple, single-equation breakage kernel by Alopaeus et al.

(2002) because it provides a good fit of the final DSD after the correct number of passes without reliance

on any empirically determined parameters.

6.3.3 Model Evaluation: Effect of Dispersed phase Viscosity
The comparison of the two models for emulsification of MCT (μd = 25 mPa.s) and oil-blend (μd =
100 mPa.s) at 400 bar are shown in figures 6.12 and 6.13 respectively. The Alopaeus et al. (2002) model

is well capable to provide an accurate prediction of the final distribution for the lower viscosity MCT

oil, but severely under-predicts the breakage rate for the higher viscosity oil-blend system. This suggests

that the model over-estimates the damping effect of the dispersed phase viscosity. The influence of the

viscosity containing group in equation (2.35) is much lower for the lower viscosity oils (sunflower &

MCT) in comparison to the surface tension (σ ) term. Therefore, the model still provides good results for

these cases.
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Figure 6.12: Experimental measurements (empty symbols) & simulation results (filled symbols) for three
consecutive passes of MCT (μd = 25 mPa.s) emulsion at 400 bar using (a) the Alopaeus et al. (2002) and

(b) the new breakage rate models with enhanced wall treatment
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Figure 6.13: Experimental measurements (empty symbols) & simulation results (filled symbols) for three
consecutive passes of oil-blend (μd = 100 mPa.s) emulsion at 400 bar using (a) the Alopaeus et al. (2002) and

(b) the new breakage rate models with enhanced wall treatment

The new model provides much better predictions for both, the low and high viscosity cases, figures

6.12(b) & 6.13(b). The breakage rate for the lower viscosity is slightly under-estimated. in the case of

the high viscosity oil-blend, the simulation results for the final distribution contains a population of small,

sub-micron sized droplets, which are not present in the experimental distribution. This population arises

because the daughter size distribution of the new, modified Luo and Svendsen (1996) model, becomes

wider with increasing dispersed phase viscosity (figure 4.3) because of the dampening effect of eμ , given

in equation (4.3). For very high viscosities and high energy dissipation rates, this approaches a uniform

daughter size distribution, thus resulting in a significant amount of very small droplets being formed. If

a very large number of such very small fragments are generated, it is very likely that they undergo coag-

ulation at a significant rate, which is currently not considered in the simulations. Notwithstanding these

deviations, good predictions of experimental results are provided by the phenomenological model in the

coupled CFD-PBE framework. The inclusion of coagulation effects should lead to a further improvement

in the model fit.
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6.3.4 Numerical Aspects
Single phase flow calculations were performed in parallel, using 8 processes on a desktop computer

with 8 cores. The PBE simulations were performed on the high performance cluster of the ”Pôle de

Compétence en Calcul Haute Performance Dédié“ (P2CHPD)a of the ”Fédération Lyonnaise de Calcul

Haute Performances“. A number of between 32 and 64 processes on as many processors were used, based

on the available resources. The decomposition of the computational domain was performed using the

Scotch algorithm available in the ����������	
 OpenFOAM utility, which aims to balnce the number

of cells in each sub-domain, as well as the number of processor interfaces. The PBE was discretized

using 60 logarithmically spaced bins.

Both, the single-phase and coupled PBE-CFD simulations were numerically difficult because of the

extremely severe gradient in the flow-field (U) — i.e. > 100 m/s in the gap zone to between ≈ 1−2 m/s
in the inlet and outlet sections of the valve (see figures 6.4 & 6.5). Very strong relaxation factors (<
0.1) had to be applied to the single phase calculations, in order to achieve numerical stability of the

solution. The finite volumes discretization scheme used for the PBE simulations, however, proved to

be very numerically stable, even in such severe conditions. No convergence criteria were specified

for the residuals PBE simulations, which were run for 10,000 iterations. Qualitative inspection of the

residuals, as well as the DSDs from specific probe locations (inlet, gap, jet, outlet) was used to confirm

convergence. In fact, both the residuals and distributions were found to have converged much earlier than

the 10,000 iterations for all of the simulations. A rigorous convergence analysis of the application of this

framework to a specific system should be used in practical applications, in order to run the simulations

for the optimal number of iterations and thus minimize the computational requirements. Such an analysis

was, however, not the objective of this theses. Computation times ranged from 4 – 8 hours, depending

on the number of processors and breakage model used.

Using the new breakage model, or in fact any model based on the Luo and Svendsen (1996) framework,

increased the computational load dramatically compared to the single-equation models. As explained in

section 6.1.1, the calculation of the PBE source terms requires the numerical evaluation of two integral

terms (equation 2.25). Using the Luo and Svendsen (1996) framework, these integrals become nested

integrals, which are very numerically demanding. While this step evaluates in a few seconds for the

single equation model, this is increased to the order of hours for the new model. In the case where a full

two-way coupling is to be implemented, requiring the re-calculation of theses integrals at each iteration

is would therefore be more convenient to use a single-equation breakage model even though this type of

model was shown to possess inferior predictive capabilities than the more complex phenomenological

model proposed in section 4.

a�������������	��
���
�����������
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6.4 Preliminary Modelling Results: SMX+TM

While the HPH valve, simulated in section 6.2, is characterized by a high degree of symmetry and could

therefore be approximated by a two dimensional mesh, this is clearly not possible for more complex

Figure 6.14: Mesh fo 5 SMX+ elements

systems, such as the SMX+ static mixer (sec-

tion 3.7). A full 3-D mesh must be con-

structed for such geometries, which greatly in-

creases the mesh size and therefore compu-

tational load. The capability of the cou-

pled PBE-CFD framework to cope with such

more complex cases is assessed in this sec-

tion, after it was successfully applied to a

two-dimensional case in section 6.3. The

preliminary simulations for a section of five

SMX+ elements presented here do not con-

stitute a rigorous model validation but are

rather meant to demonstrate the ease which

this framework can be applied to different,

more complex geometries and how coupled

PBE-CFD simulations can become a useful

tool in the study of such systems.

6.4.1 Single Phase CFD Simulations
A section of five consecutive SMX+ elements inside of a straight pipe section was chosen for the pre-

liminary simulations. Each element is rotated 90◦with respect to the previous one, corresponding to

the sections of five connected elements obtained from Sulzer. A mesh made up of mostly hexahedral

was constructed using the ���������	��
 OpenFOAM utility, which generates a mesh based on a pre-

defined geometry (i.e. a 3-D CAD drawing) by successive mesh refinement steps. A CAD drawing of a

single SMX+ element of the correct dimensions was provided by Sulzer. A length of 40 mm was chosen

for the simulation section, the combined length of the five SMX+ elements of nominal diameter 5 mm

(real diameter 4.8 mm) is 25 mm. Figure 6.14 shows the mesh with 1,533,744 cells, constructed for

this geometry, which is about one order of magnitude larger than the one used in section 6.2. This is,

however, by no means a very larger finite volumes mesh, and at least four times this number of cells

would be needed in order to simulate the static mixer with a maximum of 20 SMX+ elements .

A mean velocity of 1 m/s, corresponding to a flow rate of 1 L/min, was imposed at the inlet, and a (gauge)

pressure of 0 was specified at the outlet. A parabolic velocity profile, corresponding to fully developed

turbulent flow was generated using the ��
��������� application. This was found to provide more

realistic results and better numerical stability than a uniform velocity. The RNG k− ε turbulence model

was used, as in the HPH case. However, as this mesh was not refined to the same level near the walls as

for the HPH mesh, wall functions had to be used. The flow field and energy dissipation rates are shown

in figures 6.15 and 6.16.

It can be seen that the flow is highly complex and the individual stream lines quickly divide and swirl

around the bars of the individual mixing elements. This system was, however, found to be much less

numerically demanding than the HPH case because the velocity gradient encountered were much less

severe. The maximum fluid velocity encountered is 2.25 m/s, which is of the same order of magnitude

as the inlet velocity of 1 m/s. The energy dissipation rate is also much more uniformly distributed
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between the mixing elements, compared to the very localized behavior in the HPH valve gap. The

overall characteristics of this system are radically different than the ones encountered in the homogenizer

valve, and it should be clear that radically different modelling approaches are necessary when traditional

chemical engineering models or single-block PBE modelling is to be applied. Only combined PBE &

CFD modelling is capable of simulating both systems using the same underlying equations.

Figure 6.15: Stream lines and velocity magnitude [m/s] for flow across 5 SMX+
elements (1 element shown), flow left to right

Figure 6.16: Energy dissipation rate for flow across 5 SMX+ elements (flow left to right)

Figure 6.17: Evolution of d32 for flow across 5 SMX+ elements (flow left to right)
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6.4.2 Coupled PBE-CFD Simulations
The preliminary coupled PBE-CFD simulations were performed using the physical parameters for sil-

icone oil V50 (see table 5.2), with an arbitrary initial distribution with a d32 of around 50 μm. As

for the previous case, the PBE was discretized in 60 logarithmically spaced bins. The Alopaeus et al.

(2002) model, with a Gaussian daughter distribution, was used for these preliminary simulations. It was,

however, clearly shown throughout this work that this type of model does not provide accurate results

without prior parameter estimation. Nevertheless, this model is used here, because it is convenient to

obtain an order of magnitude estimation of the behavior of the system and thus evaluate the capability of

the coupling framework to handle more geometrically complex cases. The evolution of the Sauter mean

diameter as well as the holdup fractions for the bins corresponding to 40, 50, and 40 μm are shown in

figures 6.17 and 6.18 respectively.

Figure 6.18: Preliminary simulation results for emulsification of sunflower oil at 400 bar, using the Alopaeus
et al. (2002) breakage model
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7 Closing Remarks

7.1 General Conclusions
The objective of this thesis was to advance the Population Balance Equation based modelling of emulsi-

fication in turbulent flow regimes to obtain a multi-scale simulation framework which is based on much

as possible on physical considerations and therefore retains its predictive capabilities even when applied

to complex geometries and varying system parameters (e.g. dispersed phase concentration or viscosity).

Such a framework should, as outlined in section 1, be easily applicable and take readily measurable

physical quantities as input parameters. A threefold approach was chosen, analyzing an improving the

modelling of droplet-scale phenomena, the coupling of PBE and CFD modelling, as well as the DSD

analysis techniques separately. All three of these parts are the object of active research and are essential

in achieving the ultimate goals of this thesis. Coagulation effects were excluded by working exclusively

with dilute emulsions and thus study breakup phenomena in isolation.

Three DSD analysis techniques were analyzed and compared in section 3.3 for their applicability to

the emulsification systems under investigation. Laser diffraction, which is generally considered as the

standard technique for measuring drop sizes was found to be relatively reliable, however being an off-

line technique, it has some significant drawbacks. The emulsification dynamics could not be very well

represented for the stirred tank experiments and a risk of creaming and/or further breakup/coagulation

was found to cast doubts over the results obtained from this technique. The FBRM probe allows a

continuous measurement of the DSD and thus has excellent potential to be used on-line or in-situ for

the analysis of emulsification dynamics, or for process control. It was, however found to give erroneous

results for silicone oil-in-water emulsions and could not be used in this work. The video probe, with

automated image treatment via circular Hough-transform proved to be the most reliable method and was

thus used in-situ in the stirred tank experiments and on-line in the set-up used to test the SMX+ static

mixers. It allows accurate measurement of relativity dilute emulsions, which are in contrast to the other

two methods verifiable because of their visual nature.

The available models concerning the breakup mechanism, which occurs on the droplet-scale were revives

in sections 2.4.1 & 2.4.2. This analysis, together with the results presented in section 5.1 and by Becker

et al. (2011) show that most of the commonly used models, while taking their origin in physical consid-

erations they rely on inherently system-specific tuning parameters.The use of such empirical parameters

was considered to be contradictory to the phenomenological multi-scale modelling approach to be devel-

oped in this work. The breakage model development therefore focused on the framework developed by

Luo and Svendsen (1996) for bubble breakup and extended to liquid-liquid systems by Han et al. (2011)

(see section 2.4.4). This framework, which does not require system specific parameters, was extended to

viscous emulsions in section 4.

I was shown in section 5 the a number of different single-equation models were well capable of re-

producing the experimental distributions in the well-mixed stirred tank experiments when the empirical

parameters were adjusted accordingly. This essentially strips these models of any predictive capabili-

ties, which is visible in the fact that a different set of parameters was necessary for both the EGDS-in-

water and silicone oil-in-water emulsions. The new model, on the other hand, was found to give very

good agreement with the experimental results without prior parameter adjustment for both of the model

systems. The very wide and multi-modal distributions obtained from the highest viscosity silicone oil

(μd = 350 mPa.s) could, however not be exactly reproduced by either of the models. This is because

breakup in the simulations performed in this theses was always considered binary, which is clearly not

the case for very viscous oils.
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The PBE-CFD coupling framework, which was implemented in the open-source finite volumes toolbox

OpenFOAM, is described in section 6. A one-way coupling between a finite volumes based discretization

of the PBE (Filbet and Laurençot, 2004, Kumar et al., 2009) and the macro-scale flow field was realized

and applied to emulsification of vegetable oils in a bench-scale HPH and emulsification of silicone oils

in a SMX+ static mixer. The simulation results presented in section 6.3 show that the new droplet-scale

model is very well capable of reproducing the DSD after three consecutive passes through the homog-

enizer valve using the same parameters and numerical conditions than in the stirred tank experiments.

This is in contrast with the results obtained using the Alopaeus et al. (2002) single-equation model, which

would require its tuning parameters to be adjusted to this particular geometry and/or system. The sim-

ulation results presented for the SMX+ test case are preliminary in nature and form part of an ongoing

work. It was, however, demonstrated that the fully discretized PBE-CFD framework presented here is

well capable of simulating such a complex 3-D geometry.

7.2 Perspectives
It should be clear from a careful reading of this thesis that the development of a universally applicable

and truly phenomenological multi-scale PBE model is far from an accomplished task. In contrast to

the dilute, relatively clean systems used here, most industrially relevant emulsification systems contain

very concentrated dispersed phases, in the presence of a whole range of additional substances which

affect the system rheology and surface properties as well as the surfactant absorption dynamics. Coagu-

lation effects must clearly be considered in such systems. Furthermore, chemical reactions or absorption

phenomena a re also often present.

Some suggestions for further research to advance the achievements presented in this work are suggested

below:

• Validate the breakup-only coupled PBE-CFD framework with the new model in the SMX+ exper-

imental set-up.

• Include coagulation in the simulation and develop phenomenological drop-scale coagulation mod-

els in order to use multi-scale PBE modelling in concentrated emulsions.

• Implement a full back-coupling to represent the influence of drop sizes on the emulsion rheology

and be capable to use the coupled PBE-CFD framework in more concentrated emulsions.

• Review the multi-fragment breakup models and evaluate their ability to represent the effect of

dispersed phase viscosity on daughter size distribution.

• If possible include a multiple breakup conditional breakup probability into the Luo and Svendsen

(1996) framework.
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ABSTRACT: A novel in situ video probe with automated image analysis was used to develop a population balance model for a
breakage-dominated liquid�liquid emulsification system. Experiments were performed in a 2 L tank, agitated by an axial flow
propeller. The dispersed phase (ethylene glycol distearate) concentration was varied from 0.2 to 1.0% (w/w), and agitation rates
were varied from 0.2 to 0.5W/kg, in the presence of excess surfactant. Three numerical discretizationmethods were compared: fixed
pivot, cell average, and finite volumes. The latter was then chosen for the subsequent simulations due to its rapidity and higher
precision. An investigation of the different theories for bubble/droplet breakage was done and the frequencies (or breakage rate
kernels) were compared. Four models were found applicable: the models developed by Coulaloglou and Tavlarides (Coulaloglou,
C. A.; Tavlarides, L. L. Chem. Eng. Sci. 1977, 32, 1289); Sathyagal and Ramkrishna (Sathyagal, A. N.; Ramkrishna, D. Chem. Eng. Sci.
1996, 51, 1377); Alopaeus, Koskinen, and Keskinen (Alopaeus, V.; Koskinen, J.; Keskinen, K. I.Chem. Eng. Sci. 1999, 54, 5887); and
Baldyga and Podgorska (Baldyga, J.; Podgorska,W.Can. J. Chem. Eng. 1998, 76, 456). The one by Sathygal and Ramkrishna included
the daughter size distribution. A log-normal daughter size distribution was chosen for the models by Coulaloglou and Tavlarides and
Alopeus et al. Also, a normal distribution was used in the model by Baldyga and Podgorska. These models were compared with the
experimental data to allow parameter identification. The model by Baldyga and Podgorska was found to give the best prediction of
the shape of the distribution, its mean diameter, and standard deviation.

1. INTRODUCTION

Many processes used across the chemical, food, cosmetics, and
pharmaceutical industries involve two-phase interactions. These
can be gas�liquid, used, for example, in bubble columns for ab-
sorption processes, solid�liquid (e.g., crystallization and emul-
sion/suspension polymerizations), or liquid�liquid for pharma-
ceutical, cosmetic, or alimentary preparations.

In this work, we will be interested in liquid�liquid emulsifica-
tions for cosmetic and alimentary preparations. In such pro-
cesses, the quality of the emulsion is importantly related to the
droplet size distribution (DSD) which, in many cases, is non-
Gaussian. Therefore, the emulsion cannot be characterized by a
mean diameter or a few moments. This is the case, for instance, of
high oil in water content emulsions (>80%). Since irregular pack-
ing of uniform spheres cannot exceed a density limit of 63.4% (and
maximal regular packing is 74%), it can easily be seen in this case
that theDSD is either bimodal or very large. Therefore, population
balance equations (PBEs) should be used to keep track of the full
number density distribution of the droplet size.1,2 The PBE can
also be embedded within flow fields to take into account spatial
distribution of the droplets.

A number of different processes have to be taken into account
for themodeling of birth, death, and growth of droplets in emulsi-
fication systems. These are diffusion, coagulation, and breakage.
Diffusion, i.e., mass transfer between the dispersed and the con-
tinuous phases, resulting in Ostwald ripening depends on the
solubility of the dispersed phase in the continuous phase. It is
negligible if the dispersed phase is insoluble in the continuous
phase. The breakage and the coalescence rates as well as the
daughter droplet size distribution are related to the reactor
hydrodynamics and properties of the dispersed phase.

Interesting reviews and analysis of breakage kernels in turbu-
lent flows are given by Lasheras et al.,3 Patruno et al.,4 and Liao
and Lucas.5 It appears that the main causes for breakage are
related to the turbulence where different models were developed
based on different assumptions each.6�20 Liao and Lucas5 also
classified the daughter size distribution resulting from breakage
as empirical, physical (Bell-shape,15 U-shape,20 M-shape16) and
statistical models (normal distribution,6 uniform distribution13).
They recommend using physical models and postulate that the
M-shape daughter size distribution is more reasonable. These
models will be investigated more deeply in sections 4.2 and 4.3.
Similarly, Liao and Lucas21 proposed a good review of coales-
cence kernels. In physical models, the aggregation kernel is given
by the product of the collision frequency and the coalescence
efficiency. The collision frequency can be induced by viscous
shear, body forces, turbulence wake entrainment, and capture in
turbulent eddies, with turbulent collision as a dominant phe-
nomena in turbulent dispersions (see Liao and Lucas21 and
references therein). The coalescence efficiency can be obtained
either by the film drainage model13 or energy model.22 Liao and
Lucas21 again recommend modeling based on physical observa-
tions (droplet size, liquid properties, and turbulent parameters)
and including all potential mechanisms in the model.

These breakage and coalescence models are in theory valid for
fluid particles: droplets and bubbles as they are comparable in
nature. However, the assumption that drops behave like gas
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molecules has some limitations. Droplets have higher density and
viscosity than bubbles which slow down the breakage process
compared to bubbles (resulting in longer times to reach equilibrium).
In addition, the size of bubbles is generally of the order to few
millimeters while interesting emulsions are micrometer sized
or smaller. As a result, higher energy levels are needed to break
droplets (that are smaller, more viscous, and denser). However,
models that are initially developed for gas�liquid breakage do
not account for the viscosity of the dispersed phase. Therefore,
they are not directly applicable to liquid�liquid breakage.

Another challenge in using the PBE resides in the resolution of
this equation. With the above reviewed breakage and aggregation
kernels, the PBE does not have an analytical solution. In fact, it
can be solved analytically (for instance by the method of char-
acteristics) only for very simple forms of breakage or coalescence.23

Different numerical methods were therefore used to solve the PBE
including moment methods,24 stochastic methods such as Monte
Carlo simulations,25 and discretization methods such as finite ele-
ment methods,26 finite volumes, and sectional methods.27 Kostoglou
and Karabelas28 note that, even after 35 years of development,
there is still a large scope for further innovation in the area and
that numerical methods have a limited range of validity. The
moment methods allow reducing the calculation time but give
only certain integral properties of the distribution. Stochastic
methods are known to be less computationally expensive for
multidimensional PBE. Discretization methods allow calculating
the full distribution and give the possibility to use linear or in-
homogeneous grids. Using geometric grids has the advantage of
reducing the computational effort while ensuring accuracy.29

In finite element methods, the solution is approximated as
linear combinations of piecewise basis functions, which moti-
vates their use over complicated domains. Their implementation
is not straightforward, unless using specific commercial softwares.
The finite volumes (FV) method is widely used to solve the PBE.
It was adapted by Fibert and Laurenc-ot30 to solve aggregation
problems. In their formulation, the number density of the PBE is
transformed to a mass conservation law. Therefore, the method is
consistent with respect to the first moment but does not ensure
good predictions of the zerothmoment. The fixed pivot (FP) tech-
nique proposed by Kumar and Ramkrishna29 is consistent with the
first two moments of the distribution in aggregation and breakage
problems (without growth or nucleation terms). It is simple to
implement and is computationally attractive. The authors note
however that the method over predicts the particle number in the
large size range due to sharp variations in the density functions. They
propose themoving pivot technique to overcome the over prediction
problem, but this method is more difficult to implement and to
solve.31More recently, Kumar et al.32 proposed the cell average (CA)
technique for aggregation problems. It was extended to aggregation
and breakage problems by Kumar et al.33 In this method, the average
size of the newborn particles in a cell is calculated and particles are
assigned to neighboring nodes such that the properties of interest are
preserved. It was found to give less over prediction in the number
density distribution compared to the FP technique but is supposed to
be more computationally expensive. Note that the CA technique
reduces to FP for linear grids. Many other varieties of disretization
methods were developed.Making a comprehensive review of numer-
ical techniques is however out of the scope of this work.

In this work, we consider a particular process of emulsification
and study the validity of differentmodel kernels and different numer-
ical resolutionmethods. An in situ video probewith automated image
analysis is used to measure online the DSD in a 2 L stirred tank

reactor. The dispersed phase concentration (ϕ) is varied from
0.2 to 1.0 wt % and the average energy dissipation rate (ε) from
0.2 to 0.5 W/kg, resulting in emulsions made up of droplets with
diameters between 20 and 100 μm. Being turbulent, the process
is modeled by different kernels adapted to turbulent dispersions,
and the modeling results are compared. Also, three different
numerical solution schemes are used to discretize the PBE:
a finite volumes scheme,30 the fixed pivot,29 and cell average32

techniques. Ultimately, a combination of breakage and coales-
cence kernels with a numerical scheme providing accurate pre-
dictions at moderate computational cost is desired. Such a model
can then be used for integration into a computational fluid
dynamics simulation to account for local variations of energy
dissipation and shear rates in more complex geometries and thus
provide an in-depth understanding of the emulsification system.

The paper is organized as follows: The materials and experi-
mental setup are presented in section 2. Section 3 presents the
experimental results. The relevant PBE is introduced in section
4.1. Models for the breakage and the coalescence rates as well as
the daughter droplet size distribution are reviewed in sections
4.2�4.4, and a preselection of the most applicable kernels is
made. The available numerical methods and their applicability to
this work are briefly discussed in section 5. Comparison to
experimental data is done in section 6.

2. MATERIALS AND METHODS

2.1. Materials. A model oil-in-water (O/W) emulsion, made
up of ethylene glycol distearate C38H74O4 (EGDS) and distilled
water as dispersed and continuous phases, respectively, is used in
this study. EGDS was supplied byWako Chemicals. It is a cosmetic
ingredient which is generally used to enhance aspects such as
pearlescence, transparency, or color in a wide range of personal
care formulations.34 It is almost insoluble inwater. A summary of the
relevant physical properties of EGDS is shown in Table 1.
The emulsions are stabilized using the surfactant tricosaethy-

lene glycol dodecyl ether C12E23 (Brij 35) supplied by Fluka. Its
melting point is 38�41 �C. Its HLB is 16.9 at ambient tempera-
ture (which ensures the formation of oil-in-water emulsions at
70 �C). The EGDS to surfactant weight ratio was fixed at 2:1.
2.2. Experimental Setup. Emulsifications were carried out at

a controlled temperature of 70 �C, in a jacketed 2 L vessel. The
reactor is equipped with a condenser cooled with water to pre-
vent evaporation of the water. Agitation was provided by an axial
flow profiled three blade Mixel TT propeller (Np = 0.8); while
four equally spaced baffles were used to avoid vortex formation.
The speed of the impeller (ω) was adjusted to provide the

Table 1. Physical Properties of Model Emulsification System,
i.e., EGDS-in-Water with Excess Surfactant (Brij 35) at 70 �C

parameter symbol value

EGDS density Fd 858.2 kg/m3

water density Fc 977.7 kg/m3

EGDS dynamic viscosity a μd 0.01 Pa s

water dynamic viscosity μc 0.0004 Pa s

EGDS�water interfacial tensionb σ 0.005 62 N/m

EGDS melting pointc 58�65 �C
aMeasured by Couette rheometer. bMeasured by the pendent drop
technique with a Kr€uss DSA10 tensiometer. cMeasured with a TA100
differential scanning calorimeter.
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required specific average energy dissipation rate (ε) according to
the well-known power number equation:

ε ¼ P
m0

¼ Npω3DI
5

m0

Table 2 shows the most important reactor dimensions. A detailed
description of the experimental setup can be found in Khalil et al.35

2.3. In Situ Video Monitoring. An in situ video probe EZ
Probe-D25 L1300 with automatic image analysis was used to
monitor in situ the transient DSD (50 images/s). It was located at
5 cm above the stirrer, close to the stirring shaft, with a vertical angle
of about 30�. At this point, the flow moved downward before being
agitated by the stirrer. This position is one of the probe locations
recommended in the literature for this impeller.36 Image analysis is
based on a circular Hough transform.37 Its application on droplet
size measurement is described in detail by Khalil et al.35 A sample
image with the detected circles is shown in Figure 1. This probe
allowed real time acquisition of 2D images of the droplets generated
during the emulsification, whereas the automatic image analysis
treatment was performed in delayed time.
2.4. Operating Conditions. The EGDS was first melted and

dispersed into water containing the surfactant under low agitation
(0.03W/kg) during reactor heating to the operating temperature of
70 �C. Then it was left to rest for 30 min, after which an initial
distribution of the emulsion was generated by subjecting the system
to a short burst (5�10 s) of high agitation (5W/kg). Agitation was
continued then at the desired rate. A total of 9 emulsification
experiments with EGDS concentrations between 0.2 and 1.0% and
agitation rates between 0.2 and 0.5 W/kg were performed. Treat-
ments of the in situ video camera images were conducted at
increasing intervals of 5�15 min up to 60 min and intervals of

20�40 min up to 300 min. See Table 3 for a summary of the
experimental operating conditions.

3. EXPERIMENTAL RESULTS

The evolution of the DSD of a typical run, n(t,x), is shown in
Figure 2. The Kolmogorov microscale, de,min, which defines the
size of the smallest eddy and thus the size of the smallest stable
droplet,38 is given by the following equation:

de, min ¼ μc
3

Fc3ε

 !1=4

ð1Þ

The DSD is consistently bell-shaped and monomodal, as already
reported in the literature.39 Thus, a log-Gaussian distribution is
used for interpolation of the experimental data to obtain the
initial condition in the subsequent simulations. The distribution
moves to lower sizes over time, due to droplet breakage, always
staying above the Kolmogorov microscale. The DSD is also
found to become narrower with time.

Results for the mean and standard deviation of the droplet
diameter are shown in Figures 3 and 4, respectively. The first three
moments were used to estimate the mean diameter (also known as
d10) and the standard deviation of the experimental data:

d10 ¼ μ1
μ0

ð2Þ

stdev ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2
μ0

� μ1
μ0

 !2
vuut ð3Þ

Table 2. Summary of Key Dimensions of the 2 L Agitated
Reaction Vessel Used for the Emulsification Experiments

description factor dimension

internal vessel diameter T 0.15 m

vessel working volume VT 2 L

impeller diameter DI = 3/5T 0.088 m

blade thickness DI/50 1.8 mm

number of blades 3

height of emulsion ≈ T ≈ 0.15 m

impeller location (from bottom) T/3 0.05 m

number of baffles 4

baffle width T/10 0.015 m

Figure 1. Experimental image with circles detected by the Hough transform (left), where the scales are in pixels (1px =1.84 μm) and effective measured
number DSD (right).

Table 3. Design of Experiments for Energy Dissipation Rate
(ε) and Dispersed Phase Concentration (O)

run ε [W/kg] ϕ [%w/w]

1 0.2 0.2

2 0.2 0.5

3 0.2 1.0

4 0.35 0.2

5 0.35 0.5

6 0.35 1.0

7 0.5 0.2

8 0.5 0.5

9 0.5 1.0
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where the moments of order k (μk) are given by
24

μk ¼
Z ∞

0
dknðt, dÞ∂d≈ ∑

N

i¼ 0
di
knðt, diÞ ð4Þ

The initial DSDs and thus the values for d10 and the standard
deviation are very similar for all experiments. The spread of 55�
65μm inmean diameter is due to the fact that the firstmeasurement
was taken at 5 min after agitation was started. The profiles rapidly
decrease at the beginning and flatten out, asymptotically approach-
ing an equilibrium value. At high agitation (ε = 0.35 and 0.5W/kg),
61% of the final mean diameter and 72% of the final standard
deviation is reached after 60 min. This progression is much slower
for the low agitation case (ε = 0.2W/kg), where only 31% and 52%
of the final mean diameter and standard deviation, respectively, are
reached after 60 min.

As expected, increased agitation rates produce smaller drop-
lets and narrower size distribution. The variation of mean dia-
meter and standard deviation due to a change in EGDS con-
centration was found to be much less visible for the range of
concentrations used in this study. Any variation is most likely
due to experimental or image treatment errors. However, more

visible influence is expected for more elevated dispersed phase
concentrations as aggregation phenomena gain importance.
These data sets will be used to assess the validity of different
model kernels with emulsions made up of micronic droplets and
to test several numerical resolution methods.

4. POPULATION BALANCE MODELING

4.1. Population Balance Equation. The PBE for a liquid�
liquid system (i.e., absence of nucleation) in a homogeneous
batch reactor is given by eq 5.1,2 This equation is continuous for
the number density distribution, n(t,x), where x is the droplet
size in volume or diameter. In fact, the variable x can denote any
relevant variable as a function of the application.

∂nðt, xÞ
∂t

¼ ∂½Gðt, xÞnðt, xÞ�
∂x

þ BBrðt, xÞ �DBrðt, xÞ

þ BAgðt, xÞ �DAgðt, xÞ ð5Þ
with

BBrðt, xÞ ¼
Z ∞

x
bðx, εÞSðt, εÞnðt, εÞ dε ð6Þ

DBrðt, xÞ ¼ SðxÞnðt, xÞ ð7Þ

BAgðt, xÞ ¼ 1
2

Z x

0
βðx, x� εÞnðt, x� εÞnðt, εÞ dε ð8Þ

DAgðt, xÞ ¼ nðt, xÞ
Z ∞

0
βðx, εÞnðt, εÞ dε ð9Þ

As mentioned in section 2, EGDS has a negligible solubility in
water. Therefore, mass transfer between the dispersed and the
continuous phases is considered insignificant. The growth (or
dissolution) (∂[Gn]/∂x) term, (∂[Gn]/∂x), is therefore equal to
zero. Droplet breakage and coalescence are the only phenomena
with a significant influence on theDSD. The birth and death rates
due to the aggregation of particles, BAg and DAg, are governed by
the aggregation rate kernel, β(xi,xj), which is the product of the
frequency of interparticle collisions and their efficiency. The
birth and death rates due to breakage of particles, BAg and DAg,

Figure 3. Measured mean diameter evolution for all experimental runs.

Figure 4. Measured standard deviation evolution for experimental runs.
Figure 2. DSD evolution for one experimental run with ϕ = 0.5% EGDS
and ε = 0.35W/kg, including the Kolmogoroffmicroscale (vertical line).
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are governed by the breakage rate kernel, S(xi); i.e., the breakage
frequency and the daughter droplet size distribution, b(xi,xj).
4.2. Breakage Kernels. A large number of different theories

describing droplet and/or bubble breakage rates have been
developed during the last few decades; the major part of which
are discussed in detail in the review by Liao and Lucas.5 Fivemain
classes of breakage theories for turbulent regimes are defined in
this review: (category 1) energy transmitted to particle > critical
value; (category 2) velocity fluctuations around particle > critical
value; (category 3) bombarding eddy energy > critical value;
(category 4) inertial force of eddy > interfacial force of smallest
daughter particle; and (category 5) combination of categories
3 and 4.
Other theories for breakage processes in systems dominated

by viscous shear are also discussed in Liao and Lucas.5 However,
they are not applicable in this work and thus not discussed. A
selection of the most recent and popular kernels falling into one
of each of the five classes, which were considered as potential
candidates for the system under investigation, is summarized in
Table . The equation (or set of equations) constituting the
breakage rate function is given together with associated daughter
size distribution, a list of the empirical parameters, as well as the

conditions (e.g., bubbles/droplets) for which the models were
originally developed for.
All of the theories presented below assume a locally isotropic

turbulent flow field (i.e., Re > 104) and droplet\bubble sizes
within the inertial subrange.5,6 With the exception of the model
developed by Baldyga and Podgorska9 (that considers a multi-
fractal approach to describe the intermittent nature of turbulent
energy dissipation), all of the models presented in Table are
based on Kolmogorov’s theory of turbulence; i.e., they do not
take fluctuations of ε about its mean value into account.38 It is
also assumed that only eddies with a size less than or equal to the
droplet itself can cause breakage. The lower limit of the inertial
subrange (de,min) is defined as the Kolmogorov microscale
(eq 1). The upper limit (Li) is of the order of the impeller size
(Di). Baldyga et al.

40 give the relation Li = 0.05Di for Rushton
turbines and state that the upper limit is much higher for axial
flow propellers, similar to the one used here, but acknowledge
that this is much less well understood. On the basis of
this reasoning, the upper limit is estimated as Li = 0.4Di.
The expression for the multifractal scaling exponent (α) can
be modified to eq 10 if the dispersed phase viscosity is not
negligible.9,19,40

αd ¼ 3

ln 2
0:16μd

Fcε1=3Li1=3d
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:16μd

Fcε1=3Li1=3d

 !2

þ 0:35σ

ε2=3Li2=3Fcd

vuut
2
64

3
75
�1

8>><
>>:

9>>=
>>;

ln
Li
d

� � ð10Þ

It is important to note that the breakage kernels for categories 1
and 2 have been developed independently from the daughter size
distribution and generally use simple statistical models which are
to an extent interchangeable (see section 4.3). The more recent
models, developed for categories 3, 4, and 5, on the other hand,
were developed together with a specific daughter distribution.
Some of these models such as the ones developed by Luo and
Svendsen,14 Lehr et al.,16 Zhao andGe18 derive the total breakage
rate, S(xi), and daughter distribution, b(xi,xj), from a partial
breakage rate, S(xi,xj), which is directly describing the breakage
frequency of particle of size xi into two daughter particles, with
one of size xj and can therefore not be separated from the
daughter size distribution. The models by Luo and Svendsen,14

Wang et al.,17 and Zhao and Ge18 have been developed directly
from theoretical considerations and thus do not rely on empirical
parameters. In fact, it has been noted by Lasheras et al.3 that the
choice of integration limits used in these models has a significant
influence on the model and can thus be considered as tuning
parameters.
Figure 5 shows some of the breakage kernels, covering all five

categories using the physical parameters listed in Table 1, with
the originally proposed empirical parameters where applicable,
ε = 0.35 W/kg and ϕ = 0.5%, up to a droplet size of 1 mm on a
logarithmic scale. The predicted breakage rates differ by a num-
ber of orders of magnitude for the different models. Even though
the models of Luo and Svendsen, Zaho and Ge, and Lehr et al.
give higher breakage frequency than Coulaloglou and Tavlarides
and Alapaeus et al. for high sizes, these models rapidly become
insignificant for smaller droplets. It clearly shows that the four
models in categories 1 and 2, i.e., Coulaloglou and Tavlarides,
Alopaeus et al., Sathyagal and Ramkrishna, and Baldyga and

Podgorska are the most applicable ones for the system under
investigation. These four models are to be tested against the ex-
perimental data. Note that these models were originally devel-
oped for O/W droplets of micrometer size, except the model of
Coulaloglou and Tavlarides where the droplets varied from 0.1 to
1 mm. The models that are originally developed for bubbles do
not correctly represent the breakage in our system. Even though
the model of Luo and Svendsen was originally developed and
validated for bubbles of size 3�6mm andO/W emulsions of size
200 μm, it is not applicable in our system if we introduce the
average energy dissipation rate in the model. A very high energy
dissipation rate, as present in the impeller region, is required in
their model tomake the breakage rate significant in liquid�liquid
systems. While the mean energy dissipation rate is easily acquired,
an in-depth analysis of the hydrodynamics of the reactor is nec-
essary to obtain an estimate for the maximum energy dissipation
rate and the concerned zone volume, which would allow using the
above models. Sathyagal and Ramkrishna8 also noticed that the
model of Tsouris andTavlarides20 (and thus all themodels that are
subsequently derived from it) requires using the energy dissipa-
tion rate in the impeller regionwhile themodel ofCoulaloglou and
Tavlarides uses the average dissipation energy to give breakage
rates of the same order of magnitude. Coulaloglou and Tavlarides
note however that breakage is predominant in the impeller region
with a dissipation rate of 70ε but using this value requires correctly
evaluating the impeller region. The model by Baldyga and Pod-
gorkska seems to be the only one to take geometry into account, by
including the macroscale of turbulence (Li) as well as two param-
eters directly related to the impeller zone where most of the break-
age is expected to happen: B1 and B2. In fact, if it is assumed that
all kinetic energy is dissipated in the impeller zone, this is reduced
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to a single parameter19 by setting B1B2 = 1 and makes this model
particularly well adapted for scale up.40

4.3. Daughter Size Distribution. Similarly to the breakage
rate, a number of daughter droplet/bubble distributions have
been proposed, which are equally reviewed by Liao and Lucas.5

Statistical models consider the daughter distribution as a random
variable, of which the probability distribution can be described by
simple relations such as uniform distributions,9 normal distribu-
tions,6 or β functions.41

The more evolved, phenomenological models take into ac-
count empirical observations as well as theoretical considera-
tions. The model developed by Martinez-Bazan et al.42 takes a
bell-shape, similar to the statistical models. Others are based on
the observation that contrary to the previously proposed bell-
shaped models, breakage into two equally sized daughter parti-
cles is energetically unfavorable and breakage into large and small
daughters has been observed experimentally. U-shapedmodels, a
minimal probability of forming daughter droplets of equal size
and maximal probability as the smaller daughter size tends to
zero, have been developed by Tsouris and Tavlarides20 and Luo
and Svendsen.14 The most recent models, which are similar to
the U-shaped models but have zero probability as the smaller
daughter size approaches zero, take an M-shaped, e.g., Wang
et al.17 or Zhao and Ge.18

The U- and M-shaped daughter distributions were considered
not appropriate for the emulsification system studied here be-
cause the associated breakage kernels were found to be inapplic-
able in the region of interest (see section 4.2). On the basis of the
bell-shape of the DSD and the detection of a negligible number
of particles with size below the Kolmogorov microscale (see
Figure 2), it is reasonable to assume that binary breakage into
approximately equal sized daughter particles is the predominant
mechanism. Thus a normal distribution was chosen to be used
with the breakage kernels by Coulaloglou and Tavlarides, Alopaeus
et al., and Baldyga and Bourne. Baldyga and Bourne advise on using
breakup into two equal size droplets if dispersed phase viscosity is
high. As shown in Table 1, the μd = 0.01 Pa s, which is much higher
than the continuous phase viscosity and can thus be considered
significantly high. As will be discussed in the simulations, the normal
distribution will be changed to log-normal distribution to better
represent the daughter size distribution with these breakage kernels.

Themodel by Sathyagal andRamkrishna also provides a bell-shaped
daughter size distribution based on the inverse problem.
4.4. Coagulation Kernels. The coagulation kernel β(xi,xj) is

essentially the product of the collision frequency, h(di,dj), be-
tween two particles of diameters di and dj, and the coalescence
efficiency of such collisions, λ(di,dj), in forming a new particle:

βðdi, djÞ ¼ hðdi, djÞλðdi, djÞ ð11Þ
Collisions induced by fluctuations of turbulent velocity in the
continuous phase liquid are the dominant mode for turbulent
flow regimes, where the collision frequency of two particles can be
expressed as11,12

hðdi, djÞ ¼ C3
π

4
ðdi þ djÞ2ðdi2=3 þ dj

2=3Þ1=2ε1=3 ð12Þ

Two different physical theories exist for the coalescence efficiency:
the film drainagemodel and the energymodel. The former assumes
that a liquid film is formed between two colliding droplets, which
then drains out from in-between them. The probability that the
collision will then form a new particle can be expressed as a function
of the ratio of the characteristic film drainage time (tdrain) and the
contact time (tcont):

42

λðdi, djÞ ¼ exp � tdrain
tcont

� �
ð13Þ

A number of different theories are available for tdrain and tcont, which
are not discussedhere.Oneof themost popularmodels, basedon the
one developed by Coulaloglou and Tavlarides43 assuming de-
formable particles with immobile surfaces, is given by Tsouris
and Tavlarides:20

λðdi, djÞ ¼ exp �C4
μcFcε

σ2ð1 þ ϕÞ3
didj

di þ dj

 !4
0
@

1
A ð14Þ

The energymodel, on the other hand, is based on the assumption
that high-energy collisions result in immediate coalescence.22

The coalescence efficiency is thus related to the kinetic collision
energy and the surface energy of the droplets. It can be expressed
as

λðdi, djÞ ¼ exp �C5
σðVi

2=3 þ Vj
2=3Þ

Fdε2=3ðVi
11=9 þ Vj

11=9Þ

 !
ð15Þ

Given the low power input (e1 W/kg) and in the presence of
excess surfactant in such a diluted dispersion, coalescence is ex-
pected to be of vanishing significance compared to breakage. There-
fore, aggregation was omitted from any subsequent simulations.

5. NUMERICAL SIMULATIONS

The PBE (eq 5), including breakage and aggregation terms, is
a linear partial integro-differential equation, which is character-
ized by computationally intensive terms involving a number of
integrals and double integrals, depending on the kernels (see
Table ). This equation has a considerable level of stiffness due to
significant differences in the time constants of the individual
subprocesses.44 A large number of solution techniques have been
developed, many for specific applications with some focusing on
the correct prediction of specific moments of the DSD, others on
the distribution itself. Reviews of numerical solution methods
can be found in refs 2, 45, and 46. Discretizing the PBE and thus

Figure 5. Comparison of the selection of breakage rate kernels pre-
sented in Table using physical properties presented in Table 1 with
ε = 0.35 and ϕ = 0.5 for up to 1 mm.
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transforming the PBE into a set of ordinary differential (ODEs),
which can then be solved using standard solution methods and
off-the-shelf ODE solvers, is a very common technique. It is used
for the simulations in this work, despite the fact that it is much
more computationally demanding than the method of moments
because it allows the direct simulation of the evolution of the
DSD and thus retains more information about the distribution.

The continuous domain, the DSD n(t,x), is divided into a
number of cells Λi = [xi-1/2,xi+1/2], each of which is represented
by a common size, the so-called pivots xi. The discrete number
distribution N(t,xi) is then given by (i = 1,..., I)

Nðt, xiÞ ¼
Z xiþ1=2

xi�1=2

nðt, xÞ dx ð16Þ

Here, geometric discretization by droplet volume was chosen.
Three popular methods were chosen to be tested for the emulsi-
fication system of this study: the finite volume method, Fibert
and Laurenc-ot;30 the cell average technique, Kumar et al.;32 and
the fixed pivot technique, Kumar and Ramkrishna.29 The three
techniques are discussed briefly below.
5.1. Finite Volumes Scheme (FV). The finite volumes dis-

cretization scheme for the Smoluchowski equation for pure co-
agulation systems, based on a conservative form of the PBE47

(eq 17) for the mass distribution g(t,x) = xn(t,x), was first devel-
oped by Fibert and Laurenc-ot.30 This scheme uses the mass
fluxes between the individual cells to conserve the total mass of
the system. It was adapted by Kumar et al.33 to the combined
breakage and aggregation case.

∂gðt, xÞ
∂t

¼ ∂

∂x
ð
Z x

0

Z xmax

x � u
uβðt, uÞnðt, uÞnðt, vÞ du dvÞ

þ ∂

∂x
ð
Z ∞

0

Z x

0
ubðu, vÞSðvÞnðt, vÞ du dvÞ ð17Þ

The evolution of the mass distribution can then be described in
terms of the mass flux across the cell boundaries (Ji+1/2 and Ji�1/2);
for cell i at time t, this is given by

dni
dt

¼ ðJiþ1=2, Co þ Jiþ1=2, Br � Ji�1=2, Co � Ji�1=2, BrÞ
ðxiþ1=2 � xi�1=2Þ

ð18Þ

With the mass fluxes

Jiþ1=2, Co ¼ ∑
i

k¼ 1
∑
I

j¼αi, k

Z
Λj

βðu, xkÞ
u

dugj

 

þ
Z xα

i, k�1=2

xiþ1=2�xk

βðu, xkÞ
u

dugαi, k�1

!
ð19Þ

Jiþ1=2, Br ¼ � ∑
I

k¼ i þ 1
gk

Z
Λk

SðvÞ
v

dv
Z xiþ1=2

0
ubðu, xkÞ du

ð20Þ
where αi,k is the index of each cell, such that xi+1/2 � xk ∈ Λαi,k�1

.
5.2. Fixed Pivot Technique (FP). One of the most popular

discretization techniques for breakage and coalescence problems
is the fixed pivot technique, introduced by Kumar and Ramkrishna.29

This method works on an arbitrary grid by redistributing newly
formed particles to the adjoining nodes such as to preserve any
two moments of the DSD. Here the moments to be conserved
are the zeroth and first, representing total number and total

diameter of all droplets in the system (or total volume x re-
presents droplet volume), resulting in the formulation shown in
the following equations.

dNi

dt
¼ ∑

j g k

j, k
xi�1 e ðxj þ xkÞ e xiþ1

1� 1
2
δj, k

� �
ηβðxj, xkÞNðxjÞNðxkÞ

�NðxiÞ ∑
I

k¼ 1
βðxi, xkÞNðxkÞ þ ∑

I

k¼ 1
ni, kSðxkÞNðxkÞ

� SðxiÞNðxiÞ ð21Þ
With the Kroenecker delta, δj,k = 1 for j = k, 0 otherwise

η ¼
xiþ1 � v
xiþ1 � xi

, xi e v e xiþ1

v� xi�1

xi � xi�1
, xi�1 e v e xi

8>><
>>: ð22Þ

and

ni, k ¼
Z xiþ1

xi

xiþ1 � v
xiþ1 � xi

bðv, xkÞ dv þ
Z xi

xi�1

v� xi�1

xi � xiþ1
bðv, xkÞ dv

ð23Þ
Kumar and Ramkrishna29 note that this technique tends to over
predict the DSDwhen fast moving fronts are present in the distri-
bution with coarse grids.
5.3. Cell Average Technique (CA). A new technique, which

particularly addresses the over prediction in the FP technique,
the so-called cell average technique was introduced by Kumar
et al.32 This technique does not redistribute each newly formed
particle individually but uses the average of all incoming particles
into the adjacent cells and thus retains more information about
the distribution. The discrete formulation for combined breakage
and aggregation was taken from Kumar et al.33

dNi

dt
¼ BCACo þ Br, i � DCA

Co þ Br, i ð24Þ

With the distribution scheme for the death and birth terms

DCA
Co þ Br, i ¼ DCo, i þ DBr, i ð25Þ

BCACo þ Br, i ¼ BCoþBr, i�1λ
�
i ðv̅i�1ÞHðv̅i�1 � xi�1Þ

þ BCoþBr, iλ
�
i ðv̅iÞHðxi � v̅iÞ

þ BCoþBr, iλ
þ
i ðv̅iÞHðv̅i � xiÞ

þ BCoþBr, iþ1λ
þ
i ðv̅iþ1ÞHðxiþ1 � v̅i�1Þ ð26Þ

where H(x) denotes the Heaviside step function.
Volume average of the incoming particles:

v̅i ¼ VCo, i þ VBr, i

BCo, i þ BBr, i
ð27Þ

where the discrete death terms and the discrete and volumetric
birth terms (denoted D, B, and V, respectively) for aggregation
and breakage are given by

DBr, i ¼ SðxiÞNðxiÞ ð28Þ

BBr, i ¼ ∑
k g i

NðxkÞSðxkÞ
Z pik

xi�1=2

bðv, xkÞ dv ð29Þ
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VBr, i ¼ ∑
k g i

NðxkÞSðxkÞ
Z pik

xi�1=2

xbðv, xkÞ dv ð30Þ

DCo, i ¼ NðxiÞ ∑
I

k¼ 1
βðxi, xkÞNðxkÞ ð31Þ

BCo, i ¼ ∑
j g k

j, k
xi�1=2 e ðxj þ xkÞ e xiþ1=2

1� 1
2
δj, k

� �
βðxj, xkÞNðxjÞNðxkÞ

ð32Þ

VCo, i ¼ ∑
j g k

j, k
xi�1=2 e ðxj þ xkÞ e xiþ1=2

1� 1
2
δj, k

� �
βðxj, xkÞNðxjÞNðxkÞðxj þ xkÞ

ð33Þ

5.4. Comparison of Numerical Techniques.The three num-
erical methods were used to obtain simulations of the DSDwith a
geometric discretization with I = 30, 60, and 120 grid points using
the Coulaloglou and Tavlarides breakage kernel with a normal
daughter distribution based on an experimental initial distribution.
Figure 6 shows the results for the evolution of the zeroth and

first moments (see eq 4) for I = 60 grid points. The error for the
first moment was found by comparing the simulations and the
known value for the total dispersedphase volume.Uponpreliminary
inspection, a simulation with I = 300 grid points was found to result
in practically indistinguishable results for all three methods. The
error for the zerothmoment was thus determined by comparing the
simulation result to the simulation with I = 300 grid points.
A summary of the percentage errors in the first two moments

together with the calculation times for the three methods is
shown in Table 5. It is important to note that the calculation time
does not include the once-off calculation of terms that are inde-
pendent of n(x) and thus independent of t, which are calculated
before the numerical solution of the PBE.
It can be seen that the fixed pivot technique is themost accurate

technique in terms of zeroth moment for very coarse discretiza-
tion. However, as the number of grid points is increased to 60 and

120, the other twomethods becomemore accurate. In addition, its
error in total volume (i.e., firstmoment) is an important number of
magnitudes larger than for the other two techniques. The error in
the zeroth moment is higher for the cell average technique with
respect to the finite volumes scheme by 40% for I = 30, 16% for
I = 60, and 21% for I = 120. The accuracy of the latter is also much
higher for the first moment of the distribution. However, the
difference can be considered negligible because the error for both
techniques is of a very low order (10�7 to 10�10).
The fixed pivot and finite volumes techniques are roughly

equivalent in terms of computation time, while the cell average
technique takes about twice as long to perform the calculations.
It is important to note that the above calculation times do not
include the preparation of terms or parts of terms which are time-
independent and can be calculated before the actual simulation,
at the time when the discretization is being determined. Because
of a number of additional integrals in the time-independent terms,
the fixed pivot technique is overall far more time-consuming than
the other two schemes.
Considering the data presented above, the finite volumes

technique is used in the simulations in the last part of this work,
due to its good combination of accurate prediction of themoments
and low computation time. A discretization of I = 30 can be
considered sufficiently accurate in terms of the first two moments.
Enhancing accuracy is likely to be far below the experimental error
and thus unnecessary. However, a relatively fine discretization of
I = 120 was chosen to be used to minimize errors due to the
numerical method and thus allow direct comparison of the
breakage kernels.

6. RESULTS AND DISCUSSION

6.1. Adjustment of Breakage Model Parameters. When
four breakage kernels chosen in section 4.2 were used in simula-
tions with the empirical parameters proposed in the original
publications, they were found to give unsatisfactory predictions
of the DSDwhen compared to the experimental data. The model
Coulaloglou and Tavlarides (CT) model results in a slight under
prediction of the breakage rate. The model by Alopaeus et al.
(AP) was found to extremely over predict the breakage rate with
the original parameters. Note that the authors used a multi-
block model48 (with different energy dissipation rates and flows

Figure 6. Comparison of prediction of moments of order zero with and prediction at I = 300 (left) and order one with the theoretical value (right)
by three numerical methods at I = 60.
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between individual zones) for their 50 L reactor. The Sathyagal
and Ramkrishna (SR) model predicts a breakage rate of the
correct order of magnitude but results in a distorted daughter
distribution (with respect to its effect on the evolution of the
DSD), which results in the formation of very small droplets. The
model by Baldyga and Podgorska (BP) gives a very reasonable
breakage rate when the average energy dissipation is assumed
(i.e., B1 = B2 = 1).
This difference is most likely due to differences in the

impeller type: in this study, a Mixel TT propeller was used,
while the parameters were originally fitted using experimental
data from a system using a Rushton turbine. The former is
classed as an axial flow and the latter as a radial flow impeller.
SR and AP used a batch system, while CT used a CSTR. It has
been shown that the impeller type can have a profound
influence on the DSD in emulsification systems.49�51 In fact,
Pacek et al.51 found that axial flow, low power number impel-
lers produced smaller droplets and more narrow distributions
than a Rushton turbine at a similar energy dissipation rate.
While the model by BP is the only one that has parameters that
are explicitly linked to the system geometry, it can be assumed
that the parameters in the other three models have some
dependency on system geometry that is unaccounted for in
the original models.
The empirical parameters for the three models were there-

fore adjusted for each of the nine experimental runs using the

least-squares criteria of the DSD at all available time intervals, ti

F ¼ ∑
i
∑
j
ðnexpðti, djÞ � nmodðti, djÞÞ2 ð34Þ

The averages of the parameters obtained from all runs were then
used in the subsequent simulations (Table 6).
The estimated breakage rates for the four models with the

identified parameters for the range of energy dissipation rates
used in this study are shown in Figure 7. It can be seen that the
kernels from AP, BP, and CT are relatively close to each other for
ε = 0.2, 0.35, and 0.5 W/kg, with the rate predicted by AP deviat-
ing from the other two at ε = 0.2 W/kg. The kernel developed
by SR follows the same pattern of increasing the breakage rate
at a higher energy input but gives much lower breakage than the
other models for the same agitation rate. The breakage rate pre-
dicted by BP is the highest of the four at large droplet sizes.
Using a normally distributed daughter kernel (see Table ) for

the CT and AP breakage kernels was found to result in an under
prediction of the standard deviation of the distribution and in the
appearance of a significant number of droplets below the mini-
mum observed size. A log-normal distribution with a geometric
standard deviation adjusted to σg = 0.5 was found to give
improved results. The BP model was found to give satisfactory
results with a normal distribution.
6.2. Model Predictions vs Experimental Data. Out of the

total nine experimental runs that were performed, the simula-
tion results for three runs with the same dispersed phase mass
fraction (ϕ = 0.5%) and covering the range of energy dissipation
rates (ε = 0.2, 0.35, and 0.5 W/kg) are presented in the follow-
ing. Dispersed phase concentration dependence was omitted
from the discussion because the concentration of EGDS was
found to have a much smaller influence on the DSD (see
section 3). The initial distribution was taken at t = 10 min after
the start of the agitation at the required rate. This was done to
eliminate the influence of the preparation of the emulsion by a
high agitation burst (see section 2.4). Figures 8�13 show
comparisons of modeling results with the experimental data.
Figures 8�10 show intermediate number density distributions
at four time steps, and Figures 11�13 show evolution of the
number mean diameter and number standard deviation of the
distribution.
It can be seen that the SRmodel gives a good prediction for the

DSD after 300 min for high energy dissipation rates of 0.35 and
0.5 W/kg. For the lowest agitation rate of 0.2 W/kg, it over

Table 6. Original and Adjusted Parameters for Coulaloglou and Tavlarides, Alopaeus et al., and Sathyagal and Ramkrishna
Breakage Kernels

kernel daughter distribution parameter original value adjusted value

Coulaloglou and Tavlarides log-normal: σg = 0.5 C1 4.87 � 10�3 3.4 � 10�4

C2 0.0552 0.0403

Baldyga and Podroska normal: c = 3 B1 0.56

B2 = 1/B1 1.78

Alopaeus et al. log-normal: σg = 0.5 A1 0.986 0.657

A2 0.892 � 10�3 0.021

A3 0.2 0.402

Sathyagal and Ramkrishna bell-shaped daughter distribution S1 0.422 0.515

S2 0.247 0.232

S3 2.154 2.107

S4 0.0577 �0.177

S5 0.558 0.318

Table 5. Comparison of Calculation Time and Errors in the
First Two Moments at Three Different Discretizations for
The Finite Volumes (FV), Fixed Pivot (FP), and Cell Average
(CA) Techniques

method N =

absolute %

error in μ0

absolute %

error in μ1

calculation

time [s]

fixed pivot 30 0.2501 0.4569 0.1060

60 0.3007 0.3509 0.1637

120 0.3493 0.3515 0.4970

cell average 30 �2.0952 �0.72 � 10�5 0.1869

60 �0.2417 �0.73 � 10�7 0.3682

120 �0.1789 �0.73 � 10�7 1.1831

finite volumes 30 �1.1810 0.04 � 10�10 0.1220

60 �0.2030 �0.58� 10�10 0.1806

120 �0.1406 0.02 � 10�10 0.4372



11370 dx.doi.org/10.1021/ie2006033 |Ind. Eng. Chem. Res. 2011, 50, 11358–11374

Industrial & Engineering Chemistry Research ARTICLE

predicts the final distribution. However, the SRmodel under pre-
dicts the intermediate DSDs for all three agitation rates; parti-
cularly with respect to the position of the peak. In fact, the other
three models give better predictions of the intermediary dis-
tributions. The AP model tends to under predict the DSDs at all
energy dissipation rates. The CT and BPmodels give very similar
predictions of the DSD, relatively close to the experimental data.
This similarity is mainly due to the two models being based on
the same theory and their breakage rates being characterized
by the d�2/3ε1/3 dependency on droplet diameter and energy
dissipation rates.
In terms of the evolution of themean diameter (Figures 11�13),

the AP, CT, and BP kernels tend to give a very similar shape
(curvature) of the mean diameter curve obtained from the
experimental data, with the CT and BP kernels relatively close

to the experimental data. The APmodel under predicts the mean
diameter significantly for ε = 0.2W/kg (Figure 11). The extent of
this under prediction becomes progressively less with increased
agitation rates (Figure 12) and ends in a slight over prediction for
ε = 0.2 W/kg. The SR model over predicts the mean diameter at
first, before crossing the experimental curve. The crossing point
is found to be lower for higher agitation rates, i.e., at 220 min for
ε = 0.2 W/kg and 150 min for ε = 0.35 W/kg. The prediction of
the standard deviation for the lowest agitation rate (ε = 0.2W/kg,
Figure 11) is poor for the four models, all of which predict a

Figure 7. Coulaloglou and Tavlarides (CT), Sathyagal and Ramkrishna
(SR), Alopaes et al. (AP), and Baldyga and Podgorska (BP) breakage rate
kernels with adjusted parameters at relevant agitation rates (ϕ = 0.5%).

Figure 8. Comparison of experimental (circles) data with modeling
results (lines) for the DSD at four time steps, including the Kolmogoroff
microscale (vertical line) for ϕ = 0.5% EGDS and ε = 0.2W/kg, resolved
by the FV technique with I = 120.

Figure 9. Comparison of experimental (circles) data with modeling
results (lines) for the DSD at four time steps, including the Kolmogoroff
microscale (vertical line) for ϕ = 0.5% EGDS and ε = 0.35 W/kg,
resolved by the FV technique with I = 120.

Figure 10. Comparison of experimental (circles) data with modeling
results (lines) for the DSD at four time steps, including the Kolmogoroff
microscale (vertical line) for ϕ = 0.5% EGDS and ε = 0.5W/kg, resolved
by the FV technique with I = 120.
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narrower distribution than experimentally observed. The predic-
tion of standard deviation becomes better for increased agitation
rates. As for the mean diameters, a crossing of the experimental
curve is observed for the SR model at ε = 0.5 W/kg (Figure 13).

This suggests that the variation of the breakage rate of the SR
model is not enough nonlinear with respect to time. However,
the only parameter which influences the breakage rate that changes
with time is the droplet size. This means that the nonlinearity of

Figure 11. Comparison of experimental (circles) data with modeling results (lines) for the mean diameter evolution (left) and standard deviation
(right) for ϕ = 0.5% EGDS and ε = 0.2 W/kg, resolved by the FV technique with I = 120.

Figure 12. Comparison of experimental (circles) data with modeling results (lines) for the mean diameter evolution (left) and standard deviation
(right) for ϕ = 0.5% EGDS and ε = 0.35 W/kg, resolved by the FV technique with I = 120.

Figure 13. Comparison of experimental (circles) data with modeling results (lines) for the mean diameter evolution (left) and standard deviation
(right) for ϕ = 0.5% EGDS and ε = 0.5 W/kg, resolved by the FV technique with I = 120.
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the breakage rate prediction with the droplet size in the models of
CT and BP is closer to the observation than in the SR model. This
can be confirmed by inspection of the curvature of the breakage
rate kernels presented in Figure 7. With the AP model, predicting
the correct shape of the breakage rate does not seem to be able to
correctly predict its variation with energy dissipation and, hence,
results in a large difference in the mean diameter prediction.
The above analysis of the modeling results shows that models

that are based on the amount of turbulent energy transferred to
the particle (i.e., category 1, CT and BP) give the most consistent
and accurate predictions of the DSD, mean diameter, and stan-
dard deviation. The model by SR, which is based on an inverse
problem, does not give a correct prediction of the nonlinearity of
the breakage rate with droplet size, which could be corrected by
an adjustment of the powers in the equation for S(V), presented
in Table . Such an adjustment would be somewhat arbitrary and
would certainly result in a model with no physical relevance and
no capability of generalization to different systems.
The BP model is to be preferred over the model by CT be-

cause the multifractal approach to intermittence represents an
improvement over the older model based on the Kolmogorov
theory. This results in a number of advantages of BP over CT: the
constants in the CT model (C1 and C2) had to be modified to
obtain acceptable results, even though Coulaloglou and Tavlarides
postulate these constants to be universal, while the only variable
which was adjusted in the BP model (B1) is one that is explicitly
related to system geometry. Furthermore, the BP model takes
system scale into account by including the integral length scale Li
and allows for dispersed phase viscosity (eq 10), both of which are
ignored by CT (that uses the density of the dispersed phase). The
correction for high dispersed phase concentrations ε = ε (1� ϕ)3,
which is used in the CTmodel can be easily incorporated into BP.

7. CONCLUSIONS

A set of oil-in-water emulsification experiments with EGDS as
the model substance, in a stirred tank, was analyzed with a novel
in situ video probe coupled with an automated image analysis to
obtain a number of intermediate DSDs for times up to 300 min.
The dispersed phase concentration was varied from ϕ = 0.2 to 1%,
and themean energy dissipation rate was varied from ε = 0.2� 0.5
W/kg. The bell-shaped, monomodal DSD was found to be in the
region of 20�80 μm.

A thorough review of breakage rate models was performed,
and four models were found appropriate to the system studied,
with respect to type (bubbles/droplets), energy dissipation
rate, and bubble/droplet size. They were the models developed
by Coulaloglou and Tavlarides, Alopaeus et al., Sathyagal and
Ramkrishna, and Baldyga and Progorska. The coagulation rate
was judged insignificant because of the dilute EGDS concentra-
tion and the use of excessive surfactant.

Three discretization schemes, finite volumes, fixed pivot, and
cell average, were implemented and compared. The CA and FV
techniques were found to provide better prediction of the
moment of order 1 (i.e., total volume/mass conservation) and
better prediction of the moment of order 0 (i.e., total number
of droplet) than the FP technique. The FV scheme was found
to be less computationally intensive than CA for comparable
accuracy; FV was therefore chosen to be used in the subse-
quent simulations.

The parameters of the breakage kernels were identified to
represent the system used in this study. On comparison of

the experimental results with the model simulation, it was found
that the kernels based on category 1 (eparticle > ec) gave the best
modeling results; this included the oldest of the models by
Coulaloglou and Tavlarides and an adaptation of this model with
a multifractal approach to intermittence of turbulence by Baldyga
and Progorska. The latter of which is to be preferred because it
takes system scale and geometry into account and has thus only
one adjustable parameter.
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’NOMENCLATURE
a = parameter in β distribution
A1�A3 = parameters in Alopaeus et al. breakage model
b = parameter in β distribution
b(xi,xj) = dimensionless daughter size distribution for xi, from

breaking droplet of size xj [�]
bcum(xi,xj) = cumulative dimensionless daughter size distribution

for xi, from breaking droplet of size xj [�]
c = tolerance of normal distribution
C1�C2 = parameters in Coulaloglou and Tavlarides break-

age model
C3�C5 = parameters used in coagulation models
Ced = eddy efficiency [�]
cf = coefficient of surface increase
d = droplet diameter [m]
d10 = number mean diameter (μm)
DF(ϕ) = damping factor
DI = impeller diameter [m]
e(λ) = mean energy of eddy with size λ [W]
ec(di, λ) = critical energy of eddy with size λ for droplet with size

di [W]
erf(x) = error function
fBV = breakage volume ratio
F = minimization criteria
G(t,x) = particle growth rate
g(t,x) = volume density distribution of droplet variable x at time

t [m3 m�3]
H(x) = Heaviside step function
h(xi,xj) = collision frequency of droplets with size xi and xj
k = wave number [m�1]
Kg = parameter in Martinez�Bazan breakage model
m0 = mass in reactor [kg]
n(t,x) = number density distribution of droplet variable x at time t

[m�3]
I = total number of grid cells
Ni = N(t,xi) = discrete number density distribution of cell i at

time t
Np = impeller power number [�]
P = total impeller power input [W]
P(di,λ) = breakage probability of a collision of droplet of size di

with eddy of size λ
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Re = impeller Reynolds number = (FωDI
2)/μ

S(xi) = breakage frequency of droplet with size xi [s
�1]

S(xi,xj) = breakage frequency of droplet with size xi into a droplet
of size xj [s

�1]
S1�S2 = parameters in Sathyagal and Ramkrishna break-

age model
stdev = number standard deviation of the droplet size distribu-

tion (μm)
T = reactor diameter [m]
t = time [s]
tdrain = drainage time [s]
tcont = contact time [s]
vi = volume average of droplets incoming into cell i [m3]
V = droplet volume [m3]
VT = vessel working volume [m3]
v = volumetric flow rate through pipe [m3/s]
vgas = volumetric gas flow rate in bubble column [m3/s]
We = impeller Weber number = (ω2DI

3F)/σ
x = population balance parameter (e.g., droplet diameter or

volume)
η = redistribution variable for fixed pivot technique

Greek Symbols
α = multifractal scaling exponent
μi = moment of order i of the DSD
μ = viscosity [Pa s]
ϕ = dispersed phase concentration [kg/kg]
ε = mean specific energy dissipation rate [W/kg]
ω = impeller rotation speed [rev/s]
σ = surface tension [N/m]
σg = geometric standard deviation
λ = eddy diameter [m]
λmin = minimum eddy diameter (i.e., Kolmogorov microscale)

[m]
λ(di,dj) = coagulation efficiency of a collision between droplets of

size di and dj
β = parameter in Martinez�Bazan breakage model
β(di,dj) = coagulation frequency of particles with size di and dj [s

�1]
Γ(x) = gamma function
F = density [kg/m3]

Subscripts
i, j, k = designation of pivots for cells
i ( 1/2 = upper/lower bound of cell with pivot of size i
c = continuous phase
d = dispersed phase
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Reliable measurement of drop size distributions (DSD) in liquid–liquid dispersions are necessary for industrial process monitoring and control, as well
as the in‐depth study of emulsification mechanisms in order to develop accurate and phenomenological models to be used in population balance
modelling. Two experimental devices were assessed: an in situ video probe coupled with an automated image analysis algorithm based on a circular
Hough‐transform and a focused beam reflectancemeasurement (FBRM). Their applicability was evaluated for o/w emulsions of silicone oil withmean
droplet sizes between 50 and 200mm. The in situ techniques have been compared to off‐line laser diffraction, which was considered as the standard
technique. The automated video treatment algorithm was improved to provide accurate detection rates for dispersed phase concentrations (by
weight) ranging between 5% and 10–20% depending on the droplet sizes. The in situ nature of the video probe allows for a much finer temporal
resolution during the early times of the emulsification, aswell as givingmore reliablemeasurements of not yet stabilised emulsions, when compared to
off‐line laser diffraction. The reconstructedDSDs from FBRMdata consistently under‐predicted theDSDs given by the other twomethods, as itmissed
the largest droplets in the DSD. The influences of dispersed phase viscosity and concentration on the DSD, and the maximum and mean diameters
have been evaluated. As the viscosity and concentration increased, the distributions move away from a classical uni‐modal shape to more complex,
multi‐modal distributions due to more complex break‐up phenomena.

Keywords: fluid‐particle dynamics, multi‐phase systems, surface and interfacial chemistry, in situ monitoring, droplet size distribution

INTRODUCTION

Many industrial processes across the chemical, food,
pharmaceutical or cosmetics industry involve two‐phase
systems at least during an intermediate processing step,

for example gas–liquid interactions in a bubble column, liquid–
liquid interactions during emulsion polymerisation or solid–liquid
interactions during crystallisation. Similarly, many finished
products, particularly in the cosmetics, food or pharmaceutical
fields are emulsions or other complex multiphase systems. Oil‐in‐
water emulsions are an important sub‐group of such systems.[1] In‐
depth knowledge of the influence of the processing parameters on
the breakage and coalescence dynamics and consequently the
droplet sizes distribution (DSD) obtained by a given process is
necessary for the reliable design, optimisation and control of
emulsification processes and final products.

Silicone oil‐in‐water emulsions have a large range of industrial
applications and represent a very convenient model system for the
study of emulsification behaviour because they are available in a
wide range of viscosities for comparable density and surface
tension. El‐Hamouz et al.[2] studied the influence of dispersed
phase viscosity in the range of 0.49–350mPa s on the breakage of
dilute silicone oil droplets with two different impeller types
(sawtooth and pitched blade) using off‐line laser diffraction
measurements. The relationship between Weber number and a
viscosity group on the Sautermean diameter (d32) was established.
The shape of the distribution was taken into account via the span
only. Vankova et al.[3] studied the influence of energy dissipation
rate, surface tension and dispersed phase hold up in the
emulsification of (among others) silicone oils in a narrow gap
homogeniser. A stable emulsion was achieved by performing
multiple passes, until a steady state was reached. Among the

expected results of d32 increasing with viscosity and decreasing
with dissipated energy, this study clearly shows that the
polydispersity increases with dispersed phase viscosity. The
transition between the turbulent viscous and turbulent inertial
regimeswas also studied, with the conclusion that smaller droplets
aremore likely in the former case for viscous oils. The authors then
extended their study by comparing different formulations for the
breakage rate based on their particular system geometry and
parameters.[4] Tcholakova et al.[5] investigated the daughter size
distribution of oil‐in‐water emulsions formed in a narrow gap
homogeniser. They found that high viscosity silicone oils tend to
formmultiple satellite and sub‐satellite droplets on breakup due to
extensive deformations. This is a well‐known phenomenon in
liquid–liquid dispersions.[6,7] Chazi and Kiparissides,[7] developed
amodel for the dynamicmodelling of the bi‐modal distribution of a
styrene‐in‐water dispersion. More recently, Boxall et al.[8] investi-
gated the transition between turbulent viscous and inertial regimes
for crude oil in water emulsions, using both an FBRM probe and a
particle video microscope, based on optical reflectance. Relation-
ships between attained droplet size and the dimensionless
numbers, (We and Re), were investigated. Tcholakova et al.[9]

extended the understanding of turbulent viscous/inertial regime
transitions for viscous and concentrated dispersed phases by
considering instabilities caused by the microstructure of very
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concentrated emulsions. Maaß et al.[10] equally performed single
drop experiments, focusing on the breakage times of droplets
undergoing elongation in turbulent flow,with the goal to develop a
more complete breakage rate model.

Andersson and Andersson[11] performed single‐drop experi-
ments to determine the difference in breakup mechanisms for oil
droplets of different viscosities, as well as air bubbles. The
visualisation of individual breakup events showed clearly that low
viscosity droplets tend to break up into two approximately equal
size fragments, with the formation of a very small satellite droplet,
while high viscosity droplets tended to resist breakup much longer
and thus undergo much more dramatic deformations, leading to
the formation of a number of unequal sized daughter droplets, with
a somewhat more random distribution.

The aim of this study is to investigate the emulsification kinetics
of silicone oil in water emulsions with varying dispersed phase
viscosities and concentration. This experimental study is useful to
provide insights into the breakage and coalescence mechanisms
and to allow the development of population balance models and
subsequent studies of more complex geometries such as high‐
pressure homogenisers and static mixers. Batch emulsification of
silicone oil in water system in a known standard geometry (i.e.
stirred reactor) is considered. The monitoring of the evolution of
the DSD was performed with two in situ techniques, a video and a
focused beam reflectance measurement (FBRM) probe by compar-
ing to off‐line laser reflectance measurement. Then, the influence
of dispersed phase viscosity (20–350mPa s) and concentration
(5–30% volume) on emulsification dynamics was investigated.

In order to obtain aDSD fromemulsification experiments or from
some point in an industrial process, reliable measurement
techniques are necessary. DSD measurement techniques can be
divided into sampling based off‐line and in situ methods. Off‐line
small angle light scattering often called as laser diffraction has long
been considered as the standard measurement technique for
micron size particles.[12] In situ particle size measurement has
recently received much attention by the research community
because of the significant benefits over traditional off‐line methods
that involve a sampling step. For a complete review of the state of
the art of currently used DSD measurement techniques as well as
the most important recent developments see.[12–15] The most
important aspects concerning the three techniques compared in
this work are outlined in this section: off‐line laser diffraction, in
situ imaging and in situ FBRM.

Off‐line laser diffraction, while widely used as a standard
measurement technique for liquid–liquid systems across industry
and academia, is a technique which was originally developed for
size measurement of dispersed solids. Thus the accuracy of such
measurements can be significantly degraded when coalescence
and/or additional breakage occur inside the measurement cell
because the sample emulsions are not sufficiently stable. In the
case of inefficient stirring inside the measurement cell, separation
due to gravity difference between the dispersed and continuous
phases may occur depending on the orientation of the measure-
ment cell (i.e. vertical or horizontal). The volumetric DSD can be
reconstructed from the approximate Fraunhofer theory of light
scattering or, if the refractive indices of the dispersed and
continuous phases are known, by the exact Mie theory. The fact
that the DSD is not measured directly, but relies on a numerical
model for its reconstruction, makes the influence of experimental
errors, as for example those arising from multiple scattering,
difficult to quantify. All of the drawbacks traditionally associated
with sampling techniques apply to off‐line laser diffraction, which
is the main motivation for the development of more direct image

analysis and laser reflection techniques, which are able to provide
continuous (or semi‐continuous) real‐time droplet size
measurements.

Imaging techniques for the measurement of drop size distribu-
tions have a long history of successful application in research
environments because their visual nature allows for a very close
and verifiable monitoring of an emulsification process. High‐speed
video cameras are very well suited to perform single drop
experiments.[10,11] However, in situ video probes, first established
by Pacek and Nienow,[16] find more and more application in the in
situ monitoring of DSD during emulsification processes, with a
significant amount of focus on the development and implementa-
tion of automated drop size detection algorithms.[14,17] The main
challenges for the feasibility of automated image treatment are the
speed at which images can be treated and problems with very
crowded images issuing from concentrated emulsions. Maaß
et al.[13] reported a 250 particles per minute detection rate for a
normalised cross correlation procedure, and Hough‐transform
based algorithms produce comparable detection rate.[14] These
techniques are therefore not yet applicable for real‐time DSD
measurement. They are however likely to become applicable as
algorithms are being optimised and more computational power
becomes available. Other methods such as Euclidean distance
transforms,[18] which can be used with images obtained from a
transmitted light illumination probe[17] are currently more
appropriate for real‐time generation of DSD data. A posterior
treatment of recorded images via circular Hough‐transform, which
was originally developed by Illingworth and Kittler[19] was chosen
in this study. The algorithm used here is based on a Matlab
implementation of the circular Hough‐transform developed by
Peng et al.[20] The image analysis procedure is detailed by Khalil
et al.[14] This technique was found to give good results when
monitoring dilute emulsions.[21] Improvements for the extension of
the range of usability of this method to more concentrated systems
are detailed in Laser Diffraction measurement Section.

A focused beam reflectance measurement probe was used
successfully by, for example, Heffels et al.[22] andMonnier et al.[23]

for the characterisation of crystallisation. It is based on the
reflectance of a rotating laser and can also be used to analyse the
droplet sizes during the emulsification process. This technique
does not measure the droplet diameter directly, but provides a
chord length distribution (CLD) (see Refs. [24–27] for detailed
explication of this method). This technique has the advantage of
providing continuous in situmeasurements, which allows the drop
size evolution to be followed very closely. Nevertheless, the
reliability of such backscattering probes is still in discussion by
many authors as the droplet surface unpredictably influences the
backscattered signals.[13,26,28] Two kinds of difficulties can be
encounteredwhen using FBRM. Thefirst one is related to obtaining
the real CLD experimentally and the second one to mathematical
treatments allowing calculating the DSD from the measured CLD.
While the construction of a CLD from aDSD of particles of a known
shape is relatively straightforward, the inverse problem of
constructing a DSD from a given CLD is a very ill‐posed problem,
thus this is an area of active research.[26–32] In solid dispersions, the
main difficulty is related to the calculation of the DSD from the CLD
due to asymmetric particle shapes.[31] Particle concentration and
surface effects might also cause deviation of the measured CLD. Yu
and Erickson[25,27] studied the effect of the solid concentration on
the CLD using polyvinylchloride solid particles. They found that
the CLD (aswell as the total particle count) increasedwith the solid
concentration in the diluted region, but decreased as the
concentration became >1.1%. In liquid/liquid dispersions, the
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drops can be assumed spherical, even under turbulent hydrody-
namics. The inversion problem is thus simplified to a CLD arising
from2D circles, due to the very symmetric nature of spheres,which
have the same profile regardless of the angle of observation. In this
case, good results for the CLD‐to‐DSD transform have been
achieved by using a least squares or constrained least squared
method.[24] Deviations of the measured CLD from the real one are
in this case due to droplet opacity, concentration and differences in
size. For instance, Sparks and Dobbs[30] found that opaque and
highly reflective droplets that are isotropic diffuse reflectors gave
more reproducible FBRMmeasurements than translucent droplets.
Greaves et al.[29] found that FBRM over‐estimated sizes of glass
beads but under‐estimated droplet sizes in an emulsion. In
attempting to disclose the origin of such discrepancies, they
observed that the large chord length counts decreased when they
added small particles to a suspension of larger ones. This
phenomenon was explained by a hydrodynamic effect causing
the easier approach of small particles close to the FBRM probe
window. They also pointed out that larger particles require longer
time for measurement, which on the contrary might bias the
measurement towards larger particles, as is the case for optical
techniques.

This paper is organised as follows: In a first part, two in situ
monitoring techniques, a video and FBRM probe are being
evaluated for their applicability to silicone oil emulsions by
comparing to off‐line laser reflectance measurement. In a second
part, the influence of dispersed phase viscosity and concentration
on emulsification is being evaluated qualitatively.

MATERIALS AND METHODS

Raw Materials

A model oil‐in‐water (O/W) emulsion, made up of silicone oil and
distilled water as dispersed and continuous phases respectively,
was chosen for this study. Four different silicone oils of viscosities
20, 50, 100 and 350mPa s (hereinafter denoted V20, V50, V100 and
V350) supplied by BlueStar Silicones were used in this study. Their
solubility in water is vanishingly small. The emulsions were
stabilised using the surfactant Tween 20® supplied by Cognis. All
four oils had similar densities at ambient temperature (see Table 1).
The silicone oil–water interfacial tension was measured by
pendant drop technique with a Krüss DSA10 MK2® tensiometer
at 22°C. The average of six measurements was taken for each
oil and surfactant combination. The interfacial tension was
34.15mNm�1 for pure oils (20mPa s) and decreased to the
range of 9.65–10.60mNm�1 in the presence of surfactant,
depending on the silicone oil grade used. The interfacial tension
was not found to vary significantly for surfactant concentrations
of 0.5–3.0wt% (20mPa s oil); this suggests that surfactant is in

excess in this range of concentrations. The amount of surfactant
used in this study was therefore fixed to 1.0% for all
experiments. The refractive indexes of the oils were measured
using a Pal refractometer (Atago, Milano, Italy) at 25°C, the
values were found to vary between 1.400 and 1.402 for the four
grades of silicone oil (see Table 1).

Experimental Set‐Up

Emulsifications were performed at a room temperature in a 2‐L
stirred tank reactor of standard geometry (internal diameter of
0.1m), equipped with an axial flow profiled three blade Mixel TT®
propeller (with diameter if 8.8 cm) while four equally spaced
baffles of width 1 cm were used to avoid vortex formation. The
speed of the stirrer was adjusted to provide the required specific
average energy dissipation rate of 0.5W/kg. Two in situ probes
were used to monitor the emulsification process. A video back‐
lighting probe EZ Probe‐D25‐L1300® designed in our laboratory
allows real time acquisition of 2D images of the droplets generated
during the emulsification process. A focused beam reflectance
measurement DL600® probe from Mettler‐Toledo (Viroflay,
France) Lasentec was also immersed in the emulsion. The video
and/or FBRM probes, both with 1 inch nominal diameter were
placed with a slight angle at a height of about 1 cm above the
agitator at opposite sides of the reactor. The video probe was
rotated such that the horizontal flow direction was parallel to the
measurement gap. The guidelines for the placement of optical
probes in a stirred vessel given by Brown et al.[12] were followed.
Samples for analysis by laser diffraction technique were taken
using a pipette at the same distance to the agitator as the two probes
to provide comparable measurements. Thus the three techniques
can be considered to sample the emulsion at the same point.

Operating Conditions

The reactor was first charged with purified water and surfactant,
which was allowed to completely dissolve before the dispersed
phase was added. The silicone oil was then added and dispersed by
agitating with 500 rpm (�2W/kg) for 5 s, before the agitation was
switched to the number of rpm corresponding to the desired energy
dissipation rate as calculated by the well‐known power number
equation, and maintained for the remaining time of the experi-
mental run (typically 300min).
A total of 26 emulsification experiments with concentrations of

1.0, 5.0, 10.0, 20.0 and 30.0wt% and agitation rates of 0.2 and
0.5W/kg were performed for the four oils V20, V50, V100 and
V350. Videos of length 30–60 swere recorded at the same times and
position of sampling, at increasing intervals of 5min up to 20min,
20min up to 60min, 30min up to 180min and 40min until the end
of the experiment to reflect the fact that the largest changes in the
DSD are occurring at the beginning of the emulsification, before

Table 1. Physical properties of model emulsification system, that is, silicone oil‐in‐water in presence of surfactant (Tween 20) at 22°C

Silicone oil grade Oil–water interfacial tension (mN/m) Density (kg/m3) Refractive index (�) of the oil at 25°C

V20 oil in water (no Tween 20) 34.15�0.72 948.8 1.400
V20 oil in water (0.5wt% Tween 20) 10.31�0.39
V20 oil in water (1wt% Tween 20) 9.65�0.51
V20 oil in water (2wt% Tween 20) 8.87�0.35
V20 oil in water (3wt% Tween 20) 9.11�0.19
V50 oil in water (1wt% Tween 20) 10.14�0.49 958.4 1.401
V100 oil in water (1wt% Tween 20) 10.60�0.29 964.4 1.402
V350 oil in water (1wt% Tween 20) 9.89�0.16 967.6 1.402
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levelling off to a state where no further significant breakage occurs.
FBRM measurements were taken continuously over the course of
the experiments with measurements at 2 s intervals and a rolling
average being recorded at 20 s intervals. The three independent
measurement techniques used in this study are outlined below and
a summary is given in Table 2.

Laser Diffraction measurement

Samples were analysed off‐line by a Beckman Coulter LS 13 320
laser diffraction particle size analyser. Emulsions were diluted in
1% surfactant solution and measurements were performed
immediately after sampling so as to avoid re‐coalescence that
would skew the results. Creaming of coarse emulsions collected at
the beginning of the emulsification was observed within a few
minutes after sampling because of the density difference between
the two phases (rc/rd� 0.96). This effect was much less
pronounced for finer emulsions. The samples were hand‐shaken
before filling the measurement cell in order to make the emulsion
homogeneous. The final emulsions were found to be stable for 1–2
days, but underwent coalescence thereafter. The coarse emulsions
collected at the beginning of the emulsification experiments were
significantly less stable. Furthermore, segregation of large droplets
due to gravity during storage as well as further breakage inside the
measuring cell (due to fluid flow) is much more likely for
emulsions, which have not yet been fully stabilised. However, as
the biggest rate of change in droplet size due to the breakup process
takes place at the beginning of the experiments, such early data
points carry the most significant information about the breakup
dynamics and mechanism; they are therefore crucial for the
development of accurate models of the emulsification process.

Drops of the sample emulsionwere added to the analyser until an
absorbance of about 7–9% was reached before performing the
measurement runs. Three measurement cycles were performed for
each sample, and in the case of large discrepancies between the
obtained DSDs, a second set of three cycles was run in order to
obtain consistent results. The laser diffraction spectrum was
transformed into a volumetric DSD using the Mie theory with
measured refractive indexes for each of the silicone oils (see
Table 1). It is clear that even when extreme care is taken in the
sampling/measurement procedure that measurement errors can-
not be completely eliminated, especially in the case of concentrated
emulsion spanning a large range of drop sizes.

In Situ Video Monitoring and Image Treatment: Adaptation to
Concentrated Emulsions

An in situ video probe EZ Probe‐D25 L1300® with back‐lighting
and automated droplet detection based on a Hough‐transform was
used. The use of this technique in dilute emulsions of melted
ethylene glycol distearate in water gave good results for dispersed

phase concentrations up to 1%.[14,21] A video sequence of 40 s was
regularly recorded during the run, the video camera having a
recording rate of 50 frames per second. A total of 400 images were
extracted and analysed for each data point, with up 20,000 detected
droplets.

A posteriori image analysis treatment was automatically
performed on the selected frames using a modified version of the
Matlab algorithm proposed by Peng et al.[20] First, an accumulation
array based on the gradients (i.e. light–dark transitions) is
constructed. For each local maxima in the accumulation array,
which represents centre of circles/disks in the original image, a
signature curve is constructed, themaximumofwhich corresponds
to the radius of the disk being measured. The image treatment
algorithm can be resumed in these main steps:

(1) Improve contrast in the raw images.
(2) Compute gradient field of the image:

� retain only gradients above a threshold.

(3) Apply circular Hough‐transform in order to detect the
common circle for several points, which allows to determine
the centre of every droplet as follows:

� transform the gradient field to an accumulation array,
using pixel intensity for voting,

� locate the positions of local maxima, that is, the centres of
the circles in the accumulation array.

(4) For each detected centre, perform radius detection:

� construct local gradient field around centre,
� construct signature curve by summing gradient intensities

along tangential directions,
� detect maximum in signature curve to be the radius

corresponding to the centre and
� if no clear maximum can be detected discard local

maximum.

(5) Construct a number distribution.

When content of the dispersed phase higher than 1% is
encountered, some improvements were necessary in order to
enhance the rate of correct droplet detection, andmore importantly
decrease the amount of erroneously detected droplets. These
errors, which increase as the image becomes saturated with
droplets, arise mainly from the algorithm interpreting clusters of
overlapping smaller droplets as a single, larger one.

Image quality prior to starting the detection of the circular
pattern of the droplets was improved by first applying a 2Dmedian
filter to decrease background noise, followed by top‐hat and
bottom‐hat filtering to enhance the contrast and thus visibility of
droplet edges. The original algorithm uses the gradient magnitudes

Table 2. comparison of the measurement techniques used in this study

Technique Advantages Drawbacks

Video probe Visual information Limited size range
In situ Problems with high concentration

Biased towards large droplets
Laser Accurate volume distribution Off‐line sampling
Diffraction Widely accepted method Requires knowledge of refractive index

Further breakage/coalescence might occur in the measuring cell
FBRM In situ Provides CLD that needs to be transformed to DSD

Continuous measurement
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as weights for the generation of an accumulation array. This was
changed to absolute values to give a maximum weight to the dark
appearance of the droplet rim. This greatly improved detection for
overlapping droplets and decreased errors due to background noise
in images with poor contrast.

This improvement alone was however not sufficient to deal with
the higher concentration images, specifically, it was not possible to
accurately detect large as well as small droplets in a crowded
image. When threshold for the detection of centres of circles (i.e.
local maxima in the accumulation array) was set low, only large
well‐defined circles were detected and when the threshold was set
high, many non‐existent circles were found in areas of droplet
overlap and/or areas with a lot of background noise. This was
resolved by setting the threshold for detection of local maxima in
the accumulation array (i.e. potential centres of circles) very low,
but only retaining those centres forwhich awell‐definedmaximum
in the signature curve was found, effectively filtering out most of
the wrongly detected centres. This is illustrated in Figure 1, which
shows the contour plot of the accumulation arrays and associated
signature curves for one local maximum corresponding to a
correctly detected centre and one,which does not correspond to the
centre of a circle. In the former case, a clear peak corresponding to
the radius of the droplet can be distinguished, while in the latter
case no clear maximum can be detected. Without taking into
consideration these low‐intensity centres (by reducing the
threshold), however, many of the smaller droplets would be
missed. The slight increase in processing time for an individual

image was very much offset by the vast improvements to the
accuracy of the algorithm. Videos of around 30 s were recorded for
each measurement, from which 800 frames were extracted, out of
which every second frame was used in the automated image
treatment in order to avoid duplicate measurements of the same
droplet appearing in two separate images. The treatment of 400
images, resulting in the detection of �20,000 droplets (depending
on the concentration) took between 30 and 40min corresponding
to a detection rate of about 500 particles per minute, which is
comparable to the 250 particles per minute reported by Maaß
et al.[13] for a normalised cross correlation procedure. A Tikhonov
regularisation with generalised cross‐validation, which is de-
scribed in detail in,[31] was applied to the raw number distribution
data obtained from the treatment in order to smooth out noise.
There remain some limitations associated with the image

treatment. Only droplets with diameter larger than about 11mm
(equivalent to 6 pixels) could be detected by the treatment,with the
relative margin of error in the detected diameter increasing for
smaller droplets. Furthermore, small droplets were frequently
over‐shadowed by larger ones; especially at elevated concen-
trations. This leads us to suspect distributions generated from this
method to be biased towards the larger sizes. As more and more
droplets appear in a single image when dispersed phase
concentration is increased, it becomes increasingly difficult for
the algorithm to distinguish between overlapping droplets and
correctly identify the diameters. Figures 2–4 show the final droplet
distribution at 5%, 10% and 20% dispersed phase concentrations
respectively. Figure 2 corresponds to emulsification of a 20mPa s
silicone oil, while Figures 3 and 4 correspond to a more viscous
100mPa s silicone oil. While the algorithm performs very well at
5% and still has relatively few detection errors at 10%, resulting in
an usable DSD, it becomes clear that the DSDs generated from
image treatment results at 20%and above cannot generally be used
with confidence. Themost important criteria for the treatability of a
series of images not necessarily the dispersed phase concentration,
but rather the number and size distribution of particles appearing
in a single image. In general, it was found that images from an
emulsion with 10–20% dispersed phase and relatively large
droplets (>100mm), and consequently few individual particles
per image, resulted in relatively few detection errors. Images of less
concentrated emulsions of small droplets (<30mm) on the other
hand provedmuchmore challenging for the algorithmat the higher
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Figure 1. (a–f) Top to bottom: detail of an image with potential drop
centre, corresponding contour plot of the accumulation array with
local maximum marked, and resulting signature curve from gradient
accumulation for a correctly detected centre (left) and an incorrectly
detected centre (right), scales in pixel (1 px1/4 1.8mm).

Figure 2. Image of final emulsion of 5% silicone oil V20 (e¼0.5W/kg) with
detected droplets (1 px¼1.8mm).
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concentrations. Imageswhich cannot be treated automatically can,
however, provide very important qualitative information on, for
example, the maximum droplet size. The validity of the volume
based DSDs obtained from this technique will be verified by
comparison to laser diffraction samples and vice versa.

Focused Beam Reflectance Measurement (FBRM)

The speed of the laser of the FBRM probe was set to 2m/s. No
difference in the recorded CLD was observed for higher speeds. The
continuously (20s intervals) recorded CLDs were transformed into
normalised number density distribution, before being transformed to
the correspondingnumberDSDbyamatrix inversionprocedurebased
on the equations for spherical particles. Under some assumptions (the
circumference of the scanning beam was much greater than the
droplet diameter; the scanning velocity was faster than the velocity of
the droplet; no droplet deformation when hit by the laser; the same
velocity of big and small droplets; homogenous distribution of
droplets), the CLD of one sphere can be obtained from the probability
of measuring chords s shorter than the sphere radius R as follows:

as;R ¼ s

R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � s2

p for 0 < s < R ð1Þ

The CLD of a dispersion of spheres is then calculated by taking the
sumof the CLDof each sphere,which can bewritten under amatrix
form with as,R the elements of the matrix A:

DSD ¼ A�1CLD ð2Þ

More details about the inversion procedure are given by
Worlitschek[24] or Yu and Erickson.[25,27]

RESULTS AND DISCUSSION

Comparison of Video, Laser Diffraction and FBRM

Because of the inherent differences in the underlying theories upon
which each of the three measurement techniques are based,
differences in the measured DSD of the same emulsion can be
expected. These differences are going to be briefly explained,
followed by validation through careful comparison of the
measured volume‐based DSDs. The distributions shown in
Figures 5–8 are presented in terms of normalised volume density,
g(d), with

R
gðzÞdz ¼ 100 in order to obtain comparable curves

from the three different measurement techniques, all providing
raw data in different formats. The laser diffraction apparatus gives
a discrete volume, G(d), distribution based on logarithmically

Figure 3. Image of final emulsion of 10% silicone oil V100 (e¼0.5W/kg)
with detected droplets (1 px¼1.8mm).

Figure 4. Image of final emulsion of 20% silicone oil V100 (e¼0.5W/kg)
with detected droplets (1 px¼1.8mm).
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video analysis, FBRMandoff‐line laser diffraction (Coulter) for 5% siliconeoil
V20 at 0.5W/kg for initial (empty symbols) and final (full symbols)
emulsions.
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spaced bins (di) with:
P

GðdiÞ ¼ 100, which is transformed to a
density by Equation (3):

gðdiÞ ¼ GðdiÞ
Ddi

ð3Þ

The raw data from the video treatment provide a non‐normalised
number distribution N(d), which can be transformed to a volume
density by Equation (4). This equation is equally applied to the
number distribution obtained from the CLD to DSD transformation
outlined in In Situ Video Monitoring and Image Treatment:
Adaptation to Concentrated Emulsions Section.

gðdiÞ ¼ NðdiÞd3i
Ddi

P
NðdiÞd3i

� 100 ð4Þ

The biggest limitations of the video treatment technique, as
mentioned above, are the limited ranges of applicability with
respect to droplet sizes and dispersed phase concentration. Visual
inspection of the images has shown that the largest droplets
produced by the present emulsification processes were in most
cases well within the detectable range. However a considerable
number of droplets of diameter below the 6 pixel (11mm) limit
could be seen. Moreover it was difficult to distinguish very small
droplets from noise. While this is not a problem for relatively
narrow and mono‐modal distributions within the range of the
chosen magnification, this fact must be considered when treating
images of emulsions having a wide and possible multi‐modal DSD.
In such a case only the distribution of relatively large particles can
be determined accurately using this method. Larger magnification
could have been used to visualise the smaller droplets seen in the
images, but a possible negative effect is excluding some of the
larger droplets from the image analysis. It is better to keep the
largest droplets because most of the dispersed volume is held up
inside them and volumetric DSDs were chosen for the analysis of
the experimental data; therefore a magnification was chosen such
that the largest droplets were entirely visible and detectable.
Simultaneous application of two probes with different magnifica-
tions can be used to increase the range measurement for very wide
distributions.

Figure 5 shows the comparison of the results given by video
treatment, reconstructed FBRM data, and off‐line laser diffraction
for the initial and final volume DSDs in the case of low
concentration (5%), low viscosity oils (20mPa s), which tend to
form narrow distributions with a single peak easily approximated
by either a normal or a log‐normal distribution. It can be seen that
the DSDs for the coarse initial emulsion are very different for the
three techniques. The laser diffraction showed a peak around
100mm and a maximum drop size around 180mm; the video
treatment resulted in much wider distributions with a maximum
drop size above 250mm; and the DSD obtained from the FBRMdata
was noisy and roughly matched the laser diffraction data. The
images from this series clearly showed a significant number of
droplets in the 180–250mm range whereas these large droplets
were not detected by laser diffraction. This is most likely due to
segregation and/or creaming of large, and therefore more buoyant
drops inside the vertical sections of the measurement cell.
Additional breakage inside the cell is unlikely because of the
low agitation rate applied. The distributions obtained from the
video treatment were noisier with increasing mean diameter. This
is an inherent property of a volumetric DSD obtained from a
measured number distribution. A single large droplet contains a

much larger mass than a large number of smaller droplets; thus
small errors in the large size tail of the distribution become
disproportionally amplified. Conversely, the distribution obtained
from laser diffraction is noisier on the small size part of the
distribution. The distributions of the final emulsions obtained from
video and laser diffraction show excellent agreement for this low‐

viscosity, low‐concentration case. For this low‐viscosity case, a
single peak, resembling a Gaussian distribution centred on 60mm,
with a maximum of around 100mm is observed. As expected from
the discussion about the inherent bias of the video treatment
towards the detection of larger droplets as well as the detection
limits, described in Laser Diffraction measurement Section,
some discrepancies can be seen in the lower region of the DSD
(i.e. between 10 and 20mm).
Results from the FBRM measurements follow the same general

trend of a single distribution moving towards the left as seen in the
other two techniques. Note that the maximum chord of the CLD
should be the same as the maximum diameter of the DSD.
However, the FBRMmeasurements did not detect chords in the size
range corresponding to the maximum diameter as given by laser
diffraction or video treatment, mainly in cases when themaximum
size reached 200–300mm. Such a discrepancy reveals an error in
the measurement of the CLD itself, which is not related to the
mathematical treatment used to calculate the DSD from the
measured CLD. This under‐estimation of the size might rather be
due to the surface properties of the droplets as has been claimed by
Sparks and Dobbs,[30] than related to the hydrodynamics as
presumed by Greaves et al.[29] for solid particles. Indeed, due to
their low density and small differences in size, droplets are
assumed to move at the same speed in the stirred tank. Since the
silicone oils used were transparent, it might be supposed that the
laser beam can pass though dropletswith no detection by the FBRM
when it impacts at right angles; this case is encountered for
relatively large droplets that only give a reflectance reading at the
edges where it impacts at sharper angles. Tests made using Sudan
red dye in the oil to make the dispersed phasemore obscure did not
lead to any improvements of the results. As the two other
techniques give comparable results, and therefore validate each
other, it can be concluded that the FBRM probe seriously under‐
predicts the real DSD in the case of silicone oil emulsions of the
drop sizes relevant to this study. The volumetric DSDs for more
viscous (100mPa s) oil at a concentration of 10% are shown in
Figure 6. The results from the laser diffraction as a function of
emulsification time showed a bi‐modal distribution with a main
distribution, which was moving from 200 to 100mm as the
agitation time increased, and a secondary narrow peak around
50mm, which did not change its position, but was increasing in
amplitude. The general trends in the DSD from the video results
were very similar to the laser diffraction ones. As in the low
viscosity and low concentration case, the initial size distribution
given by laser diffraction was significantly smaller than the one
given by the video treatment for the reasons given above. The
peaks of the main distributions were also slightly shifted to the
right for the video treatment. The most striking difference was,
however, the inability of the video treatment to detect the
secondary peak, which became much more important as the
dispersed phase, concentration and viscosity were larger. It is not
surprising that such bias of the video treatment that misses smaller
drop sizes increases with respect to the dispersed phase
concentration, since the probability of larger droplets covering
up smaller ones becomes higher in more crowded images, thus
making it easier to detect larger droplets. The frequency of errors
coming from overlapping droplets being detected as a single larger
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one also increases with dispersed phase concentration as droplets
tend to cluster together. The reconstructed distribution from FBRM
data tends to give under‐estimated distributions in comparison to
both the laser diffraction and video treatment. In conclusion again,
the FBRM probe misses the large particles and therefore only
detects the secondary distribution around 50mm. Hence, both
mean and maximum diameters can be expected to deviate greatly
from the one measured by the other two techniques.

The dv,95% and Sauter mean diameters (d32) as given by video
treatment and laser diffraction for three sets of experiments are
shown in Figure 7. Similarly to the observations based on Figures 5
and 6, there is a significant discrepancy for the first 60min of
emulsification. The dv,95% and d32 values from the video treatment
are much larger than from laser diffraction for short emulsification
times; all experimental data agree with each other after longer
emulsification times when the mean diameter no longer varies
with respect to the emulsification time. Therefore, the video probe
ismuchmore usefulwhen examining the emulsification dynamics,
as was previously established by Alban et al.,[33] rather than
focusing only on the final drop sizes. This is of paramount
importance for the development of accurate models, which relies
on the in‐depth study of the breakup and coalescencemechanisms.

This comparison shows that the video treatment can be used
with confidence when a mono‐modal distribution within the

detection range is expected or when the measurement is restricted
to the shape and position of the main distribution. Difficulties in
detecting bimodal distributions with a narrow secondary peak as
well as the tendency to over‐estimate the drop size for more
concentrated emulsions were evident. Nevertheless, even in cases
where the automated treatment reaches its inherent limitations,
the video probe proves very well suited to qualitatively as well as
quantitatively validate results obtained by another method. For
instance, laser diffraction is a more indirect method, which is
therefore inherently difficult to rely on. In particular, it can help
detect errors, as was shown for the distributions for short
emulsification times, sizes of whichwere severely under‐estimated
by laser diffraction. Furthermore, the in situ nature of the probe
allows for much higher sampling frequencywhen compared to off‐
line analysis of any kind. It opens the possibility for continuous
measurements, as well as the potential for the use of imaging
techniques in cases where reliable sampling is not practical. A
typical example is continuous processing in a static mixer.

Emulsification Dynamics

The results from the laser diffraction method are used for the
analysis of the influences of dispersed phase viscosity and
concentration on the emulsification of silicone oils in this section,
as it was found to be more representative of the DSD after few
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Figure 6. (a and b) Comparison of normalised volume density DSDs from
video analysis, FBRM and off‐line laser diffraction (Coulter) for 10% silicone
oil V100 at 0.5W/kg for initial (empty symbols) and final (full symbols)
emulsions.
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minutes of emulsification, and it is widely accepted as the industry
standard for DSD measurements.

The volume based DSDs for the four different viscosities at three
intermediate times (60, 120 and 300min) are shown in Figure 8.
The comparison of the full DSD allows for a more detailed analysis
of the effect of dispersed phase viscosity than solely examining the
mean and/or maximum diameter of a distribution. As viscosity
increases from 20 to 50mPa s, the DSD increased in size andwidth,
while keeping its similar, approximately normal (or log‐normal)
shape. The distribution changed to smaller sizes and turned
narrower over time, as it would be expected for emulsification
dominated by binary breakage events. Some small droplets
(�10mm)were also present, suggesting the adventitious formation
of satellite droplets in addition to the main fragments during a
breakage event, as has been observed by Andersson and
Andersson[10] for low viscosity oils. For silicone oil of 100mPa s
viscosity, the main distribution followed the same trend, together
with the appearance of a distinct secondary peak of size around
50mm. Such supplementary peak did change neither its position
nor its width over time, but increased in magnitude. This suggests
that in addition to the main daughter droplets, one or more
secondary droplets of a specific size have been formed at each
breakup event. The present fragments under the secondary peak
are of smaller, but comparable size as the main fragments. Highly
viscous droplets, on the other hand, undergo significant deforma-
tion before breaking up into a number of unequal size fragments
resulting in wider and multi‐modal distributions.[10] This is
observed for the oil of highest viscosity (350mPa s), the DSD of
being a very wide, multi‐modal distribution including a significant
number of very small droplets. The main distribution became very
wide and increasingly uneven as viscosity increased which was
consistent with a more random size distribution for the main
daughter fragments resulting from a breakup event.

The d95 of the volume DSD and the Sauter mean diameter (d32)
are being used for concise analysis of the influence of the
experimental parameters on the emulsification dynamics. The
effect of dispersed phase viscosity, at constant oil concentration
(10%) is illustrated in Figure 9, while the effect of concentration, at
constant oil viscosity (50mPa s) is shown in Figure 10. Figure 9
shows that, for a constant concentration of dispersed phase, both
the d95 and the d32 increased as dispersed phase viscosity
increased, which was an expected result because droplets are

more difficult to breakup as the viscous forces within the droplet
increase. Similarly, it was observed that, even though the laser
diffraction measurements lacked resolution and accuracy at the
beginning of the emulsification, the higher viscosities (100 and
350mPa s) took progressively more time to achieve a stable size.
The d95 increased dramatically for the highest viscosities between
100 and 350mPa s. The d32 on the other hand showed the opposite
tendency: it strongly increased for oils of viscosities between 20, 50
and 100mPa s, but then remained at a similar level for the oil of
350mPa s viscosity. Clearly, some of the traditionally used
breakage models which consider neglecting the effects of the
dispersed phase viscosity[33] are not valid in this case and more
appropriate models taking this effect into account[34] should be
used. Furthermore, great care must be taken when selecting the
daughter size distribution model as highly viscous droplets have
been shown to breakup much more unevenly and unpredictably
than low viscosity droplets or bubbles.[10,11] It can also be noted
that the increase of d95 is larger than that of the Sauter mean
diameter, which indicates a widening of the DSD for higher
viscosities; this can be seen qualitatively in Figure 8. These data
clearly show that d32 is not proportional to d95.
Comparison of the d95 and d32 variations for different concen-

trations of a 50mPa s silicone oil (Figure 10) showed that the mean
and maximum drop sizes were higher as the dispersed phase

0 100 200 300
0

0.5

1

1.5

2

2.5
V20

 

 

0 100 200 300
0

0.5

1

1.5 V50

 

 

0 100 200 300
0

0.5

1

diameter [μm]

vo
lu

m
e 

de
ns

ity

V100

 

 

0 200 400 600
0

0.1

0.2

0.3

0.4 V300

 

 

 60 min 120 min 300 min

Figure 8. Intermediate and final normalised volume density distributions
for different viscosity oils (5%, 0.5W/kg) as given by laser diffraction.

0 50 100 150 200 250 300
50

100

150

200

time [min]

d 32
 [μ

m
]

 

 
V20
V50
V100
V350

0 50 100 150 200 250 300
0

100

200

300

400

500

600

700

time [min]

d v,
95

%
 [μ

m
]

 

 
V20
V50
V100
V350

A

B

Figure 9. (a and b) Comparison of d32 and dv,95% variation with time for
varying viscosity oils, measured by off line laser diffraction.

304 THE CANADIAN JOURNAL OF CHEMICAL ENGINEERING VOLUME 92, FEBRUARY 2014



concentration was increased. The curves of the two lowest
concentrations (5% and 10%) were almost superimposed. This
suggests that, in the presence of large amounts of surfactant
(1%), little or no interactions between droplets leading to
coalescence occur. Coalescence is thus effectively suppressed
even for dispersed phase concentrations for which a significant
amount of coalescence would typically be expected. An increase
of the mean and maximum drop sizes was observed for 20% and
30% emulsions. It is clear that once a certain concentration
threshold is reached, the effect of dispersed phase concentration
becomes significant as collisions between individual droplets
increase. Similarly, some of the observed increase in drop size
can be explained by damping effects of high dispersed phase
concentrations on the turbulent energy dissipation rate[34],
particularly for the jump of d95 between 10% and 20%.[34] The
rheology of more concentrated emulsions is expected to deviate
significantly from the one of pure water. Coalescence effects are
also likely to be significant at the higher concentrations in spite of
the large amount of surfactant present. All of these phenomena
make the prediction of the behaviour concentrated emulsions
more difficult.

CONCLUSIONS

Three measurement techniques, a video probe with automated
image treatment, off‐line laser diffraction, and an FBRM probe
were compared for their applicability of drop sizemeasurements of
silicone oil emulsions produced in a 2 L stirred tank reactor,
resulting in finalmean drop sizes ranging from about 50 to 300mm.
The FBRM probe, while being able to provide instantaneous and
continuous measurements, was found to poorly apply to this
system. The video technique was found to provide highly accurate
and easily verifiable DSD measurements, as well as being in situ
and capable of much higher measurement frequency than ex situ
methods relying on sampling. This technique had significant
advantages over traditional sampling for laser diffractionmeasure-
ments at the beginning of batch emulsification. Improvements
were made to the image treatment algorithm in order to extend the
range of applicability to higher dispersed phase concentrations. It
can now be used, with caution, for concentration up to 10–20%,
depending on the drop sizes and therefore number of particles per
image.

The influence of dispersed phase viscosity and concentration on
the breakup dynamics was discussed in Emulsification Dynamics
Section, concluding that viscosity has a significant influence not
only on the breakage frequency, but also the daughter size
distribution, which tends to become increasing random for more
viscous droplets, thus leading to wider and more uneven DSDs.
This confirms the observationsmade in single‐drop experiments by
other authors.[10,11] Furthermore, the assumption of d32 being
proportional to dv,95% does not hold for viscous oils, not exhibiting
a normally distributed DSD.

It is desirable to develop phenomenological population balance
modelswhich accurately take both the influence of dispersed phase
viscosity and concentration into account to obtain physically
significant breakage and coalescence kernels. This would mini-
mise the reliance on system‐dependent parameters and could
therefore by applied directly in a wide variety of systems. Coupling
of such PBE models with CFD codes can further help to reduce the
geometry dependence of the models. Accurate modelling helps
understanding by providing a much more detailed view of a given
emulsification process. A breakage model capable of reproducing
the data presented in this study must be capable to (a) account for
the variation in breakage rate due to the effect of dispersed phase
viscosity, (b) take the damping effect on energy dissipation rate by
dispersed phase concentrations beyond a certain limit into account,
(c) account for the change in daughter distribution passing from
equal size binary breakage for low viscosities to increasingly
random breakup for higher ones. The last point of which is
conceptually the most difficult to realise.
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Abstract 

Modelling of droplet breakage in emulsification is traditionally governed by a range of empirically 

adjustable parameters in the appropriate breakage rate and daughter size distribution models. The 

development of a purely phenomenological modelling approach is desirable to obtain more universally 

applicable breakage models and reduce the need for extensive experiential-based parameter 

identification. A modification adapting the phenomenological breakage modelling framework proposed 

by Luo & Svendsen (1996) to high-viscosity dispersed phases is proposed in this work. The 

performance of the new model was confirmed by comparison to experimental data obtained from the 

emulsification of silicone oils with four different viscosities. The new model was compared to two 

recent traditional breakage rate models and found to provide improved results, without the need for 

empirically adjusted parameters.�

�

Keywords: Emulsification, Population Balance Modelling, Breakage Rate, Silicone Oil, Dispersed 

Phase Viscosity
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1. Introduction 

1.1 Motivations 

Using Population Balance Equations (PBE) for the modelling of emulsification systems has evolved 

considerably over the last decade due to the availability of increasingly sophisticated drop size analysis 

techniques, such as in-situ video probes with automated image treatment algorithms (Becker et al. 

2011, Khalil et al. 2010) or Fixed Beam Reflectance Measurement probes, FBRM, (Boxall et al. 2012) 

as well as ever increasing computational capabilities. These improvements have allowed the 

development of better phenomenological models linking the complex droplet-scale effects and 

interactions influencing the breakage and coagulation mechanisms to the observable evolution of the 

Droplet Size Distributions (DSD). The breakup of viscous droplets in a turbulent regime is a 

particularly challenging area of research, as a number of different effects, which cannot be easily 

quantified, need to be considered. Such effects concern most notably (a) the drop-eddy interactions, the 

effect of which depends strongly on the relative size and which are by their very nature governed by a 

probabilistic distribution of available eddy and droplet sizes, (b) the elongation, deformation, and 

relaxation undergone by a droplet inside a complex flow field before breakage (as for example 

investigated in single-drop experiments by Maaß & Kraume 2012), (c) dynamic surfactant effects after 

a sudden surface area increase due to breakage, and (d) the influence of dispersed phase concentration 

on turbulence structures and interactions of adjacent droplets (Tcholakova et al. 2011). Turbulent 

breakage in highly concentrated (� > 30 %) emulsions are a particularly challenging subject because 

the dispersion ceases to behave like a single-phase Newtonian fluid and the estimation of turbulent 

eddie dissipation in the diminishing volume of continuous phase becomes increasingly difficult.�

�

Experimental data clearly shows that the dispersed phase viscosity has a significant effect on the mean 

and maximum drop sizes, as well as the shape of the DSD. Andersson & Andersson (2006) show in 

single-drop experiments that the highly viscous droplets tend to deform more dramatically before 

breakage, leading to a more uneven daughter size distribution as well as longer breakup times. The 

focus of this study is to address this point. Dilute emulsions of silicone oils in water in the presence of 

excess of fast-acting emulsifier (Tween 20) are studied in order to minimize the effects of (c) and (d) as 
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well as coagulation. This allows for the effects of (a) and (b) to be studied in isolation, in order to 

develop an accurate breakage model taking drop-eddy interactions and viscous deformations into 

account. Even though dispersed phase concentration are kept at a moderate level, some corrections will 

be made to account for its effect on the overall breakage process; these corrections are briefly outlined 

in section 1.3. The objective of this paper is to develop a break-up kernel that takes into account the 

dispersed phase viscosity and concentration in stirred systems with low dispersed phase concentrations 

(� < 10 %).�

�

This paper is structured as follows: a brief introduction to the recent developments concerning the 

breakage rate and daughter size distribution kernels, is given in the remainder of this section. The 

framework proposed by Luo & Svendsen (1996) as well as the most recent improvements with respect 

to this model's applicability to liquid-liquid systems is discussed in detail in section 2. A new 

modification to this framework, taking viscous deformations in a breaking droplet into account, 

proposed in this work is proposed and discussed in section 3. This is followed by an evaluation of the 

new model and comparison to experimental data in section 4, and a conclusion is given in section 5.

1.2 The Population Balance Equation 

The population balance equation for a homogeneous system with a continuous number density 

distribution (n) along one internal coordinate (x), undergoing only breakage is given in equation (1); 

see Ramkrishna (2000) for details. �

�

dn x,t
dt

b x,v S x n x,t dv S x n x,t       (1)�

�

The breakage frequency kernel and daughter size distribution are denoted by S(x) and b(x,v) 

respectively. The main models proposed for these terms are given in the following section.�



�

 

�

�

1.3 Energy Dissipation Rate Correction for Dispersed Phase Concentration 

The mean energy dissipation rate is generally calculated assuming a single-phase fluid with the 

properties of the continuous phase. This is reasonable for low dispersed phase concentrations (i.e.� 

 < 1%), however, the effect of the dispersed phase becomes more pronounced for more concentrated 

emulsions and must therefore be taken into account. This can be done by modifying the energy 

dissipation rate to obtain the energy dissipation effectively seen by the emulsion droplets, �eff. A simple 

correlation to account for the damping effect of high dispersed phase hold-up was be obtained by 

Coulaloglou & Tavlarides (1977):�

�

� eff
�

1+� 3             (2)�

�

A more complex correction factor, based on expressions for the emulsion viscosity and density was 

derived by Alopaeus et al. (2002):�

�

� eff =�
1 � �

�d

�c
1 �

1 1 .5�
�d

�d +�c

         (3)�

�

These correction factors can either be explicitly included in the breakage models or used modify � 

before executing the calculations. Unless mentioned otherwise, the correction presented in equation (2) 
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is used in conjunction with all of the breakage rate kernels presented in the subsequent sections (the 

subscript “eff” is omitted for clarity of the equations) of this work, in order to account for the effect of 

dispersed phase concentration.�

�

1.4 Daughter Size Distributions 

Binary breakage is assumed implicitly in the daughter size distribution, b(V0,V1) for the purpose of the 

numerical simulations presented in this work; an appropriate factor must be inserted into equation (1) 

when multiple daughter fragments are being considered (Ramkrishna 2000). A number of different 

daughter size distribution functions have been proposed in the literature, the mayor part of which 

assume binary breakage; see Liao & Lucas (2009) for a detailed review. This assumption requires the 

number distribution function, b(V0,V1), to be symmetrical about equal sized breakage in addition to the 

requirement of mass/volume conservation. While distributions for multiple fragments have been used 

by some authors (Kotulas & Kiparissides 2006, Raikar et al. 2010); precise information about the 

nature of multiple breakage is difficult to predict and therefore it is most common to model the 

formation of multiple daughter droplets as a series of subsequent binary breakage events. The most 

commonly used daughter distributions are based on statistical models, such as uniform (Narsimhan 

1979), Gaussian ,(Coulaloglou & Tavlarides 1977) or beta distributions (Konno et al. 1983). However, 

attempts have been made to develop phenomenological models; most notably by (Martinez-Bazan et al. 

1999,2010), as well as the U- or M-shaped distributions based on the Luo & Svendsen (1996) 

framework, which will be discussed in detail in section 3.�

�

1.5 Breakage Rate Kernels 

A large range of breakage rate models for turbulent liquid-liquid dispersions can be found in the 

literature; more comprehensive reviews than the brief overview of the state of the art presented here 

can be found in (Becker et al. 2011, Maaß et al. 2012, Liao & Lucas 2009, Maaß & Kraume 2012). The 

mechanistic formulation of the breakage rate function in terms of breakage time (tb) and fraction of 

breaking drops, presented by Coulaloglou & Tavlarides (1977) still forms the basis of most breakage 
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models in use today. It is based on expressions for the breakage time (tb) and the ratio of droplets 

breaking (Nb) to total droplets (N0). This model depends on the mean energy dissipation rate (�), the 

surface tension (�), and the dispersed phase density (�d); it does however not take the dispersed phase 

viscosity (or the viscosity ratio between the two phases) into account. It depends on two empirically 

determined tuning parameters (C1,& C2).�

�

S d i
1
t b

N b

N 0
=C1

�1 3

d i
2 3 exp

C2 �
�d � 2 3 d i

5 3        (4)�

�

Most commonly used breakage models assume that breakage takes place in the inertial sub-range 

(Kolmogorov 1949) and are therefore based on the turbulent energy transferred to a droplet being larger 

than a critical value. This energy is typically expressed in terms of one or more of the following: (1) 

turbulent kinetic energy available to the droplet (Coulaloglou & Tavlarides 1977Baldyga & Bourne 

1999, Baldyga et al. 2001), (2) turbulent kinetic energy Luo & Svendsen 1996, Martinez-Bazan 1999, 

Tsouris & Tavlaides 1994), (3) turbulent fluctuations around the droplet (Alopaeus et al. 2002), or (4) 

inertial forces of the bombarding eddy (Lehr et al. 2002). All of these models take their starting point 

from physical considerations; however, other attempts have been made to exploit the self-similar 

behaviour of the breakage rate function to derive breakage rate models (Narsimhan et al 1984, Satyagal 

et al. 24). 

The original model by Coulaloglou et al. (1977) equation (4), makes the assumption that viscous 

deformations of the breaking droplet are negligible and surface energy alone determines the breakage 

rate. While this assumption can be considered accurate for dispersed phases with a very low viscosity 

ratio of the two phases, it is clear that this is not the case for highly viscous dispersed phases. 

Andersson & Andersson (2002) visualized the breakup of single droplets in a turbulent field and 

showed that viscous droplets undergo much more dramatic deformations before breakup. The influence 

of viscous deformations on the breakage rate constitutes the main focus of this work and is an active 

area of current research. Vankova et al. (2007) modified the original equation of Coulaloglou & 
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Tavlarides (1977) by including a term accounting for the viscous dissipation inside the deforming drop 

into the original model (equation 4). A third empirical parameter (C3) was introduced to adjust the 

magnitude of the viscosity term. The model thus obtained, equation (5) was used to simulate 

emulsification in a narrow-gap homogenizer.�

�

S d i =C3
�1 3

d i
2 3 exp C2

�3 5

�c
3 5 �2 5 d i

5 3
1 +C 3

�d �1 3 di
1 3

�      (5)�

�

The model by Martinez-Bazan et al. (1999) uses the concept of the critical Weber number to take 

surface tension resistance against breakage into account; this model, which requires two adjustable 

parameters (K1 & K2) was extended to viscous emulsions by Hakansson (2007) by including the critical 

Capillary number (equation 6).�

�

S d i =S KI +S KV =K1

��2 3 di
2 3 8�Wecr �c d i

d i

�c �1 3 d i
4 3

2� d
+K 2

2 ��c �1 3 di
2 3 �c 8 �Cacr �c di

d i

�c

�d

              (6)�

�

This breakage rate function assumes that no breakage takes place below a minimum stable drop size, 

resulting in a breakage frequency which abruptly drops to zero as this size is approached. In addition to 

posing numerical problems for breakage of droplets which are relatively close to this size, it has been 

argued that the critical drop size represents a meta-stable state and further breakup takes place even 

below this size due to the inherent random nature of turbulence. The turblent eddies are distributed 

along an energy spectrum and it is therefore possible for a droplet to encounter turbulent an eddy with 

much larger kinetic energy than the mean. (Baldyga & Bourne 1999, 2001) argue that  Baldyga & 

Bourne (1999) and Baldyga et al. (2001) argue that the intermittent nature of turbulent stresses are not 



�

 

distributed uniformly, even in isotropic, homogenous systems�

�

One of the most widely used recent breakage models is the one developed by Alopaeus et al. (2002), 

which takes the stochastic nature of drop-eddy collisions into account, and required three adjustable 

parameters (A1, A2, A3).�

�

S d i =A1 � 1 3 erfc A2
�

�c � 2 3 d i
5 3 +A3

�d

�c �d �1 3 d i
4 3       (7)�

�

This model takes both, the surface tension (�) and the dispersed phase viscosity (�d) components of the 

breakup resistance of a droplet into account.�

�

Maaß & Kraume (2012) observed the breakage time of single oil droplets with varying viscosities in a 

turbulent flow field to obtain a more detailed expression of the breakup time. They thus modified the 

Coulaloglou & Tavlarides (1977) and Alopaeus et al. (2002) breakage models as shown in equations (8) 

and (9) respectively.�

�
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These modification introduce the critical Capillary number (Cacr) and the elongation at breakage (). 

While this is a very promising approach it's applicability is somewhat limited because the 

determination of the elongation and critical Capillary number by single-drop experiments is not always 

practical and results cannot be easily applied to a different system and even different drop sizes.�

�

A different approach for an extension of the breakage rate model based on an extension to the 

Coulaloglou & Tavlarides (1977) model has been presented by Baldyga & Podgorska (1998). This 

model, shown in equation (10), is based on the intermittent nature of turbulence, as represented by  a 

multifractal scaling exponent (�). Details concerning this approach can be found in  Baldyga & Bourne 

(1999).�

�

g di =B1 ln
Li

di

B2 � 1 3

di
2 3

0. 12

�i d i

Li

2+� 3f �
3 d�        (10)�

�

What all of these models (with the exception of Luo & Svendsen (1996), which will be explained in 

detail in section 2) have in common is their reliance on empirically determined parameters, with very 

large variations for their values being reported in the literature (Alopaeus et al 2002, Maaß et al. 2012). 

This inherent system-dependence of the parameters and the experimental effort and cost associated 

with reliable parameter identification severely limits the range of applicability of these models. 

Furthermore practically all of the models based on drop-eddy collisions use an averaged out eddy 

energy in the breakup constraint, based on the mean energy dissipation rate and thus mean eddy kinetic 

energy in order to obtain an easy-to-use formulation of the model. The energy distribution of eddies in 

turbulent flow is generally described by an exponential decay function through a Kolmogoroff cascade 

(Leng & Calabrese 2004). While the models discussed in this section are easily implemented and have 

been used successfully and reliably in PBE modelling of emulsification in a wide range of different 

systems, it is desirable to develop a model based entirely on theoretical considerations, taking all of the 
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easily quantifiable physical parameters of the system (energy dissipation rate, viscosity, surface tension, 

dispersed phase concentration) which is the objective of the remainder of this work.�

�
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2 The Luo & Svendsen Framework 

2.1 Model Description 

Luo & Svendsen (1996) proposed a theoretical framework for turbulent bubble breakup, based on the 

drop-eddy collision frequency, 	(
,d0) and the specific breakage probability, P(d1,d0,
), governed by 

the breakage criterion of the kinetic energy of the bombarding eddy, overcoming the surface energy 

increase necessary for the binary breakup of a bubble/droplet (d0) into a given daughter size (d1).�

�

e 

1
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u

2 �

6

3

           

 (11)�

e 
 d 0, d1 =c f �d0
2 �            (12)�

�

The surface energy increase is defined in terms of the increase in surface area (cf) for a given breakup 

fraction fv = v1/v0.�

�

c f =f v
2 3 1 f v

2 3 1           (13)�

�

The breakage rate kernel and the daughter size distribution to be used in the population balance model 

can then be found by the following integrals, where 
min denotes the minimum size of eddies which 

contain sufficient energy to cause breakage and 
max = d0.�

�
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Where the collision frequency and breakage probability are given by equations (16) and (17). The 

velocity of the eddies is taken to be Gaussian (Luo & Svendsen 1996), resulting in the an exponential 

shape of the turbulent kinetic energy distribution. This leads to the exponential expression for the 

breakup probability shown in equation (17).�

�
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For a more detailed description of the theoretical bases and assumptions of this framework see (Luo & 

Svendsen 1996, Liao & Lucas 2009, Han et al. 2011). The integrals for 
 in equations (14) and (15) are 

defined for the turbulent inertial sub-range and the surface energy increase breakage criterion used in 

the original model (equation 13) results in a U-shape daughter size distribution.�

�

This model has been extensively used in population balance modelling of bubble flows, because of its 
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purely phenomenological nature and the fact that this model does not require the adjustment of 

empirical parameters. Even though the original publication (Luo & Svendsen 1996) states that this 

framework to be applicable for both bubble as well as droplet breakup this was not found to be the 

case. A dramatic under-prediction of breakage rate for low energy dissipation rate experiments in a 

stirred tank (� = 0.5 W/kg) was observed by Becker et al. (2011) because the energy contained in the 

eddies within the inertial sub-range is not sufficient to cause breakage because of the exponential nature 

of the Kolmogoroff cascade. However, since non-negligible breakage is observed in these cases it can 

be concluded that larger eddies do not only transport the droplet, as stated in the original model 

formulation, but also contribute to breakage, in the case of small droplets (i.e. close to the Kolmogorov 

microscale). Furthermore the assumption of the dispersed phase being inviscid, while reasonable for 

bubbles, is clearly not applicable to droplets. The observed effect of dispersed phase viscosity in 

breakage rate and daughter size distribution cannot be reproduced using the original model formulation. 

The U- shaped daughter size distribution was also found to be applicable mainly to bubbles which 

undergo rapid internal redistribution during deformation prior to breakage, while droplets have the 

tendency to break into two approximately equal sized fragments with the formation of one or more 

satellite droplets (Andersson & Andersson 2006). The most recent modifications available in the 

literature addressing the issues mentioned above are detailed below, followed by the proposition of a 

new energy constraint which takes viscous deformations into account.�

�

2.2 Modifications to the Framework 

A number of modifications have been made in order to extend this model and incorporate more 

complex physical phenomena; notably, Zhao & Ge (2007) who included a capillary constraint, leading 

to an M-shaped daughter distribution and introduced the concept of eddy efficiency, Andersson & 

Andersson (2006), who extended the integration range to include eddies larger than the droplet size, 

and the most recent model by Han et al. (2011) which will be discussed bellow. The extension of this 

framework to turbulent liquid-liquid dispersions remains one of biggest challenge; this is particularly 

true when it comes to small droplets of non-negligible viscosity.�

�
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The most recent and comprehensive modification of the Luo & Svendsen (1996) framework with 

respect to it's application to droplet breakup was made by Han & Luo (2011). In addition to the surface 

energy increase breakup criterion, they introduced a constraint based on the energy density increase 

with respect to the smallest daughter particle formed in a binary breakup event, resulting in:�

�

e 
 max c f ,cd ��d0
2

          (18)�

�

with cf according to the original framework (equation 13) and cd according to the new constraint.�

�

cd min f v ,1 f v
1 3 1         (19)�

�

It can be seen that for any binary breakup event the new constraint (equation 18) is larger than the 

original one (equation 13). This modification changes the daughter size distribution from a U-shaped 

one to a distribution which takes a �-shape; thus favouring equal size breakup to the shearing off of 

small daughter size particles. This is in accordance with the high-speed video observations by 

Andersson & Andersson (2006) stating that internal flow re-distribution  is hindered by the viscous 

forces inside of the droplets. However, this does not take into account the formation of small satellite 

drops due to the large deformations experienced by droplets prior to breakup, but rather gives an 

estimation of the distribution for the two largest fragments, which contain the bulk of the mass of the 

original particle.�

�

The other crucial modifications made by Han & Luo (2011) concerns the extension of the integration 

domain to larger eddies. While collisions of droplets with smaller eddies are assumed to result in the 

transfer of all of the eddie's kinetic energy to the droplet the situation is more complex for collisions 
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with larger eddies, where the droplet is also being transported and only a fraction of its energy can be 

transferred to the droplet, i.e. the available energy eav(
). Andersson & Andersson (2006) estimated the 

available energy by assuming that only the kinetic energy contained in the torus traced out by the 

droplet moving inside the eddy. This assumption was criticized by Han & Luo (2011) as it tends to over 

predict the energy passed to the droplet; this was confirmed in this study, where the torus energy 

correction led to a large over prediction of the breakup rate, particularly for collisions of droplets with 

much larger eddies. Han et al. (2011) therefore proposed an estimation method based on the velocity 

around the droplets being held up in an eddy, using a sinusoidal internal eddy velocity distribution 

introduced by Luk & Lee (1986). For a distance of d0 from the centroid of the eddy this gives.�

�
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           (20)�
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While this relations presents an improvement over the torus approximation, which tends to over predict 

the energy available for breakage, the new correction is not without its flaws. The available energy is 

obtained by modifying the velocity only; while offering no correction to the eddy volume to which the 

droplet is being exposed. This could result in an over prediction of the energy transferred to a droplet 

which is much smaller than the total kinetic energy of a very large eddy; further study is needed to 

verify this.�

�

The third modification proposed by Han et al. (2011) concerns the drop-eddy collision frequency (	), 

which in the original model by Luo & Svendsen (1996) assumes instantaneous breakup on collisions. 

This was considered a reasonable assumption for small eddies, which rapidly transfer all the kinetic 

energy to the droplet; however droplets may spend a significant amount of time being held up in larger 

eddies, thus decreasing the total number of possible collision events and thus collision frequency.  

Andersson & Andersson (2006) first introduced the concept of an interaction frequency based on the 
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eddy turnover time. Han et al. (2011) extended this concept by including the transport time of a droplet 

being held up in an eddy.�

�

	interaction 
,d 0
�d0

3 6
min �e ,
 ucorr

 (21)�
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While this relation does not take into account any of the complex flow phenomena inside a very large 

eddy or the decrease of drop-eddy collisions due to a droplet being held up in a large eddy, it was found 

to be a reasonably good approximation without making the model excessively complex and introducing 

empirical parameters.�

�

Surface oscillations from drop-eddy collisions are also included in this modification, however, as these 

were found to be of insignificant magnitude for the systems of relatively small and rigid droplets under 

instigation here, they are not considered in this work; the reader is referred to Han et al. (2011) for 

details.�

�

3 New break-up kernel including viscous term  

3.1 Implementation of New Model in Luo & Svendsen Framework 

The viscous dissipation energy inside a deforming droplet should therefore be included in the breakup 

constraint i.e. The energy a droplet receives from a interaction with an eddy must overcome the surface 

energy density increase as well as the energy which is being dissipated by the viscous stress imposed 

on the deforming droplet in order to cause a breakage event.�

�
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e 
 e� +e �             (22)�

�

Here e
 is the available energy according to equation (18), e�, the surface energy increase, according to 

equation (12), using the energy density constraint (cd), given in equation (19), and e� the viscous energy 

during deformation to be developed here. Equations (22) is included into the expression for the 

breakage probability (equation 17) in order to take full advantage of powerful aspects of the 

framework. The expression for the breakage probability thus becomes:�

�
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          (23)�
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The flow conditions in a drop-eddy collision are very complex with a strong element of randomness 

therefore we will assume simple shear flow. The viscous energy dissipated inside a drop subjected to 

simple shear (��) due to an elongation (x) caused by a velocity (u) along the principle axis of stretch is:�

�

e � d0 =�d0
3 � �            (24)�

� � =�d u �             (25) 

A similar energy relation was, for example, used by Vankova et al. (2007) in order to modify the 

Coulaloglou & Tavlarides (1977) model for applicability in the viscous sub-range (equation 5). The 

velocity and elongation in the expression for the viscous stress (equation 25) need to be estimated in 

order for the model to be complete. Vankova et al. (2007) estimated the viscous stress inside a 

deforming droplet using the mean velocity difference of the droplet to the surrounding fluid. However, 

models based on the Luo & Svendsen (1996) framework are more detailed, as they take drop-eddy 

collisions for the full range of eddy sized into account. We can therefore use the eddy velocity u
(
,�) 
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when evaluating the new constraint in the integrals of equations (14-15). The elongation at breakage (x) 

is somewhat more difficult to characterize as it requires detailed knowledge of the breakup process. In 

the absence of this rather complex information the initial diameter of the breaking droplet is being used 

as an approximation of �  which can be assumed to be of the correct order of magnitude. It is important 

to note that the new viscous constraint has a damping effect on the overall breakage rate, as the viscous 

shear increases with the mean eddy velocity (u
), which increases energy dissipation rate, thus offering 

increasing resistance to breakage, while the surface energy constraint is independent of the dissipated 

energy.�

�

3.2 Characteristics of New Model 

The integration limits 
min and 
max. should be chosen to represent the entire inertial sub-range of 

turbulence, however, from a numerical point of view it is desirable to use more thigh limits. Andersson 

& Andersson (2006) used 
min = d0/10 to 
max = 10d0, while Han et al. (1011) integrated from the 

Kolmogoroff microscale to 5d0. Preliminary simulations have, however, shown that the limits should be 

much larger for the system under investigation. Considering the breakage probability, interaction 

frequency and the integral 	int(d0,
)P(d1,d0,
) allows for a more detailed analysis of these limits. The 

available energy e
 and thus the breakage probability increases with eddy size; the eddy concentration 

and thus the collision frequency, on the other hand, decreases with rapidly with eddy size. The integral 

therefore increases, before decreasing again, as shown in figure 1. This reveals that for the system 

parameters used in this study (drop size, energy dissipation rate, surface tension, etc.), the breakage is 

dominated by eddies which are an order of magnitude larger than the droplets, with smaller eddies 

having a negligible contribution to the overall breakage rate.�

�

As discussed in section 2.1, the models based on the Luo & Svendsen (1996) rely on the turbulent 

kinetic energy distribution in order to determine the conditional breakup probability. This distribution is 

based on the Kolmogorov energy cascade, which is itself based on the assumption that the fine-scale 

turbulence is completely determined by the enrgy dissipation rate (�), which does not deviate from its 
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mean. However, as discussed by Baldyga & Podgorska (1998), this is far from being an accurate 

description of the inherent random phenomena of turbulence. The exponential distribution used in this 

work is, however, the most accurate representation of the turbulent energy spectrum which is currently 

available. �

�

A limitation of this new model is the fact that is does only predict the size distribution of the main 

fragments, assuming binary breakage; it does, however not take into account the satellite drops that are 

formed in breakup of highly viscous droplets. While this clearly requires more thorough investigation 

and further refinement of the model, the new form is expected to accurately predict the evolution of the 

volumetric DSD because most of the mass is contained in the main fragments (Andersson & Andersson 

2006). The absence of tuning parameters, which would allow to adjust the breakage rate to the shape 

required by this assumption is expected to lead to less accurate predictions of the breakage dynamics. 

The final drop size distributions and maximum drop sizes will, however, be predicted correctly.�

�

�



 

 

4 Materials & Methods 

4.1 Experimental set-up 

The breakage rate model developed in this work was validated by comparing the simulations to a set of 

experimental data obtained from the emulsification of silicone oils in a 2 L stirred tank (internal 

diameter of 0.1 m), equipped with 4 baffles and an axial-flow Mixel-TT propeller, with three helical 

blades. This set-up was equally used by Becket et al. (2011) and Becker et al (2013). This type of 

impeller produces a very efficient internal pumping flow (Aubin et al. 2001). In addition, the design of 

this type of impeller better uniformity in terms of turbulent energy dissipation rates and overall flow 

between the impeller region and the remainder of the tank. A stirred tank with a relatively small 

working volume was chosen to minimize the overall inhomogeneities in the control volume. The 

commonly used assumption that local energy dissipation rates are equal to the average energy 

dissipation rate, as given by the well-known power number equation (
N P c nI

3 DI
5 V T ) can 

therefore be considered valid (Khalil et al. 2010). The small working volume equally minimizes the 

volume of quiet zones, in which coagulation is likely to occur. Coagulation rates are further minimized 

by the use of a fast-acting surfactant and low dispersed phase concentrations. An in-depth study of the 

influence of spatial variations requires a coupling between PBE modelling and computational fluid 

dynamics, which is an active field of study but goes beyond the scope of this study, which is concerned 

with the droplet-scale model development only. Emulsification experiments were performed for 

dispersed phase hold-up of 5 %(kg/kg) of silicone oils with viscosities of 20, 50, 100, and 350 mPa.s, 

with 1 %(kg/kg) of Tween 20® emulsifier. The oil was added to the water surfactant solution and first 

suspended by agitating with 500 rpm (� 
 2 W/kg) for 5 s before switching to the desired agitation rate 

corresponding to � = 0.2 or 0.5 W/kg for a total agitation time of 300 min. An in-situ video probe 

(Khalil et al. 2010, Becker et al. 2011) was used to take videos of about 30 s  at increasing time 

intervals of t = 1, 5, 10, 15  20, 40, 60, 90, 120, 150, 180 220, and 300 minutes. Automated image 

detection algorithm, based on a circular Hough transform and adapted to the silicone oil-in-water 

system by (Becker et al. 2013) was applied to 400 images for each time point, resulting in detection 

rates of up to 20,000 droplets per measurement series. Samples for drop sizes analysis by by laser-

diffraction analysis (Beckman Coulter LS 13 320) were also taken at selected times. The experimental 
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conditions are summarized in table 1, and details of the experimental set up used here can be found in 

Becker et al. (2013).�

�

Table 1 – Experimental conditions used for model validation in this study 

Silicone oil viscosity [mPa.s] 20 50 100 350�

Surface Tension (1 %(w/w) Tween 20) 
[mN/m] 

9.7 10.1 10.6 9.9�

Energy disspation rates [W/kg] 0.5 0.2 

0.5 

0.2 

0.5 

0.5�

Dispersed phase concentration [%(w/w)] 5 5 5 

10 

5�

�

4.2 Numerical Scheme 

The numerical calculations presented in this work were performed using the Finite Volumes 

discretization scheme (Kumar et al. 2009, Filbert & Laurençot 2004). This scheme, which is based on a 

volume-conservative formulation of the PBE was found to provide excellent accuracy, numerical 

stability, as well as fast simulation times (Becker et al. 2011). The discretized PBE, in terms of the 

volume density distribution (gi) is given in equation (26), with the mass flow across the cell boundaries 

(Ji±1/2) given in equation (27).�

�
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The numerical calculations, using the Finite Volumes discretization scheme are conducted using droplet 

volume as the internal variable; the results presented in sections 4 and 5 are, however, given in terms of 

droplet diameter to make the graphs more readable and comparable to results published in the 

literature. Similarly, the breakage rate functions and daughter size distributions are given in terms of 

droplet diameters; a conversion to the droplet volume based form is considered trivial.�

�

�

5 Results & Discussion 

5.1 Parameter estimation 

The empirical parameters (A1, A2, A3) upon which the Alopaeus et al. (2002) and the Vankova et al. 

(2007) (C1, C2, C3) models rely were adjusted to the experimental data by using the built-in non-linear 

least-squares optimization algorithms in MATLAB. A target function, shown in equation (28), was 

declared as the sum of square error between the simulation results and experimental measurements for 

each time step and each discretization point.�

�
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         (28)�

The optimization for the three tuning parameters was performed for each experimental run (i.e. 

viscosity & energy dissipation rate) individually. This produced a very good fit of the model in most 

cases. However, as parameters which are valid for a single set of experimental conditions are of very 

limited use, an average of the identified parameters were used in the simulations presented in the 

remainder of this study. Parameter identification was performed using both, the U-shaped daughter size 

distribution of the original model by Martinz-Bazanet al. (1999), as well as the bell-shaped daughter 

distribution of this model (Martinez-Bazan et al. 2010). The values of the identified parameters, as well 
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as the values reported in literature are shown in table 2. This shows the large range of variability, and 

thus limited global applicability of such parameters. In both cases, the U-shaped daughter size 

distribution was found to provide slightly more accurate simulation results, when compared to the 

experimental distributions. It is possible to adjust the number of daughter droplets, as well as the shape 

of the daughter size distribution to the experimental results by, using for example a self-similarity 

approach to solve the inverse problem (Sathyagal et al. 1996).Experimental evidence clearly shows that 

breakage is not binary for very viscous droplets (e.g. Vankova et al. 2007). It is however, common to 

assume multiple breakup events to be composed of multiple subsequent binary breakup events. While 

this assumption has been heavily criticized, it has nevertheless, be used to successfully simulate droplet 

breakup in a wide range of practical applications, without the need of detailed knowledge about the 

actual daughter size distributions for the entire range of drop sizes. When using a breakage rate model 

which includes empirical tuning parameters, one could make an approximation by adjusting these 

parameters to give a higher overall breakage rate than would be needed if a multiple size daughter 

distribution is considered. This approximation might allow one to fit the experimental data, at the 

expense of inaccurate description of the real physical processes - e.g., unrealistically high rate of drop 

breakage for the smaller drops in the emulsion.�

The figures related to the Alopaeus et al. (2002) and Vankova et al. (2007) model presented in the 

subsequent sections of this paper have been generated using this U-shaped daughter size distribution 

for binary breakage. The parameters used in this study are shown in table 2.�

Table 2 – Mean of identified parameters based on the complete set of experiments listed in table 1 

Alopaeus et al. (2002) model -  equation (7) Vankova et al. (2007) model - equation (5)�

 Original ref. This work  Original ref. This work�

A1 0.986 0.0021 C1 0.086 3e-4�

A2 0.892e-3 0.0416 C2 5.12 0.0317�

A3 0.2 0.1059 C3 0.37 14.158�

�



 

 

5.2 Model Comparison: Dispersed Phase Viscosity 

The experimental results for initial (1 or 5 min) and final (300 min) distributions together with the 

simlulation results for the the three different models (Alopaeus et al., Vankova et al., and modified Luo 

& Svendsen) are shown in figure 2, for the four different viscosity oils at 5 % dispersed phase fraction 

and an energy dissipation rate of � = 0.5 W/kg. 

The original Luo & Svendsen (1996) model  failed to predict any breakage because the eddies of size � 

< d0 do not contain sufficient energy to cause breakage in the relatively low energy input stirred tank 

system. This was also observed by Becker et al (2012). A comparison of the three models shows that 

the modified Luo & Svendsen, presented in section 2.2 of this work, model provides the a very good 

prediction of the experimental results when the dispersed phase viscosity is varied between �d = 20 and 

100 mPa.s.The widening of the DSDs with increasing dispersed phase viscosity is well represented by 

this model. It must be noted that the long tail of the experimental results for the final distribution is 

likely due to experimental noise and inaccuracies in the image-treatment algorithm; the details of the 

strengths and weaknesses of this DSD analysis technique were discusses by Becket et al. (2013). 

Nevertheless, the main distribution, which remains close to a Gaussian shape, is clearly visible in figure 

2(c), which allows the conclusions drawn from the analysis presented in this section to be considered 

accurate. The �d = 350 mPa.s case is characterized by a much wider and more noisy initial, as well as 

final, distribution. The new, modified Luo & Svendsen model fails to predict the large width of this 

distribution accurately, but gives a reasonable estimation of the general position of the peak of the 

DSD. The Alopaeus et al. (2002) model, using the averaged identified parameters provides good 

predictions of the position of the peak for the �d = 20 and 50 mPa.s case, but predicts a narrower 

distribution than is experimentally observed; it does, however, over predict the breakage grate for the 

100 and 350 mPa.s case. The under-prediction of the width of the DSDs becomes larger with increasing 

dispersed phase viscosity. The Vankova et al. (2007) produces a very similar final DSD than the 

Alopaeus et al. model for the �d = 20 mPa.s case, but it fails to accurately predict the DSDs for the 

higher viscosities, as it gives an increasing under prediction of the breakage rate with increasing 

dispersed phase viscosity. As mentioned in section 5.1, it is possible to fit a set of parameters to the two 

models, which provides excellent results for each of the dispersed phase viscosities used. This suggests 

that it is not possible to obtain a set of parameters, which remains valid for this emulsification system 
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regardless of dispersed-phase viscosity.�

�

����������������������������������������������� ��� ����������������!������"#�$�%�

&�� ������'����������(������������������!���������'���)�!*�+����������������������%�

������������������!������������'���&����������������'�����*�+�������� �'����,����

�������'������'���-������!����',�.��-�)�������*�/0##�1���!�2�������������*�/0##01%�

&�� �������������!�����������'��&���������������������'�����%�����������������&����

������!*�+��������!��%�����������������!�����&������������� �����'���%�����������

&���� ��� ���� �������� �!!���� ��� '�� ��-��� ����� �  ����*� ��� ������������ ����&�� ����

������)��������� �����'��!��������!%��������'�������&�������������%���!�!�� ����!�

����� ������*0*�

�

The Vankova et al. (2007) modification to the Coulaloglou et al. (1977) breakage model  is seen to take 

the dispersed phase viscosity much better into account than theAlopaeus et al. (2002). The new model, 

on the other hand makes superior predictions regarding the effect of �d because of its 

phenomenological, and thus much more physically accurate, nature. The fact that all three models, 

which make the assumption of binary breakage, predicts a much narrower DSD for the highest 

viscosity (�d = 350 mPa.s) suggests that a fundamental change in the underlying breakage mechanism 

is taking place. The single-drop experiments by Andersson & Andersson (2006) have shown that high-

viscosity droplets undergo dramatic deformations into multiple thin threads. The breakage occurs 

before the fluid contained in the droplet had the chance to redistribute itself into more stable shape, 

from a surface energy point of view. This does, by definition, result breakup into multiple fragments. 

The approximation of a multi-fragment breakup event being composed of multiple subsequent binary 

breakage events only provides a reasonable prediction of the overall breakage rate up to a certain point 

up to a certain limit. For the system presented in this study, the validity of this assumption is shown to 

break down for a dispersed phase viscosity of �d = 350 mPa.s. If a mutiple-fragment daughter size 

distribution is to be used with the Alopaeus et al. (2002) and Vankova et al. (2007) Breakage models, it 



 

 

becomes necessary to re-identify the parameters. The new model, based on the Luo & Svendsen (1996) 

framework cannot be used with an arbitrary daughter size distribution because the conditional breakage 

probability (equation 18) is inherently linked to both, the breakage rate and daughter size distribution. 

It is however possible to construct a conditional breakage probability based on an energy requirement 

(e� + e�) derived from more than two potential daughter droplets. This would greatly increase the 

complexity and computational requirements of the model because of the requirement of an additional 

dimension over which the conditional breakage probability (equation 17) has to be integrated for each 

potential additional daughter droplet.�

�

�

�

5.3 Model Comparison: Energy Dissipation Rate 

Figure 3 shows the initial and final distributions for emulsification of 50 and 100 mPa.s silicone oils at 

a concentration of 5 % and energy dissipation rate of � = 0.2 W/kg. The final drop sizes are slightly 

larger and much wider than the ones presented in figures 2(b) and 2(c). For the 100 mPa.s case, figure 

3(b), a similar observation can be made as for the higher agitation rate of � = 0.5 W/kg 2(b). The 

Alopaeus et al. (2002) And Vankova et al. (2010) models both tend to give a reasonable estimation of 

the size of the peak, but predict much narrower distributions than are experimentally observed. The 

modified Luo & Svendsen model predicts a larger distribution. The Alopaeus et al. (2002) model over 

predicts the breakage rate for the lower viscosity ( �d = 100 mPa.s) oil, shown in figure 3(a), while the 

modified Han et al. (2011) model provides a good prediction of the position and size of the peak, with 

slightly more small droplets than experimentally observed. The Vankova et al. (2010) model gives an 

excellent prediction in this case. This highlights the importance model validation and parameter 

identification with a wide range of experimental conditions. The Vankova et al. (2010) model could be 

considered to provide much better predictions than the other two models, based on figure 3 alone. 

When taking the poor performance of this model shown in the higher energy dissipation rate 

experiments, i.e. figure 2, it becomes clear that the predictions by the modified Luo & Svendsen (1996) 
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model proposed in this work are superior to the other two models. �

�

5.4 Increased Dispersed-phase Concentration 

The influence of dispersed-phase fraction (�) was discussed in section 1.3 and is taken into account in 

the calculation of all three models compared in the previous sections by a correction factor of the 

energy dissipation rate according to equation (2). The simulation results for the 100 mPa.s silicone oil 

at � = 0.5 W/kg for a higher dispersed-phase concentration of 10%(w/w) is shown in figure 4. The new, 

modified Luo & Svendsen (1996) model proposed in this work clearly provides much better results 

than the Alopaeus et ail. (2002) and Vankova et al. (2007) models, which severely over-predict the 

breakage rate. This leads to the conclusion that the modified Luo & Svendsen (1996) model is capable 

of correctly taking the effect of dispersed phase concentration correctly via simple correction factor to 

the energy dissipation rate (�). Evidently, this observation will cease to be valid once the oil phase is 

present at a very high concentration, because the rheology changes significantly from that of pure 

continuous phase (i.e. water) for highly concentrated emulsions (> 20-30%).�

�

Furthermore, it must be noted that the video treatment, which has a natural bias towards the larger end 

of the DSD (Becker et al. 2013), becomes increasingly inaccurate with dispersed phase concentration. 

Becker et al. have determined that, with the improved image treatment algorithm used in this work, it is 

possible to obtain reasonably accurate results for concentrations of up to 10 % (in some case up to 20 

%). The final distribution obtained by laser diffraction measurements is included in figure 4. This 

shows that this technique measures slightly smaller drop sizes than the video treatment, while also 

measuring a second, smaller peak around 50 �m, which is not captured by the video treatment. The 

reasons for these discrepancies have been discussed in detail by Becker et al. (2013). The conclusions 

about the applicability of the new model to higher dispersed phase concentrations made in this section, 

however, remain valid even when considering the laser diffraction data. The fact that the appearance of 

the secondary peak is not predicted by any of the three models is an inherent feature of the binary 

daughter size distributions used.�
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5.5 Emulsification Dynamics 

A more detailed analysis of the simulations for the DSD evolution, using the 50 mPa.s case as an 

example is presented in this section. Figure 5 shows the experimental and simulated cumulative 

distributions for times t = 1, 20, 60, 120, and 300 min for the three models compared in the previous 

sections, as well as the Han et al. (2011) Modification, which form the basis for the modified Luo & 

Svendsen (1996) model proposed here. 

The new model, figure 5(d), can be seen to be lagging behind the experimental distributions, while the 

Alopaeus et al. (2002) model, figure 5(a), tracks the intermediate distributions somewhat better; both 

models give a good representation of the final distribution. As discussed above, the Vankova et al. 

(2007) model, shown in figure 5(b), consistently under-predicts the breakage rate. Figure 4(c) clearly 

shows that the Han & Luo (2011) modification to the Luo & Svendsen (1996) model (described in 

section 2.2), without the viscosity term introduced in the new model, over predicts the breakage rate. 

This shows that the viscous energy term introduced into the Luo & Svendsen (1996) framework in 

section 2.3 correctly estimates the damping effect due to the increased dispersed phase viscosity.�

�

The evolution of the Sauter mean diameter for the distributions shown in figure 6. The mean drop size 

can be seen to first decrease rapidly and then level off. A tru equilibrium is, however, not reached 

despite the long agitation tims used in this study. This suggests that the breakage rate for the smaller 

droplets decreses to a very low rate, but does not strictly go to zero. This �

�

The Alopaeus et al. (2002) model produces a Sauter mean diameter which is very close to the 

experimental value (see figure 6), whereas the d32 predicted by the modified Luo & Svendsen (1996) 

model does not fit the data as well. Basing the analysis solely on the representation of the Sauter mean 

diameter would lead to the conclusion that the Alopaeus et al. (2002) model is superior to the new 

model proposed in this work. However, considering the entire distributions, shown in figure 2, clearly 
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show that the modified Luo & Svendsen (1996) predicts a much better prediction. It is also important to 

note that the tuning parameter of both, the Vankova et al. (2007) and Alopaeus et al. (2002) models 

have been adjusted based on the assumption of binary breakage. It is therefore natural to expect the 

shape of the intermediate distributions to be much closer to the experimental results than the 

predictions by the new model which does not have a mechanism to compensate for inaccuracies of the 

daughter size distribution by manipulating the breakage rate. It is also imperative that any model 

validation procedure should be based on the fit of the DSD rather than some mean value such as d32. 

This becomes even more important when the distributions in question are very wide or multi-modal.�

�

The lag observed in the simulations using the new model proposed in this work, figures 5 and 6, can be 

explained by the fact the this model strictly uses the assumption of binary breakage for the calculation 

of the breakage rate. A fragmentation event with multiple daughter droplets necessarily causes the 

generation of, at least some, smaller droplets than can be generated from a binary breakage event. This 

increases the speed of the size reduction of the emulsion. The assumption of binary breakage can be 

considered much more accurate for small droplets, whereas the large droplets (i.e. > 100 �m), almost 

certainly experience dramatic elongations and viscous deformations, which leads to multiple breakage 

events. The single-equation Alopaeus et al. (2002) model is able to take this into account by 

considering multiple breakage events as a series of subsequent binary breakage events, which is 

reflected in a set of parameters predicting a higher breakage rate than would be observed with different 

breakage kernel. While this results in a model that captures the emulsification dynamics relatively well, 

it is not strictly speaking a physically correct representation of the breakup process;. Such an 

approximation cannot be implemented in the new model, as the breakage rate and daughter size 

distributions are inherently linked by the phenomenological modelling approach of the Luo & 

Svendsen (1996) framework.�

�

5.6 Model convergence 

The emulsions were agitated for long times of 300 min to ensure that the final emulsion did not 



 

 

undergo further breakage. As can be seen from the distributions and d32 shown in figures 5 and 6, the 

DSDs tend to an equilibrium drop size with very slow size reduction observed at the end of the 

experiments. A true equilibrium DSD, based on an equal breakage and coagulation rate is not observed 

in the experiments presented here because care was taken to minimize coagulation by using an excess 

of surfactant with a relatively low dispersed phase concentration. Obtaining such an equilibrium would 

take a much longer agitation time in this case. The breakage rate of the small droplets at the end of the 

emulsification process is, however, very slow and most of the size reduction occurs in the first  100 to 

200 min of the agitation time. In order to validate the new model, it is important to ensure that the 

model predictions of the final drop size after a long emulsification time  (i.e. t = 300 min) where not a 

chance result based the specific initial distribution; especially when considering that no empirical 

parameters where adjusted to the data. The simulations were therefore repeated for the same 

experimental conditions shown in figure 2, using an arbitrary Gaussian distribution as the initial 

condition. The results of these simulations are shown in figure 7. It can be seen that the modified Luo 

& Svendsen model predictions remain very similar to the ones observed using the experimental 

measurements for all four dispersed phase viscosities. The other two models predict very similar 

distributions for �d = 20 and 50 mPa.s, but the tendency of over- and under-prediction observed for the 

higher viscosities (�d = 100 and 350 mPa.s) are more pronunced when an arbitrary initial distribution is 

used. This leads to the conclusion that the new model does converge to the correct result regardless of 

the initial distribution and the good model predictions presented in section 5.1 were not due to the 

shape/position of the initial experimental DSD.�

�

6 Conclusions 

A modification to the well-known, and widely used Luo & Svendsen framework for modelling of 

turbulent bubble/droplet breakage was introduced and validated by comparison to experimental data 

and two other recent breakage rate models. The new modification,which is based on the introduction of 

a viscous energy term into the Han et al. modification to the original framework, was found to correctly 

predict the damping effect of the viscous elongations experienced by viscous droplets on the breakage 

rate. Emulsification of four different silicone oils of increasing viscosity in a stirred tank at two 
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different agitation rates was used to show that the new model provides very good predictions of the 

experimental distributions after an agitation rate of 300 min. The Alopaeus et al. and Vankova et al. 

models where unable to deliver correct predictions across the range of experimental conditions with a 

single set of identified parameters. The advantages of a purely phenomenological PBE modelling 

approach over the traditionally used single-equation models, which heavily rely on empirically 

determined and system dependent parameters and therefore requires some a priori knowledge of the 

behaviour of a particular system has been demonstrated.�

�

PBE modelling has become a well-established tool for a wide variety liquid-liquid and gas-liquid 

systems and is increasingly used in conjunction with increasingly accurate experimental techniques, 

allowing a detailed investigation of the physical processes occurring at the droplet scale as well as 

increasingly accurate DSD measurements. These advances, together with modern computational 

techniques, such as computational fluid dynamics allow the connection of an accurate description the 

micro-scale phenomena together with the macro-scale flow field characteristics. Phenomenological 

models, such as the one proposed here for turbulent breakage of viscous droplets, play a crucial part in 

these advancements.�

�

The new model, while it does not rely on empirical parameters, does however make a number of 

assumptions. The validity of these assumptions for the system in question need to be carefully 

scrutinized and present a potential source of error. The most notable aspects of the model with  

potential for further modifications and improvements are: (a) the energy transferred to the droplet by an 

eddy with � >> d0 (b) the assumption of pure binary breakage does not hold for very high viscosity 

dispersed phases and large droplets (c) the estimation of the precise value of the elongation at breakage 

of viscous droplets, which appears in the new energy constraint (equation 25).�

�
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Nomenclature�

�

Latin letters�

�

A1-3 Constants in Alopaeus et al. (2002) breakage model [-] 
b(x,v) Daughter size distribution kernel of breaking droplet (x) into fragment (v) 
C1-3 Constants in Coulaloglou & Tavlarides (1977) breakage model [-] 
Cacr Critical Capillary number [-] 
cd Energy constraint in Han & Luo (2011) model [-] 
cf Surface area increase from breakage event [-] 
d Droplet diameter [m] 
ecr Critical breakage energy [W] 
e
 Eddy energy transferred to droplet [W] 
e� Viscous energy dissipation inside droplet [W] 
e� Surface energy increase [W] 
fv Breakage volume fraction [-] 
g(xi,t) = gi Volume density distribution [m3 m-3] or [m3 m-3] 
Ji±1/2 Volumetric flux across cell boundary [m3 s-1] 
K1-2 Constants in Martinez-Bazan (1999) & Hakansson (2007) breakage model 
n Number of daughter fragments [-] 
n(xi,t) = ni Number density distribution [m-3] or [m-1] 
nI Impeller speed [s-1] 
N0 Total number of droplets [-] 
Nb Number of breaking droplets [-] 
P(d1,d0,
) Probability of breakage from collision of droplet d0 with eddy � into fragment d1 
S(x) Breakage frequency kernel [s-1] 
tb Breakage time [s] 
�corr Effective velocity seen by droplet caught up inside eddy [m s-1] 
�
 Eddy turbulent fluctuating velocity [m s-1] 
V Droplet volume [m3] 
VT Tank working volume [m3] 



 

 

Wecr Critical Weber number [-] 
x Internal coordinate (volume or diameter) 
  
�

�

Greek letters�

�

� Energy dissipation rate [W kg-1] 
 Elongation at breakage [m] 

 Eddy diameter [m] 

min/max Integration limits for eddy size [m] 
� Viscosity [kg m-1 s-1] 
� Density [kg m-3] 
� Surface tension [N m-1] 
�e Eddy lifetime [s] 
�� Viscous shear stress [Pa] 
� Dispersed phase mass fraction 

	(
,d0) Collision frequency � between eddy and droplet d0 [s-1] 
  
�

Subscripts 

c Continuous phase�

d Dispersed phase�

� �

�



�

�

References�

�

Alopaeus, V., Koskinen, J., I. Keskinen, K., Majander, J., 2002. Simulation of the population balances 
for liquid–liquid systems in a nonideal stirred tank. Part 2—parameter fitting and the use of the 
multiblock model for dense dispersions. Chemical Engineering Science 57, 1815–1825. 
Andersson, R., Andersson, B., 2006. On the breakup of fluid particles in turbulent flows. AIChE 
Journal 52, 2020–2030. 
Baldyga, J., Bourne, J.R., 1999. Chapter 15: Further Applications, in: Turbulent Mixing and Chemical 
Reactions. John Wiley & Sons, Chichester, England, pp. 841–867. 
Ba�dyga, J., Bourne, J.R., Pacek, A.W., Amanullah, A., Nienow, A.W., 2001. Effects of agitation and 
scale-up on drop size in turbulent dispersions: allowance for intermittency. Chemical Engineering 
Science 56, 3377–3385. 
Becker, P.J., Puel, F., Chevalier, Y., Sheibat-Othman, N., 2013. Monitoring silicone oil droplets during 
emulsification in stirred vessel: Effect of dispersed phase concentration and viscosity. Can. J. Chem. 
Eng. Accepted Manuscript 
Becker, P.J., Puel, F., Henry, R., Sheibat-Othman, N., 2011. Investigation of Discrete Population 
Balance Models and Breakage Kernels for Dilute Emulsification Systems. Ind. Eng. Chem. Res. 50, 
11358–11374. 
Boxall, J.A., Koh, C.A., Sloan, E.D., Sum, A.K., Wu, D.T., 2012. Droplet Size Scaling of Water-in-Oil 
Emulsions under Turbulent Flow. Langmuir 28, 104–110. 
Coulaloglou, C.A., Tavlarides, L.L., 1977. Description of interaction processes in agitated liquid-liquid 
dispersions. Chemical Engineering Science 32, 1289–1297. 
D Ramkrishna, 2000. Population Balance - Theory and Application to PArticulate Systems. Academic 
Press, San Diego, CA. 
Filbet, F., Laurençot, P., 2004. Numerical Simulation of the Smoluchowski Coagulation Equation. 
SIAM Journal on Scientific Computing 25, 2004–2028. 
Hakansson, A., 2007. Dynamic Modelling of High Pressure Homogenization (Master of Science 
Thesis). Lund University, Sweden. 
Hakansson, A., Trägårdh, C., Bergenståhl, B., 2009. Dynamic simulation of emulsion formation in a 
high pressure homogenizer. Chemical Engineering Science 64, 2915–2925. 
Han, L., Luo, H., Liu, Y., 2011. A theoretical model for droplet breakup in turbulent dispersions. 
Chemical Engineering Science 66, 766–776. 
Khalil, A., Puel, F., Chevalier, Y., Galvan, J.-M., Rivoire, A., Klein, J.-P., 2010. Study of droplet size 
distribution during an emulsification process using in situ video probe coupled with an automatic image 
analysis. Chemical Engineering Journal 165, 946–957. 
Konno, M., Aoki, M., Saito, S., 1983 Scale effect on breakup process in liquid-liquid agitated tanks. 
Journal of chemical engineering of Japan 16, 312–319. 



 

 

Kotoulas, C., Kiparissides, C., 2006. A generalized population balance model for the prediction of 
particle size distribution in suspension polymerization reactors. Chemical Engineering Science 61, 
332–346. 
Kumar, J., Warnecke, G., Peglow, M., Heinrich, S., 2009. Comparison of numerical methods for solving 
population balance equations incorporating aggregation and breakage. Powder Technology 189, 218–
229. 
Lehr, F., Millies, M., Mewes, D., 2002. Bubble-Size distributions and flow fields in bubble columns. 
AIChE Journal 48, 2426–2443. 
Leng, R.V., Calabrese, R.V., 2004. Immiscible Liquid-Liquid Systems, in: Paul, E.L., Atiemo-Obeng, 
V.A., Kresta, S.M. (Eds.), Handbook of Industrial Mixing, Handbook of Industrial Mixing. John Wiley 
& Sons, pp. 145–201. 
Liao, Y., Lucas, D., 2009. A literature review of theoretical models for drop and bubble breakup in 
turbulent dispersions. Chemical Engineering Science 64, 3389–3406. 
Luk, S., Lee, Y.H., 1986. Mass transfer in eddies close to air-water interface. AIChE Journal 32, 1546–
1554. 
Luo, H., Svendsen, H.F., 1996. Theoretical model for drop and bubble breakup in turbulent dispersions. 
AIChE Journal 42, 1225–1233. 
Maaß, S., Kraume, M., 2012. Determination of breakage rates using single drop experiments. Chemical 
Engineering Science 70, 146–164. 
Maaß, S., Paul, N., Kraume, M., 2012. Influence of the dispersed phase fraction on experimental and 
predicted drop size distributions in breakage dominated stirred systems. Chemical Engineering Science 
76, 140–153. 
Martínez-Bazán, C., Montañés, J.L., Lasheras, J.C., 1999. On the breakup of an air bubble injected into 
a fully developed turbulent flow. Part 2. Size PDF of the resulting daughter bubbles. Journal of Fluid 
Mechanics 401, 183–207. 
Martínez-Bazán, C., Rodríguez-Rodríguez, J., Deane, G.B., Montañes, J.L., Lasheras, J.C., 2010. 
Considerations on bubble fragmentation models. Journal of Fluid Mechanics 661, 159–177. 
Narsimhan, G., Gupta, J.P., Ramkrishna, D., 1979. A model for transitional breakage probability of 
droplets in agitated lean liquid-liquid dispersions. Chemical Engineering Science 34, 257–265. 
Narsimhan, G., Nejfelt, G., Ramkrishna, D., 1984. Breakage functions for droplets in agitated liquid-
liquid dispersions. AIChE Journal 30, 457–467. 
Raikar, N.B., Bhatia, S.R., Malone, M.F., McClements, D.J., Almeida-Rivera, C., Bongers, P., Henson, 
M.A., 2010. Prediction of emulsion drop size distributions with population balance equation models of 
multiple drop breakage. Colloids and Surfaces A: Physicochemical and Engineering Aspects 361, 96–
108. 
Sathyagal, A.N., Ramkrishna, D., Narsimhan, G., 1996. Droplet breakage in stirred dispersions. 
Breakage functions from experimental drop-size distributions. Chemical Engineering Science 51, 
1377–1391. 



�

�

Tcholakova, S., Lesov, I., Golemanov, K., Denkov, N.D., Judat, S., Engel, R., Danner, T., 2011. 
Efficient Emulsification of Viscous Oils at High Drop Volume Fraction. Langmuir 27, 14783–14796. 
Tsouris, C., Tavlarides, L.L., 1994. Breakage and coalescence models for drops in turbulent 
dispersions. AIChE Journal 40, 395–406. 
Vankova, N., Tcholakova, S., Denkov, N.D., Vulchev, V.D., Danner, T., 2007. Emulsification in 
turbulent flow: 2. Breakage rate constants. Journal of Colloid and Interface Science 313, 612–629. 
Zhao, H., Ge, W., 2007. A theoretical bubble breakup model for slurry beds or three-phase fluidized 
beds under high pressure. Chemical Engineering Science 62, 109–115. 
�

�

�



 

 

Figure Captions�

�

Figure 1 – Breakage probability integral (equation 17) for the four different viscosity silicone oils at � = 

0.5 W/kg and fbv = 0.5�

�

Figure 2 – Initial and final experimental distributions (symbols) with modelling results (lines) for � = 

0.5 W/kg, � = 5 %(w/w) and (a) �d = 20 mPa.s (b) �d = 50 mPa.s (c) �d = 100 mPa.s and (d) �d = 350 

mPa.s�

�

Figure 3 – Initial and final experimental distributions (symbols) with modelling results (lines) for � = 

0.2 W/kg, � = 5 %(w/w) and (a) �d = 50 mPa.s (b) �d = 100 mPa.s and�

�

Figure 4 – Initial and final experimental distributions (symbols) with modelling results (lines), � = 10 

%(w/w) silicone oil with �d = 100 mPa.s and, with � = 0.5 W/kg�

�

Figure 5 – Emulsification dynamics (cumulative volume distributions) for � = 0.2 W/kg, � = 5 %(w/w) 

and �d = 50 mPa.s using (a) the Alopaeus et al. [10] model (b) the Vankova et al. [35] model (c) the 

Han et al. [28] modification to the Luo & Svendsen model [7] and (d) the new model proposed in this 

work�

�

Figure 6 – Sauter mean diameter evolution for � = 0.2 W/kg, � = 5 %(w/w) and �d = 50 mPa.s using (a) 

the Alopaeus et al. [10] Vankova et al. [35] and the new model proposed in this work�

�

Figure 7 – Final experimental distributions (squares) with modelling results (lines) for � = 0.5 W/kg, � 

= 5 %(w/w) and (a) �d = 20 mPa.s (b) �d = 50 mPa.s (c) �d = 100 mPa.s and (d) �d = 350 mPa.s using an 

arbitrary distribution as initial conditions (disks) 

�



100 101 102 10310−4

10−3

10−2

10−1

100

λ / d0

br
ea

ku
p 

pr
ob

ab
ili

ty
 P

(d
0,λ

)

μ
d
 = 20 mPa.s

μ
d
 = 50 mPa.s

μ
d
 = 100 mPa.s

μ
d
 = 350 mPa.s

figure1.eps



fig
ur
e2
.p
df



fig
ur
e3
.p
df



0 50 100 150 200 250 300 350 400
0

2

4

6

8

10

12

droplet size [μm]

vo
lu

m
e 

di
st

rib
ut

io
n 

[%
]

inital dist (video)
final dist (video)
final dist (laser diff)
Alopaeus model
Vankova model
Mod. L&S model

figure4.eps



fig
ur
e5
.p
df



0 50 100 150 200 250 300
80

90

100

110

120

130

140

150

160

170

180

emulsification time [min]

d 32
 [μ

m
]

video measurements
Alopaeus model
Vankova model
Mod. L&S model

figure6.eps



fig
ur
e7
.p
df



ANNEX IV

Coupled Population Balance - CFD Simulation of Droplet Breakup in a High Pressure
Homogenizer

Computers & Chemical Engineering XXXX Revised Manuscript

172



•

•

•

•

































































ANNEX IV

Curriculum Vitae

205



Per Julian
BECKER
Process & Chemical Engineer (PhD)

8 Rue D’Isly
69004 Lyon, France

H +33 (0)7 86 52 55 68
B perjulianbecker@gmail.com
Í lpre.cperi.certh.gr/multimod
Born 13/09/1985 in Germany

Nationality German

Education
2010–present PhD Thesis, LAGEP, Université Lyon 1, France.

“Coupling of Population Balance Modeling with Computational Fluid Dynamics in Turbulent
Emulsification Systems”

Defended successfully the 23/09/2013

Supervisors: Nida SHEIBAT-OTHMAN (nida.othman@lagep.univ-lyon1.fr, 04 72 43 18 50)
François PUEL (puel@lagep.univ-lyon1.fr, 04 72 43 18 34)

Funding: MULTIMOD ITN: European Commission 7th Framework Programme (FP7/2007-2013)
Training: “Model-Based Experimental Analysis (MEXA)” – Aachen, Germany

“Model-Based Control of Mammalian Cell Cultures” – Londres, United Kingdom
“Population Balance Modelling” – Thessaloniki, Greece
“Solvent Selection & Design (logiciel: ICAS)” – Copenhague, Denmark
“Procédés Innovats & Entrepreneuriat” – Lyon, France

Collaborations: Prof. H.A. Jakobsen, NTNU – Trondheim, Norway
Unilever R&D – Vlaardingen, Netherlands
Arkema CERDATO – Serquigny, France
CEA – Marcoule, France

2005–2010 Process & Chemical Engineering, University College Cork, Ireland.
Specialisation Pharmaceutical and Bioprocess Engineering
Thesis “Liberation Charateristics of an Extended Release Tablet”
Results First Class Honours (>75%)

2006–2007 Academic Exchange, École Polytechnique Fédérale de Lausanne, Switzerland.
2003–2005 Leaving Certificate, Kinsale Community School, Ireland.
1995–2003 Secondary School, Klosterschule z. hl. Grab, Baden-Baden, Germany.

Professional Experience
07/12–08/12 Researcher, Unilever R&D, Secondment, Vlaardingen, Netherlands.

- Collecting experimental data using a High-Pressure Homogizer,
- Developing the turbulent CFD simulations of the system in OpenFOAM & ANSYS,
- Setting up the coupling framework between population blance modeling and PBE.

03/09–09/09 Process Engineer, Wyeth Biotech (Pfizer), Internship, Dublin, Ireland.
- Operate in a GMP environment (vaccines manufacturing),
- Setting up of mass balance and process models for new and existing processes,
- Assisting engineers during incident investigations and regulatory inspections (EMA, FDA).

03/08–04/08 Process Engineer, Lubcon GmbH, Internship, Frankfurt a.M., Germany.
- Implementation of a new temperature controller in a stirred tank reactor.

2004–2008 Assembly Line Operator, Mercedes Benz AG, Summer Jobs, Germany.



Skills
Technology Operating Systems Linux, Mac, Windows

Computational Fluid Dynamics OpenFOAM, Comsol, ANSYS
Programming Languages Matlab, C++, Fortran, Python
Engineering Applications Aspen Plus, HTFS+, SuperPro, AutoCAD

Languages German Mother Tongue
English Fluent
French Fluent
Italian Basics

Driving Permit B, own vehicle

Academic Activity
Publications [1] Investigation of Discrete Population Balance Models and Breakage Kernels for Dilute Emulsification Systems P.J.

Becker, F. Puel, R. Henry, and N. Sheibat-Othman Ind. & Eng. Chem. Res. 2011 50 (19), 11358-11374
[2] Monitoring silicone oil droplets during emulsification in stirred vessel: Effect of dispersed phase concentration and
viscosity P.J. Becker, F. Puel, Y. Chevalier, and N. Sheibat-Othman Can. J. Chem. Eng., accepté 16/04/2013
[3] On the solution of the population balance model describing emulsification: Evaluation of weighted residual methods
J. Solsvik, P.J. Becker, N. Sheibat-Othman, H. Jakobsen Can. J. Chem. Eng., accepted 2013
[4] Population balance model: Breakage kernel parameter estimation to emulsification data J. Solsvik, P.J. Becker, N.
Sheibat-Othman, H. Jakobsen Can. J. Chem. Eng., accepted 2013
[5] Development of a CFD – PBE coupled model for to the simulation of the drops behavior in a pulsed column A.
Amokrane , S. Charton , N. Sheibat-Othman , J. Becker, J. P. Klein and F. Puel Can. J. Chem. Eng., accepted 2013

[6] Coupled Population Balance âĂŞ CFD Simulation of Droplet Breakup in a High Pressure Homogenizer P.J. Becker,
F. Puel, A. Dubbelboer, N. Sheibat-Othman Comp. & Chem. Eng., submitted June 2013
[7] Development of an Improved Breakage Kernel for High Dispersed Viscosity Phase Emulsification P.J. Becker, F. Puel,
H.A. Jakobsen, N. Sheibat-Othman submitted June 2013

Conferences [1] Study of the Dispersed Phase Behaviour in a Pulsed Column for Oxalate Precipitation in an Emulsion A. Amrokrane,
S. Charton, F. Lamadie, J. Becker, J.P. Klein, F. Puel Ninth International Conference on CFD in the Minerals and Process
Industries CSIRO, Melbourne, Australia 10 – 12 December 2012
[2] Study of the Dispersed Phase Behaviour in a Pulsed Column for Oxalate Precipitation in an Emulsion A. Amrokrane,
S. Charton, F. Lamadie, J. Becker, J.P. Klein, F. Puel 15èmes Entretiens du Centre Jacques Cartier, EMULSIFICATION:
Modeling, Technologies and Applications, Lyon, France 19 – 21 November 2012
[3] Population balance model: breakage kernel parameter fitting to emulsification data J. Solsvik, P.J. Becker, F. Puel,
H.A. Jakobsen 15èmes Entretiens du Centre Jacques Cartier, EMULSIFICATION: Modeling, Technologies and Applications,
Lyon, France 19 – 21 November 2012
[4] Coupling of a Discretized Population Balance with Fluid Dynamics for Emulsification in Complex Flow Geometries
P.J. Becker, F. Puel, A. Dubbelboer, N. Sheibat-Othman 5th International Conference on Population Balcen Modelling,
Bangalore, India 11 – 13 November 2013
[5] A Coupled Population Balance CFD Framework in OpenFOAM for a High-Pressure Homogenizer P.J. Becker, F. Puel,
A. Dubbelboer, N. Sheibat-Othman XIVe Congrès SFGP, Lyon, France 8 – 10 Octobre 2013

Seminaries 01 – 04/10/2011 MULTIMOD workshop No1 Thessaloniki, Grèce
22/03/2012 Séminaire ANSYS: «La Simulation Numérique pour l’Industrie Nucléaire» Lyon, France
11 – 12/10/2012 MULTIMOD workshop No2 Milan, Italie
17/04/2013 Journeée Thématique SFGP« la CFD: un Outil pour le Développement de Réacteurs Industriels» Paris, France
09 – 10/05/2013 MULTIMOD workshop No3 Chalkitiki, Grèce


