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ABSTRACT

In this thesis, we report the theoretical study of an atom interferome-
ter using thermal (i.e. non condensed) atoms trapped on a chip, with
reduced mean-field effects. To keep an adequate level of coherence, a
high level of symmetry between the arms of such an interferometer is
required. To achieve this goal, we describe an experimental protocol
based on microwave near-fields created by two coplanar waveguides
carrying currents oscillating at different frequencies. This method en-
ables the creation of two symmetrical microwave potentials that de-
pend on the atomic internal state, and allows a state-selective sym-
metrical splitting of the atoms. We mainly consider two symmetrical
configurations to separate the atoms either along the longitudinal axis
or along the transverse axis of the static magnetic trap.

In the case of a transverse splitting of the atoms, we discuss the
advantages of using a custom microtrap that has the same field struc-
ture as a standard macroscopic loffe Pritchard trap, and we propose
a practical design for such a microtrap.

In the case of an axial splitting of the atoms, we study some phys-
ical factors limiting the ultimate performances of this interferometer
such as: the dissymmetry of the microwave potentials, the effect of
the fluctuations of static and microwave fields and the stability of
the interferometer gravitational signal. We derive a simplified one-
dimensional harmonic model to describe the interferometer contrast
decay. Finally, we consider the possibility of non-adiabatic atomic
splitting and recombination without vibrational heating by design-
ing appropriate trajectories of the trapping-potentials based on the
theory of dynamical invariants.

Keywords: Ultracold atoms, Atom chip, Microtrap design, Atom
interferometry, Microwave potentials, Shortcuts to adiabaticity
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INTRODUCTION

Quantum mechanics is one of the pillars of contemporary science.
Yet, it is also probably the strangest theory ever proposed. More than
a century since the formulation of the earliest versions of quantum
mechanics, there is still no agreement on the deeper meaning of its
foundations [1]. One of the most distinguished contributors to quan-
tum theory, Richard Feynman, stated that problem clearly in 1965 [2] :

It is safe to say that nobody understands quantum mechanics

Today more than ever, quantum mechanics continues to be a source
of mystery and astonishment.

Over the few decades, experimental access to quantum phenom-
ena have been boosted by the tremendous development of the laser
technologies [3, 4, 5, 6]. Hence, several fundamental problems have
been investigated experimentally such as the measurement mecha-
nism [7], decoherence and the interpretations of quantum mechanics
[8, 9]. The most famous example is the experimental realization of
the Bose-Einstein condensate (BEC) for the first time in 1995 [10, 11],
which has opened up a new field lying between atomic physics and
condensed-matter physics. In addition to the study of these funda-
mental questions, an impressive progress toward potential applica-
tions of coherent matter-waves has been made, including the devel-
opment of atomic clocks [12, 13, 14], magnetometers [15, 16, 17], and
to a lesser extent quantum information [18, 19]. Moreover, atom inter-
ferometry experiments have demonstrated promising capabilities for
inertial sensing applications [20].

Atom interferometry

Since the early experiments of Young and Michelson [21, 22], in-
terferometry has considerably transformed the field of precise mea-
surements. In particular, we note the development in the 1960s of
corner-cube gravimeters using a Michelson interferometer where one
of the mirrors in freefall, and which offer an acceleration sensitivity of
about 1078 g/+/Hz [23, 24]. For rotation measurements, gyroscopes
based-on Sagnac effect reach a rotation sensitivity on the order of
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10* deg/+v/hr with commercial Fiber-Optic Gyroscopes (FOG) and
Ring-Laser Gyroscopes (RLG) [25, 26, 27, 28].

For the purpose of increasing the scale factor of a gyroscope (which
increases its sensitivity), atoms present a promising alternative to op-
tical devices [29, 30]. Moreover, the low velocity-speed of cold atoms
helps to increase the interrogation time for free-falling gravimeters.
In 1991, Mark Kasevich and Steven Chu group has made the first
matter-waves gravimeter [31, 32]. In the same year, the first observa-
tion of the Sagnac effect in an atomic interferometer was made [33].
About twenty years later, many groups around the world use atom in-
terferometers to achieve high-precision inertial measurements includ-
ing gravimeters [34, 35, 36, 37] (which recently have reached perfor-
mances comparable to corner-cube gravimeters [38, 39]), gyroscopes
[38, 39] and gradiometer [40].

In the field of metrology, several applications are under investiga-
tion : the Watt balance experiment to redefine international unit of
mass [41, 42], the measurement of the fine structure constant a to
test the quantum electrodynamics [43], and the measurement of the
Newtonian constant of gravity G [44, 45].

Moreover, several proposals to test the theory of General Relativity
have been made such as : the weak equivalence principle [46], the
gravitational redshift [47, 48], the Lense-Thirring effect [49], and for
long-term perspective, the detection of gravitational waves [50, 51].

Inertial sensing applications

The measurement of the gravity acceleration and its gradients pro-
vides information about the Earth’s mass distribution and potentially
allows the detection of mass anomalies. This interests the geophysi-
cists for several potential applications including the monitoring of
seismic activity [52], tsunami detection [24] and oil exploration [53].

Furthermore, providing an inertial measurement of the accelera-
tions and rotations along three different axes, the equations of motion
can be integrated in order to deduce the accurate position of a mov-
ing vehicle such as an airplane or a submarine. This technique, called
inertial navigation, has the advantage to be completely independent
of external positioning system such as the Global Positioning System
(GPS) and makes the navigation system of a vehicle autonomous. The
applications mentioned above in geophysics and navigation raise the
issues of portability of cold-atom instruments.

Atom chips

In the last decade, tremendous efforts have been made towards the re-
alization of compact cold-atom systems. The group of Mark Kasevitch
has developed a portable cold-atom gravimeter, gradiometer and gy-
roscope [54, 55]. Since then several groups in Europe have developed



INTRODUCTION

compact atom interferometers for future space missions [56, 57, 58]
and transportable cold-atom gravimeters [59, 60].

On the other hand, other thriving research activities aim to re-
duce the size and the cost of cold atom experiments. The atom chip
[61, 62, 63, 64] is a crucial element in the miniaturization of cold-
atom systems. Magnetic traps can be created by currents on wires
which are microfabricated on a chip surface, often called atom chip.
The progress on microfabrication techniques allows the design of ver-
satile traps and lattice geometries. Furthermore, atom chips provide a
strong atom confinement (compared to macroscopic coils using equiv-
alent currents) which simplifies considerably the evaporative cooling.
The first realization of BEC on a chip paved the way towards the re-
alization of micro-scale fully integrated inertial matter-wave devices.
The collaboration QUANTUS has developed a compact and mobile
atom-chip experiment, which has been used in a droptower to create
BEC in microgravity [65].

Yet, to achieve such results, the way to go is still long and difficult,
but the interest for miniaturization is real [66]. Several key compo-
nents are commercially available today’, even though on the micro-
chip scale, many integrated optoelectronic elements are still missing
including optical shutter, acousto-optic modulator, and ultra-stable
laser.

A major objective of the current experiments using atom chips is
the realization of an integrated atom interferometer. One of the main
difficulties in achieving such an interferometer is to obtain a coher-
ent beam-splitter. The first coherent splitting of trapped atoms on an
atom chip was achieved in 2005 [67]. Using adiabatic radiofrequency
potentials, a single trapped BEC was split into two separate clouds
in double well. This method overcomes the disadvantages of the full
magnetostatic interferometers on chip [63, 68, 69] : high sensitivity to
magnetic field fluctuations and low confinement during the splitting.
Recently, a full Mach-Zehnder sequence including the development
of beam splitter, phase shifter and recombiner [70], has been demon-
strated.

On the other hand, for the first time in 2009, a trapped-atom in-
terferometer using internal-state labeling in a BEC was demonstrated
[71]. Microwave state-selective potentials were used to allow the inter-
nal states to entangle with the motional states. This method simplifies
considerably the interferometer readout and improves its accuracy. In
fact, the readout can be performed in this case by measuring the num-
ber of atoms in each state without the need for high spatial resolution
of the interference fringes. Moreover, in contrast to state-insensitive
beam splitters, the splitting and recombination can be controlled pre-
cisely, and the many-body effects can be (relatively) reduced, by using
internal-state labeling [71].

1 http://coldquanta.com/ and http://www.vescent.com/
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Nevertheless, interferometers based-on trapped BECs are not yet
able to compete with thermal free falling ones in term of precision
measurements [72]. In particular, the interactions are harmful for
interferometry, as they cause phase diffusion and collisional shifts
which eventually lead to decoherence and a loss of sensitivity [73, 74,

75].

This thesis

Current atomic instruments, using atoms in free fall, are already on
the verge of surpassing the performances of conventional optical in-
struments. However, their sensitivity is proportional to the height of
the instrument, and current performances are obtained for falls in
the range meter. To reduce the size of the device, we chose to use
an atomic cloud trapped in the vicinity of a chip. The project Chips
for Atomic Sensors (CATS), initiated by Thales in partnership with
the Charles-Fabry Laboratory (Institut d’Optique), the Kastler-Brossel
Laboratory (Ecole Normale Supérieure), the SYRTE (Observatoire de
Paris) and the III-V Lab, aims to combine atom chip technology [76]
and the atomic gravimeters to improve the compactness of the device.
The objective is to design a gravimeter prototype, using a trapped
atom interferometer, with metrological performances as good as pos-
sible and with a reduced size compared to the free-fall gravimeters.
For a gravitational measurement, the phase difference accumulated
in a trapped interferometer is : A¢ = mgAzTr/h with m is the atomic
mass, 7 is the reduced Plank constant, Az is the height difference be-
tween the two traps, and Tk is the effective time during which the two
traps are separated. Assuming that we can reach the shot noise limit,
the sensitivity of the gravimeter would be : 6g = 1/ (mAzTrN) ~
107% x ¢/+/Hz for an interrogation time Tz = 50 ms, a separation
distance Az = 50 ym, and with N = 1000 atoms of Rubidium 8.

Moreover, in order to reduce the effect of atomic interactions, we
propose in this thesis to use a thermal (i.e. non-condensed) ensemble
of cold atoms trapped on chip. This can be seen as the equivalent of
using white light in optics to reduce nonlinear effects. Yet, in this case,
the coherence time will particularly depend on the symmetry of the
interferometer arms.

We propose an experimental design for a symmetrical beam split-
ter using microwave potentials. This scheme is similar to the exper-
imental demonstration in [71], using internal-state labeling and mi-
crowave potentials. Yet, we propose to preform a bilateral splitting of
the atoms using two CPWs carrying different microwave frequencies
(instead of a unilateral splitting using a single CPW in [71]) in order
to improve the symmetry of the interferometer arms.
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The thesis is organized as follows :

The second chapter : we give an introduction to atom chips. We
present the clock states and discuss magnetic trapping poten-
tials on chip.

The third chapter : we introduce the microwave atom chip with
an integrated coplanar waveguide. We describe the state-selective
microwave potentials. Then, we discuss the constraints on the
design of waveguides and the simulation of their magnetic field
distribution.

The fourth chapter : we propose an experimental scheme to real-
ize a thermal trapped-atom interferometer on chip. In particular,
we discuss the symmetry constraints of the trapping-potentials
that should be satisfied in this case.

The fifth chapter : we focus on the interferometer analysis in the
case of an axial beam-splitter.

The sixth chapter : we discuss the possibility of a transverse
beam splitter, and we propose an adequate design of the static
trap on chip.

The seventh chapter : we study the interferometer contrast in
the case of an adiabatic (axial) splitting, and then we investigate
the possibility of a fast (i.e. non-adiabatic) beam-splitter.

The eight chapter : we discuss the design and fabrication of the
atom chip.



ATOM CHIP THEORY

Magnetic traps have been proposed first for cold neutrons [77], and
have been realized experimentally in 1978 [78]. The advance of laser
cooling techniques in the eighties has allowed the trapping of neu-
tral atoms [79]. Since then, magnetic trapping became the standard
tool to manipulate ultra-cold atoms and to reach the Bose-Einstein
condensation.

The magnetic field of these trapping potentials has been produced
first using several type of macroscopic coils carrying static currents
such as : QUIC" trap [80], Cloverleaf trap [81], Baseball trap [82] and
Standard Ioffe Pritchard trap [83]. Although the created magnetic po-
tentials using this method have large trapping volumes, the tailorabil-
ity of their field structure is limited. Moreover, the gradient length-
scale is comparable to the distance of the atoms from the macroscopic
coils. In particular, creating steep traps with high angular frequencies
(few kHz) demands the use of high currents (about 100 A) and cum-
bersome heat-dissipation devices.

On the other hand, magnetic trapping potentials can be produced
by a micro-fabricated structure, called atom chip. On such a structure,
the distance range r between the current-carrying structure and the
trap can be reduced from centimeters to microns. As the steepness
of a trap is related to the magnetic gradient (which scales as 1/r?),
it is beneficial to reduce as much as possible to the distance r. This
allows the production of stronger gradients with lower currents and
lower heating [84]. Moreover, the wires arrangement on chip allow a
considerable flexibility, such that non-trivial geometries can be imple-
mented [85]. For example, by using micro-fabricated multilayer wire
structures [71], custom potential configurations can be produced.

In the following, the basics of trapping neutral Rb atoms on chip
are presented. An overview of the trapping techniques can be found
in these review articles [62, 64]. Moreover, the theoretical constraints
on the topology of the magnetic traps are presented, and then the de-
sign prospects of tailorable magnetic traps on chip are discussed. The
properties of the so-called "clock states" are presented, in particular
the possibility to reduce their sensitivity to the magnetic field fluctua-
tions. Finally, the effect of atom-atom collisions is briefly introduced.

1 Quadrupole-Ioffe configuration



2.1 MAGNETIC TRAPPING OF NEUTRAL ATOMS

2.1 MAGNETIC TRAPPING OF NEUTRAL ATOMS

The magnetic trapping of neutral atoms is based on the interaction
of the magnetic moment u of a particle with an external magnetic
field B. In a classical description, the potential energy of the particle
is given by :

E(r) = —p.B(r) @

and the magnetic moment yu is precessing at the Larmor frequency
wr(r) = E(r)/h. In a classical approach, u can have any orientation
relative to B [86].

In quantum mechanics, the projection of u onto B has discrete val-
ues given by the quantum number mr of the z-component of the total
angular momentum operator F = I 4] , where I is the nuclear-spin
operator and J is the electron momentum operator. Therefore, in the
limit of low magnetic field value (ugB < Ejg), atoms in a magnetic
field B(r) have a potential energy :

EFm; = #BgrmrB(r) (2)

with pp the Bohr magneton, Ey¢ the energy of the transition at B = 0
and gr the Landé g-factor. The expression of gr is given by [87] :

_ F(F+1)—-I(I+1)+](J+1)
83 2F(F +1)
FE+1)+I(I+1)—J(J+1)
81 2F(F+1) G)

The latter term related to the nuclear moment I can be neglected
because it has a contribution in the order of 107°.

Since the Maxwell equations do not allow the existence of a local
maximum of the magnetic field in empty space [88], only the states
with mpgr > 0 can be trapped by a static magnetic field. Such states
are called "low-field seekers".

Majorana spin flips

An atom in a magnetic trap is subject to change in the field direction

and magnitude over an oscillation period. The atom remains trapped

only if its spin follows adiabatically the magnetic field direction. In

other terms, the change of the magnetic field direction relative to the

magnetic moment, given by the angle 6, has to be slow compared to
the Larmor precession frequency wr(B) :

de UB | gF | B

= [ (B) = FBISHIZ

If this adiabaticity condition is fulfilled, mr is a constant of the

atom motion. For grmp < 0 the potential becomes repulsive, and for
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Figure 1: The structure of the hyperfine ground-state 5S; /, of ¥ Rb in a static
magnetic field B. The magnetic sublevels |F, mp) are shifted by a
multiple of ;g B/2 due to the Zeeman effect. States that can be mag-
netically trapped are marked with a circle. Figure adapted From

[69].

grmp = 0 the atoms see no trapping potential (to the lowest order).
Designing a magnetic trap with a region of vanishing field should be
avoided. In these regions, transitions between mp levels occur, taking
the atom to states that cannot be trapped. The associated trap losses
are known as Majorana spin flips [89].

Breit-Rabi formula

The potential energy, described above by the equation (2), indicates
a linear variation of Er,, as function of the magnetic field B. This
is only an approximated model for weak fields. The analysis of the
internal-state superposition in chapter 5 requires a higher precision
on the description of the hyperfine energy levels by taking into ac-
count the coupling of the nuclear momentum I. In this case, the en-
ergy levels are given by the Breit-Rabi formula [87] :

_ Enfs Enfs dmee | 5\"?
Eeme = = ar 41y THsmeB £ (It gy 6
(5)
where ¢ = up(g; — g1)B/Engs, the +(—) sign is for the F =2 (F = 1),

respectively.

The energies of these states in weak magnetic fields are plotted in
Figure 1. The states |1, —1), |2,1) and |2, 2) are magnetically trappable.
The states with a magnetic moments |mp| = 1 are particularly inter-
esting, as they observe a similar energy shift in the magnetic field B.
In Figure 2b, the energy difference AE = E;; — E1,_1 — Epgs is shown
as a function the magnetic field B. One can notice that the energy
difference AE(B) have only a second-order dependence on the mag-
netic field around the spot B;, ~ 3.229 G. Hence, the sensitivity of the
transition frequency can be reduced by operating the magnetic field

8
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Figure 2: (a) Energy levels of the hyperfine states |F,mr) of the 8 Rb com-
puted using the Breit-Rabi formula. The clock states |1, —1) and
|2,1) are colored in red and blue respectively. (b) Energy differ-
ence between the clock states as function of B (The offset energy
Eygs is subtracted). The magic point at B = 3.229 G is indicated.

around the latter spot B, usually called the "magic field" [90, 91].
The Zeeman frequency shift in the vicinity of the magic field B,,, can
be written as :

AE(B)/h = AE(By,)/h + B(B — By)? (6)

where B = 431.35957 Hz/G? [92] and the frequency offset is given
by AE(By)/h = —4.4974 kHz with the energy reference defined at
B=0.

2.2 QUADRUPOLE AND IOFFE-PRITCHARD TRAPS

The magnetic traps usually used in cold-atom experiments can be
classified into two types : Quadrupole traps, which have a zero mag-
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netic field in the trap minimum, and Ioffe-Pritchard traps, which have
a nonzero magnetic field at the trap center.

2.2.1  Quadrupole traps

In a quadrupole trap, the magnetic field vanishes at the trap mini-
mum. The magnetic field around the minimum can be approximated
by the following :

B X

B=| B,y 7)
B,Z

The following condition on the field gradients }; B = 0 should

be fulfilled as required by the Maxwell’s equations. The resulting
trapping-potential is proportional to B modulus :

B =/ (ByX)? + (ByY)? + (B,2)] (8)

Quadrupole traps suffer from trap loss due to Majorana spin flips
near the trap center.

2.2.2  Standard Ioffe Pritchard trap

In order to avoid the Majorana losses?, the trapping of cold atoms
requires a field configuration with nonzero magnetic field at the trap
center. Such a trap is called an Ioffe Pritchard trap (IP trap). The
widely used Standard> loffe-Pritchard (SIP) trap [94], shown in Figure
3, fulfills this requirement by combining a 2D quadrupole field in the
XY-plane with B, = —B/, = B/, with a magnetic bottle field along
the X-axis :

0 B X2 - (Y24 22)/2
B=By| o |+B| -y | + > —XY 9)
0 Z —-XZ

The Taylor-expansion of the magnetic field modulus B, up to the
second order, from the trap center is given by :

B 5 1 B/2 B 5 5

In this case, the Majorana loss can be estimated [93], for F = 1 and w L wy, by :
M =4nw, exp(—2wr/w) ).

The word Standard is added here to avoid the ambiguity with the general Ioffe
Pritchard case that will be discussed in section 2.2.4.

10
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Figure 3: A Standard loffe-Pritchard (SIP) trap consists of a linear
quadrupole created by four wires, and a ’bottle-field” along the
X-axis (hexapole) created by two coils.

Therefore, one can deduce the trap angular frequencies :

2 "
_  [HBSFME 5, _ [ HB&FME E — Bf
wx =4/ - B"” and w; \/ - (B0 2) (11)

along the longitudinal (wx) and transverse (w,) direction, respec-
tively.

As the gradient B’ and the curvature B” terms can be tuned in-
dependently (by controlling the currents in the wires and the coils,
respectively), one can notice that the trap aspect ratio wx/w, can be
changed from prolate shape (wx < w, ) to oblate shape (wx > w).
Moreover, the SIP trap has a distinguishable axial symmetry, which
is not the case of (typical) chip-based traps.

2.2.3 Magnetic chip traps

The macroscopic traps such as Quadrupole and Standard Ioffe Pritchard
traps described previously, are still commonly used in many cold-
atom experiments [80, 95, 83]. On the other hand, the achievement of
trapping potential using microwires on chip, proposed first in 1995
[96], has led to an active research field related to atom chips [76]. Sev-
eral possibilities can be used to generate magnetic potentials on chip
such as : current conducting wires [64], permanent magnets [97] and
superconducting circuits [98]. Wire-based traps are widely used in
the experiments due to the trap topological versatility, and the sim-
plicity of fabrication process based-on lithography. In this section, we
focus only on the wire-based traps. We describe the trapping princi-
ples using conducting wire structures on chip and we discuss some
typical wire structures commonly used to create microtraps.

11
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Figure 4: Wire guide trapping-potential. The trapping potential is a 2D
quadrupole trap in the YZ-plane created by the superposition of
the magnetic field from a single wire carrying a current I and an
external homogeneous magnetic field Bj oriented perpendicular
to the wire. In this case, atoms are trapped in YZ -plane, but are
not trapped along the X-axis. The figure is adapted from [62].

Principle of wire traps

We consider a linear infinite wire, infinitely thin, carrying a current
I. The latter creates a radial field as shown in Figure 4. This simple
case can be used to derive few scaling laws of the magnetic field gen-
erated at a distance zo from the wire. For example, the field modulus,
gradient and curvature are given respectively by :

_ ol B, = — Holo and B], = tolo (12)

2mzg’ Y 2723 nz3

By

where i is the vacuum permeability. By adding external homoge-
nous bias field B, perpendicular to the current flow, the fields vanish
at a distance zop = polo/ (27By,y) from the wire with a gradient B". As
shown in Figure 4, this wire structure allows a two dimensional con-
finement that can be used as an atom waveguide. From the scaling of
B’, one can notice that the trap becomes tighter as zy is decreased, for
a given current I. The homogenous bias field is usually generated us-
ing external Helmholtz coils, but it can be created also with a suitable
configuration of larger wires on the same chip [85]. Finally, 3D trap-
ping fields can be generated by either bending the wire ends to form
a Z-trap, or adding a second perpendicular wire to form a Dimple
trap, as discussed in the following.

Dimple trap

By adding a second perpendicular wire, one can provide the required
3D Ioffe-Pritchard trap by closing the quadrupole guide in the longi-
tudinal direction (see Figure 5(a-b)). In particular, the current I; along

12
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the Y-axis together with a bias field By, x along the X-axis allow longi-
tudinal confinement and removes the field zero. For sufficiently small
values of |/ Iy|, the transverse confinement is nearly unchanged and
the dimple trap minimum is located at a distance zg = polo/ (27tBy, y)
from the chip surface. The magnetic field in the trap minimum is
given by :

By ~ |Bb,X + ]/t()Il /27TZQ| (13)
The current I; provides also the curvature term :

9’°B
" __ X _ 3
Bd o 8x2 >x:O,z=20 a VOIl/T[ZO (14)

Hence, the trap angular frequencies can be approximated by :

psgene Bl

Bo (15)

BSFMF
(wx ~ || FBSEME py
m

Jand w, ~

where the gradient term B, is given by equation (12).

As the wire-currents can be controlled independently, this configu-
ration gives a versatile and simplified on chip loffe-Pritchard trap. In
particular the trap position, frequencies and aspect ratio can be easily
tuned [86].

One can show that the axial direction of the trap always lies in the
XY-plane*. The azimuthal angle ¢;p between the axial direction (U)
is given :

tan l/J[p = — (16)

1
Iy
Further information about this configuration in the general case can
be found in [86].

Ioffe Pritchard Z-trap

By bending the wire in the chip plane by 90°, the single wire 2D
quadrupole trap can be transformed into a 3D trapping potential (see
Figure 5c). In this case, the magnetic fields generated by the bent
wires allow the axial confinement, while the central part of the wire
enables the transverse confinement.

In atom chip experiments, this trapping technique is often used to
create elongated IP traps (i.e. with a high aspect ratio). In this case,
the length of the central wire is chosen such as : L > 2z; and the
axial and transverse frequencies are approximately given by :

/ B,
x ~ V6t VBgF FB” and w | VBgFmF By (17)

with t = z¢/2L

For this purpose, one can use the gradient tensor (32) to determine the axial direction,
as explained in section 2.2.4.

13
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Bbv: ‘ Bb' * .[1
L L

Figure 5: (a-b) Dimple trap formed by two perpendicular wires crossing
and homogenous bias fields. The current Iy together with the bias
field By y create a 2D quadrupole trap. The superposition of the
magnetic field related to the current I; and the bias field By x
provides the confinement along the X-axis. The Figure is adapted
from [61]. (c) Sketches of the current and bias field configuration
for Z and H shaped traps.

The gradient and curvature terms are given by equations (12) and
BO o Bb,X~

The axial direction of the trap lies in the XY-plane. One can show
that the azimuthal angle ¢;p between the axial direction (i/) and the
X-axis (i.e. the central wire direction) is given by [99] :

cos 20

ith tanf =t = 2L 8
cos 0(2 + cot? ) With tan %0/ (18)

tan¢;p = —

In particular, the axial direction is perfectly aligned with the central
(pip=0)ift =1 (i.e. 0 = 11/4).

14
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Ioffe Pritchard H-trap

A similar confinement to the Z-trap can be created, by using in total
three conductors to form an H-trap, instead of bending the wires
(see Figure 5c¢). In this case, two independent wires ensure the axial
confinement. This configuration is more flexible than the Z-trap since
two currents can be used to adjust the trap parameters.

Similarly to the Z-wire configuration, an IP trap with a high aspect
ratio can be created if the condition ¢ < 1 is verified. In this case,
one can show that the axial and radial frequencies are approximately
given by :

Ly | B’
wx ~ 2v/382 ‘—1‘ HBSFIME B} and w, ~ HBIFME P
IO m m BO

(19)
; ~ , _ Holo " pol
with By ~ Bj, x, By = —27_[2(2) and By, = Tz%

Moreover, the trap axis lies on the XY-plane, and the azimuthal
angle is given by :

I
tanyp = —21—1 cos 20 sin? 0 with tanf = t = z5/2L (20)
0

In particular, ¢;p = 0if t = 1.

2.2.4 Topological constraints on loffe Pritchard traps

The ability to conceive non-trivial magnetic trapping potentials has
been improved considerably by the development of atom chips [63].
Using the micro-fabrication techniques, a precise tailoring of the field
sources is possible on a planar substrate, taking the form of either
current-carrying wires or patterns in a permanent magnetic film [97,
100].

R. Gerritsma and R. J. C. Spreeuw [99] have investigated theoreti-
cally the properties of static magnetic traps controlled by externally
applied homogenous fields. They have derived the required topo-
logical constraints that should be satisfied to design a custom Ioffe
Pritchard trap. In this section, we summarize the principal results
shown in this work.

The effective trapping potential, in equation (2), is proportional to
the magnetic field modulus : B(r). In the following, we are interested
in the stationary points and the trapping frequencies of a trapping
potential Ef .. For this purpose, we can use B?(r) instead of Ef
since a minimum or saddle point of B is also a minimum or saddle
point of B2. Stationary points of B? are defined by :

0B%/0X; = 0 fori € {1,2,3} (21)

15
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In order to determine the nature of a stationary point (i.e. a local
minimum or a saddle point), at least the second derivatives of B? are
required. Therefore, we expand B(r) up to the second order :

B; = Zk: (Bou; + viiX; + wix X;Xx) + (higher-order terms) (22)
jr
where By and u; are the vector field value and direction at X; = 0
(noted U), v;j = 9B;/dX; is a tensor describing the field gradient
(noted V), and w;jx = 0°B;/ aszXk is a curvature tensor (noted W).
Moreover, we should consider the restriction imposed by Maxwell’s

equations for stationary fields in vacuum. From the conditions div B =
0 and curl B = 0 for stationary fields in free space, one can deduce
that the gradient tensor V should be traceless and symmetric :

3

Y 0i=0 (23a)
i=1
Vij = Uji with i # j (23b)

This leaves 5 independent parameters for V. Furthermore, the differ-
ent partial tensors of the curvature tensor YV must be also symmetric
and traceless :

3
Y wji =0forallje {1,2,3} (24a)
i=1

Wik = Wikj = Wg;i (24b)

which leaves 7 independent parameters for W.
In order to determine the stationary points, one can write the second-
order Taylor-expansion of B? :

16

B? = Z [B%uiui + 2uivinj + (uiwi]-k + vijvik)Xij] + (higher-order terms)

i,jk
(25)

Therefore, to have a stationary point in X; = 0, the following con-
dition should be verified :

3
Y 2ujvy, =0 forall p € {1,2,3} (26)
i=1

An Ioffe Pritchard (IP) trap has a nonzero field value in the minimum.
In consequence, we must require that V has a (nonzero) eigenvector
parallel to U and its corresponding eigenvalue must be zero. In this
thesis, we call this direction U the IP trap axis. The latter conditions
can be written :

detV =0 (27a)
VYU=0 (27b)
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If the previous condition is fulfilled, equation (25) can be simplified
to:

Bz = Z (Béuiui + g]‘kX]'Xk) (28)
ik
where
3
gjk = 0°B*/9X;0Xy = Y _ (Bou;wijk + vijvix) (29)

i=1

defines the frequency tensor (noted §) since the trapping eigenfre-
quencies in this potential are given by : w; = \/upgrmrG;/mBy with
G; are the eigenvalues of G. Hence, to verify the stationary point is a
minimum, the eigenvalues G; must be strictly positive.

It is worth noting that the sum of the squares of the trap eigenfre-
quencies is independent of the curvature )V and depends only on the
gradient V and the homogenous field By, because it can be shown,
using equations (24) and (29), that :

UBSFMF
Zi:wiz = By %Uz’kvik (30)

In conclusion, the gradient tensor V has only 4 independent param-
eters, while the curvature tensor has at most 7 independent parame-
ters, including 3 that can be used to tune the IP trap eigenfrequencies.
Finally, for a given gradient tensor V, only the modulus By of the vec-
tor field in the trap minimum can be tuned, since its direction U is
determined by an eigenvector of the gradient tensor V. Controlling
By is possible through the external bias fields that are given in this
context by :

By, = Bold — Byy(xo) (31)

where Byy is the magnetic field created by the wires on chip.

2.2.5 Custom design of an loffe Pritchard trap : Manhattan trap

Magnetic microtraps offer a flexible platform to investigate diverse
applications such as quantum simulation [101], quantum information
processing [102] and atom interferometry [70, 71].

Schmied et al. developed a general procedure [85] for designing
microtraps (and lattices) to achieve some desired properties and pa-
rameters, on the basis of patterned permanently magnetized films>.
The algorithm for finding the optimal magnetization pattern satisfies

R. Schmied has developed a Mathematica package : SurfacePattern, for surface atom
and ion traps. This package has been extensively used in this work to compute
analytical expressions of magnetic fields.

17
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the linear conditions (24) and (23) together with some additional lin-
ear conditions on the gradient or/and the curvature elements.

Here, we consider an alternative framework to design custom IP
traps using an appropriate arrangement of current-carrying wires.
In contrast to the algorithm of Schmied et al. that uses optimization
methods, an exact resolution of any set of linear conditions in addi-
tion to Maxwell’s equations is proposed.

In the following, we present some basic tools that can be used to
design custom IP traps.

Star pattern

To create an IP trap centered at point rg = {x = 0,y = 0,z = ho}, it
is possible to use N wires intersecting at the chip origin O = {x =
0,y = 0,z = 0}, and we refer to it as the star pattern. The i-th wire
(FL;) has an orientation «; relative to the x-axis, and carries a current
I; (see Figure 6a). The tensors V, and W that characterize the trap
are, respectively, a linear superposition of elementary tensors V;, W;
corresponding to the wire (FL;). The latter elementary tensors are
given by :

i 0 0 sin i;
Vi= hflz 0 0 — COS &; (32)
0 sinw; — cosu; 0
(™
Wi=5| W (332)
0 W,
sin® & — cos &; sin? ; 0
Wi =2 —cosa;sin®a; cos?a;sina; 0 (33b)
0 0 —sinw;
—cosa;sin?a; cos?a;sing; 0
Wy =2 cos? a; sin «; — cos® a; 0 (339)
0 0 COS &;
0 0 —sinw;
W3 =2 0 0 COS & (33d)
—sina; cosa; 0

where I; = (y9/27) x L. In the following, we will use the symbol (7)
to denote a multiplication of a current I by the constant : /2.

In this configuration, we can verify that the condition (27a), related
to the existence of a stationary point at ry, is here verified systemat-
ically. This property is related to central symmetry (relative to O) of
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Figure 6: Custom design of loffe Pritchard traps. (a) Star pattern (b) Manhat-
tan pattern, are a flexible wires architecture that allow the design
of tailorable magnetic traps.

the wires (FL;) and it remains valid using any elementary structure
that has a central symmetry such a Z-shape wire for example.

One can use this method to engineer a custom IP trap by control-
ling the independent elements of the gradient and the curvature ten-
sor. In principle, such a problem can be written as linear system of
the currents I;. The resolution of this system can be simplified if the
number of wires N is chosen equal to the trap elements (v;; and w;j)
that we wish to control. Then, the IP trap frequencies (at least their
positivity) should be controlled using the different angles a;.

One can notice that the IP trap axis : U « YN, [;{cosa;, sina;, 0}
lies on the xy-plane, as it is the case for the typical microtraps dis-
cussed previously.

Despite its simplicity, this configuration can be used in practice
only to control few elements as one can verify that the number of
non-redundant elements® is only 4. Moreover, a particular care has to
be taken to manage the high current density and the local heating at
the origin O, especially if the number of wires N > 3.

Manhattan pattern

To create an IP trap at ry, it is also possible to use wires that do not
pass through the origin O. However, in this case, the condition (27a)
is not always verified contrary to the case of the star pattern. Here
we introduce an alternative pattern, that we call Manhattan, using a
set of perpendicular or parallel wires. In other words, N; wires are
parallel to the x-axis and N, wires parallel to the y-axis (see Figure
6b). Each of the tensors V, W, that characterize the IP trap, is a linear
superposition of elementary tensors V; ;, V,; and W, ;, W, ;, shown in
Appendix B.

6 The non-redundant elements are : v13, V23, W111, W112-
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One can impose additional conditions on the elements of the tensor
V and W to design a custom IP trap. In this case, one can note that the
tensor elements v;; and w;j; depend either on the currents I;; or I;
but never on both of them. Hence, controlling the trap parameters can
be reduced to a simplified resolution of linear system of the currents,
as explained previously. For example, one can control 4 elements” v;;
of the gradient tensor V. Yet, in this case, one should pay attention to
the resolution of the condition (27a), as it is not usually verified and
may imply the resolution of a nonlinear equation.

Thereafter, one must ensure that the eigenvalues of the frequency
tensor G are positive. This can be done using the reduced distances
t1; = ho/Lq; and ty; = ho/Ly; of the wires or by controlling any cur-
rents that are not involved in the resolution of the previous linear
system. Two practical resolutions (designs), will be discussed in sec-
tion 6.2.4. In particular, we show that the number of required current-
sources can be reduced to two, as it is often used to create a typical
microtrap such as the Dimple trap. In the last step, one shall ensure
that the designed IP trap has sufficient depth to capture laser-cooled
atoms. This is the most difficult step as it is a non-local condition, and
can only be verified retrospectively. In practice, in order to avoid the
design of shallow traps, it is important to choose the elements of the
tensor V such that the trap axis U is almost parallel to the chip plane.
Otherwise, the confinement would be weak or nonexistent [85].

Furthermore, one can analyze the evolution of the magnetic field
zeros, with a simplified theory introduced by T.J. Davis [103] using
complex numbers in order to investigate the 2D magnetic traps. In
our case, the wires used to create the 2D quadrupole (i.e. transverse
confinement) can be isolated, and the trap depth can be optimized
using the remaining free parameters (hy and t;; or f;) in order to
eliminate or hold off the unwanted zeros from the local minimum.

Finally, it is important to note that the fabrication the Manhattan
pattern requires® the use of a multilayer chip using an insulating layer
[104]. If the reduced distances ty; (or t;) are critical for the trap design,
the corresponding wires FL;; (or FL;;) should be placed in the lower
layer, in order to avoid the uncertainty related to the planarity and
the relative position of the upper layer. Yet, in some cases’, the values
of the reduced distances t;; and f,; are both critical for the IP trap.
Thus, one should evaluate precisely the thickness dr of the insulating
layer (see Figure 17), and take it into account to set the wires FL, ; po-
sition on the second layer such as : B; = {0, (hg — dr)/t5;,0}. Further-
more, before starting the chip fabrication process, one may consider
performing a full-simulation that takes account for the width of the

7 011,013,022 and vp3
8IfN; >1and Np > 1
9 Such as the configuration & in section 6.2.4
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Figure 7: Coherent internal-state manipulation and generation of state-
dependent microwave potentials. Hyperfine structure of the 8’Rb
ground state in the static magnetic field of the microtrap. The clock
states |a) and |b) are coherently coupled using a combination of
microwave (MW) and radio-frequency (RF) fields (5-pulse).

wires in order to verify the stability of the conceived IP trap and its
properties.

2.3 TWO-PHOTON TRANSITION

Coherent coupling between the clock states |a) and |b), shown in Fig-
ure 7, requires a two photon drive due to the selection rules of the an-
gular momenta. This can be done using microwave at frequency wjq,
blue detuned by A with respect to the transition |1, —1) <+ |2,0) and
a radio-frequency w;s red detuned relative to the transition |2,0) <
12,1) such as : i(wWmw + wyf) & Ez1 — Eq,—1. If both single photon Rabi
frequencies verify : O,r, Qo < |A|, the population of the intermedi-
ate state |2,0) remains negligible and the three-level system behaves
as a two-level system with an effective two photon Rabi frequency of

[105] :

Qmerf

Oop =
2P A

(34)

2.4 COLLISIONAL SHIFT

Atomic collision has an essential role in explaining the properties
of ultracold gases [106]. Interactions between trapped atoms ensure
reaching the thermal equilibrium, which is necessary for the success
of the evaporative cooling [107, 108]. However, once the atoms are
cooled and trapped, the atomic density increase as the atoms are con-

21



2.4 COLLISIONAL SHIFT

fined in small volumes which leads to a change of the atomic energy
and arises a particular difficulty for precision measurements.

A rigorous derivation of this effect can be done using the micro-
scopic transport equation for the density matrix mapped onto a prob-
lem of precession of two coupled classical spins [109, 110, 111]. In
this section, we introduce a simplified approach of the interaction ef-
fect as discussed in [90]. In a cloud of N atoms, the energy shift of
one atom arises from the collisions with the other N — 1 atoms. By
neglecting collisions of more than two atoms, one atom immersed
into a non-degenerate cloud of atoms experiences an energy shift of :
4mth*an/m, with n the atomic density and a the scattering length. For
a two component gas, such as atoms in coherent superposition of the
clock states |a) and |b), the energy shift is given by :

2
Ec = 4:?(”1‘011'1' + njaij) (35)
with {i,j} = {a,b}, and i # j. Therefore, the collisional frequency
shift related to the transition between the clock states is given by :

2

2h g —n

(Zaub — Agag — abh) (36)

The 8Rb atoms offers the great advantage of nearly equal scattering
length with :

Aaa = 100.44a0 (37a)
app = 95.45a, (37b)
agp = 98.094 (37¢)

where ag = 52.9 x 10712 m is the Bohr radius. The scattering lengths
differ only by about 5%. Therefore, equation (36) leads to :

2h?
AEc = —Wna0(4.97 +0.27f) (38)

with f = (n, — n,)/n denotes the population imbalance between the
clock states. It is important to note, that this shift is not uniform, be-
cause the atomic density is spatially inhomogeneous. Furthermore,
using a pair of clock states trapped with a magnetic field set at the
magic value (By = 3.23 G), one can tune the magnetic field in order to
balance, up to the second order, the spatial inhomogeneity due to the
collisional shift. The compensation method is discussed in [112]. On
the other hand, if the components of the gas are spatially separated
(as it is the case, using a state-labelling beam splitter [71]), the interac-
tion between different components are not possible. In this case, the
collisional energy shift becomes :

2h? ny —n
AEc = o (app — fag) + ——°

(@aa + apy) (39)

21>
= Wnao(—4.97 +195.91f)
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In particular, the collisional energy shift can be reduced if the pop-
ulation unbalance f is about : f,, >~ 2.53%. Finally, the lifetime in the
trap is limited by the inelastic and two body collisions which have
been neglected in the previous model. A phenomenological analysis
of these effects is given in [86].



MICROWAVE ATOM CHIP

Microwave radiation leads to an AC Zeeman shift of hyperfine states,
which can be used to trap neutral atoms [113, 114]. In this case, the
spontaneous emission is negligible which is a considerable advantage
compared to optical potentials. However, in these pioneer references,
an extremely high microwave power (on the order of megawatt) cir-
culating inside a cavity were required and the field gradients were
limited since the centimetric wavelength restricts the field focusing.

Furthermore, to make advantage of the clock states robustness dis-
cussed in section 2.1, the microwave is a suitable choice, for internal
state-manipulation’, because these states belong to different hyper-
fine levels (with Eyng/h ~ 6.8 GHz).

Recently, a new technique to generate microwave potentials on
chip using microwave near-fields has been demonstrated [71]. The
microwave field is generated using a micrometer-sized transmission
line, and so the near-field gradient has a weak dependence on the
wavelength, and depends mainly on the transverse dimension of the
transmission line. Hence, much higher gradients can be produced us-
ing only low microwave power (100 — 500 mW). Furthermore, this
technique allows a flexible design and an accurate control of the po-
tentials on the micrometer scale.

In a similar manner, radiofrequency potentials have been used to
trap, cool and manipulate atoms on chip [67, 115]. For instance, sev-
eral trapping topologies were proposed using radiofrequency dress-
ing such as rings [116, 117] and lattices [118]. By comparison, mi-
crowave potentials are more selective since the different possible tran-
sitions can be isolated by tuning the microwave frequency [86]. State-
dependent microwave potentials can be generated on chip [71], which
paves the way to the study of various interesting effects including
atom interferometry [119], spin squeezing [120], atom-surface interac-
tions [121], collisions and entanglement [104, 122].

In this chapter, we introduce the theory of microwave dressed po-
tentials. Then, we discuss the design constraints of the microwave
guiding structures, in particular the coplanar waveguide (CPW).

1 By deriving the two-photon transition, cf. section 2.3
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In this section, we introduce the dressed potentials using microwave
fields, and we derive the dressed energies and states in the rotating
wave approximation. A thorough theoretical derivation can be found
in P. Treutlein’s dissertation [104].

We consider the electronic ground state 557/, of 87Rb. The interac-
tion of an atom with a static field B is described by the Breit-Rabi
Hamiltonian [87] :

Hpr = (Engs/2)L.J + pp(gJ +811). B (40)

The eigenenergies Er,, and eigenstates |F,mp) of this system are
given in section 2.1.

We are also interested in the description of an atom in presence of
both static field B and magnetic field Bpw :

Biuw(t) = B (€€t  g*elmol) (41)

€ is a unit polarization vector and w, is the microwave frequency.
The first term of equation (40) describes the hyperfine coupling be-
tween the total electron spin J and the nuclear spin I. The second
term depicts the coupling of the static field to I and J. The Hamilto-
nian that describes the coupled atom-field system is :

H= HBR + Hmw (42&1)
Hywo = pp(g7 + g11)- By + hicwy (a’a +1/2) (42b)

with B, = 24/ hewmwpo/2V (€a + e*a*) is the quantized microwave
field operator, and a' (a) is the creation (annihilation) operator in a
quantization volume V. Due to the high number of photons, the mi-
crowave field can be described by a classical field. Yet, the quantized
field gives a deeper understanding of the dressed state picture [123].

H,.w describes the interaction with the microwave field. The first
term of equation (40) indicates the coupling of the atom to the mi-
crowave field and the second term describes the quantized microwave
field. Moreover, one can write H in the rotating frame that moves
around the quantization axis Z with the angular frequency w,,, us-
ing the rotation operator : exp(iwmwtFz), where the Z-axis is given
by the local direction of B and Fz is the projection of the total mag-
netic moment F along the Z-axis [84]. Furthermore, if the conditions :
uBB, B Bmw, NARgs K hwpe With Angs = Wi — whs are fulfilled, we
can make the rotating wave approximation (RWA).

In the classical picture®, the RWA consists in neglecting the oscil-
lating terms in the rotating frame, and considering only the constant
terms [84].

2 An interpretation of the RWA in the dressed-state picture can be found in [86].
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With these approximations, we can write H in the bare basis |F, mp)
such as :

1
H= Z <_2hAhfs + EZ,m2 - Ehfs) |2, WZZ> <2, m2|
+ Z( s — El,ml) |1, m1) (1, m] (43)

+ ) [ hO2(2,my) (1, m1|+cc]

my,my

where Er ,, is the Breit-Rabi energy given by equation (5) and (>
is the Rabi frequency that couples between the transition |1,m;) <
|2, my) such that :

= L2 B (2, male. (377 + g1, mn) (49)
Approximations

Furthermore, we can neglect the coupling of I to the magnetic fields
because |g1/gj| < 1 and consider the static Zeeman effect in a pertur-
bative manner (as we have supposed that upB < Twyss). Hence, the
bare energy Er , to the first order in B is given by :

Efmp = 0r2Engs + mpgrupB (45)

where ¢;; is the Kronecker delta and g ~ 1/2. In addition, the ex-
pression of the coupling Rabi-frequency )y can be written :

sz =~ g]:B Bmw<2 m2|€ J|1 m1> (46)
with gj ~ 2.

The first two terms of equation (43) describe the bare states which
are identical to the eigenstates |F,mp) (with an additional energy
shift). The last term depicts the coupling of the atom to the field.
The angular momentum matrix elements (2,mjy|e.J|1,m;), where €
is a the unit polarization vector of B,,,, can be calculated using the
Clebsch-Gordan coefficients (see Appendix C).

Dressed states

The full Hamiltonian H can be diagonalized numerically, in order to
obtain the eigenstates |K), often called the dressed states. Figure 8
shows the energies E(K) of the dressed states as a function of the
microwave detuning Ayg for a microwave field with equally strong
polarization components. The dressed states |K) can be written as a
linear superposition of the bare states |F,mr). For a given detuning
Apgs, the color depicts the dominant bare state |F, mp) in each dressed
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Figure 8: Energy levels of the dressed states |K) as function of the detuning
Apgs, for B=8G, By =1 G, and € = \%{1, 1,1}. Colors indicate
the dominant bare state |F, mr) in the dressed state |K). This Fig-

ure shows an agreement with the simulation results discussed in
[86].

state |K). The bare states |F, mr) and the dressed state |K) are approx-
imately identical for high and large detuning Ayg values.
Furthermore, one can define the detuning :

A2 = Angs — (ma +my)upB/2h (47)

An anticrossing between the bare states emerges if the detuning Ay
vanishes but the corresponding ();;> is non-vanishing. In the vicinity
of an anticrossing, the dressed eigenstates are mainly a superposi-
tion of the anticrossing states. Therefore, near an anti-crossing, the
energy difference between the dressed eigenstates can be given ap-
proximately by a two-level system [124, 125], and so it can be written
as [86] :

_ h
EM) —E5) = 2\ /1002 + |a7a 2 (49)

where |+)(|—)) denotes to the upper (lower) state.

In the case of two-level transition and supposing that an atom is
initially prepared in the ground state |g) = |1,m;) with a far detuned
microwave such that Ay2(t = 0) = Ay > 0, one can completely trans-
fer the system to the excited state |e) = |2, my), by tuning slowly the
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microwave frequency over the resonance. This technique is called adi-
abatic passage and the adiabaticity criteria is given by [67, 123, 126] :

1,. -
Slean — oA < [JomR + (A

1

(49)

where the dot indicates the derivative with respect to time.

If the previous condition is verified, atoms initially prepared in the
state |g) are transformed adiabatically into the dressed state |+), and
observe the following dressed potential [124, 127] :

El$) 4 Ele)
) ==
E 2

where EI8)(EI?)) is the energy of the uncoupled level |g) (|e)). The
energy shift due to the microwave contribution can be defined as :

h
+ S/ 10812 + A7 (50)

v — ) _El)

h hw
— 3 |0l - agg |+ T (51

because : A2 = Wy — (EI) — EI8)) /1.

In a similar manner, if the atoms are initially prepared in the state
|g) and with Ay = A2(t = 0) < 0, they are transformed adiabati-
cally into the dressed state |—). In this case, one can deduce that the
microwave shift is given by :

Vn‘;l) — gl=) _ El®)

h
= 5 |- e - o] +

hiwomw
2

(52)

In the previous equations of the microwave shifts V., the term
hiwnw /2 is a constant energy shift. This term will be omitted in the
following.

The transformation into the upper (|4)) or lower (|—)) dressed
state depends on the sign of the initial detuning Ag = A2 (t = 0),
and so the microwave energy shift for an atom initially in |g) can be
written as :

h . m m
Vil = 5 [sien(ao)/lOmE + o - ol (53

The same approach can be used to derive the microwave energy shift
for an atom initially in |e) :

h.
Vit =~ [stgn(ao) 1+ i - e 9

In the case of two-level transition, the system Hamiltonian can be
simplified to [124, 127] :

h ( AR O > | E9 +EM

Heg =
2 Qe —Ap? 2

(55)
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Thus, the dressed states (i.e. eigenstates of the system : {atom +
photons}) can be written :

|[+) = cos(8)[g) +sin(6)le) (56a)

| =) = sin(6)|g) —cos(6)]e) (56b)
where 6 is defined by :

cos(20) = B, , sin(20) = Oy

V1amR+ ogz 2 V1am + oz

Atoms initially prepared in the state |g) with Ag > 0 are trans-
formed adiabatically into the dressed state |+), which depends also
on the state |e). The weight of the bare states, |e) relative to |g), in the
dressed state is : R,/, = tan 6. In similar manner, atoms initially pre-
pared in the state |g) with Ay < 0 are transformed into the dressed
state |—), and the weight of the bare states, |e) relative to |g), in this
dressed state is : R,/q = — cot6. In both cases, assuming that the de-
tuning Ay’ does not change its sign (i.e. Ay?/Ag > 0), one can show
that :

Rl = (~14 U+ (QU/8E2) (01185 68)

Similar expression of the weight |R/,| can be derived for atoms ini-
tially prepared in the state |e).

Finally, we show in Figures 9 the energy levels |K) as a function of
B for the simulation parameters that will be used in the chapters 5
and 6, respectively. In particular, one can notice that the energy shift
related to the state |1, —1) is much larger than the shift of the state
|2,1) for low values of By, because the latter state is off-resonance
with the chosen parameters.

Far detuned microwave

In the case of a far-detuned microwave, the dressed energies E(K)
can be treated in a perturbative manner if the following condition is
fulfilled :

|Q2|? < | A2 |? (59)

The dressed states |K) are approximately identical to the bare states
|F,mp), and the admixture of the remaining states is on the order of
| Q2 /2452 . In this regime, the energy of an atom in the dressed state
|K) =~ |F, mp) is given by :

For the sublevels of F = 1: V™) — EZ |Q%%|2 (60a)
e 4 A

my

[l

my
At

For the sublevels of F = 2 : V,lfé,mz) = —Z Z (60b)
my
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Figure 9: The energy levels E(K) as function of By, for B = 3.23 G. (a) The
frequency and the direction of the microwave field are chosen in
order to couple the states |1, —1) and |2, —1) (7-transition) with
e = {0,0,1} and A! | = 0.05 x wr(B). (b) The frequency and the
direction of the microwave field are chosen in order to couple the
states |1, —1) and |2,0) (0 *"-transition) with € = %{1, 1,0} and

A% =0.05x w(B).

In the limit of large detuning, the microwave energy shift of |F, m)
can be derived by considering all the possible transitions two-by-two.
We will discuss, in section 5.2, how this approach can be extended
to the general case (even if the condition (59) is not valid) by using

equations (53) and (54).
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Microwave transmission lines are today increasingly widespread and
used in several microwave devices including hybrid circuits, inte-
grated circuits and antennas. They are partly responsible for the ex-
pansion of the microwave systems oriented to the mass market, such
as GSM, GPS, and satellite television, in particular because of their
compactness and their low fabrication cost. In modern microwave
integrated circuits, the coplanar waveguide (CPW) is used as an el-
ement of transmission lines. The CPW was introduced first by C.P
Wen [128] in 1969. However, the coplanar lines attracted high atten-
tion only in the 1990’s with the push to high frequencies and mono-
lithic technology and have experienced a growing demand since then
due to their appealing properties [129, 130]. The microwave magnetic
fields created in the near-field by the microwave currents have a sim-
ilar length-scale dependence as the magnetic fields created by static
currents [131]. This allows the realization of higher microwave gradi-
ents compared to the far-field gradients where the length scale is on
the order of the wavelength (A, = 4.4 cm in the vacuum).

The integration of a coplanar waveguide to an atom chip was pro-
posed in [104] and experimentally demonstrated in [71]. In contrast
to the historical interest to CPWs as transmission lines (in particular
to their (low) propagation losses), we are more interested in the field
distributions in the vicinity of the waveguide wires. The knowledge
of their characteristic impedance is also important to avoid undesir-
able reflections.

In this section, we introduce some theoretical aspects of the CPWs
including propagation, characteristic impedance and near-field distri-
butions.

3.2.1  Coplanar waveguide theory

The coplanar waveguide consists ideally of a central conductor and
two ground planes deposited on the same dielectric substrate, as
shown in Figure 10a [128]. In practice, the CPW grounds usually have
a finite width and the substrate has a finite thickness /, as shown in
Figure 11(b-c).

The CPW can be seen as a multi-line guide with three wires : it has
then two propagation modes [129] :

¢ the coplanar waveguide mode, a quasi-TEM mode often called
the even mode, where the fields in the two slots are 180° out of
phase as shown in Figure 10b.

¢ the slotline mode, a non-TEM mode often called the odd mode,
where the fields are in phase as shown in Figure 10b.
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Figure 10: A schematic view of a coplanar waveguide (b) The field configu-
rations of the coplanar mode (left) and the slotline mode (right).
Figure adapted from [129].

In microwave circuits, the CPW mode is preferred due to its propaga-
tion and radiation properties [131]. The CPW mode can be excited by
pulling both grounds to the same potential. However, parasitic effects
and discontinuities in the CPW geometry can couple power from the
CPW mode to the slotline mode, leading to unbalanced distribution
of the microwave currents [17].

Full-wave analysis

The electric and magnetic field distributions E and B around the CPW
can be computed using full-wave analysis, which also provides in-
formation regarding the frequency dependence of the phase velocity
and the characteristic impedance. Several techniques has been devel-
oped including the spectral domain method [132, 133, 134, 135, 136],
mode-matching technique [137], the integral equation approach [138],
the method of moments [139], and the finite difference time domain
technique [140]. These techniques are particularly important at higher
frequencies (wy, > 10 GHz).

Quasi-TEM fields

For the microwave field, only quasi-TEM mode can propagate since
the transverse size of the CPW, (S 4 2W) in Figure 10a,is very small
compared to the microwave length scale A, [141]. In contrast to
the (pure) transverse electromagnetic (TEM) wave, quasi-TEM waves
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Figure 11: Different types of coplanar waveguides : (a) ideal CPW, (b) CPW
with finite substrate thickness, and (c) CPW with finite ground
planes and finite substrate thickness. Figure adapted from [129].

have small longitudinal components because the waves propagate
within two different mediums (air and dielectric). Hence, the electro-
magnetic fields propagating on the transmission line are of the form :

E(x,y,z,1)
B(x,y,z,t)

Re [E(x, z) exp (iwmwt — YY)] (61a)
Re [B(x, z) exp(iwmwt — vy)] (61b)

where 7 is the complex propagation constant.

If the quasi-TEM approximation is verified (S +2W < A,y), the
electromagnetic fields can be computed using a 2D quasi-static sim-
ulation that takes into account the effect of eddy currents and con-
ductor loss, as discussed in [142, 143, 86]. This method considers also
the skin effect® which changes the current-density distribution in the
CPWs wires. This simulation can be performed using a finite element
method with one of the following software programs : Maxwell SV*
or FEMM>.

Equivalent circuit model

The equivalent circuit shown in Figure 12 can be used to describe
an infinitesimal piece of the transmission line. The circuit model in-
cludes the capacitance between the conductors C, the inductance L,
the series resistance R of the conductors and the shunt resistance of
the dielectric G. These parameters can be deduced using the fields
E(x,z) and B(x,z) computed using a quasi-static simulation [86, 141].
Form this model, the propagation of the line can be deduced :

7 = /(R4 L) (G + iwC), Refy] > 0 (622)

B ., | R+iwpysL
Zo—a+zﬁ—1/G+iwmwc,a>0 (62b)

where Zy = Vyw/Inw is the characteristic impedance and its argu-
ment indicates the phase shift between the electric and magnetic

3 Using a gold wires with the conductivity ¢4, ~ 4 x 10 S/m and a microwave
frequency W = 27T X 6.8 GHz the skin depth ds = /2/(wmwpooa,) =~ 0.9 pm, is
similar to the wire dimensions and so its effect has to be taken into account.

4 Now: Ansys Maxwell

5 http:/ /www.femm.info/wiki/HomePage
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Figure 12: The equivalent circuit of a coplanar waveguide [142].

field®. An abrupt variation of Z; along the transmission line leads
to undesirable reflection and should be avoided in the design stage.
The estimation of the propagation constant -y is valid only for an in-
finitely long line, in contrast to the characteristic impedance Z; that
gives a consistent local information related the line cross-section as it
is approximately independent of the length of the line.

Conformal mapping

The basic approach in the conformal mapping method is to assume
that the fields are quasi-TEM and all the dielectric interfaces in the
structure can be modeled as magnetic walls’. Although the latter as-
sumption is not always fully verified (especially for large slots), con-
formal mapping has proven to give good results for the most common
transmission lines [144]. This gives rise to analytical expressions of
the effective dielectric constant e.¢ and the characteristic impedance
Zo. The derivation of these expressions are beyond the scope of this
discussion, but a complete overview can be found in [129]. In the fol-
lowing, we give the expression of Zj for the CPW structures shown
in Figure 11 :
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sinh(7th/2h) sinh(7tb/2h)

k sinh(7ra/2h) sinh(7ta/2h) | 1—sinh?(7tb/2h)/ sinh?(7tc/2h)
2 1—sinh?(7ta/2h)/ sinh?(7rc/2h)

Table 1: Analytical expressions of Zy and €. derived using conformal map-
ping [129], the CPW structures shown in Figure 11.

where ¢, is the dielectric constant of the substrate, and the func-
tions K and K’ are the complete elliptic integrals of the first kind and

6 The characteristic impedance Zj allows also the calibration of the electrostatic and
magnetostatic simulations which are performed independently

7 By definition, there is no tangential magnetic field in the substrate interfaces, as
shown in Figure 10b.
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its complement, respectively®. The consistency between the 3 expres-
sions of Zj related to the CPWs (a), (b) and (c) can be verified for
h — oo and ¢ — co.

For an ideal CPW, one can note that the characteristic impedance
Zy is a function of the unique parameter : ky = a/b = S/(S + 2W).
Therefore, the design of tapered ideal CPWs can be done without
changing Zy by scaling the parameters S and W by the same factor.
This rule remains approximately verified for the more realistic struc-
tures such as the CPWs shown in Figure 11(b-c) (as can be seen from
the expressions of Zy shown in Table 1). In addition to modeling Z,
and €., conformal mapping has also been used to examine the field
distributions of CPWs [145, 146, 147].

Coupling between two adjacent coplanar waveguides

In the following chapters, we will be interested in estimating the cou-
pling between two parallel CPWs spaced by a distance D, as shown in
Figure 13. A rough estimation of this coupling can be derived using
conformal mapping [144]. In this section, the effects due to the finite
size of the substrate and transverse dimension of the CPW are ne-
glected. The maximum possible coupling coefficient is given by [148] :

ze _ 70

where Z° and Z° are the even and odd-mode impedances respectively.
If the coupling is expected to be low, the latter expression can be
simplified to :

C = 20log,, (1 — Z°/Z%) (64)

where Z, is the CPW impedance when the distance D becomes infi-
nite, and Z°/Z% is given by :

Z°  K'(ks) K(kg)

7% = K(ks) K'(ky) (652)
2v/ab

ky = gy (65b)

u (650)

ks —
> /1-(b—a)2/D?

In our chip design, the two closest CPWs have the following scaling
form :

Q— (66a)
b =2u (66b)
D =9u (66¢)

8 They are simply related to each other with the equation : K'(k;) = K(k{) with
K} = (1—k2)!/2. Simple and accurate analytical approximation of the ratio K/K’
can be found in the literature [129].
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Figure 13: Two coupled parallel coplanar waveguides spaced by a distance
D. Figure taken from [144].

with u = 3 um (cf. Figure 52, Config. II). Hence, the coupling is
about : C = —30 dB, which will be neglected in the following.

3.2.2  Microwave field simulation

An accurate simulation of the magnetic microwave field is essential
to compute the microwave potentials, as discussed in section 3.1. We
suppose that only the quasi-TEM mode of the CPW is excited by con-
necting the two outer wires to the ground. In this case, the microwave
distribution of the currents is : {—ILyw /2, Lnw, —Imw/2}, as shown in
Figure 10a. The quasi-static simulation takes into account the effect
of the eddy currents, and can be performed using 2D Finite Element
Method (FEM).

In Figure 14, we compare the results of 2D quasi-static simulation
and static simulation with infinitely thin wires. One can notice that
the spatial distribution of the magnetic field is similar in both cases.
In fact, the eddy currents reduce the effective power injected into the
CPW (by about 14%, in the case of Figure 14) but do not change the
shape of the field spatial distribution. The latter observation holds
if the field is computed at a distance hy from the CPW that satisfy :
ho > W,S. In the following chapters, we will use a simplified 2D
static simulation (using Biot-Savart law) to model the microwave field
distribution such that :

36

BXCPW _ VOIeff [z B Z . Z ]
o 2rthy [ X2 +22  2((—dw+x)?2+2%2) 2 ((dp + x)?+22) |
Bl ' =0 (67)
BECPW _ uole [ —x n —dy +x n dy + X
2rthy [ x2+22  2((—dw +x)?2+2%2) 2 ((dp + x)?+22) |

where d,, is the distance between two adjacent wires of the CPW
and I is the effective current injected in the CPW. The current IS
is related to the injected microwave power by : Py = |Zo|| IS, |2 /2
and we assume that |Zy| ~ 50 Ohm. In practice, an experimental
calibration of Py (Ieff) is required to determine an accurate rela-
tionship between IS and P,;,. This can be done by measuring the
Rabi-frequency of an ultracold atomic cloud [71, 17]. In the following
simulations, the microwave power Py, will be always scaled relative
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Figure 14: The microwave field components {B},,, B} computed along
the x-axis at a distance iy = 44 uym from the CPW, using 2D
quasi-static simulation that takes into account the eddy currents
(solid lines) and 2D static simulation with infinitely thin wires.
The CPW parameters are : @ = u,b = 2u,¢ = 4u with u = 3 ym
and €, = 11.9 (cf. Figure 11c). The input microwave currents are
given in Figure 10a with [;;,, = 76 mA.

to Py = |Zo||19,,|?>/2 with IJ,, = 86 mA. Of course, to make the ex-
perimental and numerical results match, an additional calibration of
Py will be necessary.
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THERMAL TRAPPED-ATOM INTERFEROMETRY
ON-CHIP

4.1 INTRODUCTION

Bose-Einstein Condensate (BEC) has been widely studied as a promis-
ing coherent source for trapped interferometers, both in magnetic
trap and in optical dipole trap. For example, atom chips have been
used to split and recombine BECs by transforming an harmonic po-
tential well into a double-well [67, 69]. Despite the BEC coherence
properties, the interferometers based on trapped condensed atoms
are not yet able to compete with the thermal free falling ones in term
of precision measurements. It has been shown that interactions in a
BEC are harmful for interferometry, causing phase diffusion and colli-
sional shifts that eventually induce decoherence and a loss of sensitiv-
ity [73, 74, 75, 149]. One possible method to address these problems
aims to reduce interactions by using Feshbach resonances [74]. Hence,
several seconds of coherence time have been demonstrated in Bloch
oscillation experiments with BECs [150, 151].

Recently, state-selective potentials have been used to allow the in-
ternal states to entangle with the motional states in BEC. However,
residual interactions within each interferometer arm are still the lim-
iting factor in attaining better sensitivity.

One possibility to reduce the effect of interactions, that we will
study in this thesis, is to use a thermal (i.e. non-condensed) ensemble
of ultracold atoms trapped on an atom chip. This can be seen as the
equivalent of using white light in optics to reduce nonlinear effects
[152]. In such a scheme, the coherence time will strongly depend on
the symmetry of the interferometer arms.
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4.2 ROLE OF SYMMETRY

We are interested in estimating the coherence time (related to the in-
terferometer contrast) for thermal ensemble of atoms which are split
and then evolve in two slightly different wells.

On the one hand, considering a semiclassical model, an atom can be
assimilated by a point mass. Assuming that two point masses begin
with the same position and velocity, they are separated after a certain
time by a distance dx. One can estimate the coherence time 7, as the
time at which éx = Ayp with Ayp = hiv/27m/mkgT is the thermal de
Broglie wavelength, T is the temperature of the atomic ensemble, and
h and kg are the reduced Plank and Boltzmann constants. Moreover,
we assume that the potentials are harmonic such that: V, = mw%x2 /2
and V, = mw%x2 /2, with Aw = |wy, — w,| <K w,, wp. Thus, the motion
of the atoms in the two wells can be easily determined, and so, one
can deduce that : dx ~ x,AwT,, where x,, is the amplitude of the
oscillation in the wells, which can be approximated by the character-
istic size o of the thermal cloud : x,, = ¢ = \/kgT /mw?2. By combing
the previous expressions, one can deduce that the coherence time is
approximately given by :

7. ~ V2mrh/ (nkgT) (68)

where 17 = Aw/wj is the relative frequency difference.

On the other hand, considering a simplified quantum model where
the atoms are trapped in harmonic potentials, it will be shown in
section 7.2.2 by neglecting the splitting dynamics, that the coherence
time is approximately given by equation (68).

For example, in order to limit the dissymmetry effect on the co-
herence time to 100 ms with T = 100 nK, the relative difference in
frequency must not exceed 2 x 1072, which requires a careful design
of the atomic splitter.

In the next section, we discuss an interferometer design’ on chip
intended to achieve a good level of symmetry and we investigate the
principle of several possible configurations for a symmetrical beam
splitter for thermal atoms trapped on an atom chip using near-field
microwave dressing [71].

1 An alternative interferometer design using thermal trapped atoms is discussed in
[153].
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SYMMETRICAL INTERFEROMETER IN THE QUASI-RESONANT
REGIME

physical implementation of a symmetrical atomic beam split-

ter on chip poses tremendous challenges. Nevertheless, microwave
internal-state labeling of the interferometer paths, as demonstrated in

[71],

offers an accurate control of the splitting and recombination pro-

cess because it allows an almost a selective control of the desired hy-
perfine state by controlling the microwave frequency. Compared with
optical potentials, microwave near-field potentials have the advan-

tage

of negligible spontaneous emission, modest power requirement,

and potentially compactness. Moreover, the potential customization
of this method is promising to design symmetrical state-selective po-
tentials [85, 104].

4.3.1

Description of the interferometric sequence

In this section we describe the elementary principles of a trapped-
atom interferometer on chip using the state-selective labeling method.
The aim of this interferometer is to measure the phase shift induced
by external perturbations (such as gravity) that affect the motional
states of the atoms. The interferometer sequence that will be consid-
ered here is described by the following steps :

Cooling and trapping of ultracold atoms to prepare a set of
atoms in the first internal state |2), with an initial spatial posi-
tion rp close to the chip surface (Cooling and Trapping).

Transfer of the atoms in a superposition with equal weight of
the internal states |a) and |b), using a combination of the mi-
crowave and radio-frequency fields (7-Pulse). This derives each
atom to an intermediate state : (|a) + |b))/ /2 (Internal-State Ma-
nipulation)

Spatial separation of the atoms in two wavepackets using a mi-
crowave potential that depends on atom internal state (Split-

ting).
Accumulation of the phase difference ® related to the evolution

of the atoms internal and external states. The atoms are then in
the state : (|a) + exp(—i®)|b))/\/2 (Holding).

Spatial recombination of the states |a) and |b), in a similar but
reversed manner than the Splitting step (Spatial Recombination).

Internal-states recombination by applying a second Z-pulse (In-
ternal Recombination).

Measurement of the interferometer phase ®. The measurement
can be performed by counting the atoms in each state. If the
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internal states evolution is well-controlled, one can have access
to the external perturbation (Phase Measurement).

£ £ L L4

Coolingand Trapping T/2- -}'lllht - Holding \p?m!l Recombination State- SLIT‘-:]UVL Detection
Spatial Splitting m/2-Pulse Phase Measurement

Figure 15: Trapped-atom interferometer on chip using the state-selective la-
beling method (concept) : Atoms are held in a magnetic microtrap
and manipulated using a suitable combination of a microwave
and a radio-frequency fields. The interferometer sequence is
based on a Ramsey scheme [154]. The Figure is modified from

[155].

4.3.2 Coherent internal-state manipulation

Atom-chip experiments are subject to ambient magnetic noise and to
thermal magnetic near-field noise [156], which can ultimately limit
their performance. This effect can be limited by choosing a pair of
states whose energy difference is insensitive, at least in the first order,
to magnetic-field fluctuations. This is the case for the so-called "clock"
states : [a) = |F = 1,mp = —1) and |b) = |F = 2, mp = 1) hyperfine
levels of the 551/, ground state of Rb atoms, under the appropriate
static field. These states are known to be robust against decoherence
[90]. Recently, a high-performance chip-based atomic clock with a
long interrogation time has been shown experimentally [14].

The microwave state-dependent potentials discussed here can be
performed by a combination of static magnetic field B(r) and mi-
crowave field Bmw(r, t) created by the atom chip, as shown in [71].
Thanks to the advance in microfabrication techniques [86, 157], one
can use a multilayer chip to create the static and microwave magnetic
near-fields, and precisely control their relative positions, amplitudes
and directions. However, unlike the static and radiofrequency cur-
rents, the microwave currents cannot be carried by simple wires on
chip. Since the microwave wavelength is comparable to the atom chip
dimensions, its transmission demands a careful design of the guiding
structures [135, 142, 144, 158], in order to avoid undesirable couplings,
losses and reflections.

For internal-state manipulation of the atoms, one can couple co-
herently both clock states by a two photon transition (5-pulse). The
coupling can be accomplished using a suitable combination of a blue
detuned microwave and red detuned radio-frequency fields (as can
be seen in Figure 7) [71, 155].
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4.3.3 Adiabatic Microwave potentials

The magnetic component of the microwave field couples the sublevels
|F =1, my) to the sublevels |F = 2, my) and leads to energy shifts that
depend on m; and my. In a spatially varying microwave field, this
results in a state-dependent potential landscape [71].

Microwave potentials in the regime of large detuning

The microwave coupling between two bare states |1,m,) and |2, mj)
can be captured by a simple dressed-atom approach, that has been
already applied to describe the atomic motion in laser light in the
regime of large detuning [125].

In this regime, the microwave gives rise to the AC Zeeman shift
Vinw, that can be approximated by the following dressed states model :

For the sublevels of F = 1: Vy,,, =H1|Q)2 12/ 402 (69a)
For the sublevels of F = 2 : Vi, = — 1| (2 2/ 4052 (69b)
where :
Qn2 = Ch2upBet, /n the Rabi frequency due to the coupling

of the states |1,m1) and |2, my)

Ci? a coupling coefficient that depends only

on the latter states (cf. Appendix C)

1B the Bohr magneton
h the reduced Planck constant
Beft, the microwave field component along

the parallel (normal) local direction of B

in case of 7-transition (o-transition)
A2 = Apgs — (my +mp)wp  the microwave detuning between the

coupled states

Ants = Wy — Engs /1 the detuning from the transition
atB=20

Wi the microwave frequency

wy, = upB/2h the Larmor frequency

This simple model, discussed in section 3.1, holds only if the mi-
crowave is far detuned from all transitions : |Q?| < wr, |Am?| and
so, the bare states |1,m1) and |2,my) are only weakly coupled.

The two-state description would be perfectly verified if only ¢ or 7-
transitions were involved, so that the state |1, m;) would couple only
to the state |2,m;) due to selection rules as illustrated on Figure 16.
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However, in practice both the static field and the microwave field
polarizations are spatially varying, and transition mixing occurs.
Nevertheless, the two-state model is approximately valid in case of
quasi-resonant coupling regime such as : |A}?| < wr(By), because
the other transitions are far off-resonance in this case, and where :

By the static filed strength at r = 1

ro the static trap center

The value of By is usually set to the magic field value By = Bom, SO one
can define henceforth the reference frequency :

Y = ugBY,/2h the Larmor reference frequency in rg
¥ ~ 27 x 626 MHz with BY, ~ 3.23 G.

Regarding the clock states, both are magnetically trappable and
have nearly identical magnetic moments. Therefore, they can be trapped
by nearly the same static potential : V4. = yugB/2 and the potential of
the clock dressed states |a) and |b) is given by the following :

V) = Vac+ Vi
{v@ ) 7
a) b)

where VILW and Vr‘nw are the microwave energy-shifts of the bare states
|a) and |b) which are given by the equations (69a) and (69b), respec-
tively.

A notable difference compared to the optical cases is that a quasi-
resonant coupling (i.e. small detuning) is possible because the ground-
state hyperfine levels have a negligible spontaneous emission.

Adiabatic microwave potentials in the quasi-resonant regime

We will consider here the spatial dependence of the magnetic fields :
B = B(r) and By (t) = Buw(r, t). These fields can be used to create
a space-dependent microwave potential. If the motion of the atom in
the resulting potential is sufficiently slow, its internal state follows
adiabatically the potential spatial variation and the atom stays in the
initial dressed state. The adiabaticity condition is on the form [84] :

. 3/2
|| < (|Ap2* + |2 ) (71)

Once this condition is satisfied, one can write the microwave poten-
tial shift for the bare clocks states, as discussed in section 3.1, in the
following form :

Vi = 5 [Sa, VIO H 18P —

(72)
A ~1 [SA,] Q)% + |Ap]2 — Ab}
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where S5, (Sa,) gives the sign of A;(rg) (Ap(x0)).

One can show that these expressions are identical to equations (69)
for large detunings. Moreover, these expressions are valid even in the
vicinity of resonance (Ay? — 0).

In the dressed-state picture, if the term S,, has a positive (nega-
tive) sign, the state |a) follows initially (at + = 0") the upper (lower)
dressed state |+)(]—)) which has the following energy :

h
B = £51/1Qd2 + |AdP (73)

where +(—) refers to the latter states. In the same reference, the en-
ergy of the bare state |a) is given by 1A,/2. Hence, the microwave en-
ergy shift given by equation (72) can be deduced, once S,, is known.
A similar demonstration can be performed for the state |b). Yet, this
analysis assumes that the atoms are at motional equilibrium in the
static trap center ry before the beginning of the interferometer se-
quence (for t < 0) and that the dressed energies variations are per-
formed adiabatically.

In the next section, we will propose a design of a symmetrical
beam-splitter based on the latter microwave shifts expressions since
the static potential V. is (approximately) identical for the both clock
states.

4.3.4 Principle of a symmetrical microwave potentials

To achieve the highest possible level of symmetry, we propose to
use two microwaves frequencies on two independent coplanar waveg-
uides (CPW). We place the two CPWs at the same distance é from the
static trap center (i.e. 61 = 7 in Figure 17) and we choose microwave
frequencies to be in the quasi-resonant coupling regime. Hence, each
waveguide interacts preferentially with only one of the two clock
states since its microwave frequency is off resonance for the remain-
ing states. This allows in principle a quasi-independent experimental
control of the potentials in the two arms of the interferometer and
makes this scheme a good candidate for implementing a symmetric
configuration.

Figure 16 illustrates two possible ways to design a symmetrical
beam splitter by either using the 77 or o-transition. In the case of
rt-transition, the microwave frequencies are chosen such that the de-
tunings A7 = A~] and AT = A} in the static trap minimum ro have

the same absolute value but opposite signs : A,(rg) = —Ap(rg) = Ap.
In the same way, the Rabi frequencies QF = Q~! and QF = o
are equal at r = 19 : |Qu(x0)| = |Qp(r9)|, if we inject the same mi-

crowave power Py, in the waveguides since the coupling coefficients
C~! and C% are equal (i.e. P, = P, in Figure 17). Under these con-
ditions, and considering a simple one-dimensional model, one can
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Figure 16: Energy levels of the 8Rb ground states in combined static and
microwave fields. To generate symmetrical state-dependent po-
tentials, two microwave near-fields are used to couple the clock
states |a) and |b) to two auxiliary states. Two combinations are
possible by an adequate choice of the microwave frequencies us-
ing either 7 (solid line) or o-transitions (dashed line). Ideally, in
each case, the Rabi-frequency () and detuning A are the same (in
absolute value) for both states. In this simple model, the resulting
dressed states |a) and |b) are shifted in energy by nearly the same

quantity V.

show that both the detunings and the Rabi frequencies are symmet-
rical : Ay(—x) = —Ap(x) and |Qy(—x)| = |Qp(x)|, which implies to-
gether with equations (72) and (70), the required symmetry of the po-
tentials : V,lfg,(—x) = mbg)(x) and V17 (—x) = VIP) (x). Similar demon-
stration can be performed to show the symmetry of the potentials
using o-transitions, if the injected microwave powers satisfy the fol-
lowing condition : P,/P; = (C(il/Cé)2 =1/3.

In practice, this symmetry is not perfect in particular because of
the effect of non-resonant transitions. Sections 5.2 and 6.3 discuss this
imperfect symmetry of the potentials in detail.

4.3.5 Potential-well and potential-barrier beam-splitter

Using the state-depend microwave potentials, one can create either a
microwave potential-barrier or a microwave potential-well by choos-
ing the detuning A. Figure 17 shows an example of two symmetrical
potentials barriers : the detuning Ag is positive and corresponds to
blue (red) detuning of 7r-transition related the state |a) (|b)). In this
case, the dressed atoms in state |a) (|b)) are trapped in the vicinity of
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low Rabi frequency, and therefore, the microwave AC Zeeman shifts
seen by the atoms can be approximated locally by equations (69). In
the case of large detunings, it can be seen on the latter expressions
that the attractive or repulsive nature of the microwave energy shift
depends only on the sign of the detuning.

In general, using equations (72), one can show that the sign of the
microwave energy shift initially at r = rg is given by Sx, (Sa,) for V,Laz,
(V,ng,) respectively. The microwave beam-splitter can be performed by
increasing adiabatically the Rabi frequencies |Q),| and ()| in a simi-
lar manner, by increasing the microwave power P; and P>, while keep-
ing the detunings constant. In such a case, each microwave energy
shift increases during the splitting stage |Viuw(t)| > |Viw(t = 07)]
and its sign remains unchanged. On the other hand, one has to pay
attention to the adiabaticity condition especially in the beginning of
the splitting : t = 0" since OQy2(t = 07) ~ 0 and so the right-hand
term of equation (71) is minimum.

Using the same chip configuration, experimental implementation
of both kinds of beam-splitter is possible by tuning the microwave
frequencies. Nevertheless, their physical characteristics are different
especially in term of the interferometer symmetry and the splitting
distance. These aspects will be discussed and the pros and cons of
each splitting method will be given in the following sections.

4.3.6  Axial and transverse beam-splitter

The orientation of the microwave field with respect to the static mag-
netic field is crucial for the topography of the effective microwave
potentials (cf. equations (70) and (72)). In this section, we investigate
the possibility of performing axial and transverse splitting with this
technique. For the sake of simplicity, we assume that the static mag-
netic trap is performed by the combined fields of an infinite wire and
a external homogeneous bias fields (cf. section 2.2.3). The field direc-
tion in the minimum of the trap is called the trap axis. It is given in
this case by the trapping wire direction. Considering this simple one-
wire trap model, one can examine two extreme cases : the trap axis
is either parallel (y-axis) or perpendicular (x-axis) to the waveguides
direction.

In the first case (Ip > 0, I; = 0 in Figure 17), the trap and the waveg-
uides are invariant under translation along y, reducing the system to
the two-dimensional (2D) transverse plane. Therefore, the splitting
occurs along the transverse (radial) directions : x and z, as can be
seen in Figure 18a, which is similar to the case of splitting in a radio-
frequency based double well [67]. We point out that the microwave
field is perpendicular to the trap axis, which tends to select the o-
transitions in the vicinity of the trap minimum. Hence, the coupling
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scheme in Figure 16 using o-transitions” is more suited in this config-
uration.

In the second case (Ip = 0,1; > 0 in Figure 17), the problem is not
invariant under translation anymore, and the splitting is performed
along the weak direction, as can be seen in Figure 18b, which is simi-
lar to the experimental demonstration in [71] using 7r-transition. For
high aspect ratio of the static trap : wy./wy > 1, the splitting is well
approximated by an axial one-dimensional problem.

This single infinite-wire trap model, despite its simplicity, shows
that both transverse and axial splitting are conceptually possible us-
ing microwave potentials in the quasi-resonant regime, and their phys-
ical implementation can be made on the same chip.

Nevertheless, in the case of transverse splitting, numerical simula-
tion using a more realistic trap model on chip, based on a Z-trap or
Dimple trap, shows that axial splitting cannot be neglected. In this
case, the splitting direction depends on the microwave power which
could be a drawback for precision measurements. This drawback can
be solved by a careful design of the static trap, which will be dis-
cussed in section 6.2.4.

2 Using the o-transitions, it is worth noting that the state |a) can be coupled to two
different sublevels : |2,0) and |2, —2), where the state |b) can be coupled to only one
sublevel : |1,0). Yet, a coupling between |a) and |2, —2) cannot be used to design a
symmetrical beam-splitter, since the dependence of the detunings on B are different,
and so the symmetry condition A, (—x) = —A(x) can not be fulfilled.
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Figure 17: Schematic close-up of the experiment region on the atom chip.
(a) Top view of wire layout. (b) Cut through substrate. The cen-
tral wires (in yellow) that carry the static currents : Iy and I
are used to create a static microtrap at a distance /iy from the
substrate surface (r = 0 corresponds to these wires crossing).
Two identical sets of three wires, separated by the same dis-
tance dy, in the upper layer (in orange) form two microwave
coplanar waveguides CPW; and CPW,. An ideal CPW in even-
mode has the following microwave-current amplitude distribu-
tion : {—Inw/2, Lnw, —Imw/2} as indicated which corresponds to
an injected microwave power : P = |Zg||Iyz|?/2. The CPWs are
placed at the same distance |01| = |0;| = J from the center. An
insulating layer separates the CPWs from the substrate surface
by a distance dr. The static potential (solid line, blue) is initially
used to trap the atoms, then shifted by the (repulsive) microwave
energies (dashed lines, cyan and magenta). The resulting poten-
tials are state-dependent (solid lines, green and red) that can be
used to split the clock states |a) and |b) in a symmetrical manner.
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Figure 18: Schematic of the atoms splitting along (a) the longitudinal (ax-
ial) direction (b) the transverse directions of the static trap. 3D-
equipotentials representation of the clock states : |a) (orange)
and |b) (green), for the potential kgT with T = 100 nK (about
h x 2 kHz).
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AXTAL BEAM-SPLITTER : INTERFEROMETER
ANALYSIS

5.1 INTRODUCTION

Coherent manipulation of internal [14, 91] and motional [67, 75, 159,
160, 161] states on atom chips has been demonstrated first in separate
experiments. The combined coherent manipulation of internal and
motional states with a state-dependent potential on a chip was shown
for the first time in the experiment reported in [71]. A state-dependent
microwave potential has been used to implement a trapped-atom in-
terferometer with internal-state labeling of the interferometer paths.
The state-selective potential was generated by the on-chip microwave
near-fields, to separate coherently the atoms along the axial direction
of the static trap.

We study here the axial beam-splitter discussed in the previous
chapter : a similar beam-splitter than [71] using ultracold non-condensed
atoms, with an additional constraint on the symmetry of the mi-
crowave potentials.

In this chapter, we focus on the study of such an axial beam-splitter
using 7t-transitions' (cf. Figure 16 and section 4.3.6). In particular, we
discuss the effect of transition mixing, and we compare the possible
splitting methods using either an attractive or a repulsive microwave
potential.

Moreover, we discuss some physical factors limiting the ultimate
performances of this interferometer such as : the microwave shift of
the non-resonant transitions, and the effect of the fluctuations of both
static and microwave fields on the interferometer coherence. Several
solutions and practical designs will be discussed. Finally, we discuss
the stability of the gravitational signal of the interferometer for the
perspective of the development of a high performance gravimeter on
a chip.

Using the o-transitions, splitting often occurs along both axial and transverse direc-
tions, as will be discussed in section 6.2.
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5.2 EFFECT OF TRANSITION MIXING

In this section, we shall discuss the validity of the two dressed states
model used previously to design the symmetrical beam splitter. For
this, one has to take into account the non-resonant transitions that can
break the symmetry. Hence, in case of quasi-resonant 7r-transition, we
include also the o-transitions resulting from the same microwave field
and all the transitions due to the second microwave signal.

This transition mixing is expected to disturb the symmetry of the
potentials since the perturbations due to the non-resonant o-transitions
are not symmetrical. While the first clock state |a) is coupled (pertur-
batively) to two states : |2, —2) and |2,0), the second clock state |b) is
coupled to only one state : |1,0). Here, we propose to quantify this
dissymmetry effect.

A complete description of microwave potentials should consider
the different coupling between the eight states : |F, mr) which define
a basis of the Rb ground level. Using only one microwave frequency
Wmw, the Hamiltonian H is given by the following [86] :

A 1
Hy=) <—2hAhfs + thm2> 12, mp) |n) (n](2, ms]|

my
1
+) <2hAhfs - thml) |1, ma)[n+1)(n + 1|(1,m| (74a)
my
HP (wmw) = hwmw (ﬂ+a + 1/2> (74b)

N 1
Far(wm) = ¥ Lhﬂ%ﬂz,mzﬂn)(n+1|<1,m1|+c.c. (740)

mq,my

H= HO + HF (wmw) + HAF (wmw) (74d)

where a' () is the creation (annihilation) operator, Hy is the Hamilto-
nian of the system in presence of the static field only, Hr is the Hamil-
tonian of the microwave field and H 4 describes the atom-microwave
interaction. The eigenstates of Hr are the photon number states : |n)
with ata|n) = n|n) and the eigenvalues of HF are : (1 + 1/2)iwy.

If the conditions : upB, upBuw, NAnts K hwmw With Apgs = Wi —
whfs are satisfied, the rotating wave approximation can be made (cf.
section 3.1). Thus, we consider only the set of 8 states :

Sn)={|F=1,mp=-1..1)|n+1),|F =2,mp = =2..2)|n)} (75)

and we neglect the coupling between different sets S(n). In the fol-
lowing, we suppress the reference to the field state, as H does not
depend on the set of levels (i.e. the value of n). We also drop the con-
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stant term (1 + 1/2)hwyy, which is a common energy offset for the
states in S(n). Hence, the Hamiltonian H can be simplified to :

1
Hy = Z (—zhAhfs + thmz) 2, m2) (2, m3|

my
1
+)° <2hAhfs - hwmﬁ) |1, my) (1, m] (76a)
my
1
Harp(wmo) = ) [2h0%f|2, mp) (1, my| + c.c.] (76b)
1,13
H = Hy + Har(Wpw) (76¢)

In our case, one has to consider the effect of both microwave fre-
quencies. As discussed in sections 3.2.1 and 8, the coupling between
the CPWs is very low, and will be neglected here.

Moreover, based on a second harmonic approximation [162], the
role of the microwave frequencies interplay : wWw2 — Wyw, can be
neglected if :

,uB(Bmw,l + Bmw,Z) < h(wmw,Z - wmw,l) (77)

which is well satisfied in experiments.

The total Hamiltonian Hr is then given by the superposition of each
CPW (i.e. microwave frequency) contribution with the Hamiltonian
Hp such as :

Hr = Hy + Har(wmw) + Har(Wmw2) (78)

The dressed states and corresponding energy levels can be obtained
by the numerical diagonalization of the 8 x 8 matrix Hr. To calculate
the potentials at r, one needs to define carefully the microwave polar-
ization with respect to the static field in order to calculate the matrix
elements (). The remaining terms are scalars and do not depend
on the orientation of the quantization axis. This procedure has to be
repeated in each point r.

Figure 19 illustrates a numerical calculation of the potentials of
the dressed clock states along the splitting axis x and the trap trans-
verse axes y and z. The microwave energy shifts V,,,, are calculated
for the clock states : |a) (in cyan) and |b) (in magenta) using two
different methods : (with plus-sign) a numerical diagonalization of
the full Hamiltonian (cf. equation (78)) and (with dashed line) ap-
proximated analytical model (cf. equation (79)). A good agreement is
observed between the two models since |Qmax/ w%] < 1. (e.g. here,
|Omax/w? | = {0.097,0.071} in (a) and (b) respectively.)

Once the three-dimensional potentials are generated, one can search
numerically for the new minimum positions then estimate the eigen-
frequencies, which gives a first estimate of the overall dissymmetry.
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In this case, as shown in Table 2, the highest frequency difference be-
tween the two wells is along x-axis and it is on the order of (7%, 2%)
for a potential-well and a potential-barrier, respectively.

To make the potential dissymmetry smaller, one can make profit
from the tunable experimental parameters (power and frequency in
each waveguides) to balance out the frequencies of the two traps. This
procedure can be done either experimentally or numerically.

For a time-efficient numerical optimization and to avoid iterative
diagonalization of Hr, it is possible to generalize the quasi-resonant
model of microwave potentials (cf. equation (72)) by considering all
possible transitions two-by-two, if the condition : || < |w?] is
fulfilled, so that the anti-crossings [86] are well separated. Thus the
microwave energy shifts, using only one microwave frequency wjw,
can be written in the form :

h
Valb(ome) =% ¥ 5 |Su/IORE - SEE - 8] o)

my,my

where +(—) refers to the state |a)(|b)) and S,m gives the sign of
Wll

At (xo). As described earlier, the contribution of both frequencies is
given by :
Va/b = Vrilq{/\lr](wmw,l) + Vr?\az)(wmwl) (80)

mw, T —

This model simplifies considerably the calculation of the potentials
eigen-energies, and will be used in the chapter 7.2. The microwave
beam-splitter design presented earlier rests upon the symmetry of
the dressed states in the frame of the quasi-resonant coupling regime
(ie. |Ag] < w?). Since the spontaneous emission is negligible for
microwave dressing, the detuning can be set arbitrarily low. How-
ever, this regime imposes supplementary constraints, related to the
trap depth and the sensitivity to the static magnetic field fluctuations,
which are discussed in the following sections.

Potential-well Potential-barrier
X § z X § z
w,/2m (Hz) 186.6 16559 1636.1 1279 1933.1 1907.5
wp/2m (Hz) 1735 16544 1635.5 130.0 1937.3 1908.9
|Awl|/2t (Hz) 13.1 147 0685 212  4.19 1.46
|A7“’| x 107 7.03 0.089 0.041 166 0216 0.076

Table 2: The eigenfrequencies {w,, w,} and the dissymmetry Aw = w}, — w,
of the microwave potentials {vI), vIb)} related to the simulations
in Figure 19. The eigen-directions : {X,y,Z} are slightly rotated from
the chip reference : {x,y,z}.
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Figure 19: Simulated three-dimensional potentials of the dressed clock states : |@) (in green) and |b) (in red) shown along the axial direction x and the
transverse directions y and z, for state-selective splitting using a potential-well (a) and a potential-barrier (b). The microwave energy shifts
Vimw are calculated for the clock states : [a) (in cyan) and |b) (in magenta) using two different methods (cf. text). The static potential (in blue)
is nearly identical for both states. The static currents on chip (shown in Figure 17) and the bias fields are chosen such that the static trap
(in blue) is located at the distance kg from the chip surface (hyp = 60 ym in (a) and hg = 100 ym in (b)), and has nearly the following axial
and radial frequencies : w, /27m = 2000 Hz and wy /27 = 100 Hz. The microwave frequencies are chosen such as : A;(rg) = —Au(r9) = A
(Ao/ wg = —0.1in(a) and Ay/ w% = 0.051in (b)). The injected microwave powers in the CPWs are equal : P} = P, = Py (P = 3Py/101in (a)
and Py = 4P in (b), Py ~ 185 mW) and the CPWs are placed at the same distance §; = 6, = § = 27 ym with a distance between each CPW
wires dy = 18 pm. The insulating layer thickness is dr = 6.8 ym. With a good approximation, both static and microwave magnetic fields
are computed using one-dimensional Biot-Savart law, and the induced current has been neglected. The energy reference of the potentials
corresponds to the energy in the center of the static trap (19By/2).
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For a beam-splitter based on attractive microwave potentials, the de-
tuning of the lower (upper) clock states must be negative (positive) at
the static trap minimum 1y (i.e. Ag < 0). As illustrated in Figure 19a,
an opening of the resulting adiabatic potential occurs in this case at
two symmetrical positions from the trap center, corresponding to an-
ticrossings of the energy levels under microwave coupling [86]. This
occurs at the points where the detuning Aj;? changes sign, defined
at r = rq with the resonance condition iw = ugB(rq)/2. As a conse-
quence, the trap depth is reduced considerably to the order of 71|A|
in the case of low microwave coupling : |Q?| < |Ag|. In the general
case, an energy splitting between the coupled states occurs at reso-
nance, which reduce further the static trap-depth (TD) by approxi-
mately : 71|Q2 (rq)|/2. As shown in Figure 19a, the trap depth along
the transverse directions is about : 1 x 72 kHz (kg x 3.4 uK), which is
still sufficient to trap an atomic ensemble with a temperature of few
hundred nano-Kelvin.

Such trap opening does not occur in the case of a splitting by re-
pulsive microwave potentials (potential-barrier splitter), since the de-
tuning does not vanish in this case. This effect is used in opportune
manner for evaporative cooling using radio-frequency coupling [162].
The same idea has been used to perform a radio-frequency beam-
splitter [84], where the second resonant potential is used to trap the
atoms in the two local minimums around the resonances, by ramping
up adiabatically the detuning from negatives to positives values.
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Figure 20: Schematic diagram of adiabatic dressed potentials. (a) Unper-
turbed bare states in a harmonic trap are coupled by the mi-
crowave field at resonance (arrows). (b) In the dressed basis, these
levels are degenerated at resonance (r = rq) for a vanishing mi-
crowave coupling. (c) For a finite coupling, the levels are split by
nearly Q%(rd) (cf. equation 69). Hence, at resonance, the lower
potential opens which reduces the trap depth (solid line) and new
potential minima are formed for the upper potential (dashed line)
[84].

55



5.4 AXIAL BEAM-SPLITTER ANALYSIS

5.4 AXIAL BEAM-SPLITTER ANALYSIS

In this section, we study the characteristics of an axial beam-splitter,
in particular the power efficiency and the splitting distance. Then, we
discuss the dependence of the trap frequencies with the microwave
power. and the role of the static field structure. Since the two interfer-
ometer arms are similar, we focus on the study of the splitting process
of atoms initially in the state |a) due to the microwave field created
by the waveguide : CPW; in Figure 17.

5.4.1 Splitting distance and power requirement

In the following, we propose to verify the one-dimensional approxi-
mation numerically and then to establish a simple one-dimensional
model that predict the splitting distance for both splitting methods.

Using a full simulation of the resulting potentials V17 (x,v, z), the
coordinates of the potential minimum rym = {Xu, Ym, zm} along the
3 axis : {x,y,z} can be estimated as explained previously. Figure 21
shows the variation of {X,, Ym,zm} as a function of the microwave
power Py,. In order to compare the two splitting methods, we use
the same static potential created using a Dimple trap and located
at the distance hp = 60 um from the chip surface. The remaining
parameters are set as in Figure 19. In particular, the initial detunings
|Ao| have different values : |Ag/w?| = 0.1 and |Ag/w?| = 0.05 for
a potential-well and a potential-barrier beam-splitter, respectively. In
the case of a potential-well, the detuning |Ag| cannot be set to a lower
value? which reduces relatively, for a given Rabi frequency ||, the
strength of the corresponding microwave shift (cf. equations (69)).

For low microwave power, the splitting using an attractive or repul-
sive potentials are similar. In a pinch, the repulsive potential has a
slightly better power-efficiency since the initial detuning |Ag| can be
set very low without compromising the trap depth (cf. equation (72)).

For a higher microwave power, despite the unfavorable choice of
the detuning |A|, the splitting is more efficient (in term of microwave
power) in case of an attractive beam-splitter, because the static po-
tential relax eventually around x, and the atoms becomes mainly
trapped due to the microwave energy shift V,,,, (shown in cyan in
Figure 19a), and so the position of the trap minimum x, converges
to the CPW position 4. The minima of the potentials along the trans-
verse directions (y and z) are weak (about |x,,|/100), which confirms
the one-dimensional model assumed in section 4.3.4.

2 Otherwise the trap-depth would be very low as discussed in section 5.3
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Figure 21: The coordinates rm = {Xm, Ym, zn} along the axis : {x, y, z} of
the resulting potential V!?) as function of the microwave power
P, for a potential-well (in blue) and a potential-barrier (in green)
and the values of the detunings are respectively set to : Ag/w) =
{—0.1,0.05}. The static trap is located at a distance 1y = 60 ym
from the chip surface and has the angular frequencies : wy /27 =
100 Hz and w, /27t = 2000 Hz. The remaining parameters of the
simulation are given Figure 19.

5.4.2 The eigen-frequencies of the microwave trapping potential

For the sake of completeness, we show the angular-frequencies evo-
lution of the resulting potential in Figure 22 as function of the mi-
crowave power Py, Although the latter potential is not harmonic, the
harmonic approximation is justified at very low temperatures, and
can be used to describe the anisotropy of the atomic cloud. The ef-
fect of the potential anharmonicities and the variation of the angular
frequency along the splitting direction x will be treated in chapter 7.

For a potential-well beam-splitter, we have discussed the curve in-
flections in Figure 21 (in blue). Similar inflection points can be seen
on the profiles of the transverse eigenfrequencies {wy, w:} shown in
Figure 22.

In both case, the atomic cloud is compressed along the axial di-
rection by a factor of (2,3) for a potential-barrier and a potential-
well respectively, which increases the atomic density. This variation
of the trap aspect-ratio after splitting is an important feature of the
axial splitting (by contrast to the transverse splitting where it remains
nearly constant, as will be shown in section 7.2).

5.4.3 The role of the static field structure

Beyond the simplified one-wire trap model discussed in section 4.3.6,
the structure of the static field components B;, plays a crucial role
on the design of symmetrical microwave potentials. Using a typical
microtrap, such as Dimple trap or Z-trap, and considering only the
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Figure 22: Eigen-frequencies of the resulting potential V7 (x,y,z) as func-
tion of the microwave power Py, for a potential-well (in blue)
and a potential-barrier (in green). The interferometer parameters
are similar to Figure 21.

rt-transitions, one can show that the microwave energy shifts have the
following central symmetry :
V(=% —,2) = Vio (%,9,2) (81)
For this purpose, one can note the following properties of the static
and microwave fields : By(—x, —y,z) = Byx(x,y,2), By(—x,—y,z) =
By(x,y,z) and B,(—x,—y,z) = —B:(x,y,z) for a typical microtrap
and B}, (—x,z) = B},(x,z), and B, (—x,z) = —Bj,(x,z) for a
CPW field. As By, = 0, the effective microwave field B is here
given by :

Bﬁifgu = (BXB;W + BZB;w)/B (82)

considering only the 7r-transitions. Similar derivation will be given
in detail in section 6.2.1 using the o-transitions. As a consequence of
equation (81), the minima of the potentials have also a central sym-
metry such as : {x% = —x,v% = —yb,z% = z!} and the eigen-
frequencies of both potentials are equal, which is conceptually very
important. Indeed, even if the one dimensional condition is not fully
verified, the required symmetry of the eigen-frequencies remains valid
if the effect of the non-resonant transitions can be neglected. The
residual displacement z, — hy along the z-axis is similar for both
states and affects eigen-frequencies of both potentials in an identi-
cal manner. Moreover, the residual displacement y,, along the y-axis
makes the splitting direction tilted from the x-axis with the small an-
gle : 0, ~ v/ X

For a Standard loffe-Pritchard (SIP)?, the coils can be placed rel-
atively to the chip such that the trap-axis coincides with the x-axis,
perpendicularly to the CPWs direction*, in order to select the -

3 Discussed in section 2.2.2.
4 Always given by the y-axis in this thesis, as shown in Figure 19.
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transitions®. In this case, the symmetry properties of the static field B
gives rise to a different beam-splitter behavior.
First, the microwave shift V,,,, does not depend on® y, and so the

splitting of both states occurs in the xz-plane. Hence, there is no resid-

ual displacement along the y-axis (i.e. ¥4, = y%, = 0). This symmetry

property can be shown using equation (82) together with the mag-

netic field equations (9) and (67).

Second, the microwave shifts are not strictly symmetrical and, in
particular, the variation along the z-axis is different for both states
which affects the transverse frequencies symmetry”. In this case, the

dissymmetry of the potentials can be reduced by increasing the trans-
verse frequency w of the static trap, in order to minimize the resid-

ual displacement along z.
Combing the advantages of the two previous beam-splitters would
be possible, if the microwave shifts would had an axial symmetry :

Vn‘fﬁ;(—x, Y,z) = Vr‘nb%(x, Y,z) (83)

In this case, the splitting would be only along the x-axis (i.e. 8, = 0),
strictly symmetrical such that : {x?, = —xb y? =%, z% =20}, and
so the eigen-frequencies of the microwave potentials would be equal.
Using the m-transitions and the general form of an Ioffe Pritchard
trap 2.2.4, we show in Appendix D that the previous condition can
not be satisfied.

5 The 7t-transitions can be also selected if the SIP trap-axis is placed along the z-axis.
Yet, this is not relevant for a comparison with typical microtraps, which always have
a trap-axis on the xy-plane. Designing a microtrap with a trap-axis that has a large
inclination from the chip surface is in theory possible, but the resulting trap would
have a shallow depth [85].

6 As it is the case with the conceptual one-wire trap model discussed in section 4.3.6.

7 As the gradient seen by an atom is strongly dependent on its distance from the chip.
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The coherence properties of the clock states, described earlier, are
critical for the interferometer design. Indeed, the differential Zeeman
shift is quadratic in magnetic field around a magic value B), = 3.229 G
[90], which makes the state pair insensitive, at the first order, to mag-
netic field fluctuations. The coherence properties of the clock states
mentioned previously (in section 4.3) only hold for : By = BY,.

In our case, the presence of the microwave dressing might affect
this property, as will be discussed in the following. For this, let us
consider the case of quasi-resonant 77-transitions (neglecting all tran-
sition mixing effects described in section 5.2). Hence, the dressed mi-
crowave potentials are assumed to be perfectly symmetric. In this
section, we consider the effect of both dressed potentials : V1% and
V1?2, but for the sake of clarity, we refer to a clock state : |a) or |b) by
S).

A microwave adiabatic coupling with Rabi frequency () between
two states |S) and |P) results in a dressed state |S) which is a lin-
ear superposition of |S) and |P). Such mixture can spoil the good
coherence properties of the clock states since |S) and |P) have an op-
posite magnetic moment. Far from resonance (i.e. |[A| > [Q)|), the
coupling effect can be treated in a perturbative manner such as :
IS) =~ |S) £ |Q2/2A||P), where +(—) refers to the case of potential-
barrier (potential-well) respectively. Using the latter expression, one
can define a contamination rate : k = |Q)/A|. When k¥ < 1, the con-
tamination of |S) by |P) can be neglected. This low contamination
hypothesis is reasonable especially in the case of a potential-barrier
since the atoms are permanently repelled in the vicinity of |Q}| mini-
mum, but would limit, in all the cases, the coherent splitting to small
distances (few microns) [71].

In general, for a high contamination rate (x > 1), the dressed states
are given by equation (56). In particular, the weight of the bare states
|P) relatively to |S) in the dressed state |S) increases, and it is given
by (equation (58)) :

Rpssl = (=1+ V1+x2)/x (84)

which is always lower than 1. One can also verify that |Rp,g| >~ /2,
if « < 1, as described previously.

Here, we present a quantitative study of the contamination effect
in general case : low (x < 1) and high contamination rate (x > 1).
First, in the case of a perfectly-symmetrical interferometer configura-
tion, we discuss the critical contamination level allowed to preserve
the magic field. Then, we introduce a new interferometer configura-
tion in order to preserve the magic field even in the case of a high
contamination rate.
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5.5.1 Perfectly-symmetrical interferometer configuration

For this purpose, we use a rigorous description of the static Zeeman
shift Er ,,, given by the Breit-Rabi formula (5) of each hyperfine level
|F, mp) [87]. Therefore, an accurate estimation of detunings that take
into account the nonlinear dependence of the static field B is given

by :

Ag(B) = Wy — [Ea,—1(B) — E1,—1(B)] /1 (85a)
Ap(B) = Wpwp — [E21(B) — E11(B)] /1 (85b)

The spatial dependence of the static field B can be neglected if the
condition : kgT < hwy(By) is verified. For instance, the spatial varia-
tions seen by a thermal cloud is : 6B/ By ~ kgT /hwi(By) ~ 103 with
the following numerical values : T = 100 nK and By ~ By’ ~ 3.23 G.

Furthermore, we suppose that () is constant, and its value is calcu-
lated using the contamination rate x that we wish to study. Indeed,
we do not consider the spatial variations (i.e. gradient), and assume
that ) is also constant across the atomic cloud. In practice, one should
only know () in the center of mass of the atoms in order to estimate
the contamination rate x.

The energy difference AE(B) between the dressed clock states can
be deduced using the following :

AE(B) = Ey(B) — Eq(B) (86a)

Eo(B) = Ei,—1(B) + Vyin(B) (86b)

Ey(B) = E21(B) + Viu(B) (86¢)
b)

where V,',fzz, and V,Lw are the adiabatic microwave shifts (cf. equa-
tion 72), which assumes a slow variation of the static field B seen
by the atoms. The microwave frequencies (W1, Wmw2) in equations
(85), are chosen as in Figure 19. The detuning A, which has been
introduced in section 4.3.4, is here used to calculate the microwave
frequencies with the following expressions :

Wi = Whis — 205 + AY (87a)
Wmw,2 = Whis + 2602 + Ag (87b)
AS = —Ag = Ay (87¢)

where w? = wr(BY,) and BY, is the static magic field in the absence

of the microwave field (B, is set to 3.23 G in the following numerical
simulations).

For low contamination (x < 1) in the case of a splitting by a
potential-well, Figure 23a shows that AE has a minimum correspond-
ing to a magic field B,. As expected earlier, B;, is very close to the
static value B?n. Yet, B, exists only for contamination rates x that are
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lower compared to some critical value x.. Hence, x has to be kept very
low (typically less than a few percent) as shown in figure 23a.3. The
shown results are relative to the case of a potential-well beam-splitter
(Ap < 0), and similar results can be found for a potential-barrier beam-
splitter (Ag > 0).

On the other hand, for a high contamination value (x > 1), the
magic point does not exist for both beam-splitter cases as shown in
Figure 23b. This is due to the resonance behavior that occurs at B = B
(i.e. A(Bs) = 0) where the local variation of AE is very important. The
proximity of B; and By = BY, is due to the low initial value of the
detuning A since :

wr(Bs) = wr(By) — Ao/2 (88)

The resonance behavior, shown in Figure 23b, occurs at B = Bs which
does not depend on the applied microwave power (i.e. (2). This prop-
erty can be used to perform a precise calibration of the static field
minimum By, since the energy variation AE(B) around B; in this case,
depends only on the setting of the microwave frequencies®?.

Increasing |Ag| would allow a larger separation between Bs and BY,,
and so a larger contamination x could be used as shown in Figure
23a.3. In practice, |Ag/w?| has to be kept low in order to preserve the
symmetry of the potentials (cf. section 5.2).

One can also notice in Figure 23b.2 that AE(B) has a new class
of minima around 3 G. Yet, these points cannot be reached because
the atoms would be lost around the resonance (cf. section 5.3). Un-
fortunately, by applying these results to the realistic beam-splitters
proposed in Figure 19, one can show that the magic field B,, does not
exist, since the contamination value seen by the atoms are estimated
to {1.21,0.45} in (a) and (b) respectively.

In the following, we propose a solution to overcome the previous
difficulty by modifying the perfectly-symmetrical interferometer con-
tiguration.

5.5.2  Perturbed-symmetrical interferometer configuration

The properties of the singular point B, are closely related to the inter-
ferometer symmetrical design, proposed in section 4.3.4. In particular,
the amplitude of the energy variation and the sign of its slope around

Which can be performed with a good accuracy.

This property can be also used to reach experimentally the ideal symmetrical config-
uration with : AY = —A(b] and P; = P, proposed in section 4.3.4. If the interferometer
is not perfectly symmetrical, the latter property is no longer valid.

62



5.5 SENSITIVITY TO THE STATIC FIELD FLUCTUATIONS 63

~4496

_44 ‘ ‘ ‘ ‘ ‘ ‘ \\ |
ha 3.18  3.19 32 321 322 /323 324 325 6 3.27
B (G)
T T T T T T T T

L | L L L L L L L |
0.002 0004 0006 0008 001 0012 0014 0016 0018 002
K= QA
ooof ——— 2,
a.3 A
£002f N A
0.01 o \JJ L L L L L L L L
003 004 005 006 007 008 009 01 011 012
[A0/w}|

Figure 23: Contamination effect of the clock states for a perfectly-
symmetrical interferometer configuration. (a) For low contami-
nation (a.1) Energy difference AE as a function of B in case of a
potential-well for the detuning |Ag/w?| = 0.1. From top (circle-
marked line) to bottom (solid line), colors correspond to the con-
tamination : x = {0.1,1,1.5,2,2.25} x 1072. (a.2) Arrows indicate
AE(B) minima that correspond to the "magic" fields By,. (a.3) By
exists only if ¥ < x. : a critical contamination rate that depends
on |Ag|. (b) For high contamination, AE as a function of B in
the cases of a potential-well (b.1) and potential-barrier (b.2) for
the detuning : Ag/w? = {—0.1,0.05} respectively. From circle-
marked line to solid line, colors correspond to the contamination :
x = {0.1,0.25,0.5,0.75,1}.

Bs can be changed by introducing a small perturbation to the interfer-
ometer parameters’® such as :

A = (1+€)Ay; A) = —(1—¢€)Ao (89a)
Qo= (14 g)Q; 0y =(1- g)ﬂ (89b)

where € is a perturbation parameter such that : |e| < 1, and which
has the same sign than A (i.e. €Ag > 0).

The effect of this perturbation on the symmetry of the potentials
is weak, especially for low contamination values (x < 1) where the
microwave shifts can be approximated by equations (69). In the lat-
ter case, using equations (72), the resulting relative dissymmetry is
approximately given by :

AV / Vi = (2 /2)€ + O(€%) (90)

10 which can be done experimentally by changing the parameters of the microwave
fields.
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More generally, for high values of contamination the microwave
shifts can be approximated by equations (72), and so the relative dis-
symmetry as function of x is about :

AVio/ Voo = (1 —1/V1+ KZ) e+ O(e%) (91)

where (1 —1/+/1+ x2) is a bounded function of k. The previous esti-
mations are valid only in the limit of a small perturbation : |e| < 1.

The variation of the energy AE(B) in the case of a potential-well
are shown in Figure 25a where ¢ = —1072. In this case, the magic
points B, reappears and remains even in the case of high contamina-
tion (x > 1). Here, the slope sign of AE(B) around the resonance (i.e.
B ~ Bs) has changed compared to Figure 23b.1. Hence, this pertur-
bation does not remove the static magic point B, but only shifts its
value, as shown in 25b.

Similar results can be found for a potential-barrier by simply invert-
ing the perturbation sign : € = 1072. Yet, in the latter case, the magic
field B,, would be shifted to the lower values (B,, < BY), since it is
related to the resonance position Bs < BY (cf. Figure 23b).

The initial detuning value has been chosen relatively high (|A¢| =
0.31 x w?), which plays an important role to preserve the existence
of the magic point B, up to high contamination values (cf. equation
(88)). Moreover, by choosing a lower initial detuning |A|, the per-
turbation would not play any significant role and the system would
behave exactly like in the perfectly-symmetrical configuration.

As can be seen in Figure 26, the maximal allowed contamination
k. remains very low"’, if |Ag| is chosen lower than some threshold-
value : |AJ| ~ 0.255 x @Y, for a potential-well (Ag < 0) and |e| = 10~2.
Whereas, for |Ag| > |Aj!], k. increases in exponential manner.

This threshold-value |Agl| indicates the existence of a second min-
imum?™ B,(n2 ) close to the singular point B in addition to the first
minimum B,S11 ) which is close to the original minimum B?n, as can
been seen in Figure 24. For a potential-well beam-splitter, as shown
in Figure 26, the second minimum By(n2 ) remains even for very high
contamination value (x — ©0).

Both minima eventually collapse forming a single minimum if [Ag| >
|A0TZ|, where |Agz| ~ 0.283 x ¥, for a potential-well, is a second
threshold-value. In the latter case, the variation of B,, as a function of
K is continuous, as can be seen in Figure 25b. Therefore, it is possible
to follow adiabatically the evolution of the magic field By, in con-
trast to the intermediate case : |AJ'| < |Ag| < |Ag?| where an abrupt
variation (i.e. discontinuity) of B,, occurs, as shown in Figure 24.

In order of few percent as shown in Figure 23a.3.

The detuning A(B,(n2 )) is very low in this case, so we have verified that its sign does
(2)

not change by increasing «. It is worth noticing that B,;” do not exist if the microwave
power is off (x = 0).
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Figure 24: Energy difference AE as a function of B, in case of a potential-well,
with the initial detuning |A¢/w?| = 0.27 and the perturbation
parameter € = —10~2. From top to bottom, color lines correspond

to the ratio : x = |Q)/Ag| = {0.075,0.100,0.125}. In this case, for

x = 0.1, there exists two magic fields Bﬁ,} ) and B,(n2 ),

As expected, the threshold-value \Agz| depends on the perturba-
tion value |e|; in particular, it can be made lower by choosing a lager
perturbation value |€| as shown in Figure 27.

In Figure 25, the initial value of |Ag| is relatively high. Nevertheless,
this does not compromise the validity of the two-level model used in
this section because the static field By, initially seen by the atoms, al-
lows the selection of only 7t-transitions (i.e. Bg.z = 0). In addition, the
interferometer symmetry is also not affected since |A(B,,)| decreases
during the splitting to reach eventually 0.1 x wp, as shown in Figure
25¢, where the quasi-resonant coupling regime is valid.

Experimentally, the internal state superposition of the clock states
can be prepared initially in the magic static field B, then the evolu-
tion of the magic field B, can be followed adiabatically while splitting
by increasing the value of magnetic field in the trap center rp. This can
be done by changing the bias field values and without affecting the
position and angular frequencies of the static trap [85, 99]. Neverthe-
less, as By, is now varying, one should pay attention to the variation
of the detuning value |A| (cf. equation (85)) to estimate the contam-
ination such as : x, = |QQ/A(B,,)| where |A| is here defined as the
mean value of |A;| and |A;|; and «, is called adiabatic contamination
in the following.

The second derivative of the energy AE(B) at B = B,, is computed
in Figure 25d. Even though this variation shows an increase by a
factor of 10 compared to the initial variation, it is still important to
follow the magic point B, variation in order to reduce the effect of
the static field fluctuations [112].
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Figure 25: Contamination effect of the clock states for a perturbed symmetri-
cal interferometer, in case of potential-well, with the initial detun-
ing |Ag/w?| = 0.31 and the perturbation parameter ¢ = —1072.
(a) Energy difference AE as a function of B. From top (circle-
marked line) to bottom (solid line), colors correspond to the ratio :
|2/ Ag| = {0.093,0.168,0.235,0.301,0.365}. (b) The magic field
By, as function of the contamination ¥ = |Q)/A|. (c) Assuming
that the system follows adiabatically the evolution of the magic
By, the detuning evolution is given by : |A(B,,)|. The star mark-
ers correspond to the minima of the energy curves shown up
here and with the adiabatic contamination x, = |QQ/A(By)| =
{0.1,0.25,0.5,0.75,1}. (d) The sensitivity to the magnetic field
fluctuations around the magic field B, is given by the quadratic
term : 9°AE/9B?)p_p,,.

Finally, it is worth noting that the spatial variations of the trapping
static field B seen by the atoms during the splitting, are in the order of
few percents’3, and should be also taken into account. This is another
advantage of the (perturbed-) symmetrical beam-splitter design since
the static magnetic field can be set at the magic value B,, for both
clock states at the same time, which is not possible using a unilateral
beam-splitter with only one CPW [71].

13 On the order of {3%,1%} in Figure 19a and 19b, respectively.
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A variation of the Rabi frequency due to power fluctuations of mi-
crowave (or radio-frequency) field will degrade the interferometer
signal by two mechanisms :

* A noisy preparation of the population of the internal states af-
ter the first 7t/2 pulse will directly propagate onto the measured
transition probability after the second 7/2 pulse, which is simi-
lar to a detection noise. This effect is fully treated and measured
in the atomic clock on chip experiment (TACC) [111].

¢ A change of the microwave energy-shifts due to the dressing
field seen by the clock states |a) and |b). Hence, the energy dif-
ference between the dressed states |d) and |b) is sensitive to
the microwave power fluctuations. In case of this interferometer
design, this effect is expected to be the main source of techni-
cal noise. The state-of-art microwave-power stabilization is rela-
tively about : AP/ Prw = 10~* — 1075 [163] and so the preci-
sion of the phase measurement would be limited by the same
amount.

In the following, by making profit of the interferometer symmet-
rical design, we propose several solutions to overcome the previous
limitation.

5.6.1 Design of the microwave frequency chain

The interferometer design described in section 4.3 requires the use of
two microwave frequencies : w1 and w2 With the average value :
@mw =~ Engs/h =~ 6.834 GHz and difference : AWy = |Wmw2 — Wnwa
~ 40V ~ 27 x 9 MHz.

A technical solution to reduce the effect of the microwave power
fluctuation can be performed by using the same microwave source in
order to generate both microwave signals, and make the power fluc-
tuations of the source common mode for the two microwave dressing
potentials. This frequency conversion, shown in Figure 28a, is usu-
ally performed using a double balanced mixer (based on amplitude
modulation). In this case, the local-oscillator (LO) frequency and the
radio-frequency (RF) have to be set as the following : w; = @y and
wp = Awpy /2, respectively. The mixer is able to generate two side
bands with the required frequencies. Nevertheless, this solution is
not suitable for two main reasons :

¢ The mixer will generate the frequencies w1 and w2 but
both come out of the intermediate frequency (IF) port. There
will be also leakage of the LO frequency and some harmonic
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intermodulation products. In order to be left with only w, in
one channel and wy, in the other, very sharp filter are needed
with a quality factor in the order of 4wy /wpes =~ 7.5 X 10°. Such
a filter does not exist in the market and it is challenging to build
one.

* Even if filters with the required rejection can be build, they need
also to be extremely-well amplitude-matched, which is very dif-
ficult to realize in practice.

Here, we propose a design of a microwave-frequency chain that
does not require the use of rejection filters. Instead, single-sideband
modulation (SSBM) can be used in order to avoid the bandwidth
doubling (RF signal), and the power wasted on a carrier (LO signal).
Single-sideband has the mathematical form of quadrature amplitude
modulation (QAM, IQ modulation) in the special case where one of
the baseband waveforms is derived from the other, instead of being
independent signals:

Sssom (£) = 5(t) cos(w,t) — 8(t) sin(w,t) (92)

where s(t) is the RF signal, §(¢) is its Hilbert transform. Figure 28b
shows a schematic of the microwave frequency chain and its power
stabilization circuits. The SSMB component requires both I and Q sig-
nals which are two RF signals in quadrature. These signals have an
identical frequency and are generated using the same function gener-
ator (FG), so they are expected to have a common-mode power fluctu-
ation. The quality of the undesired sideband rejection rests upon the
precision of the quadrature phase between the RF I and Q signals (es-
timated about 25 dB) [164]. The output signals are expected to share
the same amplitude fluctuations caused by the RF and MW gener-
ators. However, a small difference of the power fluctuations might
occur, due to the difference between the two modulator components
(which should be limited since these components are passive). More-
over, amplification of the output signal is usually required because
the LO generator and SSBM components have a limited output power
(about 15 mW) [163]. Therefore, a microwave stabilization circuit is
recommended in order to reduce power fluctuations caused by the
amplifier. A relative power-precision of about : 10~* has been shown
in [163].

Proposal to transfer to a stable double-well after splitting

After splitting the clock states, one can transfer them to a stable dou-
ble well. Here, we discuss two proposals to transfer the clock states
to:

* a static double-well after splitting using a potential-well

* a microwave double-well after splitting using a potential-barrier
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5.6.2  Static double-well

After splitting using an attractive potential, the atoms become eventu-
ally trapped (mainly) by the microwave energy V,,, in the vicinity of
the CPWs positions (|x,;| =~ 6, cf. section 5.4.1). In this case, the wires
of each CPW can be used to create a static potential similar to V},;», by
injecting static currents in the same proportion than its correspond-
ing microwave currents : {—1./2, I, —I;./2}. Hence, the sensitivity
of the clock states potentials to the microwave field fluctuations is
suppressed during the holding time [165].

Moreover, it is possible to transfer adiabatically the atoms from the
microwave potential to the static potential. This can be done by rump-
ing up the static currents while switching off the microwave power in
each waveguide, which is technically possible using on-chip bias-tee
[163]. The created potentials are similar for both states, and so called
double-well (DC-DW) [69]. However, one has to verify that dressed
potentials of the clock states have a large trap-depth compared to the
atomic-cloud temperature, in order to reduce the mixing of the clock
states between the wells (due to the thermal motion of the atoms and
the tunnelling effect).

On the other hand, this proposal can be seen as a solution to
reduce the effect of the transition mixing during the holding time,
treated in section 5.2, since the potentials are conceptually perfectly-
symmetrical. In practice, small dissymmetry of the potentials is ex-
pected due to the experimental uncertainties about the static trap
positon ryp (due to the fabrication uncertainties or the width of the
wires). This type of dissymmetry is potentially low and can be mini-
mized experimentally by adjusting slightly the bias field values.

Further discussion about this proposal is given in section 5.7, where
the effect of fluctuations of the currents will be treated.

5.6.3 Microwave double-well

In this section, we discuss the possibility of creating perfectly sym-
metrical potentials using only microwave dressing, in order to avoid
the additional technical complexity required by the previous method
(additional static-currents sources, bias-tee on chip).

In general, to design perfectly-symmetrical potentials, one should

take into account, for each clock state, the potential spatial-dependencies

related to :

e The type of transition {7r,0} which depends respectively on
Bt = {B,‘Lw, By}, (cf. equation (69)).

¢ The coplanar waveguides positions.
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The symmetry conditions, using a one-dimensional model, can be
written :

Direct — Potentials : Vrlfzz, PM(—x) = V;wa T (x) (930)
Vi, & (=x) = Vi (%) (93b)
Crossed — Potentials : V,',fzz, (;TPWZ( x) = V,wa CPW: (x)  (93¢)
Vi, & (=x) = Vi " () (93d)

For the sake of simplicity, we assume that the large detuning con-
dition is fulfilled, therefore, the microwave energy shift V,, is given
by equations (69) and the spatial variation of the detunings Ay? can
be neglected (i.e. Ay2(r) ~ Ay?(rp)). Using a symmetrical dlsposmon
of the CPWs as shown in Figure 17, the latter equations can be sim-
plified to the following :

PR P

Aj} = _AT;T (94a)
Py 1 P 1 P
e -2 b
w2+Ag+6—wg+Ag 2w + AT (94b)
P P
01 T 4.0 2 p= (94¢)
—4w) + A; 4w + A7
. S . (94)

—30? + AT 509 + AT 63w? + AT

One can show that this system of equations has a unique solution'#
AT = —AJ = 2w} and P; = P,. This corresponds to the case where
only one microwave signal, with the frequency wpw = Engs/h, in-
jected in both coplanar waveguides.

This proposal can be done experimentally using the microwave
frequency chain introduced in section 5.6.1, where the local oscilla-
tor (LO) frequency is set equal to wyg and the radio-frequency (i.e.
frequency-generator (FG)) power is progressively set to zero after the
splitting stage. This proposal simplifies considerably the microwave
frequency chain, at least during the holding stage, by using only one
microwave generator. As a consequence, the fluctuations of the mi-
crowave powers seen by each clock state are expected to be highly
correlated and the common-mode noise rejection would be better us-
ing this interrogation method.

On the other hand, one can notice that the detuning sign AT (A[)
is positive (negative). Hence, the splitting should be done using a

Combining these equations implies the resolution of the following polynomial equa-
tion : (R, —2)(9 — 21R, + 24R2 — 14R3 + 4R}) = 0, where R, = AT /w?. This equa-
tion has a unique real solution : R, = 2.
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potential-barrier beam-splitter'>, because these detunings should not
change signs while splitting (adiabatically), as discussed in section 5.3.

Figure 29a shows an example of the dressed potentials simulated
using a full-simulation (equation (79)). It turns out that the potentials
are not only symmetrical V1?(—x) = V!b)(x) but are also identical
V12 (x) = VIP)(x). Hence, each potential is self-symmetrical which
makes this proposal similar to the static double-well proposal and
justifies its naming as : microwave double-well (MW-DW).

The spatial variation of the direct and crossed potentials, described
by equations (93), are shown in Figure 29b. These potentials have been
generated using equation (72) and the spatial variation of the detun-
ings has been taken into account. In particular, one can notice that the
symmetry conditions of these potentials are satisfied. Since all the de-
tunings |Ap| are larger than w?, the approximation of a large detun-
ing regime is verified (V" ~ 0.4w? with w? = w;(By) and By = Bl).
Moreover, the spatial variation of the detunings, neglected earlier, has
no-significant effect on the symmetry of the clock state potentials. In-
deed, the relative dissymmetry of the eigen-frequencies, correspond-
ing to the trapping potentials, is : {3.9 x 1074,2.2 x 107¢,2.2 x 107¢}
along the eigen-directions {X,¥,Z}, which is a considerable improve-
ment compared to the potentials shown in Figure 19 (cf. Table 2).

Nevertheless, this proposal has a major drawback : due to the high
detuning values |A}?|, a high microwave coupling Q? is required
to produce a significant energy-shift (|Viuw| ~ |Qn2|?/4]A32]) in the
trap center, in order to reduce the mixing of the clock states between
the wells, as can be seen in Figure 29a. This can be done using two
different methods :

¢ Increasing the injected microwave power Py in the CPWs. In
practice, this is limited by the size of the CPW wires which has
been chosen intentionally small to create high field gradient. In
our chip design, the maximum allowed power is about : Pmax =
4Py ~ 740 mW.

* Decreasing the static trap distance from the chip surface hg in
order to increase the Rabi frequency (2. This is the case of Fig-
ure 29 (hg/d = 2.59, where hy/é = 3.70 in Figure 19b). Yet, the
transfer after splitting to this configuration remains challenging,
since the chosen ratio p/é does not allow a state-selective split-
ting'® using a microwave potential-barrier beam-splitter'”.

A possible solution would be to reduce further the CPWs dis-
tance from the center J, either by reducing the size of the CPW

15 The initial detunings should be chosen such that : A = —A[" > 0.

16 As a proof of principle, this method can be used to split only one state in a double-
well, by ramping up a barrier, in the static-trap center, in similar way to the well-
established RF-splitting method [67].

17 In this case, with hy/é = 2.59, the microwave gradient in trap center would be weak
since it corresponds to the side lobe of the component Bj;,,,, shown in Figure 14
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wires or by using two adjacent striplines'® instead of CPWs, as
described in section 8 and Figures 52 & 54b [Config. IV].

An alternative solution that does not require to change the chip
design, would be to reduce the ratio : hy/J form 4 to 2.5 by
reducing hy while splitting, which would demand a careful cal-
ibration of all the experimental parameters (DC and MW cur-
rents, bias fields).

* Decreasing the Larmor frequency wy (By), by reducing the static
field value By < B?n = 3.23 G, in order to reduce the detunings :
|AW2| & 2w (By). By is usually set equal to the magic field value
B,, that can be reduced, in case of a potential-barrier, up to
about 20% from the common value BY, as discussed in section
5.5.2 (cf. Figure 25). Higher reduction of By value is possible,
at least in principle, by setting By < B,,. Yet, the magic field
condition is not fulfilled in this case.

This (MW-DW) proposal can be seen as an efficient tool to re-
duce the dissymmetry of the potentials and their sensitivity to the
microwave field fluctuations. However, with the current chip design
(cf. section 8), the transfer of clock states to the configuration shown
in Figure 29 requires a supplementary experimental and modelling
efforts.

Hereafter, we present a transfer-solution to the microwave double-
well configuration shown in Figure 29a, by setting the static field in
the trap center By lower than the magic value BY, during the splitting
stage (By = BY,/10).

As shown in Table 3, initially the ratio ho/J is set to 4.4 to allow
a state-selective splitting using a potential-barrier, and the detunings
are set to : [A%| = |AL] = 0.05 x ! to allow a quasi-symmetrical split-
ting using 7r-transitions. The static trap is created using a Z-trap'.
The length of the central wire is L = 600 ym. The static-trap angular
frequencies can be adjusted by changing the static current flowing
through the Z-wire and the trap distance from the chip surface hg
by changing the bias-fields values. As shown in Figure 30 and Table
3, the splitting is performed by increasing the microwave power P
injected in the CPWs [step (a-b)], then the detunings are increased
progressively to reach eventually the required value A% = —AY =
2w (By) [Step (c-e)]. Once the splitting is performed, the distance
can be reduced to allow a high microwave shift |V}, | without exceed-
ing the maximal allowed microwave power Pmax [step (d-f)]. Finally,
the static field value By is increased, by changing the bias fields, to
reach the magic value BY, [step (f)]. This transfer solution is experi-
mentally realistic using the current chip design, yet the effect of the

A stripline (CPS) [166, 167] has only two wires, so the distance between the mi-
crowave signals 26 can be reduced in principle to (almost) zero, but in practice, one
has to take into account the coupling effect.

Which has a better trap-depth than a Dimple trap in the case of low axial frequency.
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Figure 29: The microwave double-well proposal (MW-DW). (a) The clock-

state potentials shown along the axial direction x. The static field
parameters are chosen such the static trap V. has the follow-
ing characteristics : w, /2t = 1800 Hz, wy/2m = 38 Hz and
hgp = 35 ym and created using a Z-wire pattern on-chip where
the length of its central wire is : L = 600 ym. The microwave
field parameters are : wyy1 = Wmw2 = Ens/N, P1 = Po = 2D
and the CPWs positions are : §; = J = 13.5 um (cf. Figure 52
[Config. II1]). (b) The microwave energy shifts V;,;;,, classified as
direct (b.1, b.2) and crossed (b.3, b.4) potentials, are shown as a
function of x.

static field B fluctuations during this stage has to be analyzed experi-
mentally since By < Bj'.
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Figure 30: The potentials of the clock states during the splitting and trans-
fer to the microwave double-well configuration (MW-DW). The
parameters of the static and microwave fields, for each step (a-f),
are described in Table 3.

Step ho Bo wy/2m w,y /27 A;T/(UL(B()) Ag/wL(Bo) Puw/Po
[#m] [G] [Hz] [Hz]
a 60 0.323 30 650 0.05 —0.05 0.1
b \L
60 0.323 30 650 0.05 —0.05 0.5
c 1 1 1
60 0.323 30 650 0.5 —0.5 2
d 1 \: 4
60 0.323 30 650 1.5 —-1.5 4
o \ b 4 \ 4
50 0.323 30 930 2 —2 2
¢ 1 \ \ \ 1
35 3.23 38 1800 2 -2 2

Table 3: Sequence of the static and microwave fields parameters for splitting
and transferring the clock states to the microwave double well pro-
posal (MW-DW) shown in Figure 29 using the Config. III on our
chip (cf. Figure 52). The microwave powers injected in the CPWs
are set such that : P} = P, = Py The static trap is created using a
Z-trap where the length of the central wire is : L = 600 ym.
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5.6.4 Proposal of symmetrical beam-splitter with one coplanar waveguide

The sensitivity of the clock states to the microwave field fluctuation
is expected to be high due to the complexity of interferometer design
where the generation of two microwave frequencies is required. Using
the proposed frequency chain in section 5.6.1, the microwave fluctu-
ations seen by the clock states can be put in common, but a careful
calibration of the microwave components in Figure 28b is necessary.
In the previous proposal (MW-DW), a unique microwave frequency
(i.e microwave source) is required to create a microwave double-well,
which is interesting during the holding stage, but the generation of
two microwave frequencies remains necessary during the splitting
stage.

Here, we present a proposal of a new beam-splitter using only one
microwave frequency injected in a unique coplanar waveguide (CPW)
during the whole interferometer sequence, as demonstrated in [71]
but with an additional constraint on the symmetry of the potentials.

First, we suppose that the CPW and the Dimple wires are both
located at r = 0, as shown in Figure 31a. Then, let’s suppose that
the microwave shift is proportional to the microwave field such as :
Vinw & By In the case of one-dimensional problem, one can imagine
a symmetrical beam-splitter using the z-component of the microwave
field B;,,,, shown in Figure 31b, since the microwave shifts V,,;;, of the
clock states have an opposite sign and B}, is anti-symmetrical along
the x-axis, such as :

VI (=) o By (—x) = — By (x) o Vit (x) (95)

In practice, the microwave shift V,,,, is proportional to the square of
the effective microwave field : Vi, o |BE |2 (cf. equation (69)). Yet,
the previous assumption can be approximately verified if one can
add, to the CPW field B},,,, an additional homogenous microwave field
along the z-axis : By created by the same microwave source. If the
role of the terms : |B§,mw|2 and |BZ,,|* can be neglected, one can write
the microwave shift as : Vi (x) o (Bf ., ) B (%)

Furthermore, the effective field BSf) can be assimilated to B, if the
o-transitions are dominant and only in the vicinity of the static trap
center, where the trap axis is along the x-axis. Therefore, equation (95)
can be satisfied : V,Lugjlg(—x) = V,lfg,lg(x) by adjusting the microwave
frequency wyy (i.e. the detuning A7) in order to compensate the dis-
symmetry induced by the coupling coefficients Cy,? (cf. Appendix C).
Using equation (94b) with Py = P, = P and A7 = AT + 4w, one can
show that two solutions of wy,, are possible : AT ~ 5.71 x wg and
AT ~ 0.78 x wg. For the first solution, the microwave frequency wy,,
is far detuned from all transitions as shown in Figure 32. The second
solution is not interesting since the m-transitions would break the
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Figure 31: (a) Schematic of the chip wires configuration. The static currents
Ip and I are used to create a Dimple trap. Here, the reference
r = 0 corresponds to the wires crossing and to the CPW posi-
tion. (b) The spatial variation along the x-axis of the microwave
field components B}, and B}, along the x-axis and z-axis re-
spectively. By, (x) and B, (x) have respectively a symmetrical
and anti-symmetrical spatial profiles.

symmetry of the resulting potentials. Hence, only the first solution
will be considered in the following.

Figure 33a(1-2) shows the microwave shifts V;,,, related to the o and
rt-transitions along the x-axis, using the first solution A ~ 5.71 x
«Y, and where B} i = 0. As expected, the clock states splitting is
not possible in this case, since the gradient of V};,, around x = 0
vanishes due to the second-order dependence of B, (x).

By applying an additional microwave bias-field along the z-axis :
B, iy = 1 G, we show in Figure 33b.3 that a symmetrical splitting
of 14.7 ym using only one microwave frequency is possible in prin-
ciple. This is due to the linear dependence of V,,, to B;, as ex-
plained previously. The remaining terms that have been neglected
in the previous discussion, have either a second-order dependence
on B, (c-transitions) or on Bj,, (7t-transitions), do not affect the
symmetry of the potentials, but imply an additional energy shift*° of
about h x 20 kHz, of each clock state, as can be seen in Figure 33b.3.

Nevertheless, the symmetry of the potentials are altered compared
to the ideal case due to the static field dependence of the detun-
ings Ay?(B). In particular, the detunings A, related to the clock state
|b), are positive in the trap center : Ay(rg) > 0 and their signs can
be changed spatially due to the spatial variations of the static field
B across the trap, as explained in section 5.3. This effect does not
concern the detunings A, related to the state |a), which affects the
symmetry of the potentials especially along the transverse directions.
This problem can be solved, as shown in Figure 33b, by increasing
further the detuning value such as : A7 (rg) = 9«?. In addition, the
choice of B;mw should be moderate (here 1 G) in order to minimize

20 This energy shift can be calibrated experimentally.
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Figure 32: Energy levels of the Rb ground states in combined static and
microwave fields. A unique microwave frequency is used to cou-
ple the clock states with the auxiliary states. The microwave fre-
quency is far detuned from all transitions : |Ay?| > |Q2].

the trap opening of the state |b) along the z-axis (cf. section 5.3).
Hence, the overall relative dissymmetry of the resulting potentials
in Figure 33b.3 along the eigen-directions : {X,¥,Z} are respectively :
{0.45,0.91,0.088} x 102.

Furthermore, it should be pointed out that the static field structure,
in this proposal, is of great importance. Indeed, using a Dimple trap
as shown in Figure 33a.(1-2), the microwave shifts V},;, are symmet-
rical along the x-axis : Viyw,x(—x) = Viuw,(x). This property is not
verified, for example, if a Z-trap had been used instead, which would
affect further the symmetry of the potentials.

Finally, this beam-splitter proposal allows a considerable simplifica-
tion of the symmetrical interferometer design by using only one CPW
and one microwave source, which makes the fluctuations of the mi-
crowave field in common, during the different interferometer stages.
Nevertheless, the generation of a homogenous microwave field along
the z-axis might be difficult to realize experimentally. One can use a
microwave horn for this purpose but controlling the polarization and
creating a magnitude in the order of 1 G in the far-field are experimen-
tally challenging. An alternative solution that can be implemented in
the future versions of our atom-chip, would be to use a on-chip cir-
cular resonator or a combination of several parallel CPWs to create a
homogenous field up to the second order (or higher order) along the
z-axis.
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Figure 33: Proposal of symmetrical beam-splitter with one coplanar waveg-
uide (CPW). (a) In the absence of a homogeneous microwave
field : By ., = 0, no splitting of the clock states occurs. (b) In
the presence of an additional microwave bias-field : Bi,mw =1G,
the clock states are spilt by : 14.7 ym. The microwave energy
shifts Vi, are classified with respect to the 7r-transitions (a.1, b.1)
and o-transitions (a.2, b.2), respectively. The microwave frequency
Wmw is chosen such as : (a) A7 = 5.71w? and (b) AT = 9!
(cf. text). The injected microwave power is here : Py, /Py = 0.1
The static trap is created using on-chip Dimple structure in or-
der to have the following trap parameters : iy = 40 ym and
{wy/2m,w, /21} = {100,2350} Hz. The CPW parameters cor-
respond to the Config. I1I (CPW;) on our chip (cf. Figure 52).
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The stability of the interferometer signal : the phase difference be-
tween the separated states, is a major concern for precision measure-
ment based on atom interferometry.

The phase difference due to the gravitational acceleration g is given
by>" is given by :

® = ZE1, (96)
where s is the splitting distance and Ty is the holding time (i.e. the
interrogation time). In this case, the stability of the interferometer
signal, is mainly** related to the stability of the splitting distance s,
which relies, in the case of an atom-chip interferometer, in particular
on the stability of the current sources.

In our case, the fluctuations of these currents impact directly the in-
ternal clock-states evolution, and so reduce the coherence time [104].
These effects have been discussed previously, and several solutions
have been proposed to minimize the effects of both static (section 5.5)
and microwave (section 5.6) field fluctuations. Moreover, these fluctu-
ations affect also the external states via the splitting distance s fluctu-
ations, which eventually reduces the precision of the interferometry
measurement.

The stability of the distance s can be improved experimentally by
using an ultra-stable bipolar current sources, for the critical chip wires
used to create the static trap. These current sources have a maximum
output current I,y = 5 A and exhibit a root-mean-square (RMS)
current noise on the order of |AI/ .| = 107 [163]. As discussed
previously in section 5.6.1, the microwave current sources can reach a
similar level of stability (on the order of 10~ [163]) provided a careful
design of the microwave frequency chain.

Hence, the precision of the phase measurement would be limited*>
by the stability of the current sources, and so the uncertainty of the
gravity measurement is expected to be about : Ag/g ~ 107°.

Here, we propose a solution that improves the stability of the in-
terferometer gravitational signal by reducing the dependence of the
distance s, during the holding stage, to the current fluctuations.

21 The contribution of the energy difference : Ey 1 — E; _1 is omitted here.
22 Since the holding time Tr can be controlled very precisely.
23 In case of an optimistic estimation that neglects the decoherence effect.
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Transfer to a stable static double-well after splitting

Form the proposals discussed earlier to reduce the effects of current
fluctuations on the internal states during the holding stage, the static
double-well (DC-DW, section 5.6.2) is an excellent candidate mainly
because of its simplicity. In this case, the fluctuations of the inter-
nal energy difference is reduced by setting the magnetic field to the
standard magic field B%, and so there is no need for a further cali-
bration of the new magic field B, in the presence of the microwave
field (cf. section 5.5). Furthermore, the static-current sources are eas-
ier to control than the microwave currents, and ultra-stable sources
are commercially available®+.

To create a static double-well, at least 4 different current-sources
are needed :

Iy associated to initial static field Bz created using a Z-wire

Icpw  injected in the two CPWs to create a static field Bcpw
similar to the microwave field B,

Iy x used to create the bias-field By, , along the x-axis

I,  wused to create the bias-field By, along the y-axis

Here, we use a Z-trap to create the initial static trap which requires
only one current flowing on-chip to create the initial static trap>>. We
also assume that the currents flowing in the 6 wires associated to
the two CPWs are created using only one current source. Finally, we
suppose that the currents I, and I, , are proportional to the bias-
fields : By, and By .

In the following, we analyze the fluctuation of the distance s un-
der the variation of a static current [y by computing numerically
the nondimensional quantity : %g—i. For a precise example, we con-
sider the following numerical parameters : L = 1000 ym and 25 =
2 x 22.5 ym, which corresponds respectively to the length of the cen-
tral Z-wire and the distance between the CPWs along the splitting
axis x. The remaining parameters (that do not depend on the chip
design) are here considered as tunable, but the static field By in the
trap center 1o has to be fixed to magic value BY,. In practice, only the
following parameters : P = {Iz, Icpw, ho} are tunable.

These parameters P can be used to minimize the RMS of the dis-
tance s variation, defined as: S?2(P) = ¥ \Is—kg—lsk|2/ n, with n is the
number of the static currents I. For a set of parameters P, we com-

pute numerically s and the 4 derivatives g—fk then deduce an estimation

of §?(P). The optimization of minp(S?) is done here numerically>.

http:/ /www.kepcopower.com/ and http://www.highfinesse.com/

Compared to a Dimple trap which requires two currents.

A simple analytical model of the distance s as a function of the parameters : P,
and {hg,d} can be derived : the coordinates of (right) minimum of the double-well
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Figure 34: The (nondimensional) derivatives |%§Tsk| as function of hy/J.

The variation of the distance s derivatives as function of the pa-
rameter hp are shown in Figure 34. One can notice the existence
of an optimal parameter i where the derivative %)h:h’é vanishes.
Moreover, the bias-field By, causes the highest fluctuation (of about
10~! — 10°). This strong dependence arises because fluctuations in
By, change the position of the trapped atoms hp in the inhomoge-
neous fields created by the CPWs. Such a high sensitivity has been
also observed experimentally [163]. Hence, the overall optimization
of §? depends mainly on the minimization of the term : (—fl’—:y]. Fig-

ure 35 corresponds to the optimal tunable parameters P,, = {I; =
0.2 A, Icpw = —73.1 mA, hy = 1.87 x § ~ 42 ym} that minimize the
RMS fluctuation of s : S, = 1.11 x 103 and reduce the fluctuation of
s by 3 order of magnitude, compared to the mean of the fluctuations
of s caused by the By, which can be seen in Figure 34. As the RMS
current noise is about 107>, the (relative) precision of the measured
gravitational signal can reach the accuracy range of 10~8. The value
of S, can be reduced further by increasing the length of the Z-wire :
Sm = 3.37 x 107 for L = 1700 pum?’.

Nevertheless, the transfer to the static double-well in Figure 35
arises a supplementary difficulty since the ratio ho/é < 2. Yet, this ra-
tio can be tuned during the splitting, by adjusting the position of the

potential V are approximately given by : rm = {4,0,ho}. An analytical first order
correction €;, (i € {x1,x2,x3} = {x,y,2z}) can be found by inversing the following
3 x 3 matrix : {(9B;(r)/ Bx]-)r:rm}, which allows an analytical estimation of s and
its derivatives as : s2/4 = (0 + €1)? + (€2)2. This model can be simplified further
by assuming that e; = 0. Nevertheless, a direct numerical estimation of s (and its
derivatives) is more accurate but requires a larger computation time.

27 The axial trap frequency would be in this case very low : wy /27 ~ 4 Hz for P = Py,
which requires a large splitting time.
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trapped atoms hy, as proposed previously in section 5.6.3. Here, we
propose an alternative solution. To perform the state-selective split-
ting of the clock states, we design two intermediate coplanar waveg-
uides : CPWY and CPW3 located at §y = +13.5 ym along the x-axis,
as shown in Figure 36. Hence, the splitting can be performed using
a potential-well beam-splitter since hy/dy > 3 (cf. Figure 19b). Then,
to ensure the transfer to the static double-well, the current I;. can
be injected in the coplanar waveguides : CPW; and CPW, while the
microwave currents Ly, in CPWY and CPW) are switched-off progres-
sively.
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Figure 35: The double-well potential Vpyy (in red) as function of x, for the
optimal parameters P, which minimize the RMS variation of s

under the current fluctuations. The static trap V. (in blue) has the

following angular frequncies :{wy /27, w, /27t} = {14,1140} Hz.
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Figure 36: Chip design to split and transfer the atoms into the static double-
well (DC-DW). The initial static trap is created using on-chip Z-
wire (L = 1000 ym). Two coplanar waveguides : CPW1 and CPW,
located along the x-axis (§ = 22.5 ym and d;, = 9 ym) are used
to create the static double-well, by injecting a static current Iy,.
Two additional intermediate waveguides : CPW? and CPW9 (5 =
13.5 ym) are required to perform a state-selective splitting of the
atoms (cf. text). This configuration corresponds to the Config. I1]
on our chip (cf. Figure 52)
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To summarize, we have proposed an experimental design for a sym-
metrical splitting of trapped thermal atoms, along the axial direction
of the magnetic trap, using micro-wave dressing for the ’Rb clock
states on an atom chip. In particular, we have compared two split-
ting schemes : potential-well and potential-barrier, that can be imple-
mented using the same chip design, but have different features. We
have simulated the microwave splitting potentials and analyzed the
inherent sources of dissymmetry. We have developed an analytical
model of the microwave potential that can be of great interest to opti-
mize the symmetry of the potentials.

The potential-well beam-splitter allows a power-efficient splitting :
higher splitting distance are possible with less microwave power. How-
ever, it suffers from a reduced trap-depth in the limit of the quasi-
resonant coupling regime. Therefore, a compromise has to be taken
between the trap-depth and the interferometer symmetry (cf. Figure
19 and Table 2).

In the case of a perfectly symmetrical interferometer, the magic
fields are available only for low contamination values which is not
suitable for splitting with a potential-well since the atoms are always
attracted in the vicinity of the highest (in space) microwave coupling
values. In contrast, the potential-barrier beam-splitter repels atoms
into the vicinity of the lowest (in space) microwave coupling values.
However in practice, the existence of the magic field is limited to
small splitting distances (few microns).

The perturbed symmetrical interferometer is a promising solution
to reach high contamination values, for both splitting methods, but
it would be more difficult to implement experimentally since two
parameters (the microwave power and the bias fields) have to be
changed simultaneously during the splitting.

In order to reduce the fluctuation effect of the magnetic fields,
the atoms can be transferred after splitting into a stable double well
where the technical noise in the interferometer arms can be common-
mode. The potential-well method can be used to transfer the atoms to
a stable static double well (DC-DW, cf. section 5.6.2) since the static
and microwave potentials can be intrinsically matched in this case.
On the other hand, the potential-barrier method can be used to trans-
fer the atoms to a stable microwave double-well (MW-DW, cf. section
5.6.3). Yet, the static double-well has several advantages. In addition
to the uniqueness of its magic field value (B,, = BY, ~ 3.23 G), this
configuration can be used to stabilize the interferometer gravitational
signal (cf. section 5.7), in particular the fluctuations of s (the distance
between the separated wavepackets) due to the noise of the required
current sources.
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During the splitting stage, where the microwave fields are neces-
sary for internal state labelling, we propose a microwave chain design
in section 5.6.1 that attempts to put in common, as much as possible,
the fluctuations of the field amplitudes even using two different mi-
crowave frequencies.

In the next chapter, we discuss the possibility of a transverse split-
ting using the o-transitions as proposed in section 4.3.6.



TRANSVERSE BEAM-SPLITTER : SPECIFIC CHIP
DESIGN

6.1 INTRODUCTION

In the case of an adiabatic separation of the atoms, the required split-
ting time depends mainly on the trap angular frequency along the
splitting axis (here 271/ wy, (cf. chapter 7)), so it can be reduced signif-
icantly in the case of transverse splitting, compared to axial splitting,
discussed in the previous chapter.

As discussed in section 4.3.6, o-transitions are more suited for trans-
verse splitting. Hence, in this section, we focus on the study of a
beam-splitter using o-transitions (dashed lines in Figure 16).

Furthermore, the choice of the static trap and its orientation rela-
tive to the coplanar waveguides (CPWs) has a great importance. We
present here the characteristics of a transverse beam-splitter in some
typical static traps, well-known in the literature and described previ-
ously in section 2.2.3. We show the necessity to design a specific mi-
crotrap. Thereafter, we describe the required symmetry of the static
field and we provide several custom microtrap designs, for this pur-
pose.

In this study, we suppose that the condition of the quasi-resonant
regime is fulfilled, so we can neglect the effects of non-resonant tran-
sitions (i.e. we neglect the effect of the transitions o) and 7). More-
over, in this section, we choose a potential-barrier beam-splitter in
order to avoid the trap-opening constraint (cf. section 5.3).

We assume also that the CPWs are placed parallel to the y-axis, as
shown in Figure 17. In order to power the o-transitions, we choose the
orientation of the static trap along y-axis in order to favor the atoms
splitting along the x-axis.
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In the following, we study the behavior of the transverse beam-splitter
in some typical static traps such : Standard Ioffe-Pritchard (macro-
scopic trap) and Z-trap (microtrap).

6.2.1 Standard loffe-Pritchard

For a Standard loffe-Pritchard (SIP) (cf. section 2.2.2), the coils can be
placed relatively to the chip such that the trap-axis coincides with the
y-axis. We will show in the following that the symmetry properties of
the static field B are favorable in this case'. The numerical simulation
shows that the splitting is perfectly symmetrical relative to the x-axis,
since the coordinates of resulting potentials minima verify : {x%, =
—xb,yt =yb, 28 =zl }. Thus, the splitting direction is parallel to the
transverse axis x, as shown in Figure 37a. The displacements of atoms
along the directions y and z, shown in Figure 37b, are identical for
both clock states, and so, they do not change the splitting direction.

These results are a consequence of the axial-symmetry of the mi-
crowave shifts V. In this case, using a second order expansion of
the static field B components (equation (9)) and if the microwave fre-
quencies and powers are chosen as explained in section 4.3.6, one can
show? that :

Vil%(_x/yfz) = mbgz(x/ylz) (97)

Moreover, one can also show that the eigenfrequencies of the trap-
ping potentials are equal, as expected previously. As can be seen in
Figure 37c¢, the relative variation of the trapping-potential eigenfre-
quencies, as function of the microwave power during the splitting, is
low. In particular, the potential aspect ratio remains nearly constant
which is an important characteristics and advantage of the transverse
splitting (unlike the axial splitting, cf. Figure 22).

6.2.2  Typical microtraps : example of a Z-trap

For a typical microtrap such as Z-trap or Dimple trap , we place the
principle wire, that ensures the transverse confinement, along the y-
axis, so the trap-axis is close to it. Usually, this axis is on the chip
plane (x,y) but it is not necessarily parallel to the y-axis>.

The numerical simulations show that the potentials minima have a
central symmetry such as : {x% = —xb,y% = —yb,z% = 20 }. This

Especially because the non-diagonal terms of the gradient tensor V are zero.

2 Similar derivation will be given in 6.2.4.

The inclination angle from the y-axis is given by : ¢;p = arctan(—v13/v,3), where
vjj are the elements of the gradient tensor V.

89



6.2 TRANSVERSE SPLITTING WITH A TYPICAL STATIC TRAP

10 F
a) o b)§
54 ) 3
¥ Gum) o X
-10.~
307
: w
‘ 10007~~~
“‘ (;)Q S —
st & z 700
25 5 500
) S
| T 300
, & 200
-5 '3; 1507
I 11| ehba b TERELEREE CrEEER
0 L 2
() PR
5 P/ Po

Figure 37: Standard loffe-Pritchard (SIP) : (a) 3D-equipotentials represen-
tation of the clock states : |a) (orange) and |b) (green), for the
potential kpT with T = 100 nK (about & x 2 kHz). (b-c) The
variations of the minimum coordinates rm = {Xm, Ym, zm} and
the eigenfrequencies {wf,wg,wz}/ 27 of the resulting potential

V12) (r), shown respectively in straight, dashed, and dot-dashed
lines, as function of the microwave power Py;y. (cf. section 6.2.5
for the simulation parameters.)

result is a consequence of the microwave shifts symmetry, as one can
show that :
b
Vi =%, =¥,2) = Vo (x,3,2) (98)
Nevertheless, the atoms splitting along the longitudinal direction y
can not be neglected, as shown in Figure 38.a, using a Z-Trap. Since
the displacement along the z-axis is similar for both states, the split-
ting direction is on the xy-plane and forms an angle 0,, with the
x-axis defined as :

b _ ,a
0,, = arctan <H> (99)

The control of the splitting direction and its stability due to the cur-
rents fluctuations is important, in the perspective of precision mea-
surements application (such as gravimetry). Figure 38.b shows the
evolution of 6,;, during the splitting stage. Here, the splitting along y
is larger than along x, as 6, ~ 75°; yet the splitting is still considered
as transverse since the potential aspect ratio remains nearly constant.

The splitting direction can be calibrated, but its stability will de-
pend on the current sources. This problem can be avoided by using
a specific microtrap, where the evolution 0,, is minimized (ideally
Zero).

6.2.3 Specific H*-trap

A first intuitive approach to solve the problem would be to align per-
fectly the trap-axis along the y-axis. The H-trap allows such alignment
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Figure 38: Z-Trap : (a) 3D-equipotentials representation of the clock
states : |a) (orange) and |b) (green), for the potential kgT with
T = 100 nK. (b) The variation of the splitting direction 6, as
function of the microwave power Py. (cf. section 6.2.5 for the
simulation parameters.)
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Figure 39: H*-Trap : same legend than Figure 38.

by an appropriate choice of the distance L between the lateral wires* :
L = 2hg (i.e. to1 = tp = 1). We refer to this configuration as : H*-Trap.
Such an alignment is also possible using a Z-trap [99], however the
H*-trap has the advantages of a symmetrical wires structure with re-
spect to the x-axis, which reduces considerably the splitting along the
axial direction y, as can be seen in Figure 39. Nevertheless, the trap-
depth of this trap is considerably reduced as the two lateral wires are
very close, as we will discuss in section 6.2.4. In this case, a tradeoff
has to be made between the trap-depth and the axial frequency.

In the next section, we describe in detail the approach we have
followed to design a custom microtrap, with significant trap depth,
to control the splitting direction.

6.2.4 Custom microtrap design

In the following, we use the method described in section 2.2.5, to de-
sign a custom microtrap that allows a symmetrical splitting along the

4 As vy =0and so ¢;p = 0.
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transverse direction (x-axis) with a minimal separation along the ax-
ial direction (y-axis). As discussed previously, such a beam-splitter is
possible using a Standard loffe-Pritchard trap, because the microwave
shifts have an axial-symmetry (equation (97)).

Using a typical microtrap, the microwave shifts V,,,, have a cen-
tral symmetry (equation (98)) even in the case of the H*-Trap. In the
following, we derive the necessary constraints on the Ioffe-Pritchard
microtrap to create a microwave shifts that satisfy the axial-symmetry
condition (equation (97)).

Ioffe-Pritchard trap and constraints on the symmetry of the potentials

The condition (97) is sufficient (but not necessary) to realize the re-
quired separation along the x-axis. Using only the o-transitions, the
microwave shifts V,,,, are given by the equations (72) in the limit of
the quasi-resonant regime. The previous condition is verified if the
Rabi frequencies and the detunings verify the following :

107 (=x,y,2) = (O (x, ¥, 2)] (100a)
18z (=x,y,2)| = [A; (%, y,2)] (100b)
Equation (100b) is verified if |AJ(ro)| = |A§(r0)| (as required’ in sec-

tion 4.3.4) and B is an even function of x (i.e. B(—x,y,z) = B(x,y,z)).
Hence, each component B; of the static field has to verify :

Biz(—x,y,z) = BZ-Z(x,y,z), ie{xyz} (101)

Moreover, assuming that the field created by the waveguide CPW;
(CPW) interacts only with the state |a) (|b)), equations (100a) and
(101) give the following condition :

1,CPW 2 1,CPW. 2
[Buir " (=%, 2)[" = [Bisis " (x,,2)] (102)
L,CPW . . .
where By} is the microwave field component along the normal

local direction of B, created by the waveguide CPW (k € {1,2}) and
its expression is given by the following :

2
B 9 - o
B;(x,y,2)
yor CPW, 2 CPW, 2
W “B;w k(x—(Sk,Z)l +‘Bﬁ1w k(x—&k,z)‘ ]+
Bx(x,y,Z) z,CPWj Bz(x,]/,Z) ,CPW, 2
[ B(x,1,2) Brw K(x — 6k, 2) B(x.1,2) BLSPYe(x — 6, 2)

with 6, = (—1)**1§ is the position of the CPW; along the x-axis, and
{Bﬁ;gpwk , Bﬁ;gpwk} are the components of microwave field B, created
by the CPWj, and given by equations (67).

5 Which can be satisfied by a convenient choice of the microwave frequencies.
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6.2 TRANSVERSE SPLITTING WITH A TYPICAL STATIC TRAP

As {BES"We, BZSPYe) are {even, odd}-functions of x respectively
and by applying the same microwave power Py, in the CPWs, equa-
tions (101) and (102) are verified only if :

{By, B, } are {even, odd }-functions of x respectively
or {By, B;} are {odd, even}-functions of x respectively (104a)

B; is an even-function of x (104b)

In addition, to allow the selection of the o-transitions, at least the
following condition should be satisfied at the trap center :

By(ro) # 0 (105)

As a consequence, B, can not be an odd-function and, in order to
verify equation (104b), we should have :

By is an even-function of x (106)

On the other hand, as discussed in section 2.2.4, the gradient ten-
sor V of B at ro, is defined as : (V);; = vj; = %) and has the
g 17 r=rg
following form :

011 O12 013
V=1 vn o v23 (107)

U13 023 —UI1 — U2
and B has a nonzero minimum at rq only if :

Det(V) =0 (108a)
YU=0 (108b)

with U defined as : U = By/By.
Furthermore, using a first order Taylor expansion of By, equation

(106) gives : v1p = 0. Hence, using equation (108a), one can derive the
following equation :

2 2 2 2
011022 + V13022 + 01105 + 011053 = 0 (109)

Now assuming from equation (104a) that {By, B;} are {even, odd }-
functions respectively, one can show® using equations (104) and (109),

6 In this case, v17 = 0 (as By is an even-function). Equation (109a) requires that :
vy = 0 or v13 = 0. Yet, as By(rg) 7# 0 and using (108b), we deduce that v;3 # 0.
Then, we have vy; = 0 and, as By is an even-function, we can show using equation
(108b) that : vp3 = 0. Therefore, one can deduce that all elements of the gradient
tensor V expect vy3 have to be zero. In the same manner, using the assumed B;
symmetry, one can show that all elements of the curvature tensor W expect wy;; are
zero. Finally, one can deduce that Det(G) = 0, where G is a tensor that gives the trap
angular frequencies, and defined in section 2.2.4.
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that B has a saddle point (not a minimum) at ro. Hence, { By, B; } have
to be {odd, even}-functions respectively, and so the conditions (104)
can be simplified to the following conditions :

By is an odd-function of x (110a)
By is an even-function of x (110b)
B, is an even-function of x (1100)

Moreover, using equation (109) together with the previous condi-
tions (110) and equation (105), one can derive’ the following equa-
tions :

v1p =0 (111a)
v13 =0 (111b)
v11 #0 (1110)
03, + 011020 + 035 =0 (111d)

The stationary point conditions (111(c-d)) have two different solu-
tions :

Solution (S;) : vy = 0,73 =0, and v17 # 0 (112a)

Solution (Sj;) : v11 = — (03, + v33) /v, and vy # 0 (112b)

Therefore, using equation (108b), one can show that the trap-axis U
is given in each case by :

Solution (S;) : U = {0,1,0} (113a)

Solution (Sy7) : U = {0, B N } (113b)
\/ V3 + 03 \/ v3, + 03

For the solution (S;), one can recognize that the gradient tensor
V and the trap-axis U are similar to those of the Standard Ioffe-
Pritchard (cf. section 2.2.2).

Moreover, for the solution (Sy), one can notice that the trap-axis U
is in the yz-plane, and has an inclination angle ¢;p from the chip sur-
face, defined as : ¢;p = arctan(—vp/v23). As discussed in [85], |¢1p|
should be minimized in order to avoid the conception of a shallow
trap. In this case, the following condition has to be verified :

[v23] > |02 (114)

7 Equations (111(a-b)) are derived using conditions (110(b-c)) respectively. For equa-
tion (111c¢), assuming that v1; = 0, one can deduce from equations (108) and (111(a-
b)) that U = {1,0,0}, so equation (105) can not be verified. Finally, equation (111d)
is derived using equation (109) and equations (111(b-c)).
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The curvature tensor WV of the field B at ry, is given by :

W
W=| w, (115)
W3

where the tensors W; are defined in section 2.2.4 as (W;) ik = Wik =

B,
ax]-xk

) , and have the following form :
I=rg

w111 W112 w113
Wi=| win win w123 (116a)

w113 W123 —W111 — W122

w112 W122 w123
Wo=| wim wxn w23 (116b)

W123 W23 —W112 — W222

w113 w123 —wW111 — W122
W3 = w123 W3 —W112 — W22 (1160)

—W111 — W12 —W112 — W22 —W113 — W223

By applying the conditions (110) to the second order expansion of
B;, one can deduce the following equations :

w111 =0 (117a)
w2 =0 (117b)
W13 = 0 (117C)

In particular, the curvature tensor VW becomes identical to a Standard
Ioffe-Pritchard, if the following additional conditions are verified :

w113 = 0 (118a)
W3 =0 (118b)

Finally, one should verify that B has a minimum (and not a saddle
point) at rg, which can be done by deriving the eigenvalues of the
tensor G = V.V + (Bold). W

Let’s assume that the transverse confinement is much larger than
the axial one : | (V.V)i,j‘ > | ((Bolh).G); |. In this case, the eigen-
values of the tensor G, for both solutions (Sy) and (Sy;), are approxi-
mately given by :

G = {01}, Bowaz, v1; } (119)

corresponding to the eigenvectors {X,y,z} respectively. Hence, the
three-dimensional confinement is possible in this case, if the sign of
Wnyyo can be controlled such as : wyn > 0.
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In conclusion, we have found two possible trap structures : (S7) and
(S11) that verify both the symmetry of the potentials constraints and
the Ioffe-Pritchard (IP) topological constraints.

Custom microtrap : Manhattan trap

To design a custom IP trap on chip that satisfies the previous condi-
tions (111) and (117), the Manhattan architecture, discussed in section
2.2.5,is a good candidate as the elements® : v1p, Wipa, w123, and wi1n
are zero by construction.

Moreover, in this architecture the elements vq1, v13 and wqy; are
tunable and depend only on the parameters {fl,j, t1;} related to the
wires (FLy ) (parallels to y-axis). Hence, these wires can be used to
verify the conditions : (111(b-c)) and (117a).

Since the elements vi3 and wq1; are a linear combinations of the
currents I j, solving the remaining symmetry conditions : (111b) and
(117a) can be written as a linear problem. By choosing the number of
wires (FLyj) : Ny = 3, these equations are verified if the currents I ;
satisfy the following matrix equation :

B (-14)  (-1+4,)

(1+8,)" (1+8,)" L1\ [ —TLp
H (_31“1‘t%1) t%z(—;j‘t%z) a (120)

T1,2 _Tl,O
(1+t§1)3 (1+t§2)3

which gives the following solutions :

N (148,)° (~143£,)
Iil = £ (Fh—1,) (33_t%1 —t%2+3t%1t%2) 10 (121)
(1+8,)"(—1+38)

By (B, —13) (3-8, 53, +38,12)

Lip

One can reduce the required number of current sources by impos-
ing additional conditions. For example, one can impose here the cur-
rents equality (in absolute value) in the wires (FLy) : \fi1| = |T§/2\ =
|I10|, by adjusting the wire positions t1j. The numerical resolution
gives the following solutions :

{16511, 15521} ~ {0.7427,5.2463} (122)

which corresponds to the currents setting : [1; = —L, = I 9. We
choose the solution that places the wires (F; 1) and (F;2) on two dif-
ferent sides of the y-axis (i.e. (f11t12) < 0), in order to optimize the
value of the gradient |vq1].

In addition, the elements vy, vp3 and wy;; depend only on the pa-
rameters of the wires (FLy) : {fz,]-, tzj}. Hence, these wires can be

8 Here, the condition w1, = 0 is not required.
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used to satisfy the conditions (111d) and verify that the angular fre-
quencies of B are well-defined by adjusting the sign of w22, (cf. equa-
tions (119)). In the following, we choose the number of wires (FL;)) :
N, = 3 and we distinguish between the two possible solutions (Sy)
and (S H)-

¢ Case [ : (S;)-Manhattan trap :

The condition (112a) can be written as a linear problem of the cur-
rents T2,]', that can be solved, as shown in equations (120). Hence, one
can derive the following solutions :

2
- f21(1+t%2) i
I3 2 (ta1—t2) (1+tartan) 20
2,1 — 5 (t21—t22) (14 2% 2) (123)
TS ) _ tr (1+43) i
’ 151 (ta1 —t2) (1+t21t2) 20
Then, we choose the positions of these wires such as :
T
|12,1 = |Iz,2 = |0 (124)

Two sets of solutions are possible®. We choose the symmetrical so-
lution™ :

try = —tp =1t (125a)
t =1/V5+2~20581 (125b)
which corresponds to the currents setting : I | = I3, = —l0. In this

case, one has w3 = 0 (equation (118b)), so the trap frequency tensor
is given by :

02 0 0
=1 0 Bowm 0 (126)
0 0 v} — Bowan

where wy» = (5—V5)ho/2h3 ~ 1.3819 x L/h3 and v11 ~ 0.6953 X
L1,0/h3. Therefore, we confirme that only two current sources are re-
quired for this trap (as it is usually the case for a Dimple trap). The
longitudinal and transverse angular frequencies can be controlled in-
dependently by tuning the currents Iy and I; o respectively.

The eigenvectors of the frequency tensor G are identical to the
eigenvectors'' of the gradient tensor V, which is a particular property
of a Standard Ioffe-Pritchard. Moreover, the curvature w,;, and the
gradient v1; elements are completely uncoupled, as they can be tuned

The second solution is :{tp1, t2p} =~ {—0.7554,5.3411}.

That minimize the splitting force (which is identical here for both states) along the
axial direction y.

In this case the eigenvectors are given by the axes : {x, y, z}.
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using two independent currents : I g and I ¢ respectively, which is an-
other distinguished property of a Standard Ioffe-Pritchard. Hence, by
controlling the value of wz, compared to v3, / By, the trap aspect ratio
w)/w, can be tuned from prolate (cigar-shaped, w| < w) to oblate
(pancake-shaped, w|| > w ) [86], as demonstrated in [83].

For the sake of completeness, we mention that the curvature tensors
W of both IP traps do not have exactly the same form. One can note
the following differences :

w113 # 0 and wy1; = 0 for (Sy)-Manhattan trap
w113 = 0 and wq1p = —wiyy /2 for Standard Ioffe-Pritchard

The value of wq13 can be set to zero if desired*>.

e Case II : (Sir)-Manhattan trap :

The condition (112b) can be satisfied by an appropriate choice of
the current 1~1,0, since the elements vy, and vp3 do not depend on the
currents I;; and 011 o I .

In this case, there is no constraint on the choice of the parameters of
wires (FLy,) {t2j, Tz,j}, only that vy # 0. In the following, we choose
a symmetrical arrangement of these wires : ty; = —t» = t and, to
reduce the number of the current sources, we set : Tz,l = —Tz,z = I~2,0
so that vy, = —4f2,0t3/ h%(l + 12)2 £ 0. Therefore, the value of Tl,O is
given by :

2\2 6
(1+ ) (1t 16t
£ 1+ £2)

Moreover, the inclination angle ¢;p of the trap axis U is given by :

Iy = 0.3595 x I ) (128)

¢1p = arctan(—vop/v53) = arctan <4t3/ (1+ t2)2> (129)

As |¢1p| should be minimized, one should place the wires (FL; ;) such
as: |t < 1.

In this case, the eigenvectors of the frequency tensor G are slightly
tilted from the chip axes, as it is usually the case for a microtrap. They
are approximately given by equation (119) with : v17 ~ Lo/ (4h3t%)
and wyy = 2byg/ hg. Then, once the parameter ¢ is fixed, only the
current value I o can be tuned to adjust both the axial and transverse
frequencies.

The element wy13 depends only on the wires (FLy;). Once the symmetry condi-
tions are satisfied (equation 121), its expression is given by : w13 = —21~1,0(—1 +
3t2,)(—1+3t2,) /(3 (t11 — t1o) (—3 + 13, + 12, — 3t3,2,)). If desired, its value can be
set to zero by choosing : t;; = 1/1/3, and the currents {5, 1} ,} = {8L10,0}. In this
case, we obtain the simplest possible IP trap where only two elements of the gradient
V and curvature W tensors (equations (107) and (115)) are not zero : v1] = ﬁfm / h%
and wop = (5—+/5) I}_/O / 2h8 (the trap structure here is even simpler than a Standard
Ioffe-Pritchard). Yet, in this case an additional current source is required (3 sources in
total). Another solution can be found, by choosing N; = 4 and adding the condition
w113 = 0 to the linear system (120).
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Beyond the second order approximation

A second order expansion of the static field components B; is suffi-
cient if the typical length ¢ = By/B’ is very large compared to both
the transverse splitting s and the size ) of the atomic cloud along
the transversal axis (i.e. { < s, x). With the following parameters :
T =100 nK, w, /2m =1 kHz and By = 3.23 G, we have ¢ ~ 16 ym
and x ~ 1 ym, and to separate the atomic clouds completely’3, the
numerical simulation shows that the second-order expansion of the
static field is not sufficient.

In the following, we propose to take into account higher order
terms to design a custom trap. Up to the fourth order, this can be
performed by deriving the following tensors :

9°B,
Gy = = 2L
(W )Z]kl ax]'axkaxl)r—rg (130&)
0B,
@y, o= Pt
(W )1]klm axjaxkaxlaxm > _— (130b)

In order to satisfy the symmetry conditions (110) up to the fourth

order, we found that only two additional conditions : wﬁ)m = 0 and
wﬁ)ln = 0, are required if we use the Manhattan architecture, as most
of the required conditions are redundant or fulfilled by construction.
Moreover, these conditions depend only on the wires (FLy )

Thus, we choose N; = 5 in order to satisfy the four conditions of

() (4)

symmetry : v;3 = 0, w111 = 0, wy33; = 0 and wﬁm = 0, which can be
written as a linear system (similar to equation (120)) :

1~1,1 _Tl,O
I —I
M| ? | = 101 with (131)
L3 —Ip
T1,4 _Tl,O
t%](—1+t%1) t%z(—1+t$2) t$3(—1+t%3) t%4(—1+t$4)
(1+t%l)2 (1+t§2)2 (1+t§3)2 (1+t%4)2
th(=3+t}) th(=3+t5,) th(—3+2;) th(—3+8,)
. (148 )3 (1+8 )3 (1+8 )3 (1+# )3
M= wiasiin et et e R,
(1+t§1)4 (1+t%2)4 (1+t{-3)4 (1+t%4)4
65108 +11)  £5,(5-108,+4,)  £55(5-108,+t1;)  5,(5-106,+¢},)
(1+t§1)5 (1+t§2)5 (1-5—1%)5 (1+t§4)5

Once the currents Tlsj (i.e. the solutions) are computed, we can re-

duce the number of required currents by imposing that : |I; ;| = | I o]
and adjusting the wire positions : f1;.
The numerical resolution gives the following solutions :

{t11], |t12], |t13], |t1a]} ~ {1.0173,12.0972,0.4455,1.1868}  (132)

13 In this case, the clock states should be separated by a distance s ~ 3 ym.
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However, this solution may be difficult to realize in practice. For
example, if we set the trap center at a distance hy = 25 ym from
the chip surface, the smallest separation (distance) between the wires
(F10) and (F1,) would be : Lip = ho/|t12| &~ 2 pum, which may be
difficult to reach in practice because of the non-negligible width of
the wires (about 1 ym at least).

Yet, the previous technical difficulty can be avoided if we use an
additional source of current. For this purpose, we solve the following
equations :

\L1| = |Liz| = 5|1, /4 (133a)
L3 = [Ti4| = L] (133b)

A similar set of solution than equations (132) can be found, but with
a lower value of |t1z|. In order to maximize the gradient |v11|, we
choose the following solution :

{t11, t12, 13, t14} ~ {1.0196,5.9525, —0.6561, —1.5298} (134)

which corresponds to the currents setting :
L= —4h,/5=—4hy/5=T;3=ly (135)

and the gradient value : v1; = —1.9521 x [ o/h3. The stationary point
conditions (111(c-d)) can be satisfied using the wires (FL,;) as ex-
plained previously. Thus, this higher order improvement can be ap-
plied to both Manhattan solutions (S7) and (Syr). We refer to them by :
(S7) and (S7;), respectively.

Two practical wire-settings for the Manhattan solutions are given
for hyp = 25 ym, in Figure 40. In the following, we discuss the perfor-
mance of these custom traps and compare it to the typical traps.
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(S7)-configuration
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Figure 40: Wire layout of the custom Manhattan traps for hp = 25 ym. (a)
(S7)-Manhattan trap (b) (Sj;)-Manhattan trap for |ty| = |t2n| =
0.14 (the x-axis scale and the y-axis scale are different). The cross-
section of the wires is here : 1ym X 1.5um. So, the wires in
the lower (upper) layer can carry a current up to about 82 mA
(42 mA), respectively [163].
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6.2.5 Summary : comparison between different static traps

In Table 4, we summarize the results of a transverse microwave split-
ting using different static traps. The simulations have been done with
the same microwave field parameters and, as much as possible, the
same static field parameters.

For the static fields, the currents and bias fields, shown in Table 4,
are chosen such as :

¢ The trap distance from the chip surface is hy = 25 ym™*.

e The transverse and axial angular frequencies are {wy, wy } /27 =
{1000,120} Hz">.

* The field value in the trap center is By = 3.23 G.

The microwave field parameters are chosen such as :

e The detunings verify : AJ(rg) = —AY(rg) = 0.05 x w?, which
corresponds to a potential-barrier beam-splitter.

¢ The microwave power is Py, = Py = 3P, = 4P,.

¢ The coplanar waveguides (symmetrical) position along the x-
axis is § = 54 ym*°.

In particular, one can note that the Manhattan traps require a nonzero
bias field along the z-axis (normal to the chip surface), compared
to the typical microtraps where the z-component of the bias field is
equal to zero.

The Manhattan traps are designed to allow the creation of a mi-
crowave shift V;,,, that has an axial symmetry, as is possible with a
Standard Ioffe-Pritchard (SIP). In this case, the splitting direction 8,
is independent of the values of the currents and coincides with the
transverse axis, as can be seen in Figure 41b and Table 4.

Nevertheless, the trap-depth (TD) of the (Sf)-Manhattan trap is
very low because of the proximity of the wires (FLy;) to the x-axis.
This is also the case of the H*-trap. In both case, the trap-depth is
approximately given by : TD ~ %mwﬁ(ho/ t)? where t = |to1| = |t].
As the parameter t is constant for both traps, only the remaining
parameters can be modified to improve the trap-depth. For the (S7)-
Manhattan trap , this problem can be avoided by setting the value of ¢

14 hy is relatively low here, since the splitting along the transverse axe requires much
higher splitting force than the axial splitting. Reducing the distance of the atoms
from the CPWs allows a significant increase of the microwave shift Vi, value.

15 The axial frequency value can be chosen lower, but some traps (H* and S7) will not
have a sufficient trap-depth in this case.

16 Here, § ~ 2hj. Thus, the displacement along x is more important than along z as
the microwave gradient is similar along both directions. Reducing § would increase
the microwave shift Vy;;y and the splitting distance s at the cost of a higher residual
displacement along z.
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Figure 41: (Sf;)-Manhattan trap : (a) 3D-equipotentials representation of the
clock states : |a) (orange) and |b) (green), for the potential kgT
with T = 100 nK. (b) The variation of the splitting direction 6,
as function of the microwave power Py, (cf. section 6.2.5 for the
simulation parameters.)

in equation (125a) to a lower value'”, but an additional current-source
will be required since the equation (124) will be no longer verified.

Finally, one can notice that the splitting distance |x,,| along x and
the residual variation |z,, — ho| along z are similar for all the static
traps. However, the residual variation |y,,| along y is particularly low
for the SIP, H* and (S7)-Manhattan traps, which is mainly related to
the field gradient structure : since the element v5; is zero, the splitting
force along y is nearly zero at ry.

17 Which corresponds to a larger distance of the wires (FL;;) from the center r =
0. For example, the trap-depth can be increased by a factor of 4 (from h x 5.4 to
h x 86.4 kHz) by decreasing the parameter f by a factor of 2.
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Static Potential Microwave Potential

Trap Trap-depth |  Ijp I Byx  Buy  Buz || [xm| |yml |zm—hol | 6| | wz/27 wy/2m wz/27
[kHz] [mA] [G] [um] [Hz]

SIP - - - - - - 1.28 0.03 0.52 0° 867.45 9940 82242

Z 1680 62.58 - —4.70 294 0.00 || 1.59 6.08 0.37 75.27° | 862.63  90.13  804.57

Dimple 38.4 62.73 0.69 | —498 329 0.00 || 1.26 0.94 0.52 36.65° | 853.91 96.24  748.73

H* 16.5 —62.30 —1.40 | 498 312 0.00 || 1.25 0.04 0.55 1.94° | 85219 96.62 73451

(S7)-Manhattan 5.4 31.90 1.00 | —0.38 3.18 445 1.32 0.02 0.58 107°° | 85291 93.09 786.97

(Sj)-Manhattan | 33.1 3205 —0.60 | —038 —328 443 || 131 044 057 | 107 | 852.82 9571 79370

Table 4: Simulation of the Transverse beam-splitters. A comparison between the (resulting) microwave potentials generated using several static traps :
SIP, Z-trap (with t = 0.248), Dimple trap, H*-trap and the custom Manhattan traps (cf. text). In each case, the trap-depth and the following
experimental parameters are given (for the microtraps) : the currents {Ijo, I} along the axes {x,y} respectively, and the homogenous bias
field along the axes {x,y,z} (cf. text). For the microwave trapping-potentials, the coordinates of the minimum rm = {X, Y, zm }, the splitting
direction 6, and the eigenfrequencies {wsz, wy, wz} are computed.
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63 FULL-SIMULATION RESULTS

In this section, we present the results of a complete simulation taking
into account the effect of the non-resonant transitions. We focus on
the study of the transverse beams-splitter, using the H*-trap®, with
the field parameters used previously in section 6.2.5. This configura-
tion corresponds to the Config. I on our chip (cf. Figure 52).

Figure 42 shows the resulting potentials, computed using the full
numerical model (equation (78)) and the approximated analytical model
(equation (79)). Form the last simulation, the dissymmetry of the po-
tentials can be estimated, as shown in Table 5. The highest frequency
difference between the two wells is along the axial direction x : about
2%. These dissymmetries can be reduced to the order of 0.1% by fine-
tuning the microwave powers {P;, P»} and the microwave frequencies
{wmw,lz wmw,2}-

Moreover, one can notice a discrepancy between the numerical
(78) and analytical (79) models, unlike the case of an axial beam-
splitter where an excellent agreement has been shown (cf. Figure
19). This is due to the fact that, the condition of well-separated anti-
crossing : || < |w?] is not fully satisfied here. In particular, the
Rabi frequencies Q2 should be relatively important in order to com-
pensate the high transverse confinement (w, /2t = 1 kHz). For in-
stance in Figure 42, the Rabi frequencies related to the o-transitions
are estimated in the trap center ry by : ‘Q,;'H‘ = 032 x w) and

Qg (H] = ‘QZH‘ = 0.19 x w?. Yet, the approximated model still can
be used for a quick screening of the tunable microwave parameters,
as the accuracy of the frequencies estimation is about 1%.

Finally, we point out that similar results can be found using a
potential-well beam-splitter. As expected, the dissymmetry of the po-
tentials are higher due to the reduction of the trap-depth discussed in
section 5.3. Moreover, as the splitting distances in both cases are sim-
ilar (= 2 ym), there is no advantage in using an attractive microwave
potential for a transverse splitting.

X y z

|Aw|/27 (Hz) | 1582 121 11.16
29| %1072 | 1.81 129 155

Table 5: The dissymmetry of the potentials Aw = wy — w,, related to the
simulations shown in Figure 42, along the eigendirections : {X,y,Z}.
The latter are slightly rotated from the chip reference : {x,y,z}.

18 As the Manhattan-trap configurations are not implemented in the current chip ver-
sion.
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——Vie —— V13> approx. model —— V1*> approx. model VIa> full simulation —— V1*> full simulation
600 T T T T T T T T T
N
jun]
4
~ 400 N
o
=
=
£
=S
200~ N
0 I I I T I T I I I
-10 -8 -6 -4 -2 0 2 4 6 8 10

a (pm)

Figure 42: The H*-trap configuration. Numerical simulation of the dressed
clock states |a) (in green) and |b) (in red) potentials and the static
potential (in blue), shown here along the transverse direction x,
using two different models (cf. text). This configuration corre-
sponds to the Config. I on our chip (cf. Figure 52).
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The effect of the microwave dressing on the magic field using 7-
transitions has been studied in section 5.5. In a similar manner, we
propose to analyze the effect of the microwave dressing using o-
transitions.

For this purpose, we use the same formalism than section 5.5 where
the detunings and the microwave frequencies are given by :

Ay(B) = w1 — [E20(B) — E1,—1(B)] /h (136a)
Ap(B) = wmwo — [E21(B) — E10(B)] /h (136b)
Wimw,1 = Whis — wg + Ag (136¢)
Wmw2 = Whis + w(L) + Ag (136d)
A = —A) = Ag (136e)

Figure 43 shows the maximal allowed contamination «. as function
of the initial detuning |Ap| in the case of a potential-barrier (Ag > 0).
One can notice a significant improvement of the . values compared
to the case of microwave dressing using 7r-transitions. For instance,
k. is higher by a factor of 5.3 if |Ag| = 0.05 x w?.

This can be explained simply by the weak dependance to the mag-
netic field B of the energies {Ep, E10} corresponding to the states
{]2,0), |1,0) }, which are coupled to the clock states {|a), |b)}, respec-
tively. In case of the o-transitions, the variation of the coupling-energies
{Ez, E10} as function of B is (nearly) of a second order as mp = 0, un-
like the case of the rr-transitions, where the variation of the coupling-
energies {E; _1, E11} have (approximately) a linear dependence of B
as |mp| = 1.

025 |- o-transitions i
—=-m-transitions
0.2 |
=)
S o
S o1s5- P |
Il -
< o / |
0.05 |
_— — 77777777757777777777778
[ S
0.01 0.03 0.05 0.07 0.09 011 0125
Ao /wr,

Figure 43: The maximum allowed contamination rate k. = |Q2/A| as a func-
tion of the initial detuning |Ag|, using 7t-transition (in blue) and
o-transitions (in green), in the case of a potential-barrier.
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Nevertheless, the values obtained of x. are not sufficient to per-
form a transverse splitting, with the parameters discussed earlier.
For example, in section 6.3, the contamination value at rg is about :
K= \Q / A()] ~ 4. Hence, the perturbed-symmetrical configuration dis-
cussed in section 5.5.2 can be also a useful solution here to increase
the value of .. As shown in Figure 26, in the case of 7-transitions
and a potential-barrier, the maximal contamination value is no longer
limited (x, — o0) if |Ag| > \AOTl\, where Agl is the first-threshold
value. Similar results can be found here with o-transition. Moreover,
by choosing |Ag| > |Agz| where Agz is the second-threshold value and
|ALT] < |Ag], it is possible to follow adiabatically the evolution of the
magic field By, (x). Figure 44 shows the second-threshold value Agz as
a function of the perturbation parameter €. For instance, in order to
set the initial detuning to |Ag| = 0.05 x w?, and to avoid the limi-
tation on the contamination value x, the perturbation parameter ||
has to be set (at least) to : {4 x 1072,0.6 x 1072} using 7, o-transitions
respectively. Here also, using o-transitions is more advantageous as
the perturbative parameter can be set to a lower value, so the dissym-
metry of the potentials given by equation (91) can be reduced further.

0.35

q o .
03 —&-m-transitions i
- o-transitions
0.25 i
o 3~4 0.2 4
~
Ho
< 0.15F i
0.1 B
0.05%_ i
O 5
I —
0 I T A S —E—" 1 i t t
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

le]

Figure 44: The variation of |A§2\ as a function the perturbative parameter
le| using m-transitions (in blue) and o-transitions (green), for
a potential-barrier. Following adiabatically the variation of the
magic field B, is possible if : |Ag| > |Agz|. The contamination
value « is not limited in this case.

19 As it is the case in Figures 42 and 19b.



6.5 CONCLUSION
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The transverse splitting has two principle advantages compared to
the axial one : it allows a short splitting time and keeps the trap-aspect
ratio (nearly) unchanged after splitting. Nevertheless, it requires a
larger Rabi frequency (with a larger microwave power or/and shorter
distance from the chip surface) and allows only a relatively small
splitting distance (few microns). Moreover, using a typical microtrap,
the splitting direction would be dependent on the experimental split-
ting parameters (e.g. static and microwave currents) which may be a
drawback for precision measurements. In order to overcome this dis-
advantage, we have designed specific static traps on chip such as the
H*-trap and the Manhattan trap, but these solutions further compli-
cate the experimental realization.

However, this framework allowed the design of a custom micro-
trap, the (S1)-Manhattan trap, that has a field structure similar than a
Standard loffe-Pritchard, and so, can be used to tune widely the trap
aspect-ratio on chip (which can not be done with typical microtraps).

In the next section, we will focus on the study of the dynamical
behavior of our interferometer. For the sake of clarity, only the axial
beam-splitter is analyzed.
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BEAM-SPLITTER DYNAMICS AND CONTRAST
ANALYSIS

7.1 INTRODUCTION

For a trapped (thermal) interferometer, studying the beam-splitter dy-
namics is of great importance. Uncontrolled fast splitting would in-
duce motional excitation, giving rise to heating, atom losses and a
reduction of the interferometer coherence time. In the case of a state-
selective beam-splitter considered in this work, the interferometer dy-
namics is considerably simplified compared to a double-well scheme
[168], since the evolutions in the two interferometer arms are not cou-
pled for the most part and can be treated independently. Hence, this
subject can be treated as an atomic transition-less transport, which
has been extensively studied in the literature [169], and is still a major
goal for many applications such as quantum information processing
in trap arrays [170], loading atoms in optical lattices [171], or placing
atoms in a high-Q optical cavity [172, 173, 174]. Recently, interest to
perform fast atomic transport has led to a surge of theoretical [175]
and experimental activity [176, 177].

An obvious solution at least in principle, to avoid vibrational excita-
tions, is to perform a sufficiently slow transport such that the atoms
follow adiabatically the changes in the trapping potential. This re-
quires that the duration of the transport is long with respect to the
typical oscillation period of the trapped atoms along the splitting di-
rection [178].

In this chapter, we focus on the axial beam splitter and we study the
interferometer contrast in the case of an adiabatic transport (splitting),
and then we investigate the possibility of fast transitionless transport
(i.e. faster than adiabatic transport).

110



7.2 ADIABATIC SPLITTING AND RECOMBINATION

7.2 ADIABATIC SPLITTING AND RECOMBINATION

The adiabaticity condition required here is related to external states
of the atoms. This condition is more restrictive for the external states,
than for the internal states discussed earlier in section 4.3.3. Indeed,
the internal time scale is governed by the Larmor frequency (about
6 MHz) while the external time scale is related to the microtrap fre-
quencies (about 0.1 — 2 kHz). In the case of a compression of an har-
monic potential, this condition can be written [178]: |wy|/w? < 1,
where wy is the angular frequency of the harmonic oscillator.

A typical trapped interferometer scheme is formed from three stages :

Splitting-Holding-Recombination as shown in Figure 7. In the inter-
ferometer envisioned here, by switching off the microwave signal, we
can recombine the two interferometer arms in the static trap center.
In principle, splitting and recombination can be implemented in an
identical manner, which we call "temporal-symmetry" of the interfer-
ometer, in contrast with spatial symmetry discussed previously (cf.
Figure 49a). Since splitting and recombination occur at the same spa-
tial location, this interferometer fulfills the so called "cyclic" transport
condition [179].

7.2.1  Cyclic and adiabatic transport

In a seminal paper, Berry has provided a general solution for such a
cyclic and adiabatic transport problem [179], for a system that evolves
under an Hamiltonian H that can be changed by varying the param-
eters R on which it depends.

For instance, in our case, R can be associated to the experimental
parameters {wyw1, P1, Wmwo, P2} : the microwave parameters of the
signals injected into the CPWs. The evolution of the system between
t = 0 and t = t; can be seen as transport around a closed path
(called here C) of R(t) in parameter space if R(tp) = R(ts). Moreover,
if the system is prepared initially in an eigenstate |ng) = |n(tp)) of
H(tp) and the parameters R(t) are slowly changed, it follows from
the adiabatic theorem [178] that the system will be at any instant in
an eigenstate |n(t)) of H(t). After this slow and cyclic transport, the
wavefunction |n(R(f))) can be written :

1 (R(1)))) = explifu(t)] > explifu(t)][n0) (137)
where 0, is the classical dynamical phase and S, is the geometrical
Berry phase.

The dynamical term (6,,) is given by :

tro
Oultr) = [ dH(EN(1)/1) (138)

where E,(t) are the eigenvalues of H.
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The geometrical term (B,) satisfy the following relation :

Bn(t) i(ﬂ(R(t))iln(R(t)» (1392)

= i(n(R)Vg|n(R)) x R (139b)

since n (R(t)) evolves under the Schrodinger equation [179].
The total phase B, (t;,) after a transport along the closed path C
can be transformed to a circuit integral 5, (C) as :

B(C) =i § dR(n(R) Vr|n(R)) (140)

which is a time independent expression.

The latter phase is a purely geometrical (topological) phase. It can
be seen, from classical-mechanics viewpoint, as a parallel (tangential)
transport of a vector along a loop [180, 181]. After completing the
closed path, the vector goes back to the original point but rotated
by an angle with respect to the initial direction. For example, after a
parallel transport of a vector along the closed path shown in Figure
45, the rotation angle is 77/2. Such rotation angle is of a geometrical
origin, and known for quantum systems as the Berry phase. This term
(Bx(C)) vanishes in case of a time-symmetrical interferometer (assum-
ing that the parameters R(t) are reversed in time, cf. Figure 49a), since
the surface in the interferometer parameters space encloses no area
[179].

Moreover, it is also null if the space parameter R forms a flat sur-
face such as a plane [181]. In our case, each interferometer arm is con-
trolled mostly by two experimental parameters (e.g. R1 = {wyw1, 1}
for the for right-hand arm) as described in chapter 4. This is an addi-
tional argument to ensure that the geometrical phase vanishes even
if the interferometer is not perfectly symmetrical on time.

Finally, the remaining dynamical phases (6,) can be seen as the
system internal clocks that record the passage of time [179].

7.2.2 Interferometer contrast decay

For a statistical thermal ensemble prepared at a temperature T, the
interferometer evolution should be described using the density opera-
tor for each clock state [182]. Let’s suppose that the system is initially
prepared in the internal state |a). Hence, it can be described by the
density matrix :

o(t <to) =} puln,a)(n,al (141)

where p,, is the occupation probability of n level in the static po-
tential and is given by the Boltzmann factors : e Ex/ksT / 7 with E9 is
the nh eigenenergy of the static potential and Z = Y, e Ex/ksT js the
partition function.
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Figure 45: Schematic of the geometrical Berry phase. In classical mechan-
ics, parallel transport of a vector along a closed path (C) : a loop
on a sphere induces a rotation compared to the original orien-
tation. Here, the loop surrounds one eighth of the sphere and
the rotation angle amounts to 77/2. Such a rotation angle is of a
topological origin and is known as the Berry phase in quantum
mechanics.

For a Ramsey-type interferometer, the sequence starts with a 77/2
pulse in order to put the atoms in a coherent superposition of the
clock states. After splitting and recombination, the phase read-out is
performed by applying a second 77/2 pulse to close the interferometer.
At the read out time t = t,,, the total population of the internal state
|a) reads p, = Tr(ola)(a|) = 1/2[1 — Re(A)], where A is given by:

A= ;pn exp [i/otm dt (Eﬁ(t) - EZ(t)) /h} (142)

in the case of an adiabatic transformation and E%(t) (EL(t)) is the
n'" eigenenergy of the microwave trapping-potential associated to
the state |a) (|b)), respectively. The occupation probability p, remains
unchanged since the transitions between the different levels vanish
exponentially in this case [178].

The modulus of A describes the interferometer contrast decay which
can be written :

;pn exp {i /0 " ar (Ez(t) - Ef;(t)) /h]

C= (143)

In case of a quasi-symmetrical beam splitter, the energy difference
AE,(t) = ELi(t) — E%(t) is small compared to the average energy
(El(t) + E%(t)) /2. Furthermore, AE,(ty) ~ 0 since both states share
the same static potential initially.

To simplify the problem, we assume that AE,(t) increases linearly
with time during the splitting stage, from zero to the constant value
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AEL = AE,(t), where T is the splitting time'. This leads to the fol-
lowing contrast expression :

C~

Y. puexp (iThAEL/h) ‘ (149)
n

where Ty = Tg + 7, the parameter Tg being the holding time (also
called Ramsey time).

In the case where the splitting time 7 is very small compared to the
holding time T (i.e. T < Tg and Ty ~ Tg), the system can be seen
as a conservative system (i.e. H does not depend explicitly on time)
and its dynamics can be captured by the stationary evolution of the
energy levels during the holding stage.

In probability theory, the contrast expression can be written in term
of the first moment (expectation) related to the Boltzmann distribu-
tion as :

c=[efee] o
where O is a discrete random variable defined as the ensemble of the
dynamical phases A8, = [;" dt(AE,(t)/h) ~ TRAE}/h, associated
with the probability distribution p,. From equation 145, the contrast

can be rewritten as a function of the second moment (variance) of the
centered variable ® = © — £ [O] such as :

1 — C? = Var[cos (®)] + Var [sin (®)] (146)

Case of 1D harmonic potentials

In this section, we suppose that the resulting potential of each clock
state can be described by an harmonic trap. In addition, if the 1D
harmonic approximation holds (i.e. hwy, kT < hw ), the contrast
(144) leads to :

1

Cho = ( PEE (147)
sin(Aw T, /2
\/1 + (sinh(hw;/ngT)>

where Aw; = 2AE} /T is the difference between the traps frequencies
during the holding period, wy = wx(to) is the trap frequency at equi-
librium (¢ < tp). Equation (147) has the same form as the transfer
function of a Fabry-Perot cavity in optics. One can define a coherence
time as the shortest possible time to reduce the initial contrast by half
(ie. C(t) =1/2).

For high temperature (kgT > hwy), the coherence time is given by :

2 . .
T, = A arcsin (\@smh(hwo/ZkBT))

~ V/3h/(nkgT) (148)

T is also recombination time in case of time-symmetrical interferometer, cf. Figure
49a.

114



7.2 ADIABATIC SPLITTING AND RECOMBINATION

with # = Aw;/wyp, which gives a similar estimation of the coherence
time than expression (68). Moreover, one can notice that the contrast
expression (147) is periodic. This periodicity of the contrast is a signa-
ture of the harmonicity of the potentials, and results from the follow-
ing rephasing condition :

There is an integer k such as : AE}/AE} =k (149)

In the case of 1D harmonic potential, it can be shown that : k = 2n + 1.

Case of 1D anharmonic potentials

We can improve the latter 1D harmonic model by considering the an-
harmonicity effects. However, the Schrodinger equation obtained can
no longer be solved analytically. We must then resort to solving it nu-
merically. There exists, however, an approximated method to obtain
analytically approximate solution, known as "stationary perturbation
theory" in case of conservative quantum system [183].

Perturbation theory is applicable when the Hamiltonian of the sys-
tem being studied can be put in the from :

H=Hy+W (150)

where the eigenstates and eigenvalues of Hy are known and where
W is much "smaller" than Hj (i.e. the matrix elements of W are much
smaller than Hj). To make this more explicit, we assume that W is
proportional to a real parameter A which is dimensionless :

W =AW (151)

and where W is an operator whose matrix elements are comparable
to those of Hy and |A| < 1. Perturbation theory consists of expanding
the eigenvalues and eigenstates of H in power of A, keeping only a
finite number of terms of these expansions.

In our case, Hy is the Hamiltonian of an harmonic oscillator (H.O)
with an angular frequency wy, and its corresponding eigenstates and
eigenvalues (eigenenergies) are respectively given by the following :

1 mewq \ 174 _ meopp? mewq
(Pn(x) = W (ﬁ) e 2h H?l( h x) (152)
E,If'o =hw(n+1/2) (153)

where H,, are the Hermite polynomials. The eigenvalues form a dis-
crete and non-degenerate spectrum of energy (i.e. n is an integer).
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The second-order energy correction for the state |¢,) can be calcu-
lated using the perturbation theory [183] :

E.(A) = EY + EYY + EP +0(A%) (1542)

ES) = (¢u| Hol ) (154b)

E) = (W) (1540)

D _ W (154d)
k#n En - Ek

The correction of the state |¢,,) can be also calculated but is not nec-
essary here since only the energy level E, is required for the contrast
estimation (cf. equation (144)). In practice, the second order correction
is enough (at least in our case, as will be shown in the next section).

In the case of a one dimensional model, the anharmonicity is a
superposition of perturbative terms in the form of : Wy = fiw o XK
where X = x/apo with ago = vhi/mw; and k is an integer. The
particular cases where k = {0,1,2} correspond to a perturbation of
the potential minimum value, position and frequency, which are not
relevant here.

On the other hand, one can show that the first correction term of
the energy : (¢,|W|¢,) vanishes for k > 3, which minimizes the effect
of the anharmonic perturbations. Moreover, the non-dimensional co-
efficients of the perturbative terms o; relative to each clock state have
(approximately) similar absolute values along the x-axis>. Generally,
this property can be verified for higher order terms, if the symmetry
condition V17 (—x) = VIP)(x) is nearly verified.

These correction terms can be calculated analytically [24, 183], by
writing the operator : X = %(a +a') where a and a' are annihilation
and the creation operators respectively. Using the properties of the
quantum harmonic oscillator, we can deduce that the matrix elements
of Wk.

For W3 (k = 3), using a second-order perturbation theory, the cal-
culation yields to the energy shift :

2
E,—EY — —03 [145 (n + 1/2) + 176] Tiwy (155)
The difference between two adjacent levels is no longer independent
of n as it is the case for the quantum harmonic oscillator.

Applying this anharmonicity consideration to the previous contrast
formula (144), makes in principle the rephasing condition (149) no
more valid. In practice, the harmonic approximation holds if the tem-
perature T is chosen such as :

(@) - (@) [Ln+1/27+ L] | < (156)

2 As shown in Table 6 (the term X3), which corresponds to 03 in this case.
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where £ is the first moment in term of the Boltzmann distribution3,
and ¢4 and o? are given in Table 6.

Case of simulated full 3D potentials

We present here a study of the contrast decay using a full 3D numeri-
cal simulation. The microwave potentials correspond to the potential-
barrier and potential-well beam-splitter, shown in Figure 19, and are
calculated using equation (79). As explained in the previous section,
the energy level must be computed numerically.

In this section, we investigate the solutions given by the stationary
perturbation theory, described in previously (cf. equation (154)), but
applied here to the full 3D potentials with a numerical approach to
evaluate the correction terms.

First, for each trapping-potential, we estimate numerically the co-
ordinates of the minimum rm = {X, Ym, zm }, and we define the chip
reference as :

{X,Y,Z} ={x—Xm, Y — Ym, 2 — Zm} (157)

Then, we evaluate the eigenvectors {X,Y,Z} (as function of {X,Y,Z})
and the eigenfrequencies {wg, wy, w;} in the minimum, during the
holding stage. The quantum harmonic oscillator (H.O) gives a first
estimation of the energy levels (E%/?). The latter evaluation is then
improved using the stationary perturbation theory [183] to take into
account the effect of anharmonicity. For each clock state, we define
the perturbation potential W as :

W=V -V
V' =V(X,Y,Z) - V(0,0,0) (158)
V= sm(w3 X 4+ wiY? + w3 7?)

where V and V are the full 3D potential and the approximated 3D
harmonic potential respectively. Both potentials are centered around
Zero.

Expression of W is deduced using equation (79) to generate the
microwave potential V. Then, it is used together with the expression
(153) of the eigenstate ¢, (x) to compute the diagonal (¢,|W|¢p,) and
off-diagonal (¢x|W|¢,) matrix elements in equation (154). The latter
elements are related to the first order and second-order energy cor-
rections, respectively. The diagonal elements (¢,|W|¢,) are no longer
zero due to the anharmonic terms. For instance, the contribution of
anharmonic potential of the form XiYIiZk is not zero, where i, j, k are
nonzero integers.

The numerical computation is performed using Mathematica, that
allows a precise and time-efficient numerical evaluation of integrals*.

Further derivation of this moment is given in [24].
It allows also parallel computation using up to 16 cores, which reduces the compu-
tation time of the energy levels to only few hours.
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Figure 46: Energy-levels computation using the stationary perturbation the-
ory, for the potential V!? shown in Figure 19b. (a) The zero-

(0)

order energy-levels E;’ given by the perturbative calculation :
(pn|V|¢n), are compared to the energy-levels of an harmonic
oscillator E[T© (related to the trapping-potential eigenfrequen-
cies). This allows an estimation of the (integrals) numerical-

(1)

computation accuracy. (b) The first-order energy corrections Ej;
are in the order of 10’2E£0) . (c) The second-order energy correc-

tions E,S” are in the order of 10’4E,(10)

The accuracy of the numerical computation is verified, as shown in
Figure 46a, by comparing the energy level Ef'O (related to an har-
monic oscillator) and the integral EQ = (pn|V'|¢pn) (zero-order of per-
turbative calculation, cf. equations (154)). The first 500 energy levels
(about h x 12 kHz) are calculated with a relative numerical accuracy”
better than 10>, using a second order correction as shown in Figure
46¢. Moreover, Figure 46(b-c) shows that the first and second order
corrections are on the order of {10_2E,(10), 10_4E,(10) }, respectively.

Figure 47 illustrates the contrast decay for different values of the
parameter N = kpT /hwy , which gives an estimation of the number
of populated energy levels, for kpT >> hcwo .

For short time scale, there is no significant difference for both har-
monic and anharmonic models, for low N values. This shows that
harmonicity is not a necessary condition to maintain coherence in
our case. As a matter of fact, in the ideal 1D case where the symme-
try condition : V19 (—x) = VI? (x) is fulfilled®, the latter potentials
have the same eigenenergies (even though they are not harmonic),
which preserves the contrast (i.e. AE} = 0 in equation (144)). In prac-

5 Due to the analytical expressions of the potentials V and W, the numerical computa-
tion of the integrals can be performed with high precision and accuracy goals (here,
with a relative precision goal of 107°).

6 cf. section 4.3.4
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tice, the dissymmetry of the potentials is not negligible, but its effect
can be described by the 3D harmonic model.

Nevertheless, in the case of a potential-barrier beam-splitter, a no-
table difference between the 3D harmonic and 3D anharmonic mod-
els can be seen for high N ~ w, /wy (e.g. N = 10) in Figure 47a.2,
where wy and w, are the axial and transverse angular frequencies
of the static trap, respectively. In the latter case, the harmonic ap-
proximation is no longer valid. The anharmonicity effect accelerates
the contrast decay and so must be considered to estimate the coher-
ence time 7., at short time scale. On the other hand, in the case of
a potential-well, the 3D harmonic approximation remains valid even
for high N values, since the anharmonicity is relatively low especially
along the transverse directions, as can be seen in Table 6.

For large time scale, the revivals expected from the 1D harmonic
model (cf. equation (144)) are observed for : N S w, /wy. For larger
N > w, /wy, many transverse levels are populated, and the rephas-
ing condition (equation (149)) is no longer verified. The first revival
occurs nearly at T, ~ 271/Aw;x, a time related to the axial dissym-
metry Awj, which is more important than the transverse ones (cf.
Table 2). The amplitude of this revival is always optimum (equal to
1) for the 1D harmonic model contrary to the full 3D model where
the length of the revival peak decreases as function of the number N
(i.e. the temperature T). This loss of contrast can be understood using
the 3D harmonic model. Indeed, if N =~ w, /wy the system becomes
sensitive also to transverse energy levels, which usually do not fulfill
the rephasing condition (149). Thus, the amplitude of the first revival
can be used to evaluate the overall dissymmetry of the potentials.

This is consistent with the fact that the 1D harmonic approximation
is valid only if : N < w /wy, and can also explain the disagreement
between the 1D and 3D harmonic models at short time scale. This
disagreement is in particular notable in Figure 47a.2, as the poten-
tial aspect-ratio is : w, /wyx ~ {5.75,14.6} for the potential-well and
potential-barrier analyzed here, respectively.

7.2.3  Summary

This three dimensional study confirms the existence of the contrast
revivals expected from the one dimensional model (equation 147)
and their robustness against the potentials anharmonicity, at least
in our interferometer design. An experimental observation of these
revivals would open up the possibility of large interrogation time us-
ing trapped thermal atoms. However, this is expected to happen only
in the one dimensional regime, which sets an upper bound on the
temperature :

Tmax ~ th /kB (159)
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On the other hand, the temperature has also a lower bound given
by the condensation temperature T, if we want to stay in the thermal
regime. For a uniform three-dimensional gas with non-interacting \/
particles, T; is given by [184, 185] :

Toin = To =~ 0.94 x NV3(w, /wy) V3 (hw /kp) (160)

Then one can deduce, approximately, a maximum allowed number
of atoms in order to respect the constraints above :

Nmax ~w, [ wy (161)

Numerical estimation, in the case studied above, shows that the
atoms number N is relatively small and should be limited to the
range : 10 — 100 atoms. The number of atoms can be increased by
1 — 2 order of magnitude in case of transverse splitting since the trap
axial frequency wy can be set very low (about few Hz), yet only small
splitting distance (about few microns) are allowed.
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Potential-barrier Potential-well
VIO /hwt | VD) /ret || VIO /Rt | VID) /Rt
0 X? 0.50 0.50 0.50 0.50
E) XY 1.18 1.18 0.74 0.71
é’ /:f\ Y? 7.17 7.06 4.27 4.61
¢ 2| Xz || -0020 | 0012 0.18 —0.20
)_ES YZ —0.006 0.005 0.080 —0.082
Z? 7.08 6.96 4.24 4.58
X3 —0.0019 | 0.0017 0.0070 —0.0079
X%y || —0.014 0.013 0.0086 —0.0087
g XY? —0.11 0.11 —0.052 0.063
E Y3 —0.094 0.093 —0.033 0.037
é ff; X?Z || —0.0064 | —0.0064 —0.015 —0.015
g S5 XYZ || —0.017 —0.017 —0.022 —0.020
g Y?Z —0.038 —0.038 0.036 0.039
< XZ?% || —0.10 0.099 —0.059 0.070
Y72 —0.096 0.095 —0.036 0.040
Z3 —0.033 —0.033 0.037 0.040
Table 6: The three-dimensional Harmonic and Anharmonic Taylor expan-

sion of the microwave potentials shown in Figure 19. The potential
V expansion is here given by : V/hwy = Y (i ko2) i jx X' Y ZF +
Z(i+j+k:3) /Si,j,leY]Zk where (‘Xi,j,k)) and (51',]'/]() are respec-
tively the second-order and
{(X,Y,Z2} = {x/a}0,v/0010,2/05 0} and {a;0, 000,050} =

W/ mwy y, [/ mwny, /I mw ;. }

third-order

terms respectively,
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Figure 47: Interferometer contrast as a function of the (reduced) dissymme-
try of the potentials : Aw;Ty /27, in case of the potential-well (a)
and the potential-barrier (b) shown in Figure 19, and calculated
using three different methods : simple 1D harmonic model along
the axial direction (dotted line), 3D harmonic model (dashed line)
and 3D anharmonic model that takes into account the potentials
anharmonicity (solid line). From top to bottom, colors correspond

to: N = {2,5,10}. A zoom of the contrast evolution at short time
scale is inserted in each case.
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7.3 SHORTCUT TO ADIABATICITY FOR HARMONIC POTENTIALS

The adiabatic condition discussed previously is very restrictive, es-
pecially in the case where splitting is performed along the weak di-
rection. Here we propose a non-adiabatic splitting scheme that takes
profit from the development of an emergent field : "Shortcuts To Adi-
abaticity" (STA) for cold atoms [175, 186] by keeping the same pop-
ulations of energy levels in the initial and final traps, but in a much
shorter time. In this literature, some methods use optimal control the-
ory to optimize the transition to a target state [187], whereas others
use Invariant-based inverse engineering method that yields the same
state that would have been reached after an adiabatic transformation.
However, this usually comes at the cost of imposing simple and tai-
lorabale trap such as : box trap [188] or harmonic trap [189]. For
instance, the harmonic oscillator is particularly interesting because
an arbitrary trapping-potential can be approximated by an harmonic
potential at the vicinity of the minimum. Following the conclusions
of section 7.2, we neglect the effect of anharmonicity and we consider
a 1D time-dependent forced harmonic oscillator to describe the dy-
namics during the splitting stage. We also neglect the effect of the
dissymmetry of potentials, and we do not distinguish between the
clock states |a) and |b) because their motions are decoupled due the
internal states labeling.

We will provide the main concepts and formulas related to the
transport problem in a time dependent harmonic oscillator and de-
scribe the invariant-based inverse engineering method that we will
use to design a beam-splitter sequence [182, 190].

7.3.1 Properties of dynamical invariants

The concept of the invariant of motion, generalized to the case of ex-
plicitly time-dependent Hamiltonians by Lewis and Riesenfeld [191],
can be used to derive the general solution of the Schrodinger equa-
tion :

aalw(e)

L= H( () (162)

A time-dependent Hermitian operator I(t) is a dynamical invariant
of the system described by H(t) if :

dI _dI 1
757_'_

As discussed in [189], one can show that the following properties are
satisfied [191] :

e I|y(t)) is a solution of (162), if |P(t)) is a solution of equation
(162).
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e Assuming that the eigenvalues A,(t) and the corresponding
eigenstates |¢,(t)) of I(t) form a complete set, the eigenval-
ues are real (because I is Hermitian) and time-independent :
Au(F) = Ay

e |y(t)) can be expanded in terms of constant coefficients ¢, and
eigenvectors |, (t)) of I :

(1) = Y cne™ D lyu(t)) (164)

If the invariant I does not include the operator (d/9t), and the
phases a,(t) are chosen to solve the equation :

hd;tn - <¢”

ih% — H|n) (165)

7.3.2  Forced harmonic oscillator with time-dependent frequency

We consider the following time-dependent harmonic potential, de-
scribed by the one-particle Hamiltonian :

2

H( = Lol g - go(t) (166)

where w(t) is the time-dependent angular trap frequency, qo(t) is
the position of its minimum, and p and g are the usual quantum
operators corresponding to position and momentum respectively.

For an harmonic oscillator, the classical formalism [192] has been
used first to derive the invariant I [191, 193], which is also an invariant
of the corresponding quantum system :

I PN S £ e AN
I'=5lo(p—mic) —mp(q—qc)] +2mwo< ; (167)

where the dot denotes the derivation with respect to time ¢, wy is
an arbitrary constant that we set here to : wo = w(ty), p and g, are
functions of time that satisfy the equations :

2
p+i(tp="3 (168)
b + w? (1) [9c — qo(t)] = 0 (169)

Their physical interpretation in the context of transport is detailed in
Appendix E.

Once an invariant has been found, the general solution |¢(t)) of
the Schrodinger equation is a superposition of eigenvectors |¢,) of
I, as written in equation (164), where the c, are time-independent
amplitudes and «, is the phase term that satisfies equation (165) and
is given by [193] :

__1 oo (n+1/2)wo | m(Gep — q9cp)
ay(t) = 7)o dt ( 2 + 207

(170)
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The wavefunction ¢, associated to the state |¢,), can be written as
[193]

Yu(q,t) = eF 109/ 20+ Gep=qc0)a/ ] 1= 4c)

P (171)

1
W‘P”(
in terms of the well-known eigenfunctions ¢, of a quantum harmonic
oscillator with the angular frequency wy (cf. equation (152)).

The average position and the standard deviation of 1y are respec-
tively : g. and pap o where a0 = /I1/mwy is the harmonic oscillator
length at t = t;. From these expressions, the physical interpretation
of . and p are clarified as the center of mass and the (scaled) width
of the atomic cloud, respectively [194].

We point out that the dynamical phase 6,(t) for an harmonic os-
cillator that controls the contrast decay, as discussed previously in
case of an adiabatic splitting, is given here by the n-dependent part
of ay(t) in equation (170) such as :

tro /
80 ()| = (L 1/2)n /t pdt

3 Qe (172)

The Taylor expansion of p(t) from equation (168), in case of adiabatic
transformation [169] with w/w > w, s given at the zero-order, by :
p(t) =~ \/wp/w(t). Hence, the expression (172) is in agreement with
equation (138) applied to an harmonic oscillator.

We notice that only the angular frequency w(t) is involved in the
contrast decay (i.e. in the phase 6,(t)) for an adiabatic transport. As
will be discussed next, both w(t) and go(t) play an important role in
case of fast transport.

7.3.3 Inverse engineering method

The invariant I has been used in a direct way by setting the trans-
port function qo(t) and analyzing the final heating in quasi-adiabatic
regime [169]. Here, we will use an inverse engineering approach. This
method has been first introduced to realize fast atomic expansion in
harmonic trap (w(tf) < w(tp)) [194]. Indeed, the invariant I(t) can
be engineered to commute with the Hamiltonian H(f) at initial and
final times :

[I(t),H(t)] =0att=tyand t = t; (173)

In general, these boundary conditions (BC) are sufficient to perform
a shortcut to adiabaticity (STA). In case of atomic expansion, this can
be achieved by setting the following conditions :

p(to) = 1;p(to) = 0;0(to) =0 (174a)
p(tr) = \Jw(to)/w(ts);p(ts) = 0;p(ts) =0 (174b)
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Hence, the eigenvectors of the invariant I(t) (called "expanding"
modes in this case) coincide with the eigenvectors of the Hamilto-
nian H(t) at initial and final times. In practice, this can be achieved
by setting an appropriate function w(t) such as the scaling factor p(t)
satisfies both : the Ermakov equation (168) and the boundary condi-
tions (174).

In addition, the inverse engineering method has been applied for
fast atomic transport in a "rigid" harmonic trap (i.e. w(t) = wop) [190],
to ensure that the transport modes (eigenvectors of I(t)) coincide with
the eigenvectors of H(t) at initial and final times. This can be done
by first designing the classical trajectory g.(t) to satisfy the following
conditions :

qc(to) = qo(to) = 0;4c(to) = 0;4c(to) =0 (175a)
qc(ty) = qolts) = s;4c(tf) = 0;4c(tf) =0 (175b)

Then, the trap-center trajectory qo(t) has to be set by inversing the
classical equation of motion (169).

Application to atom interferometry on-chip

The interferometer sequence using thermal atoms (cf. Figure 49a) can
be seen as a cyclic transport problem. Yet, we cannot apply directly
the STA methods studied in the literature in the case of a rigid trans-
port [176, 190], because w(t) is intrinsically coupled to go(t) for an
atom chip as shown in Figure 48a.

Indeed, keeping w(t) constant to perform a rigid transport (i.e.
w(t) = wp) [190], might be possible on chip at least in principle by up-
dating the static trap frequency while splitting. In practice, this would
demand to vary almost all the controllable parameters at the same
time (microwave and static currents, and bias fields) which would
be an additional source of noise and complexity. Otherwise, the in-
terferometer beam-splitter can be seen as a combination of the two
previous problems : compression (w(ty + T) > w(ty)) (or expansion),
and transport (qo(to + T) # qo(to))-

In this section, we shall describe a solution to perform a STA in this
interferometer taking into account the additional constraint w/w; =
f(q0/s), where f is a function that can be computed numerically for
a given situation. Indeed, our main concern is to avoid vibrational
transitions, especially at the read-out time t,,. This can be done if the
boundary condition (173) is verified at least for tf = tro- This would
allow a fast and transitionless cyclic transport compared to the adiabatic
cyclic transport discussed earlier.

Furthermore, the STA problem can be considerably simplified by
taking advantage of the temporal symmetry of our interferometer, in
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particular the trap trajectory go(t) and the angular frequency w(t) can
be set such as :

qo(t —to) = qo (—(t — tro)) (176a)
w(t—ty) =w(—(t—tro)) (176b)

One can also define a new time reference : t' = t — t{,, centered at
ty = (tro —t0)/2 = T+ Tr/2. Then, the latter time-symmetry equa-
tions can be written : w(—t') = w(t') and qo(—+t') = go ('), and so :
H(—t) = H(V).

The desired fast and transitionless cyclic transport, can be seen also
as an atomic transport where transitions between energy levels are
allowed after splitting, but the interferometer parameters can be de-
signed such as the probability transition between the energy levels
P, are time-symmetrical : Py, (—t') = Py,(t'). A general discus-
sion about the transition probability and its symmetry can be found
in Appendix F.

The classical equations (168) and (169) are also time-symmetrical
and their corresponding solutions p(t) and g.(f) can be reversed in
time : ¢/ <> —t' (i.e. (t—ty) <> —(t —t,,)) if the following (initial)
conditions are fulfilled :

p(to+ T+ Tr) = p(to+ 7); qe(to + T+ Tr) = qc(to +7) (1772)
p(to+ 7+ Tr) = —p(to + T) (177b)
Ge(to+T+TR) = —4c(to + ) (177¢)

During the holding stage, analytical solutions of equations (168) and
(169) are known. Indeed, g.(f) and p(t) are both oscillating at the
following frequencies respectively : w; = w(to + 7) and 2w; (cf. Ap-
pendix E). Therefore, equations (177) can be simplified to the corre-
sponding constraints :

Tr = 27tk /wn (178a)
p(to+1) =0 (178b)
Ge(to+7) =0 (178¢)

where k is an integer.

The first condition (178a) can be satistied by a convenient choice of
the holding time Tgr. Then, to satisfy equation (178c), one can design
qo(t) by imposing the boundary conditions (175) with tf = to + 7. In
this case, the center of mass of the atomic cloud does not oscillate
during the holding stage, which is expected to reduce the sensitivity
to the potential anharmonicity [153] and to the interferometer spatial-
dissymmetry.

For this purpose, we choose the simplest polynomial ansatz P as a
solution to the 6 boundary conditions (175), such as :

ge(t —to)/s = P ((t = to)/T) (179)
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for tyg <t < tg+ 7. So, P is here chosen as [190] :
P(X) = 10X> — 15X* 4 6X° (180)

Then, we deduce g9 by numerically solving equation (169), that can
be written here as :

2
Pan/s) oo /s~ PX)) = s S (181)
and 0 < X < 1.

Finally, the last condition (178b) remains to be satisfied in order to
perform an STA at the read-out time t,, (i.e. to perform a transtion-
less transport at t = t,,). Obviously, once go(t) is fixed, the angular
frequency w(t) can not be designed freely to fulfill the last condi-
tion (178b). However, since w(t) is known, we shall analyze the corre-

sponding profile of p(t).

In Figure 48b, p1 = p-(to + 7) is computed by solving numerically
equation (168) (to determine p(t)) in iterative manner for different
splitting time T with w = w1 f(q0/s) and go is the function designed
previously (and that satisfies equation (181)), for a potential-barrier
beam-splitter. The atoms are assumed to be at (motional) equilibrium
initially, so the initial conditions used are : p(tp) = 1 and p(ty) = 0.
Figure 48b shows that p.(tp + T) has several zeros 7, where the condi-
tion (178b) can be verified. Figure 48c shows gp and g, that correspond
to the 7, times. For short splitting time 7, the corresponding trajecto-
ries could exceed the interval [0, s] and require very fast variation of
the splitting parameter (i.e. Py here) which may be difficult to im-
plement experimentally [189]. Similar results were found in case of
rigid transport in [190].

In Figure 49, the parameters p(t) and q.(t) are computed numeri-
cally for the second p.(tgp + T)-zero time 7,. As expected, p(t) oscil-
lates while g.(t) remains constant during the holding time. Moreover,
go(f) and w(t) are designed so that p(t) and g.(t) at final time (t = t,,)
return to their initial values, which is well verified.

Nevertheless, the STA boundary conditions are not fully satisfied
after the splitting because the condition p(to + T) = Vwo/w1 (cf.
equations (174b) with t¢ = to + 7) is not necessarily satisfied. Hence,
we expect vibrational excitations to occur during the holding stage,
which can potentially reduce the coherence time (cf. Figure 47). This
can be quantified in terms of the average adiabatic energy-transfer
AESY (1) (i.e. energy difference between the fast and adiabatic trans-
formations) which is given in general by :

AESD(t) = heor (YE(E) + Y0 (1)) (182)

where Yr(t) and Y, (t) describe the energy-transfer, in unit of fiw;,
due to perturbation with the driving force F(t) = mcw(t)?qo(t) and
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the harmonic perturbation w(t) respectively (cf. Appendix F, equa-
tion (234a)). These energy expressions, derived in Appendix F (equa-
tions (223) and (233)), are given by :

Yr(t) = W(t)/hw,

1 f / / /

= S /to F(#)e(t')dt

YE(t) = AESY (1) /oy
(2n+1)

= deonwor (07 + w(t)?0* + wi /> — 2woewr] (184)

2

(183)

where ¢(t) is a solution of the classical equation :

() + w?(1)E(t) =0 (185)

discussed in Appendix E. For instance, in case of rigid transport
(w(t) = wp), and Yp(t — o0) can be seen as a Fourier transform
of the driving force F(t) [176]. In our case, go(t) is designed in order
to respect the boundary conditions (175) during the splitting stage
(tf = to + 1), so we make sure that Yr(t) vanishes during the holding
time (t > ty + 1).

In addition, the time-average energy Y” during the holding time
can be calculated as follows : the solution of the Ermakov equa-
tion (168) for t > ty + T assuming a constant intermediate angu-
lar frequency w; with the boundary conditions p(tp + 7) = p; and
p(to+71)=0is:

o(t) = \/[(w} — w3ph)/wp?] sin? (wn(t —to — 7))+ (186)

Then, the time-average of the quantities : p(t)?, p(t)?, and 1/p(t)? can
be easily calculated. If condition (178a) holds, the derivation of Y,
can be simplified to :

(o1 — 1) (o7 + 70} —2)

Y = —(2n+1) o

(187)

where v = wy/w;. For the numerical values of p-(f + T)-zeros shown
in Figure 48b, p; = {1.16,0.11,0.75} and Y?, = {-0.20, —0.48,0.01}
respectively. In this case, the transition effect is weak in average, es-
pecially for the third p(tp + 7)-zero. For the first and second zeros,
this effect can be seen (an average) as a reduction of the number N of
populated energy-levels’. Moreover, such effect can be neglected if N
is chosen such as : (2N +1)|Y%| < 1, because the perturbation of the
higher populated energy level would be lower than an energy quanta
hwl.

7 In contrast to the case of an adiabatic transformation where the number of populated
energy-levels remains constant.
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Furthermore, one can adjust slightly wp and w; values, starting
from the first p.(tp + 7)-zero time T, such as :

m:ﬂm-v) /2 (189)

in order to minimize the time-average energy-transfer® |Y? |, dur-
ing the holding time Tr. Even better, one can fulfill the last remain-
ing boundary condition (174) : p1 = /7, starting from the third
p<(to + T)-zero time, so all transitions during holding time would
be completely canceled.

We point out that the coherence of our interferometer is robust
to perturbations thanks to its symmetrical design. In fact, imperfect
experimental control usually allows small transition effect at the read-
out time; however this is not harmful for the phase contrast as long
as these imperfections are similar for both interferometer arms. This
is possible, if the two microwave signals are created using the same
frequency chain in order to suppress common-mode perturbations.

8 In different context, satisfying the equations (188) and (178b) might be used to per-
form a frictionless cooling as in [194, 186], with a cooling times shorter than those
obtained using optimal-control bang-bang methods and without using a negative
angular frequency as proposed in [194]. In this case, the energy levels of < H(t) >
are on average identical to the initial energy levels even though the system is not at
equilibrium.
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Figure 48: Shortcut to adiabaticity applied to the potential-barrier beam-
splitter. (a) The trap angular-frequency w/w; as function of
the trap position qo/s during the splitting stage (i.e. w/w1 =
f(g0/s)). The times functions go(t) and w(t) are estimated here
for a potential-barrier using the same parameters in Figure 19b
and by varying the microwave power Py,. (b) 0 (tp + T) as a func-
tion of the splitting time T with ¢ty = 0. The second "cyclic" condi-
tion (178b) is verified in 3 points : T, = {0.72,1.08,1.40} x 271/ w;
which corresponds to p(tp + T)-zeros. (c) Engineered qo(t)/s
as function of time t/7. Color lines correspond to the latter
p<(to + T)-zero points T, plotted in dashed, dotted and dot-
dashed lines respectively. In solid line, the resulting cloud center
of mass qc(t — tp) /s is given by the polynomial P ((t — ty)/T) (cf.
text), which is the same of all three cases.
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Figure 49: (a) Schematic of the interferometer sequence formed from three
stages : Splitting-Holding-Recombination, that last {7, Tz, T} re-
spectively. tp and ¢, indicate the interferometer initial and final
times. (b, c) The interferometer parameters as a function of time
t where the STA conditions at ¢ =t are fulfilled (cf. equation
178) by making profit of the interferometer temporal-symmetry.
Here TR = 3 x 27t/wq and T = 1.08 x 27/ wy which corresponds
to the second p(ty + T)-zero in Figure 48b. (b) gem and go are
designed to respect the STA conditions (175) at ty = o + 7. (c) p
does not respect the STA condition (174) at t = tgp + 7, and so, p is
oscillating at the angular frequency 2w; during the holding time.
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7.4 CONCLUSION

We have discussed the effects of the beam-splitter dynamics on the
interferometer contrast. We have shown, in case of adiabatic splitting,
that the potentials anharmonicity in our case, have a negligible role
on the contrast decay if the 1D condition is fulfilled. In most cases, the
3D harmonic model is sufficient to predict the interferometer contrast
evolution.

We believe that the limited coherence time due to the potential dis-
symmetry may be overcome by a careful choice of the microwave po-
tential parameters and setting the interferometer read-out time equal
to the first revival time of the interferometer contrast.

Then, we have shown that fast splitting time : T ~ 1(27t/wy) is
possible with low vibrational heating, using the invariant-based tech-
niques. The transfer is achieved by engineering specific trajectories
of the external trapping positions. Theoretically, the design of the
transfer process turned out to be possible thanks to the harmonic
shape of the external potentials. Yet, the effects of the anharmonic
terms (shown in Table 6) remain to be characterized experimentally.
This scheme is flexible enough to be adapted to both beam-splitter
methods : potential-well and potential-barrier. In particular, we have
shown that the potential-barrier method allows the design of straight
ramps that has been demonstrated experimentally [189].

Finally, the shortcut-to-adiabaticity (STA) schemes are not restricted
to the field of ultracold atoms and could be applied in many different
physical problems. For instance, a similar method was proposed for
the fast cooling of a mechanical resonator to its ground state [195].
Recently, several optimization methods such as Optimal Control The-
ory (OCT) has been used for a better control of the quantum systems
[196, 197, 198, 199, 200]. These techniques, which could be combined
to the STA exact solutions, will play a important role in the future
in particular to overcome the decoherence that represents a challenge
for the practical realization of quantum devices.
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The design and fabrication of our atom chip is greatly inspired by
the work of P. Treutlein and P. Bohi [86, 163]. In particular, they have
succeeded to overcome the following technical challenges :

¢ Implementing two layers of wires separated by a thin insulating
layer (few microns). This would allow the implementation of
complex trap design with several crossing wires, such as the
Manhattan Trap discussed in section 2.2.5.

¢ Integrating a coplanar waveguide on an atom chip. This allows
the state-selective manipulation of atoms using near-field mi-
crowave gradients.

¢ Implementing a bias-tee on an atom chip so that static and
microwave currents can be superimposed in the CPW ground-
wires [163]. External bias-tee can be used to superimpose mi-
crowave and static currents in the CPW signal-wire.

In addition to the previous challenges, we have implemented in our
atom chip for the first time, the following features :

e Silicon carbide (SiC) atom chip. An SiC substrate is an optically
transparent dielectric which has an outstanding thermal con-
ductivity'. In particular, we demonstrated a magneto-optical
trap with several beams passing through the chip [201].

* Adjacent waveguides with low coupling, in order to create multi-
frequency potentials (which lead to better symmetry of the in-
terferometer).

¢ Up to eight waveguides are implemented and connected on the
same (27 x 26 mm?) chip. This paves the way for the implemen-
tation of multiple sensors on the same chip.

Photograph and wire layout of the chip assembly are shown in
Figure 50. The atom chip is an assembly of three elementary chips
shown in Figure 51 :

1 Over 390 m—1K~! for SiC dielectric compared to 148 m~ 1K1 for Si dielectric.
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5 «— Connection board

<—— Base chip

§ «<—— Science chip

AU

Figure 50: (a) Photograph of the atom chip assembly connected to the mi-
crowave cables. Photo courtesy of Jean-Frangois Dars. (b) Wire
layout of the atom chip.

e Connection board : it is a standard Printed Circuit Board (PCB)
that provides connection to the static sources. Seven standard
sockets are soldered onto the PCB back.

* Base chip : SiC chip that ensures the mechanical stability of the
assembly, is glued on the top of the vacuum cell. The CPWs are
connected to the microwave” sources through miniature custom-
made connectors’. These connectors are designed to be surface-
mounted on the SiC base chip, in order to avoid the necessity of
a second series of bonding wires form the waveguide wires on
the base chip to the connection board. Moreover, a large CPW
is designed to create an homogenous magnetic microwave field
in order to perform a controlled two-photons transition, as dis-
cussed in [155]. This CPW has also a Z-shape, so the central
wire might be used* to create a static field that can be used to
lift up the atoms to the vicinity of the chip surface, instead of
using an external Z-wire [203].

e Science chip : SiC chip glued to the base chip and acting as a
spacer chip that allows easy access of the imaging laser of the
atoms. This chip holds two metallization layers which are sepa-
rated by a BCB® insulating layer of about 7 ym thick. The BCB
ensures also the planarization of the upper gold layer, which
has a thickness of 1 ym. The lower gold layer has a thickness
of 3 ym and designed to carry static currents. The large central
wire can carry current pulses of up to 4 A and the other wires

2 The static connectors (pins) cannot be soldered to the base chip because drilling
holes into an SiC substrate is extremely difficult [202].

3 G4PO engineered at Corning Gilbert : www.corning.com [SK-4782-FD & SK-4768-
FDI.

4 Using an external bias-tee

5 Benzocyclobutene CgHg
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DESIGN AND FABRICATION OF THE ATOM CHIP

can carry currents of up to 1 A. The upper layer is designed to
propagate microwave currents, but can also carry static currents
of up to 150 mA.

The atom chip was designed to be glued to a glass cell provided by
ColdQuanta, as can be seen in Figure 53, which will be later related to
a single chamber vacuum system [204]. The three elementary chips
are connected to each other’s through gold (edge) bonded wires. The
fabrication of the SiC chips has been done by Olivier Patard form III-
V Lab®. An overview of the fabrication recipe of microwave atom chip
can be found in [86]. The connection board has been made by Cibel”
and the bond wires by Systrel®.

The science chip is designed to allow an experimental investigation
of 4 configurations, shown in Figure 52, that are discussed in detail
in the following chapters :

¢ Config. I : Transverse beam-splitter using the H*-trap [section
6.3, Figure 42, Table 4]

* Config. II : Axial beam-splitter [section 5.2, Figure 19]

e Config. III : Static double-well (DC-DW) [section 5.7, Figure
36]. Microwave double-well (MW-DW) [section 5.6.3, Figure 30,
Table 3]

e Config. IV : Microwave double-well (MW-DW) [section 5.6.3]

The configurations I, II and III are formed by two adjacent CPWs,
while the configuration IV is composed by two adjacent coplanar
striplines (CPS) [144, 166]. The configuration IV would allow a higher
splitting distance? but coupling between the striplines is very likely
in this case since the signal wires are very close'. In the following
section, we analyze the transmission parameters of these structures.

S-parameters: simulation and measurement

To design the waveguide structures, as discussed previously, we have
used the simplified quasi-static simulations and its related conformal
mapping method. Yet, we have verified the characteristics of these
tapered waveguides before associating the chip to the glass cell. For
this purpose, we have considered two different approaches.

On the one hand, we have estimated the scattering matrix (S;;) [141]
using a 3D planar simulation with Ansoft Designer. The reflection (S11),
the transmission (S12), and the coupling parameters (S13) and (S14) of

6 www.3-5lab.fr
7 www.cibel.com
8 www.hcm-systrel.com
9 A larger gradient of the microwave field can be created in the vicinity of the static
trap center, cf. section 5.6.3
10 This configuration can be used to design directional couplers [205].
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Config. |
Config. Il
Config. Il

'f‘“?",i Config. IV

Large CPW I_JA’
224 Wﬁlﬁﬁj 22228

==

c MW Lz]yel‘
— DC Layer

Connection board Base chip Science chip

Figure 51: Atom chip layout. Wire layout on : (a) the connection board [in
green, size : 36.2 X 36.2 mm?] (b) the base chip [in orange, size :
27 x 26 mm?] (c) the science chip : [size : 17.4 x 17.4 mm?] lower
layer (in red) for the static wires and the upper layer (in blue) for
the microwave waveguides. There are several waveguide struc-
tures on the science chip. Each pair of CPWs corresponds to a
configuration discussed earlier in this thesis.

the adjacent waveguide structures, in each configuration of Figure 52,
have been computed. In contrast to 3D full-wave simulation'’, the
thickness of each layer, is assumed to be constant with this method.
A cross section of the simulated structure is shown in Figure 54c. The
setting of the 4 ports in the configurations II and IV are shown in Fig-
ure 54(a-b). We take into account the presence of the DC wires on the
lower layer (which affects the characteristic impedance of the struc-
ture). These simulations have been done with the help of Stéphane
Piotrowicz from III-V Lab.

On the other hand, we have measured the S-parameters of the
microwave structures on the science chip using a network analyzer
connected to a microwave probe station. The reflection (S11) and the
transmission (S12) parameters have been measured for the configura-
tions I, II and III. These measurements have been done with the help
of Didier Lancereau from III-V Lab.

The results of both methods are compared in Figure 55 for the con-
figuration I, II and III. The transmission coefficient Sy, is flat over a
large range of frequency. However, for high microwave frequencies,
the simulations underestimate the transmission loss. For example,
around 6.8 GHz, the transmission loss are estimated approximately
by —3 dB, while the measurements give a transmission loss of about
—6 to —8 dB.

Moreover, the measurements of the reflection coefficient S;; show
a resonance behavior around 6 — 7 GHz, and to lesser extent a sec-
ond resonance around 4 GHz for the configurations I and II. These
resonances can be seen in the simulation results but their amplitudes

11 Which can be done using the software ANSYS HFSS
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Figure 52: Wire layout on the science chip. A zoom of the waveguide struc-
tures on the experiment regions.

are not accurate. This is mostly due to the simplified structures of the
MW and DC layers used in the simulation, as can be seen in Figure
54a. The meshing grid might also affect the accuracy of the simulation
around the resonance points. For the configuration I1I, the resonance
occurs near 5.8 GHz which is in agreement with the simulation.

Furthermore, Figure 56 shows the simulation of the coupling pa-
rameters (513) and (S14). As expected from the rough estimation in sec-
tion 3.2.1, the coupling between two adjacent CPWs is about —30 dB
around 6.8 GHz.

Finally, the S-parameters of the configuration IV, are shown in
Figure 57. The transmission and reflection parameters are similar to
the CPWs discussed previously but the resonance behavior of Si is
shifted to around 8 GHz. This is probably due to the large wires in the
lower layer (DC Layer), as shown in Figure 54b. In fact, these struc-
tures can be considered as a conductor-backed waveguides [147, 206].
Nevertheless, the coupling is approximately about —11 dB around
7 GHz, which is relatively high'*. This coupling effect can be min-
imized, in the future, by adjusting the distance between the signal
wires in order to shift the resonance of the coupling coefficients from
7.5 GHz to 6.8 GHz.

12 This result is also consistent with an estimation using the quasi-static simulation.
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Figure 53: The atom chip is glued to a glass cell (provided by ColdQuanta).
The base chip creates a wall of the vacuum system. The con-
nection board provides electrical power (DC and MW currents)
through to the vacuum for the science chip. Photo courtesy of
Jean-Francois Dars.

Port1 Port3 a Port1 Port3 b
RS
3 DC Layer
R MW Layer
e Y e
DC Layer —
Config. IV
Config. Il
MW Layer
Port2 Port4 Port2 Port4
C

Three Layers:

+ MW Layer (gold, 1um)

+ Planarization Layer (BCB, 6um)
+ DC Layer (gold, 3um)

Dielectric Layer (SiC, 400pum)

Figure 54: 3D planar simulations using Ansoft Designer. Layout of the ta-
pered CPWs(a) CPSs(b) (MW Layer) corresponding to the Config.
IT (a) and IV (b) in Figure 52. The signal wires are indicated in
blue. The effect of the static wires in the lower layer (DC Layer
in cyan) is taken into account. (c) Schematic of the science chip
cross-section used in the simulation.
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Figure 55: Microwave transmission (S17) and refection (S11) parameters of
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the microwave structures of the configurations I, Il and III us-
ing (a) 3D planar simulation and (b) experimental measurements.

These data are related to the (CPW5) in each configuration shown
in Figure 51c).
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Figure 56: Simulation of the coupling parameters S;3 and S14 between the

two adjacent CPWs related to the configurations I, IT and II1.
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CONCLUSION

In this thesis, we have proposed an experimental design for a sym-
metrical beam splitter with thermal atoms trapped on chip using mi-
crowave induced potentials.

First, we have considered an axial beam-splitter, similar to the ex-
perimental demonstration in [71] but using two CPWs carrying dif-
ferent microwave frequencies, and we have compared two splitting
schemes : potential-well and potential-barrier. These methods have
different features in term of microwave power requirements, splitting
distances and resulting trap-depths, but they can be both tested ex-
perimentally on the same configuration by tuning the microwave fre-
quencies. We have simulated the microwave splitting potentials and
analyzed the inherent sources of dissymmetry. Moreover, we have de-
veloped an analytical model of the microwave potentials that can be
used to minimize the asymmetry of the potentials. We have investi-
gated the fluctuation effects of the static trapping field on the clock
states in the presence of a dressing microwave field, and we have
shown the existence of a new class of magic fields.

Second, we have considered a transverse beam-splitter, with a split-
ting of the trapped atoms similar to the experimental demonstration
in [67]. This method allows a short splitting time and keeps the trap-
aspect ratio approximately unchanged during splitting. Yet, we have
shown in this case that the axial separation is not negligeable com-
pared to the transverse separation. To overcome the latter disadvan-
tage, we have developed a new scheme to design a tailorable trap
on chip, and we have proposed a custom microtrap : The Manhattan
Trap.

Third, we have discussed the dynamics of an axial beam-splitter.
We have shown, in the case of adiabatic splitting, that the potential
anharmonicities have a negligible role in the decay of the interferom-
eter contrast, and their effects can be understood using a simplified
1D harmonic model. Then, by using the invariant-based techniques,
we have shown that fast splitting time, in the order of one oscillat-
ing period along the longitudinal direction, can be reached without
vibrational heating.

Finally, we believe that the limited coherence time due to the dis-
symmetry of the potentials may be overcome by a careful choice of the
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CONCLUSION

microwave parameters and setting the interferometer read-out time to
the first revival time of contrast.

This thesis suggests that building an interferometer on chip with
thermal trapped atoms is a promising alternative to BEC interferome-
ters, mainly because it allows a considerable reduction of the interac-
tion effects. This could eventually lead to a new class of compact and
integrated inertial sensors. In that sense, we have discussed the main
physical factors that would limit the ultimate performances of these
sensors such as : the fluctuation effects of both static and microwave
fields. Several solutions have been proposed and practical designs
have been made on the same chip. It is our hope that these configura-
tions will be soon tested experimentally. The clock state transition has
been also used to demonstrate a chip-based atomic clock with long
interrogation times [112, 111]. I hope that this work contributes, even
in a modest way, to create a high-performance Inertial Measurement
Unit (IMU) integrated on chip.
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FUNDAMENTAL CONSTANTS AND RUBIDIUM-87
DATA

Planck’s constant h | 6.62606896(33) x 10734 ] s
Bohr magneton up | 9.27400915(23) x 10-24J/T
Permeability of vacuum | po | 47t x 107 N/A?
Permittivity of vacuum | €y | 8.854187817 x 1072 F/m
Bohr radius ap | 0.52917720859(36) x 10719 m

Table 7: Fundamental constants [87].

Atomic mass | m | 1443160648(72) x 10~ kg
Nuclear spin ‘ I ‘ 3/2

Table 8: Rubidium-87 data [87].

Zero-field hyperfine splitting | Eng | h X 6.834682610904290(90) GHz

Electron spin g-factor g7 | 2.00233113(20)

Nuclear spin g-factor g1 | —0.0009951414(10)

Table o: 5 %S, /, ground state properties [87].
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TENSORS OF THE MANHATTAN TRAP

For the Manhattan trap, introduced in section 2.2.5, the gradient ten-
sor V is a linear superposition of the following elementary tensors :

2hi 1-;
I t%- 1+ 1+
— ’ 1
Vii= Bite 0 0 0 (189)
0 li 1t 0 =2hi
1+ 1+
0 0 0
TZi t2. —2ty; —1+£3,
_ 2i i 2i 2i
Vo= n2iig 0 1+£ 1+£, (190)
1 2
0 2i 0 (71+t2i) 2ty
1+t3; 1+t3;

The curvature tensor }V is a linear superposition of the following
elementary tensors :

; Wl(y)
W= 3| (1910)
0 Wéy)
ti(3—t%) 0 (1-382)
T N B e
ww — 1 0 0 0 (191b)
! (1 +t2 )3/2 2 2
1i (1-382) 0 —t;(3-£))
(1+12,)3/2 (1+13,)3/2
0 0O
Wéy) =]l 000 (191¢)
000
(1-3t3) 0 —ti(3—£%;)
2. (1+13,)3/2 (1+13,)3/2
W(y) — 1i 0 0 0 (191d)
: (1 + 12 )3/2 2 2
1i —ti(3—£3;) 0 —(1-3%,)
(14£3,)3/2 (1+£3,)3/2



TENSORS OF THE MANHATTAN TRAP

o
woy= 2 | il 1920
0 W?Ex)
0 0O
W= 0 0 0 (192b)
00O
0 0 0
2t3 7t2,(37t21) 7(173t21)
W= | 0w memy (1920)
(1 + tZi) 0 *(1*3%‘) t2f<37t%i>
(1+85,)%2 (1+15)%/2
0 0 0
213, —(1-85)  ti(3-4)
W= | 0w e (192d)
( + 21‘) 0 hi(3-1;)  (1-38)

(1+£2)%/2 (1+43,)%/2

The parameters used in this Appendix were introduced in section
2.2.5.

The tensors V; ;, W, ; correspond to the i-th wire (FL;;), in Figure
6b, perpendicular to the x-axis at the point A; = (Ly; = ho/#;,0,0),
while the tensors V,;, W, ; correspond to the i-th wire (FL,;) perpen-
dicular to the y-axis in the point B; = (0,Ly = ho/t;,0). The first
points Ag and By point coincide with the origin O.
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ANGULAR MOMENTUM MATRIX ELEMENTS

To diagonalize the Hamiltonian describing the coupling of the atom
to a microwave field (section 3.1), one should compute the following
matrix elements : (2,mle.J|1,my), where € = {ey, €y, €;} is a unit
polarization (complex) vector. One can write €.J using [, = (J+ +
J-)/2and J, = —i(J; —]-)/2suchas:

€] :ex]x+€y]y+ezfz (193)
= %(ex —iey) ] + %(Gx +iey)]- + e

Here, we give the matrix elements (2, m|],|1,m1), withq = {+, —, z}
(only the non-zero elements are listed). The reader is referred to [86]
for more details.

(2,2]]+]1,1) = v3/4 (194a)
(2,1|J+11,0) = /3/8 (194b)
(2,0]]4]1,-1) = V1/8 (1940)
(2,0J-11,1) = —v1/8 (195a)
(2,-1|J-11,0) = —v/3/8 (195b)
(2,=2|J-11,-1) = —v/3/4 (195¢)
(2,1]]2]1,1) = —v3/16 (196a)
(2,0J.]1,0) = —/1/4 (196b)
< I_1|]z’11_1> = —V3/16 (196C)

In section 4, we have described the Rabi frequency, in the case of a
linearly polarized microwave field By, by the following expression :

Q2 = Cir2upBet /h (197)
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Figure 58: The coupling coefficients |Cy?|.

where BSff is the microwave effective filed' and Cj? is the coupling
coefficient between the states |1,m1) and |2, m,). The absolute value
of the nonzero coefficients Cj,> are summarized in Figure 58.

1 The microwave field component a long the parallel (normal) local direction of B in
case of m-transition (o-transition)



AXIAL-SYMMETRY OF THE MICROWAVE
BEAM-SPLITTER USING n-TRANSITIONS

In this appendix, we discuss the possibility to design a custom mi-
crotrap, which combined with two CPWs placed along the x-axis as
shown in Figure 17, allows the creation of a microwave energy-shifts
using the 7r-transitions that have the following axial symmetry:
b
Vata (=%,y,2) = Vi (x,y,2) (198)
The microwave shifts are given by equation (72), and the effective
microwave field B‘;gfw, in the case of the 7r-transitions, are given by :

B?rgfw: (BXBfnw—{_BZBfnw)/B (199)

As the microwave field is on the xz-plane, the trap-axis U should
have its larger component also in the xz-plane (i.e. u§ < u2+u?),in
order to select only the 7r-transitions. Here, we exclude the particular
case where v = {0,0,1} as it gives rise usually to a microtrap with a
low trap-depth [85]. Thus, the following condition should be verified :

By(ro) # 0 (200)

Using the previous condition and the symmetry properties of the
components of the microwave field, one can easily show’ that the
following conditions :

By is an even-function of x (201a)
Bﬁ is an even-function of x (201b)
B. is an odd-function of x (2010)

should be verified to satisfy equation (198). Using a first order ex-
pansion, equations (201a) and (201c) give respectively the following
conditions on the elements of the gradient tensor V :

v11 =0 (202a)

U2 = 0,023 =0 (202b)

1 Similar derivation is given in section 6.2.4 for the o-transitions.
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AXIAL-SYMMETRY OF THE MICROWAVE BEAM-SPLITTER USING 7T-TRANSITIONS

Hence, as the trap-axis should verify : V.U = 0, one can deduce
that :

—U13 012
u: {0, 2 27 2 2 } (203)
V13 T U U3 TR
which is in contradiction with the condition (200). Therefore, using
the 7rr-transitions and on-chip Ioffe Pritchard trap, we conclude that
the axial-symmetry condition (198) can not be satisfied.
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CLASSICAL TRANSPORT DYNAMICS

The time-dependent invariants approach described earlier has been
successful in the quantization of time dependent harmonic oscillators.
Here, we establish the general classical solution following Ermakov
approach [192, 169] and show the classical nature of equation (168).
In this section, we summarize the results shown in [169].

The motion of the atoms in a trapping-potential, if we neglect the
anharmonic terms, follows the classical equation (169). We can find
the homogeneous solution by setting o(t) = 0 in equation (169) and
solve the remaining equation :

E+w?(H)E=0 (204)

Then we set & = p(t)e*(!) where p(t) and u(t) are the modulus and
the phase respectively, and are both real. By considering real and
imaginary parts in equation (204b), we get the two equations :

g — pp* +w?(t)p =0 (205)
200+ pji =0 (206)

The second equation can be integrated, and so can simplified to :

p(t)%h(t) = ko (207)

where ky is an integrating function. By inserting this to equation (205),
we obtain the Ermakov equation (168) where we set kg = w(to). Thus
we establish the classical nature of equation (168). Obviously, the sec-
ond equation (169) that governs the quantum solution (152), is also
classical.

For periods of constant frequency w = wj, such as the holding
period in our interferometer, analytical solution can be found :

p(t) = y/cosh(a) + sinh(a) sin(2w7t + b) (208)

where a and b are time-independent constants that depend on the
system evolution in the past.

Once p(t) is known, u(t) can be easily deduced, thus the general
homogeneous solution :

qn(t) = aoRe[ ()] = aop(t) cos(p(t) + ¢o) (209)
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CLASSICAL TRANSPORT DYNAMICS

with the amplitude ap and initial phase ¢y are fixed by the initial
conditions.

The particular solution can be determined in the framework of the
green function G(t,t') such as :

t
qp(t) = [ dY'G(t,t")F(t')/m (210)
to
where F(t) = mw(t)?qo(t) is the driving force, and G(t, ') is related
to the homogeneous solution ¢(t) by the following :

G(t,¥) = Og(t — )p(t)p(t') sin (u(t) — u(t')) /o (211)

where O is the step function.
Thus, we obtain the general solution of equation (169) as sum of
the general homogeneous solution and a particular solution :

qc(t) = qn(t) +q,(t)
= % [agp(t)ei(”(t)“%) + 6*(t)§(t)} +c.c (212)
where
I(t) =i tdt’eiy(t/)p(t')F(t')/mwo (213)

to

If the atoms are initially at equilibrium (i.e. a9 = 0), the classical
solution depends only on the particular solution g, :

9e(t) = qp(t) = &7 (H)0(H) /2 +cc (214)

Then, we define the quantity &(t) = §,(t) +iw(t)gp(t) that can be
used to derive the energy transferred to the oscillator giving by [207,
208] :

W(t) = m’E(t)}Z/Z (215)

¢ 2
= 5| | FO)E

T 2m

(216)

at instant t where F(t) = 0 (e.g. during the holding period in our
case).
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TRANSITION PROBABILITY

An alternative formulation of the quantum mechanics (i.e. Schrodinger
description), can be given by the unitary operator U(t) :

¥(q,t) = U(t)p(x,0) (217)
where the operator U(t) is given by :
U(t) = e HN/A (218)

where H(t) is the system Hamiltonian. Let consider U(t), s the ma-
trix elements of U with respect to a set of orthogonal functions &,
that evolve under H. The transition probability from ®; to ®, can be
introduced as :

Py (t) = ‘u(t)n,k‘z (219)

In the case of the Hamiltonian (166), the functions ®, can be set
using the eigenstates 1, of the invariant I (equation (167)) such as :
®,(q,t) = ei“"(t)i,bn(q, t), so one can derive an explicit expression of
the probability transition :

Puslt) = | [ dq @Oy, (g, 1y (9,0)

=1 [ dapata 0930

where ¢y is given by equation (152).

In a landmark paper, Husimi [209] has considered the forced quan-
tum mechanical oscillator and derived exact expressions for their
propagators and transition probabilities in the limiting cases : for
a constant angular frequency (w(t) = wy), for a zero driving force
(F(t) = 0), and more generally for w(t) # wp and F(t) # 0. Later,
similar results has been derived differently by Popov & Perelomov
[207, 208] and Meyer [210]. In the following, we summarize the prin-
cipal results of these papers.

2
‘ (220)

F1 CASE OF w(t) = wop

This case leads to p(t) = 1 and equation (220) simplifies to :

(¢S] L 2
Pui(t) = | [ _dqe™ /g, (q—qe(0)gi ()| (21
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F2 case o F(t) =0

The computation of the latter expression can be performed using
the generating function of the Hermite polynomials [207, 209, 211] :
v _ 2
Pox = %e” He—€ <L;’, ”(e)) (222)

where
2

e(t) = W(t)/hewo = /t F(#)e(t')dt!

to

(223)

2mhwy

is the classical energy transfer in unit of the quantum energy fiwy (cf.
Appendix E) and {v, u} are respectively the greater and the lesser of
{n,k}; L, " denotes the associated Laguerre polynomial [212].

Starting from the ground state (k = 0), the excitation spectrum
becomes simply a Poisson distribution :

P,o=¢€"e ¢ /n! (224)

which is a signature of a coherent state [210].

In some cases, one may be more interested in the moments of the
energy transfer (i.e. mean and variance). For the case studied here,
the average energy transfer and the variance are respectively given
by [169, 210] :

AEF = hwoe (225)
A2 = (2n 4 1) (hwy)?e (226)

Thus, the classical and quantum energy transfer are identical.

F2 CASE OF F(t) =0

This case leads to q.(t) = 0 and only p(t) depends on time. The
calculation of the excitation spectrum yields to [208, 210] :

— p)! 2
Pn,kZM\/l—B’Plp (\/1—3) ’ (227)
where | = (k+n)/2 and p = |k — n|/2 and P denotes the as-
sociated Legendre polynomial [212]. The non-dimensional parameter
B measures the strength of the quadratic perturbation [210], and its
derivation as a function of p will be discussed later. The latter expres-
sion of P,  holds only if |n — k| is an even number. Indeed, transi-
tion between energy levels of different parity is not allowed because :
P,y = 0if |[n — k| is an odd number. This is related to the parity of
the harmonic potential.

If the oscillator is initially in the ground state, the formula can be
simplified to :

 [1-Br(n+1/2),,
Pano = \/ T T(n+1) b (228)
Pryi10=0 (229)
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where I' is the Gamma function. Moreover, the average energy trans-
fer and the variance can be deduced [210] :

B
AE, = (2n + 1)hw01 3 (230)

B

A2 :2(n2+n+1)(hw0)2m (231)

On the one hand, the time-dependent energy transfer [194], can be
derived differently as :

AE,(t) = (Y () [H(E) [ (£)) — ($(0)[H(0) |1 (0)) (232)
= (2n + 1)hwo [p* + w(t)*0* + w§/p*] /4wy — (n+1/2)hwy
= (2n + 1)hwy [p* + w(t)*p* + wj/p* — 2w§] /4w]

On the other hand, one can define the adiabatic energy-transfer, as
the energy difference between the fast and adiabatic transformations :

AESYV(8) = (u (D) H(E) [u () — ((c0) [H(0) [thu(c0))  (233)

= (2n + Dhwy [p* + w(t)*p* + w§/p?] /4wy — (n + 1/2)haw
= (2n + Dhwy [p* + w(t)*p* + w§/p* — 2wow1] /4w

Assuming that the system becomes stationary after a certain time 7
(i.e. w(t > T) = wy), p(t) is then given by the periodic solution (208).
Hence, the time average values of p?, 1/p? and p? can be computed
by performing a time-integration of these quantities over one period :
2m/2w, for t > 1. So, the average value of AE,(t) noted AE, in
equation (230) (or AE, (t — o)), can be derived in a different manner,
then the parameter B can be deduced explicitly.

The parameter B was first introduced by Popov and Perelomov
[208] as a function of the classical solution ¢(t) of equation (204). In-
deed, if w(t) — w;y as t — oo, {(t) has the following asymptotic
form : ¢(t) = Cret — Cre™t*, B is defined as : B = |Cy/Cy)?,
and interpreted as a reflection coefficient from a potential barrier. Yet,
equation (232) gives an alternative (straightforward) way to compute
the energy-transfer AE,, (i.e. the parameter B) that requires only the
knowledge of p(t) by solving (numerically) equation (168).

F.3 CASE OF F(t) # 0 AND w(t) # woq

In the general case, the derivation of the excitation spectrum has been
done in the literature [209, 210] but turns out to be lengthy and shall
be omitted here. Nevertheless, the derivation of the energy transfer
moments gives an overview about the spectrum and can be simply
expressed, using the previous notations, as [207, 210] :

AE = AEr 4+ AE,, (234a)
A2 = D(B, ¢a) A} + A2 (234b)
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where

D(B, pn) = 1—2\/Blci)slg(pA)+B (235)

with ¢, is defined by :

PA = Pw — PF (236)
pw = arg (C2/CY) (237)
pr = arg(Z*(t — o0)) (238)

One can note that for the energy-transfer of the first moment AE,
the roles of the perturbations F(t) and w(t) are independent and
their contributions can be separated. Whereas, for the second mo-
ment A? the phase term ¢, that relates both perturbation plays an
important role : the spectrum is largest for cos(¢a) = —1 and small-
est for cos(¢p) = 1.

F.4 SYMMETRY OF THE TRANSITION PROBABILITY Pn,k

For the first two cases discussed previously : F(t) = 0 and w(t) =
wo, we point out the symmetry of the transition probabilities with
respect to the initial and final states : P, y = Py ,. The latter equa-
tion holds only in the case of a time-reversal Hamiltonian : H(—t) =
H(t) (cf. equation (218)), which is obviously the case only if : w (—t) =
w(t) and F(—t) = F(t). The symmetry of P,y is valid, more gen-
erally if € = 0 or B = 0 [207, 209], that is the effect of the driving
force or the harmonic perturbation vanishes (which is possible even
if F(t) # 0 and w(t) # wo). This symmetry is a specific property
of an harmonic oscillator and does not arise from the principles of
quantum mechanics.

In the general case, when € # 0 and B # 0, the fortuitous symme-
try of Py , disappears expect in a unique case where the condition :
B = cos?(¢,) is fulfilled. The asymmetry of P, ; can be easily seen
from the following particular case [207] :

Pio=€e(1—-B)Po,o (239)
Po1 = e(1—2VBcos(2¢,) + B)Pog (240)
Py = \/1—Bexp(—e(1—\/ﬁc05(pA)) (241)

The transition probabilities and the consideration of symmetry dis-
cussed here are particularly important to design a successful beam-
splitter. This design is studied in section 7.3.3, using the inverse engi-
neering method based-on Lewis invariant I.
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We investigate some properties of an atom chip made of a gold microcircuit deposited on a
transparent silicon carbide substrate. A favorable thermal behavior is observed in the presence of
electrical current, twice as good as a silicon counterpart. We obtain one hundred million rubidium
atoms in a magneto-optical trap with several of the beams passing through the chip. We point
out the importance of coating of the chip against reflection to avoid a temperature-dependent
Fabry-Perot effect. We finally discuss detection through the chip, potentially granting large
numerical apertures, as well as some other potential applications. © 2012 American Institute of

Physics. [http://dx.doi.org/10.1063/1.3689777]

Atom chips' are a versatile tool for the manipulation of
ultracold atoms.>* They have been used to create atomic wave-
guides, beam splitters or conveyor belts, and to achieve and
handle Bose-Einstein condensates. They opened possibilities
for the study of fundamental issues such as low-dimensional
quantum systems, cavity quantum electrodynamics, and nano-
mechanical resonators. Recent results regarding on-chip
radiofrequency and microwave manipulation of atoms” ’ also
hold prospects for future applications such as quantum informa-
tion processing,® timekeeping,'® or inertial sensing."!

One key feature of atom chips is to allow tight atomic
confinement thanks to strong magnetic field gradients. To do
so, electrical currents up to several amperes are typically
required, and thermal management can become an issue.'>!?
Moreover, atom chips take advantage of the fact that atoms are
trapped very close to the chip surface,* typically on the order
of tens or hundreds of microns. Because the chip size is usually
centimetric, this comes at the price of reducing the optical
access to the atoms by almost half the full 47 solid angle.

In this paper, we propose to address these issues by using
a transparent atom chip made of a gold microcircuit deposited
on a single crystal silicon carbide (SiC) substrate. Single crys-
tal SiC appears as a particularly relevant candidate substrate
for atom chip applications. Its specified electrical resistivity
(over 10° Q cm for our high purity semi-insulating 4H SiC
sample)'* and thermal conductivity (over 390 Wm ™' K~! for
our sample)'* make it well suited for supporting wires with
large currents, without the need of an additional electrical
insulation layer. To illustrate the latter point, we have moni-
tored the temperature rise of our 414 ym X 15mm X 15mm
SiC chip in the presence of electrical current and compared it
to a 600 um thick silicon chip with a 200 nm insulating silica
layer, all other parameters being equal. Current was run
through the central 14mmx 100 um x 3 um wire of each

YPresent address: LNE-SYRTE, Observatoire de Paris, 61 av. de I’Observa-
toire, 75014 Paris, France.
YElectronic mail: sylvain.schwartz@thalesgroup.com.

0003-6951/2012/100(12)/121114/3/$30.00

100, 121114-1

chip. Each chip was resting along two opposite sides on cop-
per blocks, acting as heat sinks, as shown on the inset of
Fig. 1. Temperature was measured after thermalization at am-
bient pressure. We have used a gold wire pattern similar to the
one of Ref. 15, which already has proven to achieve Bose-
Einstein condensation of rubidium atoms. As can be seen on
the main curve of Fig. 1, the thermal behavior of the SiC chip
is more than twice as good, despite the greater thickness of
the silicon chip, which is expected to favor thermal conductiv-
ity between the central wire and the heat sinks.

With a bandgap value of about 3.2eV at room tempera-
ture,'* another potential interest of single crystal SiC is optical
transparency at all visible wavelengths. Our chip is coated, af-
ter the deposition of the wires, with a single anti-reflection
(AR) layer of aluminum oxide on each side, resulting in about
2% reflection on each air/SiC interface for a 780 nm beam at a
60° incidence, as used in our magneto-optical trap (MOT)
setup shown in Fig. 2. The overall substrate transmittance is
about 93% when measured with a small beam propagating
between wires. The difference of 3% between the overall
losses and the reflection losses can mainly be attributed to
absorption by the substrate, corresponding to an absorption
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FIG. 1. (Color online) Main curve: comparison of the thermal properties of

the SiC chip with that of a silicon counterpart. Inset: picture of the test
setup.

© 2012 American Institute of Physics



121114-2 Huet et al.
1cm detector
—
aa N7 aa
mirror Ea mirror
s
SiC chip—y
opaque amcmag A opaque
mask o S mask
4 _cvacuuin_ || Y~
chamber ~

FIG. 2. (Color online) Sketch of the upper chamber part of the experimental
setup. An opaque mask surrounding the chip ensures that only the fraction
of the beams going through the chip (dashed lines) contributes to the MOT.
An additional pair of beams perpendicular to the plane of the figure is used
to complete the 6-beam MOT configuration. Atomic fluorescence is
recorded through the chip.

coefficient of about 0.7 cm™" at 780 nm. The overall transmit-
tance of the chip drops to about 80% in the MOT setup
because the beams are partially blocked by the wires.
Although reflections at air/SiC interfaces are not the main
source of losses, the quality of the AR coating turns out to be
very important to avoid intensity and polarization fluctuations
with temperature linked to a residual Fabry-Perot effect within
the chip. The latter is illustrated on Fig. 3(a), where the chip
transmittance is plotted against temperature. The measured pe-
riod is about 11 °C, corresponding to 9n/dT ~ 8 x 1075 /°C
for 4H SiC at 780 nm where 7 is the average refractive index,
which is consistent with published measurements for other
SiC crystals.'® One straightforward solution to suppress this
effect would be the use of a better AR coating, for instance,
based on multiple layers of dielectric materials. For example
one can expect intensity fluctuations smaller than 1% if reflec-
tivity is reduced to less than 0.25%.

In order to exploit transparency of single crystal SiC, the
question of birefringence must be addressed. The substrate we
use has a 4H hexagonal crystalline structure. This is one of
many polytypes of SiC, of which 4H and 6H structures are
increasingly used in microelectronics.'”” 4H SiC has uniaxial
anisotropy with ordinary optical index n, = 2.617 and extra-
ordinary optical index n, = 2.666 at 780 nm.'® Hence, special
care is required, for example, to keep the correct circular
polarizations of MOT beams on the atom cloud. Assuming no
polarization-dependent losses (which can be made negligible
by an appropriate AR coating), the effect of the atom chip on
the beam polarization can be described by a Jones matrix of
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FIG. 3. (Color online) (a) Light transmittance of the SiC chip measured as a
function of its surface temperature, showing a Fabry-Perot effect due to insuf-
ficient anti-reflection coating of the chip. The wavelength, angle of incidence
and polarization state are the same as in the MOT setup. (b) Fluorescence
imaging from the MOT atoms (in the red box) as seen through the chip.
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the form Ueyp = R,G,R_,, where R, is a rotation matrix with
ei",r/2
0
lar to those described in Ref. 19, it can be proven that circular
polarizations can be preserved in the retroreflection configura-
tion sketched on Fig. 2 with only one single quarter-wave
plate for each retro-reflected beam, provided the latter is ori-
ented such that

angle « and G, = e‘?*' /2} . Using computations simi-

0=0o—m/4, (1)

where 0 is the angle between the quarter-wave plate eigenba-
sis and the reference polarization basis. As can be seen in
Eq. (1), the optimal value of 0 depends only on the chip
polarization eigenbasis and not on the phase shift y. One can,
therefore, expect robustness to variations in the refractive
indices and thickness of the chip, induced for instance by
temperature changes.

For the proof-of-concept experimental demonstration of
a MOT with several of the beams passing through the atom
chip, we have used the setup sketched on Fig. 2. The glass
vacuum cell was manufactured by the company ColdQuanta,
with a differential vacuum system. A ’Rb MOT is formed
in the ultra-high vacuum part of the cell and is loaded from a
two-dimensional MOT with a push beam. The chip rests on a
1 mm-thick support on top of the glass cell. Quarter-wave
plates are placed between the chip and the retro-reflection
mirrors and are oriented according to Eq. (1) to ensure the
same circular polarization in both beam directions inside the
vacuum cell.

The possibility of imaging through the transparent chip,
possibly between wires, is illustrated on Fig. 3(b). In many
experiments detection occurs typically just after current has
been run into the chip wires. It is therefore important that
imaging is not distorted by refractive index inhomogeneities
induced by a possibly time-varying temperature gradient
within the chip. We have performed thermal infrared camera
measurements in order to monitor the spatial dependence of
temperature on the chip surface. The central wire of the chip
was heated up by 50°C, corresponding to a worst case sce-
nario. We have observed a temperature difference on the
order of 2 °C between the center and the side of the SiC chip
surface (distant by 7.5 mm). Let us now consider the overall
phase shift ¢ for a ray of light going through the chip. We
know from our Fabry-Perot measurements that ¢ will
increase by 7 over a temperature change of about 11 °C. Con-
sequently, we estimate that ¢/(27) will change by less than
1% over an area of radius 0.8 mm on the chip surface, which
may be deemed acceptable to avoid large distortions, depend-
ing on the application. For a future experiment where the chip
would be part of the vacuum chamber itself, with atoms
located 1 mm away from its surface, this 0.8 mm value would
correspond, taking into account the ~400 um chip thickness,
to a maximum numerical aperture of about 0.25. With proper
thermal management, we expect that even higher numerical
aperture values may be possible.

The number of atoms in a MOT can be estimated from flu-
orescence measurements using a photodiode. Following the
analysis described in Ref. 20, we evaluate the atom number to
1 x 10® for our MOT. This is comparable to the 5 x 107 atoms
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that were detected in our previous setup, which was similar to
the configuration presented here but without a chip, and prob-
ably not as carefully optimized, explaining the difference in the
number of atoms. Our setup also stands the comparison to the
performances of other techniques of near-chip magneto-optical
trapping, for example Ref. 1, while allowing unrestricted opti-
cal access to the atom cloud.

The atom number estimated above corresponds to a
MOT center located 1.5 mm below the vacuum cell ceiling.
By translating the quadrupole coils and realigning the opto-
mechanical apparatus, we have measured the number of
atoms as a function of the latter distance. We found that the
number of atoms is reduced by 50% at about 1 mm and
quickly drops to zero thereafter, which is consistent with pre-
vious observations' and is probably due to a reduction of the
capture volume. The impossibility in our particular setup to
translate the optomechanical apparatus in order to realign it
optimally with the magnetic quadrupole center, together
with the mask used to ensure the relevance of our proof-of-
principle setup, placed drastic geometrical constraints on the
trapping beams which prevented the formation of a MOT
much further than 2.5 mm. Any higher distance could how-
ever be achieved in principle thanks to the transparent chip,
provided the optomechanical apparatus is set up accordingly.
This could in particular allow a larger capture volume than
in the case of a mirror-MOT, while being much closer to the
chip surface than in the case of a standard 6-beam MOT.

The possibility of trapping atoms near transparent chips
could open the way to applications combining for example the
simplicity of chip evaporative cooling with more complex
architectures requiring full optical access such as Ramsey-
Bordé interferometers”' or Bloch oscillators.?* Tt coud also be
a way of combining optical trapping techniques with atom
chip technology. Detection through the chip could moreover
be a powerful tool to improve numerical aperture for atom
optical manipulation or in-situ detection with possible applica-
tions to on-chip atomic clocks or quantum information proc-
essing. In this respect, lenses etched directly on the SiC chip®
could combine a large numerical aperture with a particularly
compact and scalable setup.

Appl. Phys. Lett. 100, 121114 (2012)

This work has been carried out within the CATS project
ANR-09-NANO-039 funded by the French National Research
Agency (ANR) in the frame of its 2009 program in Nano-
science, Nanotechnologies, and Nanosystems (P3N2009).

!3. Reichel, W. Hinsel, and T. W. Hinsch, Phys. Rev. Lett. 83, 3398
(1999).

?R. Folman, P. Kriiger, D. Cassettari, B. Hessmo, T. Maier, and J. Schmied-
mayer, Phys. Rev. Lett. 84, 4749 (2000).

3] Fortagh, and C. Zimmermann, Rev. Mod. Phys. 79, 235 (2007).

4. Reichel and V. Vauleti¢, Atom Chips (John Wiley & Sons, Weinheim,
Germany, 2011).

ST. Schumm, S. Hofferberth, L. Andersson, S. Wildermuth, S. Groth, 1.
Bar-Joseph, J. Schmiedmayer, and P. Kriiger, Nat. Phys. 1, 57 (2005).

SP. Bshi, M. Riedel, J. Hoffrogge, J. Reichel, T. Hinsch, and P. Treutlein,
Nat. Phys. 5, 592 (2009).

’C. Deutsch, F. Ramirez-Martinez, C. Lacroite, F. Reinhard, T. Schneider,
J. N. Fuchs, F. Piéchon, F. Lalog, J. Reichel, and P. Rosenbusch, Phys.
Rev. Lett. 105, 020401 (2010).

8T. Calarco, E. A. Hinds, D. Jaksch, J. Schmiedmayer, J. I. Cirac, and P.
Zoller, Phys. Rev. A 61, 022304 (2000).

°P. Treutlein, T. W. Hinsch, J. Reichel, A. Negretti, M. A. Cirone, and T.
Calarco, Phys. Rev. A 74, 022312 (2006).

19p, Rosenbusch, Appl. Phys. B: Lasers Opt. 95, 227 (2009).

A, Zatezalo, V. Vuleti¢, P. Baker, and T. Poling, in Position, Location and
Navigation Symposium, 2008 IEEE/ION, 5-8 May 2008 (IEEE, New York,
NY, 2008), pp. 940-950.

12). Armijo, C. L. Garrido Alzar, and L. Bouchoule, Eur. Phys. J. D 56, 33
(2010).

138, Groth, P. Kriiger, S. Wildermuth, R. Folman, T. Fernholz, J. Schmiedmayer,
D. Mahalu, and I. Bar-Joseph, Appl. Phys. Lett. 85, 2980 (2004).

YCREE, Silicon Carbide Substrates and Epitaxy Product Specification
(CREE, Durham, NC, 2011).

'SD. M. Farkas, K. M. Hudek, E. A. Salim, S. R. Segal, M. B. Squires, and
D. Z. Anderson, Appl. Phys. Lett. 96, 093102 (2010).

16S. Dakshinamurthy, N. Quick, and A. Kar, J. Phys. D: Appl. Phys. 40, 353
(2007).

'7S. Saddow and A. Agarwal, Advances in Silicon Carbide Processing and
Applications (Artech House, Boston, MA, 2004).

'8p_ Shaffer, Appl. Opt. 10, 1034 (1971).

19N, Vansteenkiste, P. Vignolo, and A. Aspect, J. Opt. Soc. Am. A 10, 2240
(1993).

20H. Lewandowski, D. Harber, D. Whitaker, and E. Cornell, J. Low Temp.
Phys. 132, 309 (2003).

2‘Q, Bodart, S. Merlet, N. Malossi, F. P. D. Santos, P. Bouyer, and A. Landragin,
Appl. Phys. Lett. 96, 134101 (2010).

22p, Cladé, S. Guellati-Khélifa, C. Schwob, F. Nez, L. Julien, and F. Biraben,
Europhys. Lett. 71, 730 (2005).

23H. Lee, D. Kim, Y. Sung, and G. Yeom, Solid Films 475, 318 (2005).



BIBLIOGRAPHY

[1] Maximilian Schlosshauer, Johannes Kofler, and Anton Zeilinger.
A snapshot of foundational attitudes toward quantum mechan-
ics. Studies in History and Philosophy of Science Part B: Studies in
History and Philosophy of Modern Physics, 44(3):222—230, 2013.

[2] Richard P Feynman, Robert B Leighton, and Matthew Sands.
Lectures on physics, vol. iii, 1965.

[3] Claude Cohen-Tannoudji. Manipulating atoms with photons.
Physica Scripta, 1998(T76):33, 1998.

[4] Steven Chu. The manipulation of neutral particles. Reviews of
Modern Physics, 70(3):685—706, 1998.

[5] William D Phillips. Laser cooling and trapping of neutral atoms.
Physics, 1996-2000, 8:199, 2002.

[6] Harold ] Metcalf and Peter Van der Straten. Laser cooling and
trapping. Springer, 1999.

[7] Alain Aspect, Jean Dalibard, and Gérard Roger. Experimental
test of Bell’s inequalities using time-varying analyzers. Physical
review letters, 49(25):1804, 1982.

[8] Maximilian Schlosshauer. Decoherence, the measurement prob-
lem, and interpretations of quantum mechanics. Reviews of Mod-
ern Physics, 76(4):1267, 2005.

[0] Daniel A Lidar, Isaac L Chuang, and K Birgitta Whaley.
Decoherence-free subspaces for quantum computation. Physi-
cal Review Letters, 81(12):2594, 1998.

[10] Mike H Anderson, Jason R Ensher, Michael R Matthews, Carl E
Wieman, and Eric A Cornell. Observation of Bose-Einstein con-
densation in a dilute atomic vapor. Science, 269(5221):198-201,

1995.

[11] KB Davis, M-O Mewes, MR van Andrews, NJ Van Druten,
DS Durfee, DM Kurn, and W Ketterle. Bose-Einstein condensa-
tion in a gas of Sodium atoms. Physical Review Letters, 75(22):

3969, 1995.

[12] Till Rosenband, DB Hume, PO Schmidt, CW Chou, A Brusch,
L Lorini, WH Oskay, RE Drullinger, TM Fortier, JE Stalnaker,
et al. Frequency ratio of Al+ and Hg+ single-ion optical clocks;



BIBLIOGRAPHY

metrology at the 17th decimal place. Science, 319(5871):1808—
1812, 2008.

[13] AD Ludlow, T Zelevinsky, GK Campbell, S Blatt, MM Boyd,
MHG De Miranda, M] Martin, JW Thomsen, SM Foreman, Jun
Ye, et al. Sr lattice clock at 1x 10-16 fractional uncertainty by
remote optical evaluation with a Ca clock. Science, 319(5871):
1805-1808, 2008.

[14] Christian Deutsch, Fernando Ramirez-Martinez, Clement
Lacrotte, Friedemann Reinhard, Tobias Schneider, Jean-Noél
Fuchs, Frédéric Piéchon, Franck Lalog, Jakob Reichel, and Pe-
ter Rosenbusch. Spin self-rephasing and very long coherence
times in a trapped atomic ensemble. Physical review letters, 105
(2):020401, 2010.

[15] M Vengalattore, J]M Higbie, SR Leslie, ] Guzman, LE Sadler,
and DM Stamper-Kurn. High-resolution magnetometry with
a spinor Bose-Einstein condensate. Physical review letters, 98(20):
200801, 2007.

[16] Matthew L Terraciano, Mark Bashkansky, and Fredrik K Fatemi.
A single-shot imaging magnetometer using cold atoms. Optics
express, 16(17):13062-13069, 2008.

[17] Pascal Bohi, Max F Riedel, Theodor W Hénsch, and Philipp
Treutlein. Imaging of microwave fields using ultracold atoms.
Applied Physics Letters, 97(5):051101, 2010.

[18] L Isenhower, E Urban, XL Zhang, AT Gill, T Henage, TA John-
son, TG Walker, and M Saffman. Demonstration of a neutral
atom controlled-NOT quantum gate. Physical review letters, 104
(1):010503, 2010.

[19] Karl D Nelson, Xiao Li, and David S Weiss. Imaging single
atoms in a three-dimensional array. Nature Physics, 3(8):556—560,
2007.

[20] John Kitching, Svenja Knappe, and Elizabeth A Donley. Atomic
sensors—a review. Sensors Journal, IEEE, 11(9):1749-1758, 2011.

[21] Parameswaran Hariharan. Basics of interferometry. Academic
Press, 2010.

[22] Albert A Michelson. The relative motion of the earth and of the
luminiferous ether. American Journal of Science, 22(128):120-129,
1881.

[23] TM Niebauer, GS Sasagawa, JE Faller, R Hilt, and Fred Klop-
ping. A new generation of absolute gravimeters. Metrologia, 32

(3):159, 1995.

164



BIBLIOGRAPHY

[24] Landry Huet. Gravimétrie atomique sur puce et applications embar-
quées. PhD thesis, Université Paris-Est, 2013.

[25] Przemyslaw Baranski, Maciej Polanczyk, and Pawel Strumillo.
Fusion of data from inertial sensors, raster maps and GPS for
estimation of pedestrian geographic location in urban terrain.
Metrology and Measurement Systems, 18(1):145-158, 2011.

[26] Fabien Napolitano. Fiber-optic gyroscopes key technological
advantages. IXSEA, pages 1-8, 2010.

[27] KTV Grattan and T Sun. Fiber optic sensor technology: an
overview. Sensors and Actuators A: Physical, 82(1):40-61, 2000.

[28] Sylvain Schwartz. Gyrolaser a état solide. Application des lasers a
atomes a la gyrométrie. PhD thesis, Ecole Polytechnique X, 2006.

[29] A Gauguet, Benjamin Canuel, Thomas Léveque, Walid Chaibi,
and Arnaud Landragin. Characterization and limits of a cold-
atom Sagnac interferometer. Physical Review A, 80(6):063604,
2009.

[30] TL Gustavson, A Landragin, and MA Kasevich. Rotation sens-
ing with a dual atom-interferometer Sagnac gyroscope. Classical
and Quantum Gravity, 17(12):2385, 2000.

[31] Mark Kasevich and Steven Chu. Atomic interferometry using
stimulated Raman transitions. Physical Review Letters, 67(2):181,

1991.

[32] M Kasevich and S Chu. Measurement of the gravitational ac-
celeration of an atom with a light-pulse atom interferometer.
Applied Physics B, 54(5):321-332, 1992.

[33] F Riehle, Th Kisters, A Witte, ] Helmcke, and Ch ] Bordé. Op-
tical ramsey spectroscopy in a rotating frame: Sagnac effect in
a matter-wave interferometer. Physical review letters, 67(2):177,

1991.

[34] Min-Kang Zhou, Bruno Pelle, Adele Hilico, and Franck Pereira
dos Santos. Atomic multiwave interferometer in an optical lat-
tice. Physical Review A, 88(1):013604, 2013.

[35] Pierre Cladé, Saida Guellati-Khélifa, Catherine Schwob,
Frangois Nez, Lucile Julien, and Frangois Biraben. A promis-
ing method for the measurement of the local acceleration of
gravity using Bloch oscillations of ultracold atoms in a vertical
standing wave. EPL (Europhysics Letters), 71(5):730, 2005.

[36] Alex Sugarbaker, Susannah M Dickerson, Jason M Hogan,
David MS Johnson, and Mark A Kasevich. Enhanced atom

165



BIBLIOGRAPHY

interferometer readout through the application of phase shear.
Physical review letters, 111(11):113002, 2013.

[37] Renée Charriere, Malo Cadoret, Nassim Zahzam, Yannick Bidel,
and Alexandre Bresson. Local gravity measurement with
the combination of atom interferometry and Bloch oscillations.
Physical Review A, 85(1):013639, 2012.

[38] S Merlet, Q Bodart, N Malossi, A Landragin, F Pereira Dos San-
tos, O Gitlein, and L Timmen. Comparison between two mo-
bile absolute gravimeters: optical versus atomic interferometers.
Metrologia, 47(4):Lo, 2010.

[39] Ch Rothleitner and Sergiy Svitlov. On the evaluation of sys-
tematic effects in atom and corner-cube absolute gravimeters.
Physics Letters A, 376(12):1090-1095, 2012.

[40] M McGuirk, GT Foster, ]B Fixler, MJ Snadden, and MA Kase-
vich. Sensitive absolute-gravity gradiometry using atom inter-
ferometry. Physical Review A, 65(3):033608, 2002.

[41] Richard L Steiner, Edwin R Williams, David B Newell, and
Ruimin Liu. Towards an electronic kilogram: an improved mea-
surement of the Planck constant and electron mass. Metrologia,

42(5):431, 2005.

[42] Gérard Geneves, Pierre Gournay, A Gosset, M Lecollinet,
Francgois Villar, Patrick Pinot, P Juncar, A Clairon, A Landra-
gin, D Holleville, et al. The BNM Watt balance project. IEEE
Transactions on instrumentation and Measurement, 54(2):850-853,
2005.

[43] Rym Bouchendira, Pierre Cladé, Saida Guellati-Khélifa,
Francgois Nez, and Frangois Biraben. New determination of the
fine structure constant and test of the quantum electrodynam-
ics. Physical Review Letters, 106(8):080801, 2011.

[44] ]B Fixler, GT Foster, JM McGuirk, and MA Kasevich. Atom in-
terferometer measurement of the Newtonian constant of grav-
ity. Science, 315(5808):74—77, 2007.

[45] G Lamporesi, A Bertoldi, L Cacciapuoti, M Prevedelli, and
GM Tino. Determination of the Newtonian gravitational con-
stant using atom interferometry. Physical review letters, 100(5):
050801, 2008.

[46] Savas Dimopoulos, Peter W Graham, Jason M Hogan, and
Mark A Kasevich. Testing general relativity with atom inter-
ferometry. Physical review letters, 98(11):111102, 2007.

166



[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

BIBLIOGRAPHY

Peter Wolf, Luc Blanchet, Christian ] Bordé, Serge Reynaud,
Christophe Salomon, and Claude Cohen-Tannoudji. Atom
gravimeters and gravitational redshift. Nature, 467(7311):E1-E1,
2010.

Peter Wolf, Luc Blanchet, Christian ] Bordé, Serge Reynaud,
Christophe Salomon, and Claude Cohen-Tannoudji. Does an
atom interferometer test the gravitational redshift at the comp-
ton frequency. Classical and Quantum Gravity, 28(14):145017,
2011.

Savas Dimopoulos, Peter W Graham, Jason M Hogan, and
Mark A Kasevich. General relativistic effects in atom interfer-
ometry. Physical Review D, 78(4):042003, 2008.

Savas Dimopoulos, Peter W Graham, Jason M Hogan, Mark A
Kasevich, and Surjeet Rajendran. Atomic gravitational wave
interferometric sensor. Physical Review D, 78(12):122002, 2008.

Jason M Hogan, David MS Johnson, Susannah Dickerson, Tim
Kovachy, Alex Sugarbaker, Sheng-wey Chiow, Peter W Graham,
Mark A Kasevich, Babak Saif, Surjeet Rajendran, et al. An
atomic gravitational wave interferometric sensor in low earth
orbit (AGIS-LEO). General Relativity and Gravitation, 43(7):1953—
2009, 2011.

A Rozhnoi, M Solovieva, O Molchanov, P-F Biagi, and
M Hayakawa. Observation evidences of atmospheric gravity
waves induced by seismic activity from analysis of subiono-
spheric LF signal spectra. Natural Hazards and Earth System Sci-
ence, 7(5):625-628, 2007.

KP Schwarz, O Colombo, G Hein, and ET Knickmeyer. Require-
ments for airborne vector gravimetry. In From Mars to Greenland:
Charting Gravity With Space and Airborne Instruments, pages 273—
283. Springer, 1992.

Ken Takase. Precision rotation rate measurements with a mobile
atom interferometer. PhD thesis, Stanford University, 2008.

Xin’an Wu. Gravity gradient survey with a mobile atom interferom-
eter. PhD thesis, Stanford University, 2009.

Fiodor Sorrentino, Kai Bongs, Philippe Bouyer, Luigi Caccia-
puoti, Marella de Angelis, Hansjoerg Dittus, Wolfgang Ertmer,
Antonio Giorgini, Jonas Hartwig, Matthias Hauth, et al. A com-
pact atom interferometer for future space missions. Micrograv-
ity Science and Technology, 22(4):551-561, 2010.

Remi Geiger, Vincent Ménoret, Guillaume Stern, Nassim
Zahzam, Patrick Cheinet, Baptiste Battelier, André Villing,

167



BIBLIOGRAPHY

Frédéric Moron, Michel Lours, Yannick Bidel, et al. Detecting
inertial effects with airborne matter-wave interferometry. Na-
ture communications, 2:474, 2011.

[58] Ph Laurent, M Abgrall, Ch Jentsch, P Lemonde, G Santarelli,
A Clairon, I Maksimovic, S Bize, Ch Salomon, D Blonde, et al.
Design of the cold atom PHARAO space clock and initial test
results. Applied Physics B, 84(4):683-690, 2006.

[59] M Schmidt, A Senger, M Hauth, C Freier, V Schkolnik, and
A Peters. A mobile high-precision absolute gravimeter based
on atom interferometry. Gyroscopy and Navigation, 2(3):170-177,
2011.

[60] Olivier Carraz. Gravimetre atomique embarquable: Etude théorique
et expérimentale de l'instrument. PhD thesis, Observatoire de
Paris, 2009.

[61] Jakob Reichel, W Héansel, P Hommelhoff, and TW Hansch. Ap-
plications of integrated magnetic microtraps. Applied Physics B,
72(1):81-89, 2001.

[62] Jakob Reichel. Microchip traps and Bose-Einstein condensation.
Applied Physics B, 74(6):469—487, 2002.

[63] Ron Folman, Peter Kriiger, Jorg Schmiedmayer, Johannes Den-
schlag, and Carsten Henkel. Microscopic atom optics: from
wires to an atom chip. Advances in Atomic Molecular and Optical
Physics, 48:263-356, 2002.

[64] Jozsef Fortagh and Claus Zimmermann. Magnetic microtraps
for ultracold atoms. Reviews of Modern Physics, 79(1):235, 2007.

[65] Tim van Zoest, N Gaaloul, Y Singh, H Ahlers, W Herr, ST Seidel,
W Ertmer, E Rasel, M Eckart, E Kajari, et al. Bose-Einstein con-
densation in microgravity. Science, 328(5985):1540-1543, 2010.

[66] Microsystems Technology Office. Chip-Scale Combinatorial
Atomic Navigator. DARPA, pages 1—43, 2012.

[67] T Schumm, S Hofferberth, L Mauritz Andersson, S Wildermuth,
S Groth, I Bar-Joseph, ] Schmiedmayer, and P Kriiger. Matter-
wave interferometry in a double well on an atom chip. Nature
Physics, 1(1):57-62, 2005.

[68] Y Shin, C Sanner, G-B Jo, TA Pasquini, M Saba, W Ketterle,
DE Pritchard, M Vengalattore, and M Prentiss. Interference of
Bose-Einstein condensates split with an atom chip. Physical Re-
view A, 72(2):021604, 2005.

168



BIBLIOGRAPHY

[69] Kenneth Maussang, G Edward Marti, Tobias Schneider, Philipp
Treutlein, Yun Li, Alice Sinatra, Romain Long, Jérome Esteve,
and Jakob Reichel. Enhanced and reduced atom number fluc-
tuations in a BEC splitter. Physical review letters, 105(8):080403,
2010.

[70] T Berrada, S van Frank, R Biicker, T Schumm, J-F Schaff, and
J Schmiedmayer. Integrated Mach-Zehnder interferometer for
Bose-Einstein condensates. Nature communications, 4(May):2077,
January 2013. ISSN 2041-1723. doi: 10.1038/ncomms3077.

[71] Pascal Bohi, Max F Riedel, Johannes Hoffrogge, Jakob Reichel,
Theodor W Hénsch, and Philipp Treutlein. Coherent manipu-
lation of Bose-Einstein condensates with state-dependent mi-
crowave potentials on an atom chip. Nature Physics, 5(8):592—

597, 2009.

[72] Florian Baumgértner, R] Sewell, S Eriksson, I Llorente-Garcia,
Jos Dingjan, JP Cotter, and EA Hinds. Measuring energy differ-
ences by BEC interferometry on a chip. Physical review letters,
105(24):243003, 2010.

[73] Julian Grond, Ulrich Hohenester, Jorg Schmiedmayer, and Au-
gusto Smerzi. Mach-zehnder interferometry with interacting
trapped Bose-Einstein condensates. Physical Review A, 84(2):
023619, 2011.

[74] Christian Gross, Tilman Zibold, Eike Nicklas, Jerome Esteve,
and Markus K Oberthaler. Nonlinear atom interferometer sur-
passes classical precision limit. Nature, 464(7292):1165-1169,
2010.

[75] G-BJo, J-H Choi, CA Christensen, TA Pasquini, Y-R Lee, W Ket-
terle, and DE Pritchard. Phase-sensitive recombination of two
Bose-Einstein condensates on an atom chip. Physical review let-
ters, 98(18):180401, 2007.

[76] Jakob Reichel and Vladan Vuletic. Atom Chips. John Wiley &
Sons, 2010.

[77]1 VV Vladimirskii. Magnetic mirrors, channels and bottles for
cold neutrons. Zhur. Eksptl’. i Teoret Fiz., 39, 1960.

[78] K-J Kiigler, W Paul, and U Trinks. A magnetic storage ring for
neutrons. Physics Letters B, 72(3):422—424, 1978.

[79] Alan L Migdall, WD Phillips, JV Prodan, Thomas H Bergeman,
and Harold ] Metcalf. First observation of magnetically trapped
neutral atoms. Physical Review Letters, 54:2596—2599, 1985.

169



BIBLIOGRAPHY

[80] Tilman Esslinger, Immanuel Bloch, and Theodor W Hénsch.
Bose-Einstein condensation in a quadrupole-loffe-configuration
trap. Physical Review A, 58(4):R2664, 1998.

[81] M-O Mewes, MR Andrews, NJ Van Druten, DM Kurn, DS Dur-
fee, CG Townsend, and W Ketterle. Collective excitations of
a Bose-Einstein condensate in a magnetic trap. Physical review
letters, 77(6):988, 1996.

[82] SL Cornish, NR Claussen, JL Roberts, EA Cornell, and CE Wie-
man. Stable 85 Rb Bose-Einstein condensates with widely tun-
able interactions. Physical Review Letters, 85(9):1795, 2000.

[83] Kevin L Moore, Thomas P Purdy, Kater W Murch, Ken-
neth R Brown, Keshav Dani, Subhadeep Gupta, and Dan M
Stamper-Kurn. Bose-Einstein condensation in a mm-scale Ioffe—
Pritchard trap. Applied Physics B, 82(4):533-538, 2006.

[84] Thorsten Schumm. Bose-Einstein condensates in magnetic double
well potentials. PhD thesis, 2005.

[85] Roman Schmied, Dietrich Leibfried, Robert JC Spreeuw, and
Shannon Whitlock. Optimized magnetic lattices for ultracold
atomic ensembles. New Journal of Physics, 12(10):103029, 2010.

[86] Philipp Treutlein. Coherent manipulation of ultracold atoms on
atom chips. PhD thesis, Imu, 2008.

[87] Daniel A Steck. Rubidium 87 d line data, 2001.

[88] William H Wing. On neutral particle trapping in quasistatic
electromagnetic fields. Progress in Quantum Electronics, 8(3):181—

199, 1984.

[89] W Ketterle, DS Durfee, and DM Stamper-Kurn. Making,
probing and understanding Bose-Einstein condensates. arXiv
preprint cond-mat/9904034, 5, 1999.

[9o] DM Harber, H] Lewandowski, JM McGuirk, and EA Cornell.
Effect of cold collisions on spin coherence and resonance shifts
in a magnetically trapped ultracold gas. Physical Review A, 66
(5):053616, 2002.

[91] Philipp Treutlein, Peter Hommelhoff, Tilo Steinmetz,
Theodor W Hinsch, and Jakob Reichel. Coherence in mi-
crochip traps. Physical review letters, 92(20):203005, 2004.

[92] HJ Lewandowski, DM Harber, DL. Whitaker, and EA Cornell.
Observation of anomalous spin-state segregation in a trapped
ultra-cold vapor. arXiv preprint cond-mat/0109476, 2001.

170



BIBLIOGRAPHY

[93] S Gov, S Shtrikman, and H Thomas. Magnetic trapping of
neutral particles: Classical and quantum-mechanical study of a
loffe-Pritchard type trap. Journal of Applied Physics, 87(8):3989—
3998, 2000.

[94] David E Pritchard. Cooling neutral atoms in a magnetic trap
for precision spectroscopy. Physical Review Letters, 51(15):1336,

1983.

[95] Baolong Lu and William Arie van Wijngaarden. Bose-Einstein
condensation in a QUIC trap. Canadian journal of physics, 82(2):
81-102, 2004.

[96] JD Weinstein and KG Libbrecht. Microscopic magnetic traps
for neutral atoms. Physical Review A, 52(5):4004, 1995.

[97] CDJ Sinclair, EA Curtis, I Llorente Garcia, JA Retter, BV Hall,
S Eriksson, BE Sauer, and EA Hinds. Bose-Einstein condensa-
tion on a permanent-magnet atom chip. Physical Review A, 72
(3):031603, 2005.

[08] Tetsuya Mukai, Christoph Hufnagel, A Kasper, T Meno,
A Tsukada, K Semba, and F Shimizu. Persistent supercurrent
atom chip. Physical review letters, 98(26):260407, 2007.

[99] R Gerritsma and RJC Spreeuw. Topological constraints on mag-
netostatic traps. Physical Review A, 74(4):043405, 2006.

[100] BV Hall, S Whitlock, F Scharnberg, P Hannaford, and A Sidorov.
A permanent magnetic film atom chip for Bose-Einstein con-
densation. Journal of Physics B: Atomic, Molecular and Optical
Physics, 39(1):27, 2006.

[101] Maciej Lewenstein, Anna Sanpera, Veronica Ahufinger, Bogdan
Damski, Aditi Sen, and Ujjwal Sen. Ultracold atomic gases in
optical lattices: mimicking condensed matter physics and be-
yond. Advances in Physics, 56(2):243—-379, 2007.

[102] David DeMille. Quantum computation with trapped polar
molecules. Physical Review Letters, 88(6):067901, 2002.

[103] TJ Davis. 2D magnetic traps for ultra-cold atoms: a simple the-
ory using complex numbers. The European Physical Journal D-
Atomic, Molecular, Optical and Plasma Physics, 18(1):27-36, 2002.

[104] Philipp Treutlein, Theodor W Hénsch, Jakob Reichel, Antonio
Negretti, Markus A Cirone, and Tommaso Calarco. Microwave
potentials and optimal control for robust quantum gates on an
atom chip. Physical Review A, 74(2):022312, 2006.

171



BIBLIOGRAPHY

[105] Thomas R Gentile, Barbara ] Hughey, Daniel Kleppner, and
Theodore W Ducas. Experimental study of one-and two-photon
rabi oscillations. Physical Review A, 40(9):5103, 1989.

[106] Jean Dalibard. Collisional dynamics of ultra-cold atomic gases.
In Proceedings of the International School of Physics-Enrico Fermi,
volume 321, 1999.

[107] Wolfgang Petrich, Michael H Anderson, Jason R Ensher, and
Eric A Cornell. Stable, tightly confining magnetic trap for evap-
orative cooling of neutral atoms. Physical Review Letters, 74(17):

3352, 1995.

[108] OJ Luiten, MW Reynolds, and JTM Walraven. Kinetic theory of
the evaporative cooling of a trapped gas. Physical Review A, 53

(1):381, 1996.

[109] MO Oktel and LS Levitov. Collective dynamics of internal states
in a Bose-Einstein gas. Physical Review A, 65(6):063604, 2002.

[110] Kurt Gibble. Decoherence and collisional frequency shifts of
trapped bosons and fermions. Physical review letters, 103(11):
113202, 2009.

[111] Christian Deutsch. Trapped Atom Clock on a Chip Identical Spin
Rotation Effects in an Ultracold Trapped Atomic Clock. PhD thesis,
UPMC, PIERRE ET MARIE CURIE, 2011.

[112] P Rosenbusch. Magnetically trapped atoms for compact atomic
clocks. Applied Physics B, 95(2):227—235, 2009.

[113] Charles C Agosta, Isaac F Silvera, Hendricus Theodorus Chris-
tiaan Stoof, and BJ Verhaar. Trapping of neutral atoms with res-
onant microwave radiation. Physical review letters, 62(20):2361,

1989.

[114] RJC Spreeuw, C Gerz, Lori S Goldner, WD Phillips, SL Rolston,
CI Westbrook, MW Reynolds, and Isaac F Silvera. Demonstra-
tion of neutral atom trapping with microwaves. Physical review
letters, 72(20):3162, 1994.

[115] Yves Colombe, Elena Knyazchyan, Olivier Morizot, Brigitte
Mercier, Vincent Lorent, and Hélene Perrin. Ultracold atoms
confined in rf-induced two-dimensional trapping potentials.
EPL (Europhysics Letters), 67(4):593, 2004.

[116] Olivier Morizot, Yves Colombe, Vincent Lorent, Héléene Perrin,
and Barry M Garraway. Ring trap for ultracold atoms. Physical
Review A, 74(2):023617, 2006.

172



BIBLIOGRAPHY

[117] T Fernholz, R Gerritsma, P Kriiger, and RJC Spreeuw. Dynami-
cally controlled toroidal and ring-shaped magnetic traps. Phys-
ical Review A, 75(6):063406, 2007.

[118] Ph W Courteille, B Deh, ] Fortagh, A Giinther, S Kraft, C Mar-
zok, S Slama, and C Zimmermann. Highly versatile atomic
micro traps generated by multifrequency magnetic field modu-
lation. Journal of Physics B: Atomic, Molecular and Optical Physics,

39(5):1055, 2006.

[119] Ch] Bordé. Atomic interferometry with internal state labelling.
Physics letters A, 140(1):10-12, 1989.

[120] Max F Riedel, Pascal Bohi, Yun Li, Theodor W Hinsch, Alice
Sinatra, and Philipp Treutlein. Atom-chip-based generation of
entanglement for quantum metrology. Nature, 464(7292):1170—
1173, 2010.

[121] Bruno Pelle, Adele Hilico, Gunnar Tackmann, Quentin Beaufils,
and F Pereira dos Santos. State-labeling Wannier-Stark atomic
interferometers. Physical Review A, 87(2):023601, 2013.

[122] Olaf Mandel, Markus Greiner, Artur Widera, Tim Rom,
Theodor W Hinsch, and Immanuel Bloch. Controlled collisions
for multi-particle entanglement of optically trapped atoms. Na-

ture, 425(6961):937-940, 2003.

[123] Hélene Perrin. Les houches lectures on adiabatic potentials. Les
Houches, 2013.

[124] Claude Cohen-Tannoudji, Jacques Dupont-Roc, and Gilbert
Grynberg. Atom-photon interactions: basic processes and applica-
tions. Wiley Online Library, 1992.

[125] J Dalibard and Claude Cohen-Tannoudji. Dressed-atom ap-
proach to atomic motion in laser light: the dipole force revisited.
JOSA B, 2(11):1707-1720, 1985.

[126] Nikolay V Vitanov, Thomas Halfmann, Bruce W Shore, and
Klaas Bergmann. Laser-induced population transfer by adia-
batic passage techniques. Annual review of physical chemistry, 52
(1):763-809, 2001.

[127] Jean Dalibard. Des cages de lumiere pour les atomes : la
physique des piéges et des réseaux optiques. College de France
lectures, pages 1-19, 2013.

[128] Cheng P Wen. Coplanar waveguide: A surface strip transmis-
sion line suitable for nonreciprocal gyromagnetic device appli-
cations. Microwave Theory and Techniques, IEEE Transactions on,
17(12):1087-1090, 1969.

173



BIBLIOGRAPHY

[129] Kuldip C Gupta, Ramesh Garg, Inder Jit Bahl, and Prakash
Bhartia. Microstrip lines and slotlines, volume 2. Artech house
Boston, 1996.

[130] Masahiro Muraguchi, Tetsuo Hirota, Akira Minakawa, Kuniki
Ohwada, and Takayuki Sugeta. Uniplanar MMICs and their
applications. Microwave Theory and Techniques, IEEE Transactions
on, 36(12):1896-1901, 1988.

[131] Brian C Wadell. Transmission line design handbook. Artech House
Boston (Ma), 1991.

[132] W. Heinrich. Full-wave analysis of conductor losses on MMIC
transmission lines. IEEE Transactions on Microwave Theory and
Techniques, 38(10):1468-1472, 1990.

[133] T. Kitazawa and Tatsuo Itoh. Asymmetrical coplanar waveg-
uide with finite metallization thickness containing anisotropic
media. In IEEE International Digest on Microwave Symposium,
pages 673-676. IEEE, 1990.

[134] Y. Fukuoka and T. Itoh. Analysis of slow-wave coplanar waveg-
uide for monolithic integrated circuits. IEEE Transactions on Mi-
crowave Theory and Techniques, 31(7):567-573, 1983.

[135] Toshihide Kitazawa and Tatsuo Itoh. Propagation characteris-
tics of coplanar-type transmission lines with lossy media. Mi-
crowave Theory and Techniques, IEEE Transactions on, 39(10):1694—
1700, 1991.

[136] T. Itoh and R. Mittra. Spectral-domain approach for calculating
the dispersion characteristics of microstrip lines. IEEE Trans-
actions on Microwave Theory and Techniques, 21(7):496—499, July
1973. ISSN 0018-9480. doi: 10.1109/TMTT.1973.1128044.

[137] R Sorrentino, G Leuzzi, and A Silbermann. Characteristics of
metal-insulator-semiconductor coplanar waveguides for mono-
lithic microwave circuits. Microwave Theory and Techniques, IEEE
Transactions on, 32(4):410—-416, 1984.

[138] Eikichi Yamashita and Kazuhiko Atsuki. Analysis of microstrip-
like transmission lines by nonuniform discretization of integral
equations. Microwave Theory and Techniques, IEEE Transactions

on, 24(4):195—200, 1976.

[139] Nihad Ibrahim Dib and Linda PB Katehi. Theoretical character-
ization of coplanar waveguide transmission lines and discontinuities.
PhD thesis, University of Michigan, 1992.

174



BIBLIOGRAPHY

[140] G.-C. Liang, Y.-W. Liu, and K.K. Mei. Full-wave analysis of
coplanar waveguide and slotline using the time-domain finite-
difference method. IEEE Transactions on Microwave Theory and
Techniques, 37(12):1949-1957, 1989. ISSN 00189480. doi: 10.1109/

22.44107.

[141] Robert E Collin. Foundations for microwave engineering. John
Wiley & Sons, 2007.

[142] Wolfgang Heinrich. Quasi-TEM description of MMIC copla-
nar lines including conductor-loss effects. Microwave Theory and
Techniques, IEEE Transactions on, 41(1):45-52, 1993.

[143] Philipp Treutlein. Lossy microwave transmission lines. unpub-
lished, pages 1-12, 2005.

[144] Giovanni Ghione and Carlo U Naldi. Coplanar waveguides for
mmic applications: Effect of upper shielding, conductor back-
ing, finite-extent ground planes, and line-to-line coupling. Mi-
crowave Theory and Techniques, IEEE Transactions on, 35(3):260—
267, 1987.

[145] Erik Carlsson and Spartak Gevorgian. Conformal mapping
of the field and charge distributions in multilayered substrate
CPWs. IEEE Transactions on Microwave Theory and Techniques, 47
(8):1544—-1552, 1999. ISSN 00189480. doi: 10.1109/22.780407.

[146] Matthew Gillick, I.D. Robertson, and J.S. Joshi. An analyti-
cal method for direct calculation of E and H-field patterns of
conductor-backed coplanar waveguides. IEEE Transactions on
Microwave Theory and Techniques, 41(9):1606—-1610, 1993. ISSN
00189480. doi: 10.1109/22.245685.

[147] Matthew Gillick, I.D. Robertson, and J.S. Joshi. Direct analytical
solution for the electric field distribution at the conductor sur-
faces of coplanar waveguides. IEEE Transactions on Microwave
Theory and Techniques, 41(1):129-135, 1993. ISSN 00189480. doi:
10.1109/22.210239.

[148] F Schnieder, H-M Heiliger, and W Heinrich. Coupling between
neighboring CPWs in MMICs. Microwave and Guided Wave Let-
ters, IEEE, 8(8):290—292, 1998.

[149] Y Shin, M Saba, TA Pasquini, W Ketterle, DE Pritchard, and
AE Leanhardt. Atom interferometry with Bose-Einstein con-
densates in a double-well potential. Physical review letters, 92(5):
050405, 2004.

[150] M. Gustavsson, E. Haller, M. J. Mark, J. G. Danzl, G. Rojas-
Kopeinig, and H.-C. Néagerl. Control of interaction-induced de-

175



BIBLIOGRAPHY

phasing of Bloch oscillations. Phys. Rev. Lett., 100:080404, Feb
2008.

[151] M. Fattori, C. D Errico, G. Roati, M. Zaccanti, M. Jona-Lasinio,
M. Modugno, M. Inguscio, and G. Modugno. Atom interferom-
etry with a weakly interacting Bose-Einstein condensate. Phys.
Rev. Lett., 100:080405, Feb 2008.

[152] James C Wyant. White light interferometry. In AeroSense 2002,
pages 98-107. International Society for Optics and Photonics,
2002.

[153] RH Leonard and CA Sackett. Effect of trap anharmonicity on
a free-oscillation atom interferometer. Physical Review A, 86(4):
043613, 2012.

[154] Norman Ramsey. Molecular beams. Oxford University Press,
1956.

[155] Friedemann Reinhard. Design and construction of an atomic clock
on an atom chip. PhD thesis, Paris 6, 2009.

[156] Carsten Henkel, Sierk Potting, and Martin Wilkens. Loss and
heating of particles in small and noisy traps. Applied Physics B,

69(5-6):379-387, 1999.

[157] Martin Trinker, Sonke Groth, Stefan Haslinger, Stephanie Manz,
Thomas Betz, S Schneider, I Bar-Joseph, T Schumm, and
J Schmiedmayer. Multilayer atom chips for versatile atom mi-
cromanipulation. Applied Physics Letters, 92(25):254102-254102,
2008.

[158] Said S Bedair and Ingo Wolff. Fast, accurate and simple ap-
proximate analytic formulas for calculating the parameters of
supported coplanar waveguides for (M) MIC’s . Microwave The-
ory and Techniques, IEEE Transactions on, 40(1):41—48, 1992.

[159] Ying-Ju Wang, Dana Z Anderson, Victor M Bright, Eric A Cor-
nell, Quentin Diot, Tetsuo Kishimoto, Mara Prentiss, RA Sara-
vanan, Stephen R Segal, and Saijun Wu. Atom Michelson inter-
ferometer on a chip using a Bose-Einstein condensate. Physical
review letters, 94(9):090405, 2005.

[160] A Gunther, S Kraft, M Kemmler, D Koelle, R Kleiner, C Zimmer-
mann, and ] Fortdgh. Diffraction of a Bose-Einstein condensate
from a magnetic lattice on a microchip. Physical review letters,

95(17):170405, 2005.

[161] A Glinther, S Kraft, C Zimmermann, and ] Fortdgh. Atom in-
terferometer based on phase coherent splitting of Bose-Einstein
condensates with an integrated magnetic grating. Physical re-
view letters, 98(14):140403, 2007.

176



BIBLIOGRAPHY

[162] Carlos L Garrido Alzar, Hélene Perrin, Barry M Garraway, and
Vincent Lorent. Evaporative cooling in a radio-frequency trap.
Physical Review A, 74(5):053413, 2006.

[163] Pascal Alexander Bohi. Coherent manipulation of ultracold atoms
with microwave near-fields. PhD thesis, Ludwig-Maximilians-
Universitat Munchen, 2010.

[164] Miteq. 2 TO 8 GHz SINGLE-SIDEBAND UPCONVERTER OR
I/Q MODULATOR. SDMo0208LC1CD, 2012.

[165] Philipp Treutlein. This idea has been proposed by P. Treutlein,
in the "Paris-Munich Atom Chip Meeting". Private communica-
tion, 2010.

[166] ]J.B. Knorr and K. Kuchler. Analysis of Coupled Slots and
Coplanar Strips on Dielectric Substrate. IEEE Transactions on
Microwave Theory and Techniques, 23(7):541-548, July 1975. ISSN
0018-9480. doi: 10.1109/TMTT.1975.1128624.

[167] Giovanni Ghione. A CAD-oriented analytical model for the
losses of general asymmetric coplanar lines in hybrid and
monolithic MICs. IEEE Transactions on Microwave Theory and
Techniques, 41(9):1499-1510, 1993. ISSN 00189480. doi: 10.1109/
22.245668.

[168] Al Sidorov, B] Dalton, SM Whitlock, and F Scharnberg. Asym-
metric double-well potential for single-atom interferometry.
Physical Review A, 74(2):023612, 2006.

[169] Rainer Reichle, D Leibfried, RB Blakestad, J Britton, JD Jost,
E Knill, C Langer, R Ozeri, S Seidelin, and DJ Wineland. Trans-
port dynamics of single ions in segmented microstructured
Paul trap arrays. Fortschritte der Physik, 54(8-10):666—685, 2006.

[170] Andreas Walther, Frank Ziesel, Thomas Ruster, Sam T
Dawkins, Konstantin Ott, Max Hettrich, Kilian Singer, Ferdi-
nand Schmidt-Kaler, and Ulrich Poschinger. Controlling fast
transport of cold trapped ions. Physical review letters, 109(8):
080501, 2012.

[171] N Poli, F-Y Wang, MG Tarallo, A Alberti, M Prevedelli, and
GM Tino. Precision measurement of gravity with cold atoms
in an optical lattice and comparison with a classical gravimeter.
Physical review letters, 106(3):038501, 2011.

[172] JA Sauer, KM Fortier, MS Chang, CD Hamley, and MS Chap-
man. Cavity QED with optically transported atoms. Physical
Review A, 69(5):051804, 2004.

177



BIBLIOGRAPHY

[173] Roger Gehr, Jiirgen Volz, Guilhem Dubois, Tilo Steinmetz, Yves
Colombe, Benjamin L Lev, Romain Long, Jérome Esteve, and
Jakob Reichel. Cavity-based single atom preparation and high-
fidelity hyperfine state readout. Physical review letters, 104(20):
203602, 2010.

[174] Yves Colombe, Tilo Steinmetz, Guilhem Dubois, Felix Linke,
David Hunger, and Jakob Reichel. Strong atom-field coupling
for Bose-Einstein condensates in an optical cavity on a chip.
Nature, 450(7167):272—-276, 2007.

[175] E Torrontegui, S Ibafiez, M Modugno, A del Campo, D Guéry-
Odelin, A Ruschhaupt, Xi Chen, JG Muga, et al. Shortcuts to
adiabaticity. arXiv preprint arXiv:1212.6343, 2012.

[176] A Couvert, T Kawalec, G Reinaudi, and David Guery-Odelin.
Optimal transport of ultracold atoms in the non-adiabatic
regime. EPL (Europhysics Letters), 83(1):13001, 2008.

[177] Mark G Bason, Matthieu Viteau, Nicola Malossi, Paul Huillery,
Ennio Arimondo, Donatella Ciampini, Rosario Fazio, Vittorio
Giovannetti, Riccardo Mannella, and Oliver Morsch. High-
fidelity quantum driving. Nature Physics, 8(2):147-152, 2011.

[178] Albert Messiah. Quantum mechanics, vol. ii. English Edition,
North Holland: Amster, 1962.

[179] Michael V Berry. Quantal phase factors accompanying adia-
batic changes. Proceedings of the Royal Society of London. A. Math-
ematical and Physical Sciences, 392(1802):45-57, 1984.

[180] Barbara Goss Levi. The geometric phase shows up in chemical
reactions. Physics Today, 46:17, 1993.

[181] Nicola Manini and Paolo De Los Rios. The role of the Berry
phase in dynamical Jahn-Teller systems. Journal of Physics: Con-
densed Matter, 10(38):8485, 1998.

[182] Michael Murphy, Liang Jiang, Navin Khaneja, and Tommaso
Calarco. High-fidelity fast quantum transport with imperfect
controls. Physical Review A, 79(2):020301, 2009.

[183] Claude Cohen-Tannoudji, Bernard Diu, and Frank Laloé. Quan-
tum mechanics, 2 volume set, 2006.

[184] Satyendranath Bose.  Plancks gesetz und lichtquantenhy-
pothese. Z. phys, 26(3):178, 1924.

[185] Albert Einstein. Quantentheorie des einatomigen idealen Gases.
Akademie der Wissenshaften, in Kommission bei W. de
Gruyter, 1924.

178



BIBLIOGRAPHY

[186] J-F Schaff, X-L Song, Pablo Capuzzi, Patrizia Vignolo, and Guil-
laume Labeyrie. Shortcut to adiabaticity for an interacting Bose-
Einstein condensate. EPL (Europhysics Letters), 93(2):23001, 2011.

[187] Peter Salamon, Karl Heinz Hoffmann, Yair Rezek, and Ronnie
Kosloff. Maximum work in minimum time from a conserva-
tive quantum system. Physical Chemistry Chemical Physics, 11(7):
1027-1032, 2009.

[188] A Del Campo and MG Boshier. Shortcuts to adiabaticity in a
time-dependent box. Scientific reports, 2, 2012.

[189] Jean-Frangois Schaff, Pablo Capuzzi, Guillaume Labeyrie, and
Patrizia Vignolo. Shortcuts to adiabaticity for trapped ultracold
gases. New Journal of Physics, 13(11):113017, 2011.

[190] E Torrontegui, S Ibdnez, Xi Chen, A Ruschhaupt, D Guéry-
Odelin, and JG Muga. Fast atomic transport without vibrational
heating. Physical Review A, 83(1):013415, 2011.

[191] H Ralph Lewis Jr and WB Riesenfeld. An exact quantum the-
ory of the time-dependent harmonic oscillator and of a charged
particle in a time-dependent electromagnetic field. Journal of
Mathematical Physics, 10:1458, 1969.

[192] V Ermakov. Universitetskie izvestiya, 1880.

[193] AK Dhara and SV Lawande. Time-dependent invariants and
the Feynman propagator. Physical Review A, 30(1):560, 1984.

[194] Xi Chen, A Ruschhaupt, S Schmidt, A Del Campo, D Guéry-
Odelin, and JG Muga. Fast optimal frictionless atom cooling in
harmonic traps: Shortcut to adiabaticity. Physical review letters,
104(6):063002, 2010.

[195] Yong Li, Lian-Ao Wu, and ZD Wang. Fast ground-state cooling
of mechanical resonators with time-dependent optical cavities.
Physical Review A, 83(4):043804, 2011.

[196] Matt Mackie, Ryan Kowalski, and Juha Javanainen. Bose-
stimulated Raman adiabatic passage in photoassociation. Phys-
ical review letters, 84(17):3803, 2000.

[197] Anders S Serensen, Ehud Altman, Michael Gullans, JV Porto,
Mikhail D Lukin, and Eugene Demler. Adiabatic preparation
of many-body states in optical lattices. Physical Review A, 81(6):
061603, 2010.

[198] Ulrich Hohenester, Per Kristian Rekdal, Alfio Borzi, and Jorg
Schmiedmayer. Optimal quantum control of Bose-Einstein con-
densates in magnetic microtraps. Physical Review A, 75(2):
023602, 2007.

179



BIBLIOGRAPHY

[199] G De Chiara, T Calarco, M Anderlini, S Montangero, PJ Lee,
BL Brown, WD Phillips, and JV Porto. Optimal control of atom
transport for quantum gates in optical lattices. Physical Review

A, 77(5):052333, 2008.

[200] Michael Mundt and David ] Tannor. Optimal control of inter-
acting particles: a multi-configuration time-dependent Hartree—
Fock approach. New Journal of Physics, 11(10):105038, 2009.

[201] Landry Huet, Mahdi Ammar, Erwan Morvan, Nicolas Sarazin,
Jean-Paul Pocholle, Jakob Reichel, Christine Guerlin, and Syl-
vain Schwartz. Experimental investigation of transparent sil-
icon carbide for atom chips. Applied Physics Letters, 100(12):
121114, 2012.

[202] D Sciti and A Bellosi. Laser-induced surface drilling of silicon
carbide. Applied surface science, 180(1):92—101, 2001.

[203] Matthew B Squires. High repetition rate Bose-Einstein condensate
production in a compact, transportable vacuum system. PhD thesis,
Univ. Colorado, 2008.

[204] Evan Ali Salim. Ultracold matter systems and atomtronics instru-
mentation. PhD thesis, University of Colorado, 2011.

[205] Chun-lin Liao and Chun Hsiung Chen. A novel coplanar-
waveguide directional coupler with finite-extent backed con-
ductor. IEEE Transactions on Microwave Theory and Techniques, 51
(1):200—-206, January 2003. ISSN 0018-9480. doi: 10.1109/TMTT.
2002.806902.

[206] H Shigesawa, M Tsjui, and AA Oliner. Conductor-backed slot
line and coplanar waveguide: Dangers and full-wave analyses.
In Microwave Symposium Digest, 1988., IEEE MT1T-S International,
pages 199—202. IEEE, 1988.

[207] Askol’d Mikhailovich Perelomov and Vladimir Stepanovich
Popov. Method of generating functions for a quantum oscil-
lator. Theoretical and Mathematical Physics, 3(3):582—-592, 1970.

[208] VS Popov and AM Perelomov. Parametric excitation of a quan-
tum oscillator, ii. Soviet Physics JETP, 30(5):910-913, 1969.

[209] Kodi Husimi. Miscellanea in elementary quantum mechanics,
ii. Progress of Theoretical Physics, 9(4):381—402, 1953.

[210] Hans-Dieter Meyer. On the forced harmonic oscillator with
time-dependent frequency. Chemical Physics, 61(3):365-383,
1981.

180



BIBLIOGRAPHY 181

[211] Edward H Kerner. Note on the forced and damped oscillator in
quantum mechanics. Canadian Journal of Physics, 36(3):371-377,
1958.

[212] Milton Abramowitz and Irene A Stegun. Handbook of mathe-
matical functions: with formulas, graphs, and mathematical tables.
Courier Dover Publications, 2012.



	Abstract
	Acknowledgements
	Contents
	1 Introduction
	2 Atom chip theory
	2.1 Magnetic trapping of neutral atoms
	2.2 Quadrupole and Ioffe-Pritchard traps
	2.2.1 Quadrupole traps
	2.2.2 Standard Ioffe Pritchard trap
	2.2.3 Magnetic chip traps
	2.2.4 Topological constraints on Ioffe Pritchard traps
	2.2.5 Custom design of an Ioffe Pritchard trap : Manhattan trap

	2.3 Two-photon transition
	2.4 Collisional shift

	3 Microwave atom chip
	3.1 Microwave dressed potentials
	3.2 Microwave chip design
	3.2.1 Coplanar waveguide theory
	3.2.2 Microwave field simulation


	4 Thermal trapped-atom interferometry on-chip
	4.1 Introduction
	4.2 Role of symmetry
	4.3 Symmetrical interferometer in the quasi-resonant regime
	4.3.1 Description of the interferometric sequence
	4.3.2 Coherent internal-state manipulation
	4.3.3 Adiabatic Microwave potentials
	4.3.4 Principle of a symmetrical microwave potentials 
	4.3.5 Potential-well and potential-barrier beam-splitter
	4.3.6 Axial and transverse beam-splitter


	5 Axial beam-splitter : Interferometer analysis
	5.1 Introduction
	5.2 Effect of transition mixing
	5.3 Trap depth of a potential-well beam-splitter
	5.4 Axial beam-splitter analysis
	5.4.1 Splitting distance and power requirement 
	5.4.2 The eigen-frequencies of the microwave trapping potential 
	5.4.3 The role of the static field structure 

	5.5 Sensitivity to the static field fluctuations
	5.5.1 Perfectly-symmetrical interferometer configuration
	5.5.2 Perturbed-symmetrical interferometer configuration

	5.6 Sensitivity to the microwave field fluctuations
	5.6.1 Design of the microwave frequency chain
	5.6.2 Static double-well
	5.6.3 Microwave double-well
	5.6.4 Proposal of symmetrical beam-splitter with one coplanar waveguide

	5.7 Stability of the interferometer gravitational signal
	5.8 Conclusion : what is the best configuration ?

	6 Transverse beam-splitter : specific chip design
	6.1 Introduction
	6.2 Transverse splitting with a typical static trap 
	6.2.1 Standard Ioffe-Pritchard 
	6.2.2 Typical microtraps : example of a Z-trap 
	6.2.3 Specific H-trap 
	6.2.4 Custom microtrap design
	6.2.5 Summary : comparison between different static traps 

	6.3 Full-simulation results 
	6.4 Magic field
	6.5 Conclusion

	7 Beam-splitter dynamics and contrast analysis
	7.1 Introduction
	7.2 Adiabatic splitting and recombination
	7.2.1 Cyclic and adiabatic transport
	7.2.2 Interferometer contrast decay
	7.2.3 Summary

	7.3 Shortcut to adiabaticity for harmonic potentials
	7.3.1 Properties of dynamical invariants
	7.3.2 Forced harmonic oscillator with time-dependent frequency
	7.3.3 Inverse engineering method

	7.4 Conclusion

	8 Design and fabrication of the atom chip
	9 Conclusion
	Appendices
	A Fundamental constants and Rubidium-87 data
	B Tensors of the Manhattan trap
	C Angular momentum matrix elements
	D Axial-symmetry of the microwave beam-splitter using PI-transitions
	E Classical transport dynamics
	F Transition probability
	F.1 Case of constant angular frequency
	F.2 Case of vanishing driving-force
	F.3 General case
	F.4 Symmetry of the transition probability 


	Publications & Bibliography
	Publications
	Bibliography


