# Contribution to peroidic homogenization of a spectral problem and of the wave equation 

Thi Trang Nguyen

## To cite this version:

Thi Trang Nguyen. Contribution to peroidic homogenization of a spectral problem and of the wave equation. Mechanics [physics.med-ph]. Université de Franche-Comté, 2014. English. NNT: 2014BESA2027 . tel-01140982

HAL Id: tel-01140982
https://theses.hal.science/tel-01140982
Submitted on 10 Apr 2015

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# जPIM Thèse de Doctorat 

Contribution à l'homogénéisation périodique d'un problème spectral et de l'équation d'onde

Thi Trang NGUYEN

## जPIM Thèse de Doctorat

 école doctorale sciences pour l'ingénieur et microtechniques
## THÈSE présentée par

## Thi Trang NGUYEN

pour obtenir le
Grade de Docteur de
l'Université de Franche-Comté
Spécialité : Sciences pour l'ingénieur

# Contribution à l'homogénéisation périodique d'un problème spectral et de l'équation d'onde 

Unité de Recherche :
FEMTO-ST, Département Temps-Fréquence, Université de Franche-Comté

Soutenue publiquement le 3 Décembre 2014 devant le Jury composé de :

| Morvan OUISSE | Président | Professeur, ENSMM, Besançon |
| :---: | :---: | :---: |
| Carlos CONCA | Rapporteur | Professeur, Université du Chili, Chili |
| Sébastien GUENNEAU | Rapporteur | Directeur de recherche CNRS, |
|  |  | Institut Fresnel, Université d'Aix Marseille |
| Juan CASADO-DíAZ | Rapporteur | Professeur, Université de Séville, Espagne |
| мıснеl LENCZNER | Directeur de Thèse | Professeur, Université de |
|  |  | Technologie Belfort-Montbéliard |
| Matthieu BRASSART | Co-Directeur de Thèse | Maître de conférences, Université de Franche-Comté |

# Contributions to periodic homogenization of a spectral problem and of the wave equation 

## Dissertation

Submitted in Partial Fulfillment of the Requirements for the Degree of Doctor of Ph.D. in Engineering Sciences

3 December 2014

Doctoral School of University of Franche-Comté,
By

Thi Trang NGUYEN

Doctoral Committee:

President : Professor Morvan OUISSE<br>Reviewers : Professor Carlos CONCA<br>Director of research Sébastien GUENNEAU<br>Professor Juan CASADO-DÍAZ<br>Examiners : Professor Michel LENCZNER<br>Assistant professor Matthieu BRASSART<br>Professor Morvan OUISSE

Cor

utbm


#### Abstract

In this dissertation, we present the periodic homogenization of a spectral problem and the wave equation with periodic rapidly varying coefficients in a bounded domain. The asymptotic behavior is addressed based on a method of Bloch wave homogenization. It allows modeling both the low and high frequency waves. The low frequency part is well-known and it is not a new point here. In the opposite, the high frequency part of the model, which represents oscillations occurring at the microscopic and macroscopic scales, was not well understood. Especially, the boundary conditions of the high-frequency macroscopic equation established in [36] were not known prior to the commencement of thesis. The latter brings three main contributions. The first two contributions, are about the asymptotic behavior of the periodic homogenization of the spectral problem and wave equation in one-dimension. They are derived starting from a system of first order equation as in [36] but also from the usual second order equation. The two-scale models are only for high frequency waves in the case of the spectral problem and for both high and low frequencies for the wave equation. The high frequency models include a microscopic and a macroscopic part, both including boundary conditions, which for the latter is a novelty. Numerical simulation results are provided to corroborate the theory. The third contribution consists in an extension of the model for the spectral problem to a thin two-dimensional bounded strip $\Omega=(0, \alpha) \times(0, \varepsilon) \subset \mathbb{R}^{2}$. The homogenization result includes boundary layer effects occurring in the boundary conditions of the high-frequency macroscopic equation.
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## Résumé

Dans cette thèse, nous présentons des résultats d'homogénéisation périodique d'un problème spectral et de l'équation d'ondes avec des coefficients périodiques variant rapidement dans un domaine borné. Le comportement asymptotique est étudié en se basant sur une méthode d'homogénéisation par ondes de Bloch. Il permet de modéliser les ondes à basse et haute fréquences. La partie du modèle à basse fréquence est bien connu et n'est pas donc abordée dans ce travail. A contrario, la partie à haute fréquence du modèle, qui représente des oscillations aux échelles microscopiques et macroscopiques, est un problème laissé ouvert. En particulier, les conditions aux limites de l'équation macroscopique à hautes fréquences établies dans [36] n'étaient pas connues avant le début de la thèse. Ce dernier travail apporte trois contributions principales. Les deux premières contributions, portent sur le comportement asymptotique du problème d'homogénéisation périodique du problème spectral et de l'équation des ondes en une dimension. Elles sont dérivées soit à partir d'un système d'équation du premier ordre comme dans [36], soit à partir de l'équation du second ordre. Les modèles à deux échelles sont obtenus pour des ondes à haute fréquence seulement pour le problème spectral et pour les basses et hautes fréquences pour l'équation des ondes. Les modèles à haute fréquence comprennent à la fois une partie microscopique et une partie macroscopique, cette dernière incluant des conditions au bord, ce qui est une nouveauté. Des résultats de simulations numériques corroborent la théorie. La troisième contribution consiste en une extension du modèle du problème spectral posé dans une bande mince bidimensionnelle et bornée. Le résultat d'homogénéisation comprend des effets de couche limite qui se produisent dans les conditions aux limites de l'équation macroscopique à haute fréquence.

Mots-clés: Homogénéisation, Ondes de Bloch, Décomposition en ondes de Bloch, Problème spectral, Equation des ondes, Transformée à deux-échelles, Convergence à deux échelles, Méthode d'éclatement périodique, Couches limites, Transformation à deux échelles pour des couche limites.
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## Introduction

The homogenization theory was introduced in order to describe the behaviour of composite materials. Composite materials are characterized by both a microscopic and macroscopic scales describing heterogeneities and the global behaviour of the composite respectively, see Figure 1 as an example. The aim of homogenization is precisely to give macroscopic properties of the composite by taking into account properties of the microscopic structure. The name "homogenization" was introduced in 1974 by Babuska in [14] and it became an important subject in Mathematics. In the mathematical literature, the homogenization of physical systems with a periodic microstructure or periodic media is called "periodic homogenization". A vast literature exists where one distinguishes between stochastic and deterministic homogenization corresponding to stochastic and deterministic micro-structures, the later being mostly concerned with periodic homogenization. Nevertheless, there are also research works on non-periodic deterministic micro-structures as in [91], [93], [92], [34]. I recommend the introductory book by D. Cioranescu and P. Donato [44] which is a good start to study the homogenization theory of partial differential equations. I also recommend the books [99], [19], 63], 109 to understand, not only the homogenization theory, but also its motivation, historical development and larger view over various methods, see also two thesis works 108 and 55 for a brief history.

This thesis falls within the area of deterministic homogenization and its aim is to study the periodic homogenization of a spectral problem, at high frequency, and of the wave equation, simultaneously at high and low frequencies, in an open bounded domain $\Omega \subset \mathbb{R}^{N}$ with time-independent periodic coefficients. Our complete results are presented for a one-dimensional geometry and also for a thin two-dimensional strip, however a significant part of our results extend trivially to multi-dimensional cases. The model derivation method is based on the modulated-two-scale transform and the Bloch wave decomposition. I recall that the two-scale transform or periodic unfolding operator [77, [79], [78], [76], [45], [37] or [46], transforms a function of the variable in the physical space into a function of two variables, namely the macroscopic variable and the microscopic variables. This is how the concept of two scale-convergence turns out to be a usual notion of convergence of functions that can be weak or strong. The modulated-two-scale transform was defined in [36] by multiplying the usual two-scale transform by a family of oscillating exponential functions which effect is to yield a corresponding family of two-scale limits with all possible periodicities also refered as quasi-periodicities. We also use its counterpart defined from the two-scale convergence issued from [89, [90, [1], 2], 81].

The Bloch wave decomposition, also known as Floquet decomposition, was introduced in the original work of F. Bloch [29], and is well exposed in [111, [99] and [102].

A Bloch wave decomposition of a function, consists in an expansion over a family of the eigenfunctions solution to the spectral problem

$$
\operatorname{div}_{y}\left(a \nabla_{y} \phi^{k}\right)=-\lambda^{k} \phi^{k}
$$

posed in the reference cell $Y \subset \mathbb{R}^{N}$ equipped with $k$-quasi-periodic boundary conditions for some $k \in[-1 / 2,1 / 2)^{N}$. We refer to [104], [99], 111] for an introduction to the Bloch waves in spectral analysis. Such a decomposition is used in the so-called Bloch wave homogenization method for spectral problems [7, [51], [8 and for elliptic problems [48, 50]. We notice that we call our approach with the same name "Bloch wave homogenization" even if the techniques differ in some aspects but we think that they yield similar results.

For a two-dimensional strip, a boundary corrector is required so that the asymptotic solution satisfies the nominal boundary condition. It is solution to a boundary layer problem posed in $\mathbb{R}^{+} \times(0,1)$. Its solution might decreases exponentially with respect to the first variable. The derivation of this part of model is achieved by a two-scale transform dedicated to boundary layers that can be related to the two-scale convergence for boundary layers as in [9].

In all this work, the homogenization process starts with a very weak formulation of the spectral or wave equation. Applying our method, provides two-scale models including the expected high frequency parts but also a low frequency part for the wave equation. The latter is well known since it has been found by various authors, so our work focuses mainly on the high frequency part. It comprises so-called high-frequency microscopic and macroscopic equations, the first being a second order partial differential equation and the second a system of first order partial differential equations. In the strip case, the boundary layer problem is a second order partial differential equation.

The thesis includes three main contributions. In the first one, we consider the solution ( $w^{\varepsilon}, \lambda^{\varepsilon}$ ) of the spectral problem

$$
\begin{equation*}
-\partial_{x}\left(a^{\varepsilon} \partial_{x} w^{\varepsilon}\right)=\lambda^{\varepsilon} \rho^{\varepsilon} w^{\varepsilon}, \tag{1}
\end{equation*}
$$

posed in a one-dimensional open bounded domain $\Omega \subset \mathbb{R}$, with Dirichlet or Neumann boundary conditions. An asymptotic analysis of this problem is carried out where $\varepsilon>0$ is a parameter tending to zero and the coefficients are $\varepsilon$-periodic, namely $a^{\varepsilon}=a\left(\frac{x}{\varepsilon}\right)$ and $\rho^{\varepsilon}=\rho\left(\frac{x}{\varepsilon}\right), a(y)$ and $\rho(y)$ being 1-periodic in $\mathbb{R}$. Homogenization of spectral problems has been studied in various works providing the asymptotic behaviour of eigenvalues and eigenvectors. The low frequency part of the spectrum has been investigated in [69, [70], [110. Then, many configurations have been analyzed, as 52 and 49 for a fluid-structure interaction, [21, [5] for neutron transport, [86], 98] for $\rho$ which changes sign or [6] for the first high frequency eigenvalue and eigenvector for a one-dimensional non-self-adjoint problem with Neumann boundary conditions. Higher order of asymptotic of the eigenvalues have been studied in [106] and 101. A survey on recent spectral problems encountered in mathematical physics is available in [71. In an important contribution [8, G. Allaire and C. Conca studied the asymptotic behaviour of both the low and high frequency spectrum. In order to analyze the asymptotic behaviour of the high frequency eigenvalues, they used the Bloch wave homogenization method. They have shown that the limit of the set of renormalized
eigenvalues $\varepsilon^{2} \lambda^{\varepsilon}$ is the union of the Bloch spectrum and the boundary layer spectrum, when $\varepsilon$ goes to 0 . However, the asymptotic behaviour of the corresponding eigenvectors was not addressed for a bounded domain $\Omega$. This is the goal of this contribution. We only focuses on the Bloch spectrum of the high frequency part. By applying the Bloch wave homogenization method, the two-scale model is derived including both microscopic and macroscopic eigenmodes with boundary conditions. We derive the homogenization model from both the second order equation (2.1) and an equivalent first order system of equations. We observe that the two models are equivalent. The asymptotic behaviour of the eigenvalue $\lambda^{\varepsilon}$ and corresponding eigenvector $w^{\varepsilon}$ are provided.

In the second contribution, we establish a homogenized model for the wave equation,

$$
\begin{align*}
& \rho^{\varepsilon} \partial_{t t} u^{\varepsilon}-\partial_{x}\left(a^{\varepsilon} \partial_{x} u^{\varepsilon}\right)=f^{\varepsilon},  \tag{2}\\
& u^{\varepsilon}(t=0, x)=u_{0}^{\varepsilon} \text { and } \partial_{t} u^{\varepsilon}(t=0, x)=v_{0}^{\varepsilon},
\end{align*}
$$

posed in a finite time interval $I \subset \mathbb{R}^{+}$and in a one-dimensional open bounded domain $\Omega \subset \mathbb{R}$ with Dirichlet boundary conditions. The asymptotic analysis is carried out under the same assumptions as for the spectral problem regarding $\varepsilon$ and the coefficients. The homogenization of the wave equation has been studied in various works. The construction of homogenization and corrector results for the low frequency waves has been published in [33], 60]. These works were not taking into account fast time oscillations, so the models reflect only a part of the physical solution. Similar solutions have been derived for the case where the coefficients depend on the time variable $t$ in 47], [38]. In [35] and [36], an asymptotic analysis of the solution $u^{\varepsilon}(t, x)$, that conserves time and space oscillations occurring both at low and high frequencies in a bounded domain, has been introduced. It is derived from a formulation of the wave equation as a first order system and uses a decomposition over Bloch modes. It extends the thesis work 65 achieved in one-dimension. By using the Bloch wave homogenization method, the resulting asymptotic model includes separated parts for low and high frequency waves respectively. The latter is comprised with a microscopic equation and with a first order macroscopic equation which boundary conditions are missing. A similar result has been obtained in [39], based on the second order formulation of the wave equation, which homogenized solution is periodic in space because it does not include a decomposition on Bloch modes. In the present contribution, we synthesize these ideas in a model, based on the second order formulation of the wave equation, using the Bloch wave decomposition of the solution and more importantly including boundary conditions. The main result of this contribution is the boundary conditions of the high frequency macroscopic model. However, the high frequency macroscopic model is also new since it differs from this in [36] derived from a first order system only. In addition, the proof has been simplified. Moreover, for the sake of comparison, the homogenization is also presented under the first order formulation as in 35] and [36], then boundary conditions for the one-dimensional model of these works have been announced. In conclusion, the physical solution $u^{\varepsilon}$ is approximated by a sum of a low frequency term, the usual corrector in elliptic problems, using the solution of the cell problem, and a sum of Bloch waves being the corrector for the high frequency part. The same result is also established for the Neumann boundary conditions and also for a generalization of the wave equation taking into account a zero order term as well as first order time and space derivatives.

We quote that in both contributions, the models and proofs have been written in one-dimension but they extend trivially to multi-dimensional cases, except what refers to the high frequency macroscopic boundary conditions which remains an open question in higher dimension. Hence, to do a step towards the possibility of taking into account a multi-dimensional geometry, we address the case of a two-dimensional bounded strip. This yields the third contribution. Due to time limitation, only results on the spectral problem are reported, but we expect that they extend to the wave equation. We study the periodic homogenization of the spectral problem

$$
-\operatorname{div}\left(a^{\varepsilon} \nabla w^{\varepsilon}\right)=\lambda^{\varepsilon} \rho^{\varepsilon} w^{\varepsilon}
$$

posed in an open bounded strip $\Omega=\omega_{1} \times(0, \varepsilon) \subset \mathbb{R}^{2}$ with $\omega_{1}=(0, \alpha) \subset \mathbb{R}^{+}$, with the boundary conditions

$$
w^{\varepsilon}=0 \text { on } \partial \omega_{1} \times(0, \varepsilon) \text { and } a^{\varepsilon} \nabla_{x} w^{\varepsilon} \cdot n_{x}=0 \text { on } \omega_{1} \times\{0, \varepsilon\},
$$

with the same assumptions regarding $\varepsilon$ and the coefficients excepted that the reference cell $Y \subset \mathbb{R}^{2}$. The results of this part are an extension of those obtained in the first one, and the main remaining difficulty consists in establishing the boundary conditions of the macroscopic equation. The model derivation method is still based on the Bloch wave homogenization method using the modulated-two-scale transform, however this tool is not enough. So, a boundary corrector is added, it is solution to a boundary layer problem which is an Helmholtz equation posed in $\mathbb{R}^{+} \times(0,1)$ and with a non-homogeneous boundary condition at left. Its solution is expected to decrease exponentially with respect to the first variable. The derivation of this part of model is achieved by a two-scale transform dedicated to boundary layers that can be related to the two-scale convergence for boundary layers as in [9. The complete asymptotic behaviour of the eigenvalue $\lambda^{\varepsilon}$ and corresponding eigenvectors $w^{\varepsilon}$ including the boundary layer effects are provided. We observe that a similar problem was also investigated in [53] but posed in the unbounded domain $\Omega=\mathbb{R}^{2}$ and for $k \in\left\{0, \frac{1}{2}\right\}$ only. The derivation uses the asymptotic expansion technique and the macroscopic equation arises as a compatibility condition. Higher order equations are also derived. Related works 26] and [27] focus on the homogenization in a vicinity of a gap edge of the Bloch spectra. We recently have been aware of the paper [40] which provides the boundary condition for the high frequency macroscopic equation for the periodic case $(k=0)$.

In our viewpoint, the asymptotics of eigenvalues, eigenvectors and wave propagation are important problems. They have been widely studied in transport theory, reaction-diffusion equations and fluid dynamics, so we present more bibliographical references. For general results on the spectral problem, we refer to [18], [24], 41], [66], 69], [70], 84], [85, 86], [110] and the references therein. In a fixed domain, the homogenization of spectral problems with point-wise positive density function goes back to [69], [70]. In perforated domains, the first homogenization result is referred to [110]. Furthermore, many other authors have addressed similar problems connected with the homogenization of the wave equation for long-term approximation based on convergence methods or asymptotic expansions as [99], [32], [31], 42], [56], [57], 43], [58, [20], [11], 13] to take into account rapid spatial fluctuations. They are valid in the low frequency range only. Most of these results involve more than the two usual terms in the asymptotic expansion, so they involve higher order partial differential equations in addition to the usual second order macroscopic and microscopic equations, and
thus additional regularity of the solutions is needed. Non linear cases have also been considered as for instance in 59] and the bibliography herein. Similar problems have been addressed with the perspective of effective coefficient derivation based on various approaches, see for instance the recent works [87] or [12]. They involve Bloch-mode analysis but also refer to a long history of works as the self-consistent schemes in dynamic homogenization by [103], 67] and [68] to cite only few. Other related problems have been studied on the asymptotic regime of the singularly perturbed wave equation for propagation in a periodic medium with volume mass $\varepsilon^{2} \rho^{\varepsilon}$ as in [10] or with a large potential as in [3]. Another work in [73] studied the very long time behaviour of waves in a strongly heterogeneous medium. In addition, other asymptotic results for the wave equation can be found in [105, [75], [97] and [61]. Another point of view refers to the midfrequency approach built upon the notions of effective energy density. One of such method was initiated in [22], [23] and has been pursued in the recent years by several authors including [64], [74] and [30]. Other numerical techniques have been developed in the recent years as [72] or those in the review paper 54].

We conclude this introduction by giving a few references to related works on boundary layers in homogenization. Also related to the homogenization of eigenvalue problem, boundary layer has been studied in many works such as [106], 82], 83], 96], [101]. In these publications, boundary layer equations are elliptic equation posed in the macroscopic domain $\Omega$, and they yields correctors for the low frequency part. In 9 and [8], the boundary spectra is studied, it involved a spectral problem which solution is localized along the boundary. Moreover, we refer to [88, [62, [100] for studies of boundary layers for homogenization of highly oscillating solution of elliptic equations. These boundary layers are correctors to the formal the two-scale expansion. In addition, we refer to [19], [106], [28], 109] for other works and references about boundary layers.

This dissertation is organized as follows. Chapter 1 introduces the notations, definitions and properties which are used throughout the thesis. In Chapter 2, we present the homogenization of the spectral problem in one dimension. This corresponds to the published paper 95. Chapter 3 addresses the homogenization of the one-dimensional wave equation. A first part is based on the second order formulation, which corresponding paper is in preparation. Its second part is based on the first order formulation and is to appear in the proceeding of the conference ENUMATH 2013 held in Lausanne. The results for the strip are presented in Chapter 4. We draw our conclusions in Chapter 5 with some remarks on future research work. Some mathematical proofs and additional material are presented in Appendix.


Figure 1: Composite material has a macroscopic shape and a microstructure. The ratio between the size of the microstructure and the size of the material is $\varepsilon$.

## Chapter 1

## Notations, assumptions and elementary properties
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This chapter introduce the notations, definitions, elementary properties and assumptions which are used throughout the thesis.

### 1.1 Notations

For $N \in \mathbb{N}^{*}$ and an open bounded domain $\Omega \subset \mathbb{R}^{N}$, the functional space $L^{2}(\Omega)$ of square integrable functions is over $\mathbb{C}$. For $m$-dimensional complex-valued functions $u=\left(u_{i}\right)_{i}$ and $v=\left(v_{i}\right)_{i}$ of $L^{2}(\Omega)^{m}$, the dot product is denoted by $u . v:=\sum_{i} u_{i} v_{i}$ and the hermitian inner product by

$$
\begin{equation*}
\int_{\Omega} u \cdot v d x=\int_{\Omega} u(x) \cdot \overline{v(x)} d x . \tag{1.1}
\end{equation*}
$$

The notation $O(\varepsilon)$ refers to numbers or functions tending to zero when $\varepsilon \rightarrow 0$ in a sense made precise in each case, $\partial_{x} u=\frac{\partial u}{\partial x}$ is the $x$-derivative of the function $u$ in one dimension and $[u]_{z=\alpha_{1}}^{z=\alpha_{2}}$ is the integration of a function $u$ on the boundary $\partial X=\left\{\alpha_{1}, \alpha_{2}\right\}$ of an interval $X=\left(\alpha_{1}, \alpha_{2}\right) \subset \mathbb{R}$. The vectors $n_{x}$ and $n_{y}$ are the outer unit normals to the boundaries $\partial \Omega$ and $\partial Y$ of $\Omega$ and $Y$. For the sake of convenience, we shall use the abbreviation "LF" and "HF" to refer to "low frequency" and "high frequency" respectively. Moreover, we introduce a characteristic function $\chi_{0}(k)=1$ if $k=0$ and $=0$ otherwise.

In the following, we use the notations for Bloch wave decomposition defined in 36] where the dual cell or first Brillouin zone is $Y^{*}=[-1 / 2,1 / 2)$ and the subset of the
wave numbers used in the model is

$$
L_{K}^{*}=\left\{\begin{array}{l}
\left\{-\frac{K}{2 K}, . . \frac{K}{2 K}-\frac{1}{K}\right\} \subset L \text { if } K \text { is even, }  \tag{1.2}\\
\left\{-\frac{K-1}{2 K}, . . \frac{K-1}{2 K}\right\} \subset L \text { if } K \text { is odd },
\end{array}\right.
$$

for $K \in \mathbb{N}^{*}$. Note that $L_{K}^{*} \rightarrow Y^{*}$ when $K \rightarrow \infty$. The super-cell $Y_{K}=(0, K) \times(0,1)^{N-1}$ is made of $K$ cells translated from $Y=(0,1)^{N}$. For $r \in\{1, \ldots, N\}$, the variable $x$ is written as

$$
x=\left(x_{r}, \widetilde{x_{r}}\right) \text { with } \widetilde{x_{r}}=\left(x_{1}, \ldots, x_{r-1}, x_{r+1}, \ldots, x_{N}\right) .
$$

For any $k \in Y^{*}$ the space of square integrable $k$-quasi-periodic functions in $x_{r}$ direction is

$$
L_{k}^{2}=\left\{u \in L_{l o c}^{2}\left(\mathbb{R}^{N}\right) \mid u\left(x_{r}+\ell, \widetilde{x_{r}}\right)=u(x) e^{2 i \pi k \ell} \text { a.e. in } \mathbb{R}^{N} \text { for all } \ell \in \mathbb{Z}\right\},
$$

or equivalently

$$
L_{k}^{2}=\left\{u \in L_{l o c}^{2}\left(\mathbb{R}^{N}\right) \mid \exists v \in L_{\sharp}^{2} \text { such that } u(x)=v(x) e^{2 i \pi k x_{r}} \text { a.e. in } \mathbb{R}^{N}\right\},
$$

where $L_{\sharp}^{2}$ is the traditional notation for $L_{k}^{2}$ in the periodic case i.e. when $k=0$. Likewise, we set

$$
H_{k}^{2}:=L_{k}^{2} \cap H_{l o c}^{2}\left(\mathbb{R}^{N}\right)
$$

bearing in mind that the subscript $\sharp$ would be more appropriate in the periodic case $k=0$. In addition, the operator $\varpi_{k}: L^{2}(Y) \rightarrow L_{k}^{2}$ denotes the $k$-quasi-periodic extension operator. Finally, we denote

$$
\begin{equation*}
I^{k}=\{-k, k\} \text { if } k \in Y^{*} \backslash\left\{0,-\frac{1}{2}\right\} \text { and } I^{k}=\{k\} \text { otherwise. } \tag{1.3}
\end{equation*}
$$

### 1.2 Bloch waves and two-scale transform

We distinguish between two cases: in one dimension and in a two-dimensional trip.

### 1.2.1 In one dimension

We consider $\Omega=(0, \alpha) \subset \mathbb{R}^{+}$an interval, which boundary is denoted by $\partial \Omega$, and two functions ( $a^{\varepsilon}, \rho^{\varepsilon}$ ) assumed to obey a prescribed profile,

$$
a^{\varepsilon}:=a\left(\frac{x}{\varepsilon}\right) \text { and } \rho^{\varepsilon}:=\rho\left(\frac{x}{\varepsilon}\right),
$$

where $\rho \in L^{\infty}(\mathbb{R}), a \in W^{1, \infty}(\mathbb{R})$ are both $Y$-periodic where $Y=(0,1)$. Moreover, they are required to satisfy the standard uniform positivity and ellipticity conditions:

$$
\rho^{0} \leq \rho \leq \rho^{1} \text { and } a^{0} \leq a \leq a^{1}
$$

for some given strictly positive $\rho^{0}, \rho^{1}, a^{0}$ and $a^{1}$.
Two-scale operators For the sake of notation simplicity, we denote $P^{\varepsilon}=-\partial_{x}\left(a^{\varepsilon} \partial_{x}\right)$ and $Q^{\varepsilon}=\rho^{\varepsilon} \partial_{t t}$. For a function $u(x, y)$ defined in $\Omega \times \mathbb{R}$ and a function $v(t, \tau)$ defined in $I \times \mathbb{R}$, we introduce,

$$
\begin{gather*}
P^{0} u=-\partial_{x}\left(a \partial_{x} u\right), P^{1} u=-\partial_{x}\left(a \partial_{y} u\right)-\partial_{y}\left(a \partial_{x} u\right) \text { and } P^{2} u=-\partial_{y}\left(a \partial_{y} u\right),  \tag{1.4}\\
Q^{0} v=\rho \partial_{t t} v, Q^{1} v=2 \rho \partial_{t} \partial_{\tau} v \text { and } Q^{2} v=\rho \partial_{\tau \tau} v .
\end{gather*}
$$

Bloch waves For a given $k \in Y^{*}$, the Bloch eigenelements $\left(\lambda_{n}^{k}, \phi_{n}^{k}\right)$ indexed by $n \in \mathbb{N}$ are solution to

$$
\begin{equation*}
\mathcal{P}(k):-\partial_{y}\left(a \partial_{y} \phi_{n}^{k}\right)=\lambda_{n}^{k} \rho \phi_{n}^{k} \text { in } Y \text { with } \phi_{n}^{k} \in H_{k}^{2}(Y) \text { and }\left\|\phi_{n}^{k}\right\|_{L^{2}(Y)}=1 \tag{1.5}
\end{equation*}
$$

where the eigenvalues $\lambda_{n}^{k}$ constitute a non-negative increasing sequence. The zero eigenvalue only for $k=0$ is denoted by $\lambda_{0}^{0}$. We state some properties of the Bloch eigenelements $\left(\lambda_{n}^{k}, \phi_{n}^{k}\right)$ solution to (1.5) which are useful in studying the HF-waves. For a given $k \in Y^{*}$, the operator $P_{k}^{2}:=-\partial_{y}\left(a \partial_{y}.\right): D\left(P_{k}^{2}\right) \subset L_{k}^{2}(Y) / \operatorname{Ker}\left(P_{k}^{2}\right) \rightarrow$ $L_{k}^{2}(Y) / \operatorname{Ker}\left(P_{k}^{2}\right)$ with dense domain is positive self-adjoint and with compact inverse, so its spectrum is made with an increasing sequence of positive real numbers tending to infinity. Moreover, the family $\left(\phi_{n}^{k}\right)_{n}$ constitutes an orthonormal basis of the space $L^{2}(Y)$ for the hermitian inner product. The only zero eigenvalue is $\lambda_{0}^{0}$ corresponding to a constant eigenvector, equal to one by normalization. Therefore, $\operatorname{Ker}\left(P_{k}^{2}\right)=\varnothing$ for all $k \in Y^{*}$ except for $k=0$. This is the same for the case of a two-dimensional strip in Section 1.2.2.

Notation 1 For $k \neq 0, n \in M^{k}$, the conjugate $\overline{\phi_{n}^{k}}$ of $\phi_{n}^{k}$ is solution of $\mathcal{P}(-k)$. We choose the numbering of the eigenvectors $\phi_{n}^{-k}$ so that $\phi_{n}^{-k}=\overline{\phi_{n}^{k}}$ which implies that $\lambda_{n}^{-k}=\lambda_{n}^{k}$.

Remark 2 For each $k \in Y^{*}, n \in \mathbb{N}^{*}$, the second order differential equation (1.5) admits two independent solutions, which according to Notation 1, are $\phi_{n}^{k}$ and $\phi_{n}^{-k}$ when $k \notin\left\{0,-\frac{1}{2}\right\}$. So, the eigenvalues $\lambda_{n}^{k}$ and $\lambda_{n}^{-k}$ are both simple while in the other case the eigenvectors are or periodic or anti-periodic and the eigenvalues are or simple or double.

The $L^{2}$-orthogonal projector onto $\phi_{n}^{k}$ is denoted by $\Pi_{n}^{k}$ and the associated time scale is $\alpha_{n}^{k}=\frac{2 \pi}{\sqrt{\lambda_{n}^{k}}}$, with $\alpha_{0}^{0}=\infty$. Denote by $M^{k}$ the set of the indices $n$ of all Bloch eigenelements,

$$
\begin{equation*}
M^{k}=\mathbb{N} \text { for } k=0 \text { and } M^{k}=\mathbb{N}^{*} \text { for } k \neq 0 \tag{1.6}
\end{equation*}
$$

The space-modulated-two-scale transform Let us assume from now on that the domain $\Omega$ is the union of a finite number of entire cells of size $\varepsilon$ or equivalently that $\varepsilon$ belongs to a subsequence of $\varepsilon_{n}=\frac{\alpha}{n}$ for $n \in \mathbb{N}^{*}$. The set of all cells of $\Omega$ is $C:=\left\{\omega_{\varepsilon}=\varepsilon l+\varepsilon Y \mid l \in \mathbb{Z}, \varepsilon l+\varepsilon Y \subset \Omega\right\}$.

Definition 3 For any $k \in Y^{*}$, the modulated-two-scale transform $S_{k}^{\varepsilon}: L^{2}(\Omega) \rightarrow$ $L^{2}(\Omega \times Y)$ of a function $u \in L^{2}(\Omega)$ is defined by

$$
\begin{equation*}
S_{k}^{\varepsilon} u(x, y)=\sum_{\omega_{\varepsilon} \in C_{\varepsilon}} u\left(\varepsilon l_{\omega_{\varepsilon}}+\varepsilon y\right) \chi_{\omega_{\varepsilon}}(x) e^{-2 i \pi k l_{\omega_{\varepsilon}}}, \tag{1.7}
\end{equation*}
$$

where $\varepsilon l_{\omega_{\varepsilon}}$ stands for the unique node in $\varepsilon L$ of $\omega_{\varepsilon}$ and $\chi_{\omega_{\varepsilon}}$ is the characteristic function of $\omega_{\varepsilon}$.

From Definition 3 of the modulated-two-scale transform, the three following properties can be checked by using (1.7) and are admitted. For $k \in Y^{*}$ and two functions
$u, v \in L^{2}(\Omega)$

$$
\begin{gather*}
\left\|S_{k}^{\varepsilon} u\right\|_{L^{2}(\Omega \times Y)}^{2}=\int_{\Omega \times Y}\left|S_{k}^{\varepsilon} u\right|^{2} d x d y=\sum_{\omega_{\varepsilon} \in C} \int_{\omega_{\varepsilon}}|u|^{2} d x=\|u\|_{L^{2}(\Omega)}^{2},  \tag{1.8}\\
S_{k}^{\varepsilon}(u v)=S_{0}^{\varepsilon}(u) S_{k}^{\varepsilon}(v), \\
\text { and } S_{k}^{\varepsilon}\left(\partial_{x} u\right)(x, y)=\frac{1}{\varepsilon} \partial_{y} S_{k}^{\varepsilon} u(x, y) \text { for } u \in H^{1}(\Omega) . \tag{1.9}
\end{gather*}
$$

The adjoint $S_{k}^{\varepsilon *}: L^{2}(\Omega \times Y) \rightarrow L^{2}(\Omega)$ of $S_{k}^{\varepsilon}$ is defined by

$$
\begin{equation*}
\int_{\Omega}\left(S_{k}^{\varepsilon *} v\right)(x) \cdot w(x) d x=\int_{\Omega \times Y} v(x, y) \cdot\left(S_{k}^{\varepsilon} w\right)(x, y) d x d y \tag{1.10}
\end{equation*}
$$

for all $w \in L^{2}(\Omega)$ and $v \in L^{2}(\Omega \times Y)$. A direct computation, see 95, shows that the explicit expression of $S_{k}^{\varepsilon *} v$ is

$$
\begin{equation*}
\left(S_{k}^{\varepsilon *} v\right)(x)=\sum_{\omega_{\varepsilon} \in C} \varepsilon^{-1} \int_{\omega_{\varepsilon}} v\left(z, \frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) d z \chi_{\omega_{\varepsilon}}(x) e^{2 i \pi k l_{\omega_{\varepsilon}}} \tag{1.11}
\end{equation*}
$$

it maps regular functions in $\Omega \times Y$ to a piecewise-constant functions in $\Omega$.
Remark 4 Let $k \in Y^{*}$ and a bounded sequence $u^{\varepsilon}$ in $L^{2}(\Omega)$ such that $S_{k}^{\varepsilon} u^{\varepsilon}$ converges to $u^{k}$ in $L^{2}(\Omega \times Y)$ weakly when $\varepsilon \rightarrow 0$, then $S_{-k}^{\varepsilon} u^{\varepsilon}$ converges to some $u^{-k}$ in $L^{2}(\Omega \times$ $Y)$ weakly. Moreover, since $S_{k}^{\varepsilon} u^{\varepsilon}$ and $S_{-k}^{\varepsilon} u^{\varepsilon}$ are conjugate then $u^{k}$ and $u^{-k}$ are also conjugate.

According to (1.11), $S_{k}^{\varepsilon *} v$ is not a regular function. For various reasons, we need a regular approximation of $S_{k}^{\varepsilon *} v$ that will denote by $\Re^{k} v$. The expression of $\mathfrak{R}^{k} v$ depends on the regularity of $v$ with respect to its first variable. Prior to defining $\mathfrak{R}^{k} v$, it is required to extend $v(x, y)$ to $y \in \mathbb{R}$ by $k$-quasi-periodicity. Hence, we denote by $\mathfrak{R}^{k}$ the operator operating on functions $v(x, y)$ defined in $\Omega \times \mathbb{R}$ and $k$-quasi-periodic in $y$,

$$
\begin{equation*}
\left(\mathfrak{R}^{k} v\right)(x)=v\left(x, \frac{x}{\varepsilon}\right) . \tag{1.12}
\end{equation*}
$$

The next lemma shows that $\mathfrak{R}^{k}$ is an approximation of $S_{k}^{\varepsilon *}$ for $k$-quasi-periodic functions.

Lemma 5 Let $v \in C^{1}(\Omega \times Y)$ be a $k$-quasi-periodic function in $y$ then

$$
\begin{equation*}
S_{k}^{\varepsilon *} v=\mathfrak{R}^{k} v+O(\varepsilon) \text { in the } L^{2}(\Omega) \text { weak sense. } \tag{1.13}
\end{equation*}
$$

Moreover, for $v \in C^{2}(\Omega \times Y)$ a $k$-quasi-periodic function in $y$ then

$$
\begin{equation*}
\mathfrak{R}^{k} v=S_{k}^{\varepsilon *}\left(v+\varepsilon\left(y-\frac{1}{2}\right) \partial_{x} v\right)+\varepsilon O(\varepsilon) \text { in the } L^{2}(I \times \Omega) \text { weak sense. } \tag{1.14}
\end{equation*}
$$

We refer to Lemma 3 in 95 and to 80 for the proof, see also the proof of forthcoming Lemma 8 in Appendix when the time variables are dismissed. In the proof, we constantly use the following consequence.

Corollary 6 Let $v \in C^{1}(\Omega \times Y)$ and $k$-quasi-periodic in $y$, for any bounded sequence $u^{\varepsilon}$ in $L^{2}(\Omega)$ such that $S_{k}^{\varepsilon} u^{\varepsilon}$ converges to $u$ in $L^{2}(\Omega \times Y)$ weakly when $\varepsilon \rightarrow 0$ then

$$
\int_{\Omega} u^{\varepsilon} \cdot \Re^{k} v d x \rightarrow \int_{\Omega \times Y} u \cdot v d x d y \text { when } \varepsilon \rightarrow 0
$$

Note that for $k=0$, this corresponds to the definition of two-scale convergence in [1] and 89 .
The time-two-scale transform A two-scale transform is then introduced for the time variable, let $\mathbb{Z}$ be as a canonical lattice and $\Lambda=(0,1)$ as a time unit cell, we set $D:=\left\{\theta_{\varepsilon}=\varepsilon l+\varepsilon \Lambda \mid l \in \mathbb{Z}, \varepsilon l+\varepsilon \Lambda \subset I\right\}$ the family of all $\varepsilon \Lambda$-cells contained in $I$.

Definition 7 The time two-scale transform $T^{\varepsilon}: L^{2}(I) \rightarrow L^{2}(I \times \Lambda)$ of the function $u \in L^{2}(I)$ is defined by

$$
\begin{equation*}
T^{\varepsilon} u(t, \tau):=\sum_{\theta_{\varepsilon} \in D} u\left(\varepsilon l_{\theta_{\varepsilon}}+\varepsilon \tau\right) \chi_{\theta_{\varepsilon}}(t) \tag{1.15}
\end{equation*}
$$

where $\varepsilon l_{\theta_{\varepsilon}} \in \varepsilon \mathbb{Z}$ stands for the left end point of $\theta_{\varepsilon}$ and $\chi_{\theta_{\varepsilon}}$ is the characteristic function of $\theta_{\varepsilon}$.

Similarly, for $u \in L^{2}(I)$ and $v \in H^{1}(I)$, the two following properties can be checked by using (1.15),

$$
\begin{gather*}
\left\|T^{\varepsilon} u\right\|_{L^{2}(I \times \Lambda)}^{2}=\int_{I \times \Lambda}\left|T^{\varepsilon} u\right|^{2} d t d \tau=\sum_{\theta_{\varepsilon} \in D} \int_{\theta_{\varepsilon}}|u|^{2} d t=\|u\|_{L^{2}(I)}^{2}  \tag{1.16}\\
\text { and } T^{\varepsilon}\left(\partial_{t} v\right)(t, \tau)=\frac{1}{\varepsilon} \partial_{\tau}\left(T^{\varepsilon} v\right)(t, \tau) \tag{1.17}
\end{gather*}
$$

The adjoint $T^{\varepsilon *}: L^{2}(I \times \Lambda) \rightarrow L^{2}(I)$ of $T^{\varepsilon}$ is defined by

$$
\begin{equation*}
\int_{I}\left(T^{\varepsilon *} v\right)(t) \cdot w(t) d t=\int_{I \times \Lambda} v(t, \tau) \cdot\left(T^{\varepsilon} w\right)(t, \tau) d t d \tau \tag{1.18}
\end{equation*}
$$

for all $w(t) \in L^{2}(I)$ and $v(t, \tau) \in L^{2}(I \times \Lambda)$. The explicit expression of $T^{\varepsilon *} v$ is

$$
\begin{equation*}
\left(T^{\varepsilon *} v\right)(t)=\sum_{\theta_{\varepsilon} \in D} \varepsilon^{-1} \int_{\theta_{\varepsilon}} v\left(z, \frac{t-\varepsilon l_{\theta_{\varepsilon}}}{\varepsilon}\right) d z \chi_{\theta_{\varepsilon}}(t) \tag{1.19}
\end{equation*}
$$

it maps regular functions in $I \times \Lambda$ to a piecewise-constant functions in $I$.
The operator $\mathfrak{B}_{n}^{k}$, transforming two-scale functions $v(t, \tau, x, y)$ defined in $I \times \mathbb{R} \times \Omega \times \mathbb{R}$ by functions of the physical space-time variables, is then

$$
\begin{equation*}
\left(\mathfrak{B}_{n}^{k} v\right)(t, x)=v\left(t, \frac{t}{\varepsilon \alpha_{n}^{k}}, x, \frac{x}{\varepsilon}\right) \tag{1.20}
\end{equation*}
$$

Next Lemma presents the relation between $\mathfrak{B}_{n}^{k} v$ and $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon *} v$ for a function $v$ which is periodic in $\tau$ and $k$-quasi-periodic in $y$ for any $n \in \mathbb{N}^{*}$.

Lemma 8 For $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$, let $v \in C^{1}(I \times \Lambda \times \Omega \times Y)$ be a periodic function in $\tau$ and $k$-quasi-periodic function in $y$, then

$$
\begin{equation*}
\mathfrak{B}_{n}^{k} v=T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v+O(\varepsilon) \text { in the } L^{2}(I \times \Omega) \text { weak sense. } \tag{1.21}
\end{equation*}
$$

Moreover, if $v \in C^{2}(I \times \Lambda \times \Omega \times Y)$ is a periodic function in $\tau$ and $k$-quasiperiodic function in $y$, then $\mathfrak{B}_{n}^{k} v$ can be approximated at the first order by

$$
\begin{equation*}
\mathfrak{B}_{n}^{k} v=T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon *}\left(v+\varepsilon \alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} v+\varepsilon\left(y-\frac{1}{2}\right) \partial_{x} v\right)+\varepsilon O(\varepsilon) \tag{1.22}
\end{equation*}
$$

in the $L^{2}(I \times \Omega)$ weak sense.
It would take long to present here the proof, based on Lemma 3 in 95 and [80], of Lemma 8 in details, thus it is postponed in Appendix. Moreover, for a function $u(x, y)$ defined in $\Omega \times \mathbb{R}$ and a function $v(t, \tau)$ defined in $I \times \mathbb{R}$, we observe that,

$$
\begin{align*}
P^{\varepsilon} \mathfrak{R}^{k} u= & \sum_{n=0}^{2} \varepsilon^{-n} \mathfrak{R}^{k} P^{n} u, P^{\varepsilon}\left(\mathfrak{B}_{n}^{k} u\right)=\mathfrak{B}_{n}^{k}\left(P^{0} u+\varepsilon^{-1} P^{1} u+\varepsilon^{-2} P^{2} u\right),  \tag{1.23}\\
& \text { and } Q^{\varepsilon} \mathfrak{B}_{n}^{k} v=\mathfrak{B}_{n}^{k}\left(Q^{0} v+\left(\varepsilon \alpha_{n}^{k}\right)^{-1} Q^{1} v+\left(\varepsilon \alpha_{n}^{k}\right)^{-2} Q^{2} v\right) .
\end{align*}
$$

### 1.2.2 In a two-dimensional strip

We consider an open bounded domain $\Omega=\omega_{1} \times \omega_{2}$ with $\omega_{1}=(0, \alpha) \subset \mathbb{R}^{+}$and $\omega_{2}=(0, \varepsilon)$ with ends $\Gamma_{\text {end }}=\partial \omega_{1} \times \omega_{2}$ and lateral boundary $\Gamma_{\text {lat }}=\omega_{1} \times \partial \omega_{2}$. As usual in homogenization papers, $\varepsilon>0$ denotes a small parameter intended to go to zero. A $2 \times 2$ matrix $a^{\varepsilon}$ and a real function $\rho^{\varepsilon}$ are assumed to obey a prescribed profile,

$$
a^{\varepsilon}:=a\left(\frac{x}{\varepsilon}\right) \text { and } \rho^{\varepsilon}:=\rho\left(\frac{x}{\varepsilon}\right),
$$

where $\rho \in L^{\infty}\left(\mathbb{R}^{2}\right)$ and $a \in W^{1, \infty}\left(\mathbb{R}^{2}\right)^{2 \times 2}$ is symmetric. They are both $Y$-periodic with respect to the reference cell $Y \subset \mathbb{R}^{2}$. Moreover, they are required to satisfy the standard uniform positivity and ellipticity conditions,

$$
\begin{equation*}
\rho^{0} \leq \rho \leq \rho^{1} \text { and } a^{0}\|\xi\|^{2} \leq \xi^{T} a \xi \leq a^{1}\|\xi\|^{2} \text { for all } \xi \in \mathbb{R}^{2} \tag{1.24}
\end{equation*}
$$

for some given strictly positive numbers $\rho^{0}, \rho^{1}, a^{0}$ and $a^{1}$. We note that variables $x$ and $y$ can be written as,

$$
x=\left(x_{1}, x_{2}\right) \text { and } y=\left(y_{1}, y_{2}\right) .
$$

For $Y_{1}=Y_{2}=(0,1)$, let us define the unit cell $Y=Y_{1} \times Y_{2}=(0,1)^{2}$ which, upon rescaling to size $\varepsilon$, becomes the period in $\Omega$. The boundary $\partial Y$ is decomposed into $\partial Y=\gamma_{\text {end }} \cup \gamma_{\text {lat }}$ where $\gamma_{\text {end }}=\partial Y_{1} \times Y_{2}$ and $\gamma_{\text {lat }}=Y_{1} \times \partial Y_{2}$. The cells $\left(\omega_{1 \varepsilon}^{j}\right)_{j \in \mathbb{N}}$ and $\left(\omega_{\varepsilon}^{j}\right)_{j \in \mathbb{N}}$ of size $\varepsilon$, and their indices $\left(l_{\omega_{\varepsilon}^{j}}\right)_{j \in \mathbb{N}}$ are decomposed accordingly

$$
\omega_{1 \varepsilon}^{j}=\varepsilon\left(j+Y_{1}\right), \omega_{\varepsilon}^{j}=\omega_{1 \varepsilon}^{j} \times \omega_{2} \text { and } l_{\omega_{\varepsilon}^{j}}=(j, 0) \text { for } j \in \mathbb{N} \text {. }
$$

With the same convention, the boundary layer cell is in direction $y_{1}$ and is defined as,

$$
Y_{\infty}^{+}=\mathbb{R}^{+} \times Y_{2} .
$$

The boundary $\partial Y_{\infty}^{+}$of $Y_{\infty}^{+}$is decomposed into $\gamma_{\infty, \text { end }}^{+}=\{0\} \times Y_{2}$ and $\gamma_{\infty, l a t}^{+}=\mathbb{R}^{+} \times \partial Y_{2}$. Two-scale operators Similarly to the one-dimensional case, we denote $P^{\varepsilon}=-\operatorname{div}_{x}\left(a^{\varepsilon} \nabla_{x}\right.$.) and

$$
P^{0}=-\partial_{x_{1}}\left(a_{11} \partial_{x_{1} .}\right), P^{1}=-\partial_{x_{1}}\left(a_{1} . \nabla_{y .}\right)-\operatorname{div}_{y}\left(a_{.1} \partial_{x_{1}} .\right), P^{2}=-\operatorname{div}_{y}\left(a \nabla_{y} .\right) .
$$

Bloch waves For $k \in Y^{*}$, the Bloch eigenelements $\left(\lambda_{n}^{k}, \phi_{n}^{k}\right)$ indexed by $n \in \mathbb{N}$ are solution to

$$
\begin{gather*}
\mathcal{P}(k):-\operatorname{div}_{y}\left(a \nabla_{y} \phi_{n}^{k}\right)=\lambda_{n}^{k} \rho \phi_{n}^{k} \text { in } Y \text { with } \phi_{n}^{k} \in H^{2}(Y) \cap L^{2}\left(H_{k}^{2}\left(Y_{1}\right) ; Y_{2}\right)  \tag{1.25}\\
\text { such that } a \nabla_{y} \phi_{n}^{k} \cdot n_{y}=0 \text { on } \gamma_{l a t} \text { and }\left\|\phi_{n}^{k}\right\|_{L^{2}(Y)}=1,
\end{gather*}
$$

where the eigenvalues $\lambda_{n}^{k}$ constitute a non-negative increasing sequence. The zero eigenvalue only for $k=0$ is denoted by $\lambda_{0}^{0}$.
The modulated-two-scale transform In the statement of the results, the asymptotic behaviour of the solution is expressed by using the following definition of the modulated-two-scale transform. Let us assume from now on that $\Omega$ is the union of a finite number of entire cells of size $\varepsilon$ or equivalently that the sequence $\varepsilon$ is exactly $\varepsilon_{n}=\frac{\alpha}{n}$ for $n \in \mathbb{N}^{*}$. We set,

$$
J=\left\{j \in \mathbb{N} \text { such that } \omega_{\varepsilon}^{j} \subset \Omega\right\}
$$

then $J$ is the set of indices of finite cells of size $\varepsilon$.
Definition 9 For any $k \in Y^{*}$, the modulated-two-scale transform of the function $u \in L^{2}(\Omega), S_{k}^{\varepsilon}: L^{2}(\Omega) \rightarrow L^{2}\left(\omega_{1} \times Y\right)$, is defined by

$$
\begin{equation*}
S_{k}^{\varepsilon} u\left(x_{1}, y\right)=\sum_{j \in J} u\left(\varepsilon j+\varepsilon y_{1}, \varepsilon y_{2}\right) \chi_{\omega_{1 \varepsilon}^{j}}\left(x_{1}\right) e^{-2 i \pi k j} \tag{1.26}
\end{equation*}
$$

where $\chi_{\omega_{\varepsilon}^{j}}$ is the characteristic function on $\omega_{1 \varepsilon}^{j}$.
From Definition 9 of the modulated-two-scale transform, the three following properties can be checked by using (1.26) and are admitted. For $u, v \in L^{2}(\Omega)$

$$
\begin{gather*}
\left\|S_{k}^{\varepsilon} u\right\|_{L^{2}\left(\omega_{1} \times Y\right)}^{2}=\int_{\omega_{1} \times Y}\left|S_{k}^{\varepsilon} u\right|^{2} d x_{1} d y=\sum_{j \in J} \int_{\omega_{1 \varepsilon}^{j}}\left(\frac{1}{\varepsilon^{2}} \int_{\omega_{\varepsilon}^{j}}|u|^{2} d x\right) \chi_{\omega_{1 \varepsilon}^{j}}\left(x_{1}\right) d x_{1}=\frac{1}{\varepsilon}\|u\|_{L^{2}(\Omega)}^{2},  \tag{1.27}\\
S_{k}^{\varepsilon}(u v)=S_{0}^{\varepsilon}(u) S_{k}^{\varepsilon}(v), \\
\text { and } S_{k}^{\varepsilon}\left(\nabla_{x} u\right)\left(x_{1}, y\right)=\frac{1}{\varepsilon} \nabla_{y}\left(S_{k}^{\varepsilon} u\right)\left(x_{1}, y\right) \text { for } u \in H^{1}(\Omega) .
\end{gather*}
$$

Then, the adjoint $S_{k}^{\varepsilon *}: L^{2}\left(\omega_{1} \times Y\right) \rightarrow L^{2}(\Omega)$ of $S_{k}^{\varepsilon}$ is defined by

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{\Omega}\left(S_{k}^{\varepsilon *} v\right)(x) \cdot w(x) d x=\int_{\omega_{1} \times Y} v\left(x_{1}, y\right) \cdot\left(S_{k}^{\varepsilon} w\right)\left(x_{1}, y\right) d x_{1} d y \tag{1.28}
\end{equation*}
$$

for all $w \in L^{2}(\Omega)$ and $v \in L^{2}\left(\omega_{1} \times Y\right)$. A direct computation shows that the explicit expression of $S_{k}^{\varepsilon *} v$ is

$$
\begin{equation*}
\left(S_{k}^{\varepsilon *} v\right)(x)=\sum_{j \in J} \int_{\omega_{1 \varepsilon}^{j}} \varepsilon^{-1} v\left(z, \frac{x-\varepsilon l_{\omega_{\varepsilon}^{j}}}{\varepsilon}\right) d z \chi_{\omega_{\varepsilon}^{j}}(x) e^{2 i \pi k j}, \tag{1.29}
\end{equation*}
$$

it maps regular functions in $\omega_{1} \times Y$ to a piecewise-constant function in $\Omega$. Moreover, the operator $\mathfrak{R}^{k}$, transforming two-scale functions $v\left(x_{1}, y\right)$ defined in $\omega_{1} \times \mathbb{R}^{2}$ and $k$-quasi-periodic in $y_{1}$ by functions of the physical space variables, is then

$$
\begin{equation*}
\left(\mathfrak{R}^{k} v\right)(x)=v\left(x_{1}, \frac{x}{\varepsilon}\right) . \tag{1.30}
\end{equation*}
$$

The next Lemma shows that $\mathfrak{R}^{k}$ is an approximation of $S_{k}^{\varepsilon *}$ for $k$-quasi-periodic functions in $y_{1}$, it is a simple extension of Lemma 5 also of [80]. The proof is referred in Appendix.

Lemma 10 Let $v \in C^{1}\left(\omega_{1} \times Y\right)$ ak-quasi-periodic function in $y_{1}$ then

$$
\begin{equation*}
S_{k}^{\varepsilon *} v=\Re^{k} v+O(\varepsilon) \text { in the } L^{2}(\Omega) \text { weak sense. } \tag{1.31}
\end{equation*}
$$

Moreover, for $k \in Y^{*}$, the definition of the modulated-two-scale transform yield relations between $S_{k}^{\varepsilon} u^{\varepsilon}$ and $S_{-k}^{\varepsilon} u^{\varepsilon}$ :

- $S_{k}^{\varepsilon} u^{\varepsilon}$ and $S_{-k}^{\varepsilon} u^{\varepsilon}$ are conjugate,
- if $u^{\varepsilon}$ is a sequence such that $S_{k}^{\varepsilon} u^{\varepsilon}$ converges weakly to $u^{k}$ in $L^{2}\left(\omega_{1} \times Y\right)$ when $\varepsilon \rightarrow 0$, then $S_{-k}^{\varepsilon} u^{\varepsilon}$ converges weakly to $u^{-k}$ in $L^{2}\left(\omega_{1} \times Y\right)$ weakly; moreover $u^{k}$ and $u^{-k}$ are conjugate.

The boundary layer two-scale transform In order to study the oscillations of waves near the boundary, we introduce the boundary layer two-scale transform which will be defined by adapting the modulated-two-scale transform to the case boundary layers, that is, sequences of functions in $\Omega$ which concentrate near the boundary $\{0\} \times$ $\omega_{2}$ and $\{\alpha\} \times \omega_{2}$. It is also based on the motivation of two-scale convergence for boundary layers in (9).

Definition 11 For $\vartheta \in\{0, \alpha\}$, the boundary layer two-scale transform $S_{b}^{\vartheta}$ applies to functions $u(x) \in L^{2}(\Omega)$,

$$
S_{b}^{\vartheta}: L^{2}(\Omega) \rightarrow L^{2}\left(Y_{\infty}^{+}\right)
$$

is a simple $\varepsilon^{-1}$-dilation and is defined by,

$$
\begin{equation*}
\left(S_{b}^{0} u\right)(y)=u(\varepsilon y) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right), \tag{1.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(S_{b}^{\alpha} u\right)(y)=u\left(-\varepsilon y_{1}+\alpha, \varepsilon y_{2}\right) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) . \tag{1.33}
\end{equation*}
$$

For $u \in L^{2}(\Omega)$, the boundness property of $S_{b}^{\vartheta} u$ can be showed in the next lemma.
Lemma 12 For $u \in L^{2}(\Omega)$ such that $u$ is bounded in $L^{2}(\Omega)$, then

$$
\begin{equation*}
\varepsilon^{-2} \int_{\Omega}|u|^{2}(x) d x=\int_{Y_{\infty}^{+}}\left|S_{b}^{\vartheta} u\right|^{2}(y) d y \text { for } \vartheta \in\{0, \alpha\} \tag{1.34}
\end{equation*}
$$

Moreover, the adjoint $S_{b}^{\vartheta *}: L^{2}\left(Y_{\infty}^{+}\right) \rightarrow L^{2}(\Omega)$ of $S_{b}^{\vartheta}$, is defined by

$$
\begin{equation*}
\frac{1}{\varepsilon} \int_{\Omega}\left(S_{b}^{\vartheta^{*}} v\right)(x) \cdot w(x) d x=\varepsilon \int_{Y_{\infty}^{+}} v(y) \cdot\left(S_{b}^{\vartheta} w\right)(y) d y \text { for any } \vartheta \in\{0, \alpha\} \tag{1.35}
\end{equation*}
$$

for all $w(x) \in L^{2}(\Omega)$ and $v(y) \in L^{2}\left(Y_{\infty}^{+}\right)$. Furthermore, for a function $v(y)$ defined in $Y_{\infty}^{+}$, the operators $\Re_{b}^{0}$ and $\Re_{b}^{\alpha}$, transforming the functions $v(y)$ defined in $Y_{\infty}^{+}$by functions of the physical variables, are introduced by

$$
\begin{equation*}
\mathfrak{R}_{b}^{0}(v)(x)=v\left(\frac{x}{\varepsilon}\right) \text { and } \Re_{b}^{\alpha}(v)(x)=v\left(\frac{\alpha-x_{1}}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right) \text { for } x \in \Omega . \tag{1.36}
\end{equation*}
$$

The next lemma presents the relation between $S_{b}^{\vartheta *}$ and $\mathfrak{R}_{b}^{\vartheta}$ for a function $v$ defined in $Y_{\infty}^{+}$.

Lemma 13 For $v(y) \in C^{1}\left(Y_{\infty}^{+}\right)$then

$$
\begin{equation*}
S_{b}^{\vartheta *} v=\Re_{b}^{\vartheta} v \text { in } L^{2}(\Omega) \text { for any } \vartheta \in\{0, \alpha\} . \tag{1.37}
\end{equation*}
$$

The proofs of Lemma 12 and Lemma 13 are postponed in Appendix. For the functions $v\left(x_{1}, y\right)$ and $w(y)$ defined respectively in $\omega_{1} \times \mathbb{R}^{2}$ and $Y_{\infty}^{+}$, we observe that

$$
\begin{equation*}
P^{\varepsilon} \mathfrak{R}^{k} v=\sum_{n=0}^{2} \varepsilon^{-n} \mathfrak{R}^{k} P^{n} v \text { and } P^{\varepsilon} \mathfrak{R}_{b}^{\vartheta} w=\varepsilon^{-2} \mathfrak{R}_{b}^{\vartheta} P^{2} w . \tag{1.38}
\end{equation*}
$$

Finally, from now on the notation $P^{2}$ is used instead of $P_{k}^{2}$ for all cases.

### 1.3 Assumption of sequence $\varepsilon$

The following condition on the sequence $\varepsilon$ is made so that to be able to pass to the limit the boundary conditions at $x_{1}=\alpha$.

Assumption 14 For each $k \in Y^{*}$, considering the decomposition in

$$
\begin{equation*}
\frac{\alpha k}{\varepsilon}=h_{\varepsilon}^{k}+l_{\varepsilon}^{k} \tag{1.39}
\end{equation*}
$$

with the integer part $h_{\varepsilon}^{k}=\left[\frac{\alpha k}{\varepsilon}\right]$ and the rest $l_{\varepsilon}^{k} \in[0,1)$, we assume that the sequence $\varepsilon$ belongs to a set $E_{k} \subset \mathbb{R}^{+*}$ such that the sequence $l_{\varepsilon}^{k}$ is convergent

$$
\begin{equation*}
l_{\varepsilon}^{k} \rightarrow l^{k} \text { when } \varepsilon \rightarrow 0 \tag{1.40}
\end{equation*}
$$

For $k=0$, we observe that $h_{\varepsilon}^{0}=0, l_{\varepsilon}^{0}=0$ so $l^{0}=0$ and $E_{0}=\mathbb{R}^{+*}$.

## Chapter 2

## Homogenization of the spectral problem in one-dimension
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### 2.1 Introduction

We consider the spectral problem

$$
\begin{equation*}
-\partial_{x}\left(a^{\varepsilon} \partial_{x} w^{\varepsilon}\right)=\lambda^{\varepsilon} \rho^{\varepsilon} w^{\varepsilon} \tag{2.1}
\end{equation*}
$$

posed in an one-dimensional open bounded domain $\Omega \subset \mathbb{R}$ with Dirichlet boundary conditions. An asymptotic analysis of this problem is carried out where $\varepsilon>0$ is a parameter tending to zero and the coefficients are $\varepsilon$-periodic, namely $a^{\varepsilon}=a\left(\frac{x}{\varepsilon}\right)$ and $\rho^{\varepsilon}=\rho\left(\frac{x}{\varepsilon}\right)$ where $a(y)$ and $\rho(y)$ are 1-periodic in $\mathbb{R}$. In this chapter, we search eigenvalues $\lambda^{\varepsilon}$ satisfying the expansion

$$
\begin{equation*}
\varepsilon^{2} \lambda^{\varepsilon}=\lambda^{0}+\varepsilon \lambda^{1}+\varepsilon O(\varepsilon) . \tag{2.2}
\end{equation*}
$$

It comes that $\lambda^{0}$ is equal to an eigenvalue $\lambda_{n}^{k}$ solution of the Bloch wave spectral problem (1.5) for $n \in \mathbb{N}^{*}$ and $k \in Y^{*}$, also called the HF-microscopic equation in this work. To guarantee that Bloch waves are kept in the weak limit, we apply the modulated two-scale transform $S_{k}^{\varepsilon}$ defined in (1.7). Passing to the limit in the weak formulation, it is shown that $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} w^{\varepsilon}$ is weakly converging to two-scale modes

$$
g_{k}(x, y)=\sum_{\sigma \in I^{k}} \sum_{m} u_{m}^{\sigma}(x) \phi_{m}^{\sigma}(y)
$$

where the second sum runs over all modes $\phi_{m}^{\sigma}$ with the same eigenvalue $\lambda_{n}^{k}$. Here, the modes $\phi_{m}^{\sigma}$ are called Bloch modes. The factors $\left(u_{m}^{\sigma}\right)_{m}$ are solution of the HFmacroscopic system of first order differential equation,

$$
\begin{equation*}
\sum_{m} c(\sigma, n, m) \partial_{x} u_{m}^{\sigma}+\lambda^{1} b(\sigma, n, m) u_{m}^{\sigma}=0 \text { in } \Omega \text { for each } \sigma \in I^{k} \tag{2.3}
\end{equation*}
$$

which boundary conditions and the constant $c(\sigma, n, m)$ are depending on the involved Bloch modes and eigenvalues. The physical solution $w^{\varepsilon}$ is then approximated by twoscale modes

$$
\begin{equation*}
w^{\varepsilon}(x) \approx \sum_{\sigma \in I^{k}} \sum_{m} u_{m}^{\sigma}(x) \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right) . \tag{2.4}
\end{equation*}
$$

These results are also established for Neumann boundary conditions.
In fact, the method introduced in this chapter is inspired from 36] dedicated to the wave equation, except that in the latter work the two-scale transforms $S_{k}^{\varepsilon} w^{\varepsilon}$ and $S_{-k}^{\varepsilon} w^{\varepsilon}$ were analyzed separately and the macroscopic boundary conditions were lacking. Moreover, the model derivation in [36] is starting from the wave equation written as a first order system. So, for the sake of comparison, we derive the homogenized spectral equation from a first order formulation. All presented results are straightforwardly extended to multiple space dimensions except the macroscopic boundary conditions satisfied by the modulation coefficient $u_{m}^{\sigma}(x)$ of the Bloch modes.

In addition, we report exploration results regarding approximations of physical eigenmodes by two-scale modes. First, for a given $\varepsilon$ and each high frequency physical eigenelement $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$, we show how to find quadruplets $\left(\lambda_{n}^{k}, \lambda_{1}, \phi_{n}^{k}, u_{n}^{k}\right)_{n, k}$ satisfying the approximations (2.2) and (2.4). This shows that each high frequency eigenelement can be approximated by a two-scale mode. Conversely, the high frequency physical eigenelements can be built from the two-scale eigenelements only. Namely, for a given Bloch mode $\left(\lambda_{n}^{k}, \phi_{n}^{k}\right)$, a macroscopic eigenelement $\left(\lambda^{1}, u_{n}^{k}\right)$ is minimizing the error on the physical equation (2.1) where $w^{\varepsilon}$ and $\lambda^{\varepsilon}$ are replaced by their approximations (2.2) and (2.4).

Remaining of this chapter is organized as follows. In Section 3.5.1 we state the physical spectral equation with Dirichlet boundary conditions. In Section 2.3 and 2.4, the model homogenization is derived based on the second order and first order formulations respectively. Finally, the numerical results are reported in the last section.

### 2.2 Statement of the problem

We consider $\Omega=(0, \alpha) \subset \mathbb{R}^{+}$an interval, which boundary is denoted by $\partial \Omega$, and two functions ( $a^{\varepsilon}, \rho^{\varepsilon}$ ) assumed to obey a prescribed profile,

$$
\begin{equation*}
a^{\varepsilon}:=a\left(\frac{x}{\varepsilon}\right) \text { and } \rho^{\varepsilon}:=\rho\left(\frac{x}{\varepsilon}\right), \tag{2.5}
\end{equation*}
$$

where $\rho \in L^{\infty}(\mathbb{R}), a \in W^{1, \infty}(\mathbb{R})$ are both $Y$-periodic where $Y$ is an open interval. Moreover, they are required to satisfy the standard uniform positivity and ellipticity conditions:

$$
\begin{equation*}
\rho^{0} \leq \rho \leq \rho^{1} \text { and } a^{0} \leq a \leq a^{1} \tag{2.6}
\end{equation*}
$$

for some given strictly positive $\rho^{0}, \rho^{1}, a^{0}$ and $a^{1}$.
With the operators $P^{\varepsilon}=-\partial_{x}\left(a^{\varepsilon} \partial_{x}.\right)$, the spectral problem with Dirichlet boundary conditions is

$$
\begin{equation*}
P^{\varepsilon} w^{\varepsilon}=\lambda^{\varepsilon} \rho^{\varepsilon} w^{\varepsilon} \text { in } \Omega \text { and } w^{\varepsilon}=0 \text { on } \partial \Omega, \tag{2.7}
\end{equation*}
$$

where as usual $\varepsilon>0$ denotes a small parameter intended to go to zero.
The eigenvectors $w^{\varepsilon} \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ are normalized by

$$
\begin{equation*}
\left\|w^{\varepsilon}\right\|_{L^{2}(\Omega)}=\left(\int_{\Omega}\left|w^{\varepsilon}\right|^{2} d x\right)^{\frac{1}{2}}=1 \tag{2.8}
\end{equation*}
$$

and we search the eigenvalues such that

$$
\begin{equation*}
\varepsilon^{2} \lambda^{\varepsilon}=\lambda^{0}+\varepsilon \lambda^{1}+\varepsilon O(\varepsilon) \tag{2.9}
\end{equation*}
$$

where $\lambda^{0}$ is a non negative real number and $O(\varepsilon)$ tends to zero with $\varepsilon$. The weak formulation of the spectral problem (2.7) is: find $w^{\varepsilon} \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} a^{\varepsilon} \partial_{x} w^{\varepsilon} \partial_{x} v d x=\lambda^{\varepsilon} \int_{\Omega} \rho^{\varepsilon} w^{\varepsilon} v d x \text { for all } v \in H_{0}^{1}(\Omega) \tag{2.10}
\end{equation*}
$$

Since $\varepsilon^{2} \lambda^{\varepsilon}$ is bounded, it results the uniform bound

$$
\begin{equation*}
\left\|\varepsilon \partial_{x} w^{\varepsilon}\right\|_{L^{2}(\Omega)} \leq N_{0} \tag{2.11}
\end{equation*}
$$

### 2.3 Homogenization of the high-frequency eigenvalue problem

Before starting the homogenized results, for any $n, m \in \mathbb{N}^{*}$, we introduce the HFmacroscopic model coefficients

$$
\begin{equation*}
c(k, n, m)=\int_{Y} a \partial_{y} \phi_{m}^{k} \cdot \phi_{n}^{k}-\phi_{m}^{k} \cdot a \partial_{y} \phi_{n}^{k} d y \text { and } b(k, n, m)=\int_{Y} \rho \phi_{m}^{k} \cdot \phi_{n}^{k} d y \tag{2.12}
\end{equation*}
$$

and observe that the following properties hold,

$$
c(k, n, m)=\overline{c(-k, n, m)}, c(k, m, n)=-\overline{c(k, n, m)}, c(k, n, m)=-c(-k, m, n)
$$

and

$$
b(k, n, m)=\overline{b(k, m, n)}, b(k, n, m)=\overline{b(-k, m, n)}, b(k, n, n)>0
$$

In particular for $k=0$, if the eigenvectors are chosen as real functions thus $c(0, n, n)=$ 0 . In the special case $\rho=1, b(k, n, m)=1$ for $n=m$ and $b(k, n, m)=0$ otherwise. Here we study our problem with $k \in Y^{*}=\left(-\frac{1}{2}, \frac{1}{2}\right)$. The process is similar to $k=-\frac{1}{2}$ but the detail is not reported.

### 2.3.1 Main result

The HF-macroscopic equation is stated for each $k \in Y^{*}$ and each Bloch wave eigenvalue $\lambda_{n}^{k}$. For $k \neq 0$, we assume that $c(\sigma, n, n) \neq 0$ for each $\sigma \in I^{k}$, so it is stated as an eigenvalue problem

$$
\begin{equation*}
c(\sigma, n, n) \partial_{x} u_{n}^{\sigma}+\lambda^{1} b(\sigma, n, n) u_{n}^{\sigma}=0 \text { in } \Omega \tag{2.13}
\end{equation*}
$$

for each $\sigma$, with the boundary conditions

$$
\begin{equation*}
\sum_{\sigma \in I^{k}} u_{n}^{\sigma}(x) \phi_{n}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi \frac{\pi^{k} x}{\alpha}}=0 \text { on } x \in \partial \Omega \tag{2.14}
\end{equation*}
$$

where $l^{k}$ is defined in (1.40). We observe that the first order operator $c(k, n, n)\left(\begin{array}{cc}\partial_{x} & 0 \\ 0 & -\partial_{x}\end{array}\right)$ of this system is self-adjoint on the domain

$$
D^{k}=\left\{\left(u_{n}, v_{n}\right) \in H^{1}(\Omega)^{2} \text { satisfying (2.14) }\right\}
$$

so $\lambda^{1}$ is real.
For $k=0$, assuming that $\lambda_{n}^{0}$ is a double eigenvalue corresponding to two eigenvectors $\phi_{n}^{0}$ and $\phi_{m}^{0}$, and that $c(0, n, m) \neq 0$, the HF-macroscopic system states

$$
\begin{equation*}
\sum_{q \in\{n, m\}} c(0, p, q) \partial_{x} u_{q}^{0}+\lambda^{1} b(0, p, q) u_{q}^{0}=0 \text { in } \Omega \text { for } p \in\{n, m\}, \tag{2.15}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
\sum_{q \in\{n, m\}} u_{q}^{0}(x) \phi_{q}^{0}(0)=0 \text { on } x \in \partial \Omega . \tag{2.16}
\end{equation*}
$$

Again $\lambda^{1} \in \mathbb{R}$ since $c(0, n, m)\left(\begin{array}{cc}0 & \partial_{x} \\ -\partial_{x} & 0\end{array}\right)$ is self-adjoint on

$$
D^{0}=\left\{\left(u_{n}, u_{m}\right) \in H^{1}(\Omega)^{2} \text { satisfying (2.16) }\right\}
$$

Remark 15 (i) If $c(k, n, n)=0$ for $k \neq 0$ or $c(0, p, q)=0$ for all $p, q$ varying in $\{n, m\}$, the HF-macroscopic equations (2.13) or (2.15) are $\lambda^{1}=0$ or $u=\left(u_{n}^{\sigma}\right)_{n, \sigma}=0$. If $\lambda^{1}=0$ then this model does not provide any equation for $u_{n}^{\sigma}$.
(ii) For $k \neq 0$, if $\phi_{m}^{k}(0)=0$ then $\phi_{m}^{k}(1)=0$ and $\phi_{m}^{k}$ is a periodic solution that is a solution of $k=0$. So, we consider always that $\phi_{m}^{k}(0) \neq 0$ for $k \neq 0$.
(iii) For $k=0$, in case where $\phi_{n}(0)=\phi_{m}(0)=0$ the boundary conditions of the HF-macroscopic equation vanishes.

Remark 16 This work focuses on the Bloch spectrum. To avoid eigenmodes related to the boundary spectrum, according to Proposition 7.7 in [8], we shall assume that the weak limit of $S_{k}^{\varepsilon} w^{\varepsilon}$ in $L^{2}\left(\Omega ; H^{1}(Y)\right)$ is not vanishing.

The main Theorem states as follows.

Theorem 17 For $k \in Y^{*}$, let $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ be solution of (2.7) then $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} w^{\varepsilon}$ is bounded in $L^{2}\left(\Omega ; H^{1}(Y)\right)$. For $\varepsilon \in E_{k}$, as in (1.39, 1.40), assuming that the weak limit of $S_{k}^{\varepsilon} w^{\varepsilon}$ in $L^{2}\left(\Omega ; H^{1}(Y)\right)$ is non-vanishing and the renormalized sequence $\varepsilon^{2} \lambda^{\varepsilon}$ satisfies the decomposition (2.9), there exists $n \in \mathbb{N}^{*}$ such that $\lambda^{0}=\lambda_{n}^{k}$ with $\lambda_{n}^{k}$ an eigenvalue of the Bloch wave spectrum and the limit $g_{k}$ of any weakly converging extracted subsequence of $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} w^{\varepsilon}$ in $L^{2}\left(\Omega ; H^{1}(Y)\right)$ can be decomposed on the Bloch modes

$$
\begin{align*}
g_{k}(x, y) & =\sum_{\sigma \in I^{k}} u_{n}^{\sigma}(x) \phi_{n}^{\sigma}(y) \text { for } k \neq 0  \tag{2.17}\\
\text { and } g_{0}(x, y) & =\sum_{q \in\{n, m\}} u_{q}^{0}(x) \phi_{q}^{0}(y) \text { otherwise. }
\end{align*}
$$

Moreover, $u_{m}^{\sigma} \in H^{1}(\Omega)$ and $\left(u_{m}^{\sigma}\right)_{m, \sigma}$ are solutions of the HF-macroscopic equations (2.13, 2.14) and (2.15, (2.16). Finally, $u_{m}^{k}$ and $u_{m}^{-k}$ are conjugate.

Thus, it follows from (2.17) that the physical solution $w^{\varepsilon}$ is approximated by twoscale modes

$$
\begin{align*}
w^{\varepsilon}(x) & \approx \sum_{\sigma \in I^{k}} u_{n}^{\sigma}(x) \phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right) \text { for } k \neq 0  \tag{2.18}\\
\text { and } w^{\varepsilon}(x) & \approx \sum_{q \in\{n, m\}} u_{q}^{0}(x) \phi_{q}^{0}\left(\frac{x}{\varepsilon}\right) \text { otherwise. }
\end{align*}
$$

The boundary conditions (2.14) and (2.16) can be directly derived by replacing $w^{\varepsilon}$ in the physical boundary condition by its approximations,

$$
\begin{array}{rll}
\sum_{\sigma \in I^{k}} u_{n}^{\sigma}(x) \phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right) & =0 & \text { for } k \neq 0  \tag{2.19}\\
\text { and } \sum_{q \in\{n, m\}} u_{q}^{0}(x) \phi_{q}^{0}\left(\frac{x}{\varepsilon}\right) & =0 & \text { otherwise at } x \in \partial \Omega .
\end{array}
$$

For $k \neq 0$, they result from

$$
\phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right)=\phi_{n}^{\sigma}(0) e^{2 i \pi \sigma \frac{x}{\varepsilon}}=\phi_{n}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi x \frac{h_{\frac{k}{k}}+l_{\varepsilon}^{k}}{\alpha}}=\phi_{n}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi x \frac{l_{\varepsilon}^{k}}{\alpha}} \text { for } x \in \partial \Omega
$$

and the assumption $l_{\varepsilon}^{k} \rightarrow l^{k}$. For $k=0$, the conditions follow from the periodicity of $\phi_{n}^{0}$. Furthermore, we observe that $g_{k}(x, 0)$ and $g_{k}(x, 1)$ are generally not vanishing except for $k=0$.

Proposition 18 For $k \in Y^{*}, n \in \mathbb{N}^{*}$, if the HF-macroscopic solution $u_{n}^{k}$ is a nonvanishing constant, then any two-scale mode (2.18) is a physical eigenmode i.e. a solution to (2.7).

Proof. For $k \in Y^{*}, n \in \mathbb{N}^{*}$, if the HF-macroscopic solution $u_{n}^{k}$ is constant then $\lambda^{1}=0$ and $\left(u_{m}^{\sigma}\right)_{m, \sigma}$ are constant for all $\sigma \in I^{k}$ and $m \in \mathbb{N}^{*}$ such that $\lambda_{m}^{\sigma}=\lambda_{n}^{\sigma}$. Now, we consider $\rho=1$ and the proof is similar for $\rho \neq 1$. Based on Remark 23 about
the macroscopic solutions in Section [2.3.4, $\lambda^{1}=0$ is equivalent to $\ell=\frac{2 k \alpha}{\varepsilon}$. From the $\sigma-$ quasi-periodicity of $\phi_{n}^{\sigma}$,

$$
\phi_{n}^{\sigma}\left(\frac{\alpha}{\varepsilon}\right)=\phi_{n}^{\sigma}(0) e^{\operatorname{sign(\sigma )2i\pi k\frac {\alpha }{\varepsilon }}}=\phi_{n}^{\sigma}(0) e^{\operatorname{sign(\sigma )i\pi \ell }}= \pm \phi_{n}^{\sigma}(0),
$$

then $\phi_{n}^{\sigma}$ is $\alpha$-periodic or $\alpha$-anti-periodic for $\sigma \in I^{k}$. Hence $\phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right)$ is a solution of the equation

$$
\begin{equation*}
\partial_{x}\left(a\left(\frac{x}{\varepsilon}\right) \partial_{x} \phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right)\right)=-\frac{\lambda_{n}^{\sigma}}{\varepsilon^{2}} \phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right) \text { in } \Omega \tag{2.20}
\end{equation*}
$$

and $\phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right)$ is $\alpha$ - periodic or $\alpha-$ anti-periodic,
and $u_{m}^{\sigma} \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right)$ is also a solution of (2.20). Denote by $w^{\varepsilon}:=\sum_{\sigma \in I^{k}} \sum_{m} u_{m}^{\sigma} \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right)$ and observe that $w^{\varepsilon}$ is a solution of the equation

$$
\partial_{x}\left(a^{\varepsilon} \partial_{x} w^{\varepsilon}\right)=-\lambda^{\varepsilon} w^{\varepsilon} \text { in } \Omega
$$

with the boundary conditions

$$
w^{\varepsilon}(0)=\sum_{\sigma \in I^{k}} \sum_{m} u_{m}^{\sigma} \phi_{m}^{\sigma}(0)=0 \text { and } w^{\varepsilon}(\alpha)=\sum_{\sigma \in I^{k}} \sum_{m} u_{m}^{\sigma} \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right)= \pm w^{\varepsilon}(0)=0 .
$$

Finally, Proposition 18 is concluded.
Remark 19 The converse is probably true, and is numerically studied in Section 2.5.2, i.e. for any $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ solution to (2.7), there exist $k \in Y^{*}, n \in \mathbb{N}^{*}$ and two complex numbers $\xi_{1}$ and $\xi_{2}$ such that $\lambda^{\varepsilon}=\lambda_{n}^{k} / \varepsilon^{2}$ and

$$
\begin{align*}
w^{\varepsilon}(x) & =\xi_{1} \phi_{n}^{k}\left(\frac{x}{\varepsilon}\right)+\xi_{2} \phi_{n}^{-k}\left(\frac{x}{\varepsilon}\right) \text { if } k \neq 0  \tag{2.21}\\
\text { and } w^{\varepsilon}(x) & =\xi_{1} \phi_{n}^{0}\left(\frac{x}{\varepsilon}\right)+\xi_{2} \phi_{m}^{0}\left(\frac{x}{\varepsilon}\right) \text { otherwise }
\end{align*}
$$

for $\xi_{1}, \xi_{2}$ two numbers such that the boundary conditions (2.16), respectively (2.14), are satisfied for $k=0$, respectively for $k \neq 0$. In the later case $\xi_{1}$ and $\xi_{2}$ are conjugate.

Remark 20 (i) The case of non-constant coefficients $u_{n}^{k}$ is used for approximations of the solution to the homogenized wave equation that may be derived from [36]. In such case $k$ belongs to a finite subset $L_{K}^{*}$ of $Y^{*}$ made with values distant from $1 / K$ and including 0 . We cannot expect that there always exists a pair $(k, n)$ such that $u_{n}^{k}$ is a constant.
(ii) The case of non-constant coefficients $u_{n}^{k}$ is also seen as a preparation to derive homogenized spectral problems in higher dimension where the boundary conditions constitute a more difficult problem and may require a more general solution than constant $u_{n}^{k}$.

Proof. [Proof of Theorem 17 The proof is based on Lemma 21 in Section 2.3.2 and on the HF-macroscopic model derivation in Section 2.3.3. For a given $k \in Y^{*}$, let $w^{\varepsilon}$ be solution of (2.7) which is bounded in $L^{2}(\Omega)$, the property (1.8) yields the uniform boundness of $\left\|S_{\sigma}^{\varepsilon} w^{\varepsilon}\right\|_{L^{2}(\Omega \times Y)}$ for any $\sigma \in I^{k}$. So there exist $w^{\sigma} \in L^{2}(\Omega \times Y)$ such that
up the extraction of a subsequence $S_{\sigma}^{\varepsilon} w^{\varepsilon} \rightarrow w^{\sigma}$ in $L^{2}(\Omega \times Y)$ weakly. Furthermore, $\left\|S_{\sigma}^{\varepsilon}\left(\varepsilon \partial_{x} w^{\varepsilon}\right)\right\|_{L^{2}(\Omega \times Y)}=\left\|\partial_{y} S_{\sigma}^{\varepsilon} w^{\varepsilon}\right\|_{L^{2}(\Omega \times Y)}$ is uniformly bounded as $\left\|\varepsilon \partial_{x} w^{\varepsilon}\right\|_{L^{2}(\Omega)}$, hence

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega \times Y} \partial_{y} S_{\sigma}^{\varepsilon} w^{\varepsilon} \cdot v d x d y=\lim _{\varepsilon \rightarrow 0} \int_{\Omega \times Y}-S_{\sigma}^{\varepsilon} w^{\varepsilon} \cdot \partial_{y} v d x d y=-\int_{\Omega \times Y} w^{\sigma} \cdot \partial_{y} v d x d y
$$

for all $v \in L^{2}\left(\Omega ; H_{0}^{1}(Y)\right)$. If $w^{\sigma} \in L^{2}\left(\Omega ; H^{1}(Y)\right)$ then

$$
\lim _{\varepsilon \rightarrow 0} \int_{\Omega \times Y} \partial_{y} S_{\sigma}^{\varepsilon} w^{\varepsilon} \cdot v d x d y=\int_{\Omega \times Y} \partial_{y} w^{\sigma} \cdot v d x d y
$$

Therefore $S_{\sigma}^{\varepsilon} w^{\varepsilon}$ tends weakly to $w^{\sigma}$ also in $L^{2}\left(\Omega ; H^{1}(Y)\right)$. Hence, $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} w^{\varepsilon}$ converges to

$$
g_{k}(x, y)=\sum_{\sigma \in I^{k}} w^{\sigma}(x, y)
$$

Using the decomposition (2.22) of $w^{\sigma}$ in Lemma 21, for $\left(\phi_{p}^{\sigma}\right)_{\sigma, p}$ the Bloch wave eigenmodes corresponding to $\lambda^{0}$,

$$
\left\{\begin{array}{l}
g_{k}(x, y)=\sum_{\sigma \in I^{k}} u_{n}^{\sigma}(x) \phi_{n}^{\sigma}(y) \text { for } k \neq 0, \\
g_{0}(x, y)=\sum_{p \in\{n, m\}} u_{p}^{0}(x) \phi_{p}^{0}(y) \text { for } k=0 .
\end{array}\right.
$$

Finally, $\left(u_{p}^{\sigma}\right)_{\sigma, p}$ is solution of the HF-macroscopic problem as proved in Section 2.3.3,

### 2.3.2 Modal decomposition on the Bloch modes

Lemma 21 For $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ solution of (2.7) and satisfying (2.9), for a fixed $k \in Y^{*}$ there exists at least a subsequence of $S_{k}^{\varepsilon} w^{\varepsilon}$ converging weakly towards non-vanishing function $w^{k}$ in $L^{2}(\Omega \times Y)$ when $\varepsilon$ tends to zero. If $w^{k} \in L^{2}\left(\Omega ; H^{2}(Y)\right)$ then $\left(\lambda^{0}, w^{k}\right)$ is solution of the Bloch wave equation (1.5) and $w^{k}$ admits the modal decomposition,

$$
\begin{equation*}
w^{k}(x, y)=\sum_{m} u_{m}^{k}(x) \phi_{m}^{k}(y) \text { for } u_{m}^{k} \in L^{2}(\Omega) \tag{2.22}
\end{equation*}
$$

where the sum is over all Bloch modes $\phi_{m}^{k}$ associated to $\lambda^{0}$. Moreover for $k \neq 0$ the two factors $u_{m}^{k}$ and $u_{m}^{-k}$ are conjugate.

Proof. The test functions of the weak formulation (2.10) are chosen as

$$
\begin{equation*}
v^{\varepsilon}:=\mathfrak{R}^{k} v \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega), \tag{2.23}
\end{equation*}
$$

with

$$
\begin{equation*}
v \in H_{0}^{1}\left(\Omega ; L_{k}^{2}(Y)\right) \cap L^{2}\left(\Omega ; H_{k}^{2}(Y)\right) \cap H^{2}\left(\Omega ; L_{k}^{2}(Y)\right) . \tag{2.24}
\end{equation*}
$$

Applying two integrations by parts and the boundary conditions satisfied by $w^{\varepsilon}$ and by $\Re^{k} v$, it remains

$$
\begin{equation*}
\int_{\Omega} w^{\varepsilon} \cdot\left(P^{\varepsilon}-\lambda^{\varepsilon} \rho^{\varepsilon}\right) v^{\varepsilon} d x=0 \tag{2.25}
\end{equation*}
$$

From (1.23) multiplied by $\varepsilon^{2}$ and (2.9),

$$
\int_{\Omega} w^{\varepsilon} \cdot \mathfrak{R}^{k}\left(\left(P^{2}-\lambda^{0} \rho\right) v\right) d x=O(\varepsilon) .
$$

Since $\left(P^{2}-\lambda^{0} \rho\right) v$ is $k$-quasi-periodic and $S_{k}^{\varepsilon} w^{\varepsilon} \rightarrow w^{k}$ in $L^{2}(\Omega \times Y)$ weakly, Corollary 6 allows to pass to the limit

$$
\int_{\Omega \times Y} w^{k} \cdot\left(P^{2}-\lambda^{0} \rho\right) v d x d y=0
$$

or equivalently

$$
\begin{equation*}
\int_{\Omega \times Y} w^{k} \cdot \partial_{y}\left(a \partial_{y} v\right)+w^{k} \cdot \lambda^{0} \rho v d x d y=0 \tag{2.26}
\end{equation*}
$$

Using the assumption $w^{k} \in L^{2}\left(\Omega ; H^{2}(Y)\right)$ and applying integrations by parts,

$$
\int_{\Omega \times Y} \partial_{y}\left(a \partial_{y} w^{k}\right) \cdot v+w^{k} \cdot \lambda^{0} \rho v d x d y+\int_{\Omega}\left[a w^{k} \cdot \partial_{y} v-a \partial_{y} w^{k} \cdot v\right]_{y=0}^{y=1} d x=0 .
$$

Then, choosing test functions $v \in L^{2}\left(\Omega ; H_{0}^{2}(Y)\right)$ comes the strong form

$$
\begin{equation*}
-\partial_{y}\left(a \partial_{y} w^{k}\right)=\lambda^{0} \rho w^{k} \text { in } \Omega \times Y \tag{2.27}
\end{equation*}
$$

So, it remains

$$
\int_{\Omega}\left[a w^{k} \cdot \partial_{y} v-a \partial_{y} w^{k} \cdot v\right]_{y=0}^{y=1} d x=0
$$

for general test functions (2.24), which implies that $w^{k}$ and $\partial_{y} w^{k}$ are $k$-quasi-periodic in the variable $y$.

As we know that $\lambda^{0}$ is an eigenvalue $\lambda_{n}^{k}$ of the Bloch wave spectrum, then $w^{k}$ is a Bloch eigenvector and is decomposed as

$$
w^{k}(x, y)=\sum_{m} u_{m}^{k}(x) \phi_{m}^{k}(y) \text { with } u_{m}^{k} \in L^{2}(\Omega)
$$

the sum being over all Bloch modes $\phi_{m}^{k}$ associated to $\lambda^{0}$ where $u_{m}^{k}(x)=\int_{Y} w^{k}(x, y)$. $\phi_{m}^{k}(y) d y$. For $k \neq 0, \phi_{m}^{k}=\overline{\phi_{m}^{-k}}$ and from Definition 3 of modulated two-scale transform, $S_{k}^{\varepsilon} w^{\varepsilon}=\overline{S_{-k}^{\varepsilon} w^{\varepsilon}}$ thus $u_{m}^{k}$ and $u_{m}^{-k}$ are conjugate i.e. $u_{m}^{k}=\overline{u_{m}^{-k}}$.

### 2.3.3 Derivation of the high-frequency macroscopic equation

Before continuing with the derivation of the HF-macroscopic equation, we establish an auxiliary result for existence of special test functions. For $k \in Y^{*} \backslash\{0\}, n \in \mathbb{N}^{*}$ and $\sigma \in I^{k}$, we consider the two functions $\psi^{k}(x), \psi^{-k}(x) \in H^{2}(\Omega)$ such that

$$
\begin{equation*}
\psi^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi l^{k} \frac{x}{\alpha}}+\psi^{-k}(x) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}}=0 \text { on } \partial \Omega \tag{2.28}
\end{equation*}
$$

where $l^{k}$ is defined in (1.40).
Lemma 22 For $k \in Y^{*} \backslash\{0\}$, let $\varepsilon \in E_{k}$, there exist $\psi^{k, \varepsilon}, \psi^{-k, \varepsilon} \in H^{2}(\Omega)$ satisfying
i) the boundary conditions

$$
\begin{equation*}
\psi^{k, \varepsilon}(x) \phi_{n}^{k}(0) e^{2 i \pi k \frac{x}{\varepsilon}}+\psi^{-k, \varepsilon}(x) \phi_{n}^{-k}(0) e^{-2 i \pi k \frac{x}{\varepsilon}}=0 \text { on } \partial \Omega, \tag{2.29}
\end{equation*}
$$

ii) and the strong convergence

$$
\begin{equation*}
\psi^{\sigma, \varepsilon} \rightarrow \psi^{\sigma} \text { in } H^{2}(\Omega) \text { when } \varepsilon \rightarrow 0 \text { for } \sigma \in I^{k} . \tag{2.30}
\end{equation*}
$$

Proof. [Proof of Lemma 22] For any $\varepsilon \in E_{k}$ and let the two functions $\psi^{k}(x)$, $\psi^{-k}(x) \in H^{2}(\Omega)$ satisfying (2.28), we prove that the following choice satisfies the conditions,

$$
\begin{align*}
\psi^{k, \varepsilon}(x) & =\psi^{k}(x) \in H^{2}(\Omega)  \tag{2.31}\\
\text { and } \psi^{-k, \varepsilon}(x) & =\psi^{-k}(x)+\mu^{\varepsilon}(x) \text { where } \mu^{\varepsilon}(x) \in H^{2}(\Omega)
\end{align*}
$$

with

$$
\mu^{\varepsilon}(x)=-\left(1-e^{4 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right)}\right) \psi^{-k}(\alpha) \frac{x}{\alpha}
$$

where $l_{\varepsilon}^{k}$ and $l^{k}$ is defined in (1.39) and (1.40).
i) Replacing (2.31) in (2.29), the boundary conditions are

$$
\psi^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi k \frac{x}{\varepsilon}}+\left(\psi^{-k}(x)+\mu^{\varepsilon}(x)\right) \phi_{n}^{-k}(0) e^{-2 i \pi k \frac{x}{\varepsilon}}=0 \text { on } \partial \Omega
$$

Using (1.39) and (1.40) with remarking that $e^{2 i \pi h \frac{\varepsilon}{k} \frac{x}{\alpha}}=1$ at $x \in \partial \Omega$, so

$$
\psi^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi l_{k}^{k} \frac{x}{\alpha}}+\left(\psi^{-k}(x)+\mu^{\varepsilon}(x)\right) \phi_{n}^{-k}(0) e^{-2 i \pi l_{k}^{k} \frac{x}{\alpha}}=0 \text { on } \partial \Omega .
$$

Or equivalently,

$$
\psi^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi\left(l^{k}+l_{\varepsilon}^{k}-l^{k}\right) \frac{x}{\alpha}}+\left(\psi^{-k}(x)+\mu^{\varepsilon}(x)\right) \phi_{n}^{-k}(0) e^{-2 i \pi\left(l^{k}+l_{\varepsilon}^{k}-l^{k}\right) \frac{x}{\alpha}}=0
$$

on $\partial \Omega$. Or,

$$
\psi^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi l^{k} \frac{x}{\alpha}} e^{2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}+\left(\psi^{-k}(x)+\mu^{\varepsilon}(x)\right) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}=0
$$

on $\partial \Omega$. From (2.28),

$$
\psi^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi l^{k} \frac{x}{\alpha}}=-\psi^{-k}(x) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} \text { on } \partial \Omega .
$$

After replacement, the equation remains,

$$
\begin{gathered}
\psi^{-k}(x) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}}\left(e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}-e^{2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}\right) \\
+\mu^{\varepsilon}(x) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}=0 \text { on } \partial \Omega
\end{gathered}
$$

This equation is satisfied with the above $\mu^{\varepsilon}$.
ii) For $\sigma=k$, the strong convergence is true since $\psi^{k, \varepsilon}$ is independent on $\varepsilon$. For $\sigma=-k$, the strong convergence of $\mu^{\varepsilon}(x)$ in $H^{2}(\Omega)$ is trivial, i.e. $\mu^{\varepsilon}(x) \rightarrow 0$ in $H^{2}(\Omega)$ strongly when $\varepsilon \rightarrow 0$. Therefore, $\psi^{-k, \varepsilon} \rightarrow \psi^{-k}$ in $H^{2}(\Omega)$ strongly when $\varepsilon \rightarrow 0$.

In the HF-macroscopic model derivation, we distinguish between the two cases $k \neq 0$ and $k=0$.

## Case $k \neq 0$

We consider $\lambda^{0}=\lambda_{n}^{k}$ and the two conjugate eigenvectors $\phi_{n}^{k}$ and $\phi_{n}^{-k}$ discussed in Notation (1) We restart from the very weak formulation (2.25) with the test function

$$
\begin{equation*}
v^{\varepsilon}(x):=\mathfrak{R}^{k}\left(v^{k, \varepsilon}+v^{-k, \varepsilon}\right) \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega) . \tag{2.32}
\end{equation*}
$$

Furthermore, we pose $v^{\sigma, \varepsilon}(x, y)=\psi^{\sigma, \varepsilon}(x) \phi_{n}^{\sigma}(y)$ with $\psi^{\sigma, \varepsilon} \in H^{2}(\Omega)$ for $\sigma \in I^{k}$ and use the $\sigma$-quasi-periodicity of $\phi_{n}^{\sigma}$, i.e. $\phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right)=\phi_{n}^{\sigma}(0) e^{2 i \pi k \frac{x}{\varepsilon}}$ at any $x \in \partial \Omega$. So the boundary condition in (2.32) is equivalent to

$$
\psi^{k, \varepsilon}(x) \phi_{n}^{k}(0) e^{2 i \pi k \frac{x}{\varepsilon}}+\psi^{-k, \varepsilon}(x) \phi_{n}^{-k}(0) e^{-2 i \pi k \frac{x}{\varepsilon}}=0 \text { at any } x \in \partial \Omega .
$$

Applying the relation (1.39),

$$
\psi^{k, \varepsilon}(x) \phi_{n}^{k}(0) e^{2 i \pi x \frac{h_{c}^{k}+l_{\varepsilon}^{k}}{\alpha}}+\psi^{-k, \varepsilon}(x) \phi_{n}^{-k}(0) e^{-2 i \pi x \frac{h_{\varepsilon}^{k}+l_{\varepsilon}^{k}}{\alpha}}=0 .
$$

Since $x \frac{h_{\varepsilon}^{k}}{\alpha}=0$ at $x=0$ and $x \frac{h_{\varepsilon}^{k}}{\alpha}=h_{\varepsilon}^{k}$ at $x=\alpha$ with $h_{\varepsilon}^{k} \in \mathbb{Z}$ then $e^{ \pm 2 i \pi x \frac{h_{c}^{k}}{\alpha}}=1$. From (1.40), $e^{ \pm 2 i \pi \frac{l_{k}^{k} x}{\alpha}} \rightarrow e^{ \pm 2 i \pi \frac{l_{x}}{\alpha}}$ when $\varepsilon \rightarrow 0$. Using Lemma 22, passing to the limit, the limit $v^{\sigma}$ of the test function $v^{\sigma, \varepsilon}$ is

$$
v^{\sigma}(x, y)=\psi^{\sigma}(x) \phi_{n}^{\sigma}(y)
$$

and the boundary conditions of the test function are

$$
\begin{equation*}
\psi^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi \frac{l^{x} x}{\alpha}}+\psi^{-k}(x) \phi_{n}^{-k}(0) e^{-2 i \pi \frac{k_{x}}{\alpha}}=0 \text { on } \partial \Omega . \tag{2.33}
\end{equation*}
$$

From (1.23) multiplied by $\varepsilon$, (2.9) and $P^{2} v^{\sigma}-\lambda^{0} \rho v^{\sigma}=0$,

$$
\begin{equation*}
\sum_{\sigma \in I^{k}} \int_{\Omega} w^{\varepsilon} \cdot \mathfrak{R}^{k}\left(-P^{1} v^{\sigma, \varepsilon}+\lambda^{1} \rho v^{\sigma, \varepsilon}\right) d x=O(\varepsilon) . \tag{2.34}
\end{equation*}
$$

Extracting a subsequence of $w^{\varepsilon}$ so that $S_{k}^{\varepsilon} w^{\varepsilon}$ and $S_{-k}^{\varepsilon} w^{\varepsilon}$ are converging to $w^{k}$ and $w^{-k}$ in $L^{2}(\Omega \times Y)$ weak, since $-P^{1} v^{\sigma, \varepsilon}+\lambda^{1} \rho v^{\sigma, \varepsilon}$ is $\sigma-$ quasi-periodic then Corollary 6 and Lemma 22 infer that

$$
\sum_{\sigma \in I^{k}} \int_{\Omega \times Y} w^{\sigma} \cdot\left(-P^{1} v^{\sigma}+\lambda^{1} \rho v^{\sigma}\right) d x d y=0
$$

i.e.

$$
\sum_{\sigma \in I^{k}} \int_{\Omega \times Y} w^{\sigma} \cdot\left(\partial_{x}\left(a \partial_{y} v^{\sigma}\right)+\partial_{y}\left(a \partial_{x} v^{\sigma}\right)+\lambda^{1} \rho v^{\sigma}\right) d x d y=0 .
$$

This is the very weak form of the HF-macroscopic equation for all test functions $v^{\sigma} \in H^{1}\left(\Omega ; H_{k}^{1}(Y)\right)$, reached by density, satisfying (2.33). Now, we derive the strong formulation. We assume that $w^{\sigma} \in H^{1}\left(\Omega ; L^{2}(Y)\right)$, since $w^{\sigma} \in L^{2}\left(\Omega ; H^{1}(Y)\right)$ after two integrations by parts,

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}}\left[\int_{\Omega \times Y} \partial_{y}\left(a \partial_{x} w^{\sigma}\right) \cdot v^{\sigma}+\partial_{x}\left(a \partial_{y} w^{\sigma}\right) \cdot v^{\sigma}+\lambda^{1} \rho w^{\sigma} \cdot v^{\sigma} d x d y\right. \\
&+\int_{Y}\left[w^{\sigma} \cdot a \partial_{y} v^{\sigma}-a \partial_{y} w^{\sigma} \cdot v^{\sigma}\right]_{x=0}^{x=\alpha} d y \\
&\left.+\int_{\Omega}\left[w^{\sigma} \cdot a \partial_{x} v^{\sigma}-a \partial_{x} w^{\sigma} \cdot v^{\sigma}\right]_{y=0}^{y=1} d y\right]=0
\end{aligned}
$$

From Lemma [21, $w^{\sigma}$ is solution to the Bloch mode equation and is decomposed as

$$
\begin{equation*}
w^{\sigma}(x, y)=u^{\sigma}(x) \phi_{n}^{\sigma}(y) \tag{2.35}
\end{equation*}
$$

After replacement,

$$
\begin{gather*}
\sum_{\sigma}\left[\int_{Y} \partial_{y}\left(a \phi_{n}^{\sigma}\right) \cdot \phi_{n}^{\sigma}+a \partial_{y} \phi_{n}^{\sigma} \cdot \phi_{n}^{\sigma} d y \int_{\Omega} \partial_{x} u^{\sigma} \cdot \psi^{\sigma} d x\right.  \tag{2.36}\\
+\lambda^{1} \int_{Y} \rho \phi_{n}^{\sigma} \cdot \phi_{n}^{\sigma} d y \int_{\Omega} u^{\sigma} \cdot \psi^{\sigma} d x+\int_{Y} \phi_{n}^{\sigma} \cdot a \partial_{y} \phi_{n}^{\sigma}-a \partial_{y} \phi_{n}^{\sigma} \cdot \phi_{n}^{\sigma} d y\left[u^{\sigma} \cdot \psi^{\sigma}\right]_{x=0}^{x=\alpha} \\
\left.+\left[\phi_{n}^{\sigma} \cdot a \phi_{n}^{\sigma}\right]_{y=0}^{y=1} \int_{\Omega} u^{\sigma} \cdot \partial_{x} \psi^{\sigma}-\partial_{x} u^{\sigma} \cdot \psi^{\sigma} d x\right]=0
\end{gather*}
$$

Let us recall that $b(., .,$.$) and c(., .,$.$) have been defined in (2.12). For the sake of$ simplicity, we use $c(\sigma, n):=c(\sigma, n, n)$ and $b(\sigma, n):=b(\sigma, n, n)$ and observe that

$$
\int_{Y} \partial_{y}\left(a \phi_{n}^{\sigma}\right) \cdot \phi_{n}^{\sigma}+a \partial_{y} \phi_{n}^{\sigma} \cdot \phi_{n}^{\sigma} d y=c(\sigma, n)
$$

which results from integrations by parts and from the $\sigma$-quasi-periodicity of $\phi_{n}^{\sigma}$. So, using the $\sigma$-quasi-periodicity of $\phi_{n}^{\sigma}$, (2.36) can be rewritten as

$$
\sum_{\sigma}\left[\int_{\Omega}\left(c(\sigma, n) \partial_{x} u^{\sigma}+\lambda^{1} b(\sigma, n) u^{\sigma}\right) \cdot \psi^{\sigma} d x-c(\sigma, n)\left[u^{\sigma} \cdot \psi^{\sigma}\right]_{x=0}^{x=\alpha}\right]=0
$$

Choosing the test function $\psi^{\sigma}=0$ on $\partial \Omega$, the boundary condition (2.33) is satisfied and by density of $H_{0}^{1}(\Omega)$ in $L^{2}(\Omega)$, the internal equation satisfied by $u^{\sigma}$ follows,

$$
\begin{equation*}
c(\sigma, n) \partial_{x} u^{\sigma}+\lambda^{1} b(\sigma, n) u^{\sigma}=0 \text { in } \Omega \text { for each } \sigma . \tag{2.37}
\end{equation*}
$$

Choosing general $\psi^{\sigma} \in H^{1}(\Omega)$ satisfying (2.33) yields the boundary conditions

$$
\begin{equation*}
\sum_{\sigma} c(\sigma, n) u^{\sigma} \overline{\psi^{\sigma}}=0 \text { on } \partial \Omega . \tag{2.38}
\end{equation*}
$$

We introduce the matrices $C_{1}=\operatorname{diag}\left((c(\sigma, n))_{\sigma}\right), C_{2}=\operatorname{diag}\left((b(\sigma, n))_{\sigma}\right)$ and the vectors $u=\left(u^{\sigma}\right)_{\sigma}, \psi=\left(\psi^{\sigma}\right)_{\sigma}, \varphi=\left(\phi_{n}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi \frac{l^{k} x}{\alpha}}\right)_{\sigma}$ with $\sigma \in I^{k}$, so that (2.33, 2.37, 2.38) can be written on the matrix form

$$
C_{1} \partial_{x} u+\lambda^{1} C_{2} u=0 \text { in } \Omega
$$

and $C_{1} u(x) \cdot \bar{\psi}(x)=0$ on $\partial \Omega$ for all $\psi$ such that $\bar{\varphi}(x, 0) \cdot \bar{\psi}(x)=0$ on $\partial \Omega$.
The boundary condition is equivalent to

$$
C_{1} u(x) \text { is collinear with } \bar{\varphi}(x, 0) \text { i.e. } \operatorname{det}\left(C_{1} u(x), \bar{\varphi}(x, 0)\right)=0
$$

Equivalently

$$
\left\{\begin{array}{l}
c(k, n) u^{k}(0) \overline{\phi^{-k}(0)}-c(-k, n) u^{-k}(0) \overline{\phi^{k}(0)}=0 \\
c(k, n) u^{k}(\alpha) \overline{\phi^{-k}(0) e^{-2 i \pi l^{k}}}-c(-k, n) u^{-k}(\alpha) \overline{\phi^{k}(0) e^{2 i \pi l^{k}}}=0
\end{array}\right.
$$

Finally, since $c(k, n)=-c(-k, n)$ and $c(k, n)$ is assumed to do not vanish, the boundary conditions of HF-macroscopic equation (2.37) are

$$
u^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi \frac{k_{x}}{\alpha}}+u^{-k}(x) \phi_{n}^{-k}(0) e^{-2 i \pi \frac{k_{x}}{\alpha}}=0 \text { at } x \in \partial \Omega
$$

Case $k=0$
In case $k=0$, to avoid any confusion with $\lambda^{0}$, the upper indices $k=0$ are removed. We denote by $\phi_{n}, \phi_{m}$ the eigenvectors associated to $\lambda^{0}=\lambda_{n}=\lambda_{m}$, solutions to $\mathcal{P}(0)$ in (1.5), and by $\sum_{p}, \sum_{q}$ the sums over $p$ or $q$ varying in $\{n, m\}$. We restart with a test function

$$
\begin{equation*}
v^{\varepsilon}(x):=\mathfrak{R}^{0}\left(\sum_{p} v_{p}\right) \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega) \tag{2.39}
\end{equation*}
$$

for the very weak formulation (2.34). We pose $v_{p}(x, y)=\psi_{p}(x) \phi_{p}(y)$ with $\psi_{p}(x) \in$ $H^{2}(\Omega)$ for $p \in\{n, m\}$. Since $\phi_{p}$ is periodic thus $\phi_{p}\left(\frac{x}{\varepsilon}\right)=\phi_{p}(0)$ at $x \in \partial \Omega$ and the boundary condition in (2.39) is equivalent to

$$
\sum_{p} \psi_{p}(x) \phi_{p}(0)=0 \text { at } x \in \partial \Omega .
$$

By setting $c(p, q):=c(0, p, q)$ for $p, q \in\{n, m\}$, using the expression in Lemma 21 of the weak limit $w^{0}$ of $S_{0}^{\varepsilon} w^{\varepsilon}$,

$$
\begin{equation*}
w^{0}(x, y)=\sum_{p} u_{p}(x) \phi_{p}(y), \tag{2.40}
\end{equation*}
$$

using the periodicity of $\left(\phi_{p}\right)_{p}$ and conducting the same calculations as for $k \neq 0$, we obtain

$$
\sum_{p, q}\left[\int_{\Omega}\left(c(p, q) \partial_{x} u_{q}+\lambda^{1} b(p, q) u_{q}\right) \cdot \psi_{p} d x-\left[c(p, q) u_{q} \cdot \psi_{p}\right]_{x=0}^{x=\alpha}\right]=0 .
$$

With $u=\left(u_{p}\right)_{p}, \psi=\left(\psi_{p}\right)_{p}, \phi=\left(\phi_{p}\right)_{p}$ and $C_{1}=(c(p, q))_{p, q}, C_{2}=(b(p, q))_{p, q}$, the HF-macroscopic problem turns to be

$$
\begin{equation*}
C_{1} \partial_{x} u+\lambda^{1} C_{2} u=0 \text { in } \Omega, \tag{2.41}
\end{equation*}
$$

with the boundary conditions

$$
C_{1} u(x) \cdot \psi(x)=0 \text { on } \partial \Omega \text { for all } \psi \text { such that } \psi(x) \cdot \phi(0)=0 \text { on } \partial \Omega .
$$

Equivalently, $C_{1} u(x)$ is collinear to $\phi(0)$ on $\partial \Omega$ or

$$
\begin{equation*}
\operatorname{det}\left(C_{1} u(x), \phi(0)\right)=0 \text { on } \partial \Omega . \tag{2.42}
\end{equation*}
$$

But $c(p, p)=0$, so (2.42) simplifies to

$$
\left\{\begin{array}{l}
c(n, m) u_{m}(0) \phi_{m}(0)-c(m, n) u_{n}(0) \phi_{n}(0)=0, \\
c(n, m) u_{m}(\alpha) \phi_{m}(0)-c(m, n) u_{n}(\alpha) \phi_{n}(0)=0 .
\end{array}\right.
$$

Finally, since $c(n, m)=-c(m, n)$ and $c(n, m) \neq 0$, the boundary conditions are

$$
u_{n}(x) \phi_{n}(0)+u_{m}(x) \phi_{m}(0)=0 \text { on } \partial \Omega .
$$

### 2.3.4 Analytic solutions

For $k \in Y^{*}$ and $\rho=1$, we solve the HF-macroscopic equations In Section 2.3.4. These solutions are used to validate the numerical results in the final Section. Moreover, in Section 2.3.4.0, the exact formulations of the two-scale eigenmodes are found for $\rho=1$ and $a=1$.

The case $\rho=1$
For $k \neq 0$ and $b(n, n)=1$, the exact solutions of the HF-macroscopic equation (2.13) are

$$
u_{n}^{\sigma}(x)=d^{\sigma} e^{-\lambda^{1} c(\sigma, n)^{-1} x} \text { for each } \sigma \in I^{k}
$$

where $d^{\sigma}$ is any complex number. Applying the boundary condition (2.14) and assuming that $\phi_{n}^{k}(0) \neq 0$, the eigenvalue is

$$
\begin{equation*}
\lambda^{1}=\frac{c(k, n)}{\alpha}\left(2 i \pi l^{k}-i \ell \pi\right) \text { for } \ell \in \mathbb{Z} \tag{2.43}
\end{equation*}
$$

Furthermore, $u_{n}^{k}=\overline{u_{n}^{-k}}$ and $\phi_{n}^{k}(0)=\overline{\phi_{n}^{-k}}(0)$ then $\operatorname{Re}\left(d^{k} \phi_{n}^{k}(0)\right)=0$, or $d^{k} \phi_{n}^{k}(0)=i \delta$ for any $\delta \in \mathbb{R}$. Thus,

$$
d^{k}=\frac{i \delta}{\phi_{n}^{k}(0)} \text { and } d^{-k}=-\frac{i \delta}{\phi_{n}^{-k}(0)} \text { for any } \delta \in \mathbb{R}
$$

For $k=0$, using the equalities $c(n, n)=c(m, m)=0, b(n, m)=b(m, n)=0$ and $b(n, n)=b(m, m)=1$, the HF-macroscopic equation (2.15) is rewritten

$$
\begin{cases}c(n, m) \partial_{x} u_{m}^{0}+\lambda^{1} u_{n}^{0}=0 & \text { in } \quad \Omega  \tag{2.44}\\ c(m, n) \partial_{x} u_{n}^{0}+\lambda^{1} u_{m}^{0}=0 & \text { in } \quad \Omega\end{cases}
$$

If $\lambda^{1}=0, \partial_{x} u_{m}^{0}=0$ and $\partial_{x} u_{n}^{0}=0$ in $\Omega$, then $u_{m}^{0}$ and $u_{n}^{0}$ are independent on $x$, equivalently, $u_{m}^{0}$ and $u_{n}^{0}$ are complex numbers.

If $\lambda^{1} \neq 0$, the first equation gives $u_{n}^{0}=-\frac{c(n, m) \partial_{x} u_{m}^{0}}{\lambda^{1}}$ in $\Omega$ and since $c(n, m)=$ $-c(m, n)$ then

$$
\begin{equation*}
\partial_{x x} u_{m}^{0}=-\left(\frac{\lambda^{1}}{c(n, m)}\right)^{2} u_{m}^{0} \tag{2.45}
\end{equation*}
$$

and

$$
u_{m}^{0}(x)=d_{1} \cos \left(\frac{\lambda^{1}}{c(n, m)} x\right)+d_{2} \sin \left(\frac{\lambda^{1}}{c(n, m)} x\right)
$$

for two constants for $d_{1}, d_{2} \in \mathbb{C}$ and $u_{n}^{0}$ follows by its above expression. Applying the boundary condition (2.16), if $\phi_{m}^{0}(0) \neq 0$,

$$
\begin{equation*}
\lambda^{1}=\frac{\ell \pi c(n, m)}{\alpha} \text { for } \ell \in \mathbb{Z} \text { and } d_{1}=-d_{2} \frac{\phi_{n}^{0}(0)}{\phi_{m}^{0}(0)} \tag{2.46}
\end{equation*}
$$

for any $\ell \in \mathbb{Z}$ and $d_{2} \in \mathbb{C}$. If $\phi_{m}^{0}(0)=0$ then $\phi_{n}^{0}(0)=0$ or $u_{n}^{0}(x)=0$ on $\partial \Omega$. In the case $\phi_{n}^{0}(0)=0$, the HF-macroscopic equation is lacking of boundary conditions and their solutions are not unique, they depend on arbitrary coefficients $d_{1}, d_{2}$ and $\lambda^{1}$. When $u_{n}^{0}(x)=0$ at $\partial \Omega$, there is an alternative, or $u_{n}^{0}$ is the trivial solution or

$$
\operatorname{det}\left(\begin{array}{cc}
0 & 1 \\
-\sin \left(\frac{\lambda_{1}}{c(n, m)} \alpha\right) & \cos \left(\frac{\lambda_{1}}{c(n, m)} \alpha\right)
\end{array}\right)=0
$$

and then $d_{2}=0, \lambda^{1}=\frac{\ell \pi c(n, m)}{\alpha}$ for any $\ell \in \mathbb{Z}$ and $d_{1} \in \mathbb{C}$.
Remark 23 According to (3.44) and 2.46), $\lambda^{1}=0$ iff $\ell=2 l^{k}$ for $k \neq 0$ and iff $\ell=0$ otherwise. So, in any case small values of $\lambda^{1, \ell}$ correspond to indices $\ell$ in a vicinity of $2 l^{k}$ or to $\frac{2 k \alpha}{\varepsilon}$ when $\varepsilon>0$.

The case $a=\rho=1$
We consider the spectral problem

$$
-\partial_{y y}^{2} \phi^{k}=\lambda^{k} \phi^{k} \text { in } Y
$$

with the $k$-quasi-periodicity conditions.
For $k \neq 0$, for a mapping $m \mapsto n(m)$ from $\mathbb{Z}$ to $\mathbb{N}^{*}$ not detailed here, $\lambda_{n(m)}^{k}=$ $4 \pi^{2}(m+k)^{2}$ and there are exactly two conjugated solutions $\phi_{n(m)}^{\sigma}(y)=e^{\operatorname{sign}(\sigma) 2 i \pi(m+k) y}$ for any $m \in \mathbb{Z}$ and $\sigma \in I^{k}$. It follows that $c(\sigma, n(m))=\operatorname{sign}(\sigma) 4 i \pi(m+k)$, $b(\sigma, n(m))=1$ and $\lambda^{1}=-\frac{4 \pi^{2}}{\alpha}\left(2 l^{k}-\ell\right)(m+k)$ for any $\ell \in \mathbb{Z}$, so

$$
u_{n(m)}^{\sigma}(x)=d^{\sigma} e^{\frac{s i g n(\sigma) i \pi}{\alpha}\left(2 l^{k}-\ell\right) x}
$$

and the resulting two-scale eigenmode is

$$
w^{\sigma}(x, y)=d^{\sigma} e^{\frac{\operatorname{sign}(\sigma) i \pi}{\alpha}\left(2 l^{k}-\ell\right) x} e^{\operatorname{sign}(\sigma) 2 i \pi(n+k) y} .
$$

For $k=0$, for each $\lambda_{n(m)}^{0}=(2 \pi m)^{2}$ there are two eigenvectors $\phi_{n(m)}(y)=\cos (2 \pi m y)$ and $\phi_{n(m)+1}(y)=\sin (2 \pi m y)$ so

$$
C_{1}=2 m \pi\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), C_{2}=\frac{1}{2}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad\binom{\phi_{n(m)}(0)}{\phi_{n(m)+1}(0)}=\binom{1}{0} .
$$

It implies that $\lambda^{1}=\frac{4 m \ell \pi^{2}}{\alpha}$ for any $\ell \in \mathbb{Z}$ and

$$
u_{n(m)}(x)=d_{0} \sin \left(\ell \pi \frac{x}{\alpha}\right) \text { and } u_{n(m)+1}(x)=d_{0} \cos \left(\ell \pi \frac{x}{\alpha}\right),
$$

then the two-scale eigenmode is

$$
w(x, y)=d_{0}\left[\sin \left(\ell \pi \frac{x}{\alpha}\right) \cos (2 \pi m y)+\cos \left(\ell \pi \frac{x}{\alpha}\right) \sin (2 \pi m y)\right] \text { for } \ell, m \in \mathbb{Z}
$$

### 2.3.5 Neumann boundary conditions

We consider the spectral problem with Neumann boundary conditions

$$
P^{\varepsilon} w^{\varepsilon}=\lambda^{\varepsilon} \rho^{\varepsilon} w^{\varepsilon} \quad \text { in } \quad \Omega \quad \text { and } \quad \partial_{x} w^{\varepsilon}=0 \quad \text { on } \quad \partial \Omega .
$$

The process of homogenization and the results are similar to the case of Dirichlet boundary conditions. The HF-microscopic problem and the internal HF-macroscopic equation are unchanged while the boundary conditions of the latter are

$$
\sum_{\sigma \in I^{k}} \sum_{m} u_{m}^{\sigma}(x) \partial_{y} \phi_{m}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi \frac{k_{x}}{\alpha}}=0 \text { on } \partial \Omega
$$

where the cases $k \neq 0$ and $k=0$ are not separated so a general notation is adopted for the sum over $m$ and $\sigma$. Their derivation follows the same steps, so we only mention the boundary condition satisfied by the test functions. They are chosen to satisfy $\partial_{x} v^{\varepsilon}(x)=0$ on $\partial \Omega$ or equivalently,

$$
\sum_{\sigma \in I^{k}} \sum_{m} \partial_{x} \psi_{m}^{\sigma, \varepsilon}(x) \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right)+\frac{1}{\varepsilon} \psi_{m}^{\sigma, \varepsilon}(x) \partial_{y} \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right)=0 \text { on } \partial \Omega .
$$

Multiplying by $\varepsilon$,

$$
\begin{equation*}
\sum_{\sigma \in I^{k}} \sum_{m} \psi_{m}^{\sigma, \varepsilon}(x) \partial_{y} \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right)+O(\varepsilon)=0 \text { on } \partial \Omega, \tag{2.47}
\end{equation*}
$$

then using the $\sigma$-quasi-periodicity of $\phi_{m}^{\sigma}$ and passing to the limit

$$
\sum_{\sigma \in I^{k}} \sum_{m} \psi_{m}^{\sigma}(x) \partial_{y} \phi_{m}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi \frac{k_{x}}{\alpha}}=0 \text { on } \partial \Omega
$$

### 2.4 Homogenization based on a first order formulation

In this section, the homogenized model is derived based on a first order formulation. The calculations are less detailed than in Section 2.3, only the main results and the proof principles are given.

### 2.4.1 Reformulation of the spectral problem and the main result

We start by setting

$$
\begin{gathered}
U^{\varepsilon}=\left(\frac{\sqrt{a^{\varepsilon}} \partial_{x} w^{\varepsilon}}{i \sqrt{\lambda^{\varepsilon}}}, \sqrt{\rho^{\varepsilon}} w^{\varepsilon}\right), \mu^{\varepsilon}=\sqrt{\lambda^{\varepsilon}}, \\
A^{\varepsilon}=\left(\begin{array}{cc}
0 & \sqrt{a^{\varepsilon}} \partial_{x}\left(\frac{1}{\sqrt{\rho^{\varepsilon}}}\right) \\
\frac{1}{\sqrt{\rho^{\varepsilon}}} \partial_{x}\left(\sqrt{a^{\varepsilon}} .\right) & 0
\end{array}\right), n_{A^{\varepsilon}}=\frac{1}{\sqrt{\rho^{\varepsilon}}}\left(\begin{array}{cc}
0 & \sqrt{a^{\varepsilon}} n_{\Omega} \\
\sqrt{a^{\varepsilon}} n_{\Omega} & 0
\end{array}\right)
\end{gathered}
$$

with the domain of the operator $A^{\varepsilon}$,

$$
D\left(A^{\varepsilon}\right):=\left\{(\varphi, \phi) \in L^{2}(\Omega) \times L^{2}(\Omega) \mid \sqrt{a^{\varepsilon}} \varphi \in H^{1}(\Omega), \phi \in H_{0}^{1}(\Omega)\right\} \subset L^{2}(\Omega)^{2}
$$

so that $i A^{\varepsilon}$ is self-adjoint on $L^{2}(\Omega)^{2}$ as proved in [36]. The spectral equation (2.7) can be recasted as a first-order system

$$
\begin{equation*}
A^{\varepsilon} U^{\varepsilon}=i \mu^{\varepsilon} U^{\varepsilon} \text { in } \Omega \text { and } U_{2}^{\varepsilon}=0 \text { on } \partial \Omega \tag{2.48}
\end{equation*}
$$

where $U_{2}^{\varepsilon}$ is the second component of $U^{\varepsilon}$. We observe that $\left\|\sqrt{\rho^{\varepsilon}} w^{\varepsilon}\right\|_{L^{2}(\Omega)} \leq\left\|\sqrt{\rho^{\varepsilon}}\right\|_{L^{\infty}(\Omega)}$ and that $\left\|\frac{\sqrt{a^{\varepsilon}} \partial_{x} w^{\varepsilon}}{i \sqrt{\lambda^{\varepsilon}}}\right\|_{L^{2}(\Omega)} \leq M_{0}$ can be deduced from the weak formulation (2.10), therefore $U^{\varepsilon}$ is uniformly bounded,

$$
\begin{equation*}
\left\|U^{\varepsilon}\right\|_{L^{2}(\Omega)}^{2} \leq M_{1} . \tag{2.49}
\end{equation*}
$$

We start our analysis from the system expressed in a distributional sense,

$$
\begin{equation*}
\int_{\Omega} U^{\varepsilon} \cdot\left(i \mu^{\varepsilon}-A^{\varepsilon}\right) \Psi d x=0 \tag{2.50}
\end{equation*}
$$

for all admissible test functions $\Psi=(\varphi, \psi) \in H^{1}(\Omega) \times H_{0}^{1}(\Omega)$. We choose $\mu_{0}=\sqrt{\lambda^{0}}$ and $\mu_{1}=\frac{\lambda^{1}}{2 \mu_{0}}$, so $\mu^{\varepsilon}$ can be decomposed as

$$
\begin{equation*}
\mu^{\varepsilon}=\frac{\mu_{0}}{\varepsilon}+\mu_{1}+O(\varepsilon) \tag{2.51}
\end{equation*}
$$

The asymptotic spectral problem (1.5) is also restated as a first order system by setting

$$
A_{k}:=\left(\begin{array}{cc}
0 & \sqrt{a} \partial_{y}\left(\frac{1}{\sqrt{\rho}} .\right)  \tag{2.52}\\
\frac{1}{\sqrt{\rho}} \partial_{y}(\sqrt{a} .) & 0
\end{array}\right) \text { and } n_{A_{k}}=\frac{1}{\sqrt{\rho}}\left(\begin{array}{cc}
0 & \sqrt{a} n_{Y} \\
\sqrt{a} n_{Y} & 0
\end{array}\right)
$$

and

$$
\begin{equation*}
e_{n}^{k}:=\binom{-i \frac{\operatorname{sign}(n)}{\sqrt{\lambda_{|n|}^{k}}} \sqrt{a} \partial_{y}\left(\phi_{|n|}^{k}\right)}{\sqrt{\rho} \phi_{|n|}^{k}} \quad \text { and } \mu_{n}^{k}=\operatorname{sign}(n) \sqrt{\lambda_{|n|}^{k}} \text { for all } n \in \mathbb{Z}^{*} . \tag{2.53}
\end{equation*}
$$

As proved in [36], $i A_{k}$ is self-adjoint on the domain

$$
D\left(A_{k}\right):=\left\{(\varphi, \phi) \in L^{2}(Y)^{2} \mid \sqrt{a} \varphi \in H_{k}^{1}(Y), \frac{\phi}{\sqrt{\rho}} \in H_{k}^{1}(Y)\right\} \subset L^{2}(Y)^{2} .
$$

The Bloch wave spectral problem $\mathcal{P}(k)$ is equivalent to finding pairs $\left(\mu_{n}^{k}, e_{n}^{k}\right)$ indexed by $n \in \mathbb{Z}^{*}$ solution to

$$
\begin{equation*}
\mathcal{Q}(k): A_{k} e_{n}^{k}=i \mu_{n}^{k} e_{n}^{k} \text { in } Y \text { with } e_{n}^{k} \in H_{k}^{1}(Y)^{2} . \tag{2.54}
\end{equation*}
$$

The corresponding weak formulation is

$$
\begin{equation*}
\int_{Y} e_{n}^{k} \cdot\left(A_{k}-i \mu_{n}^{k}\right) \Psi d y=0 \text { for all } \Psi \in D\left(A_{k}\right) \tag{2.55}
\end{equation*}
$$

The relation between the operator $A^{\varepsilon}$ and the scaled operator $A_{k}$ is obtained by considering any regular vector $\psi=\psi(x, y)$ depending on both space scales,

$$
\begin{equation*}
A^{\varepsilon}\left(\psi\left(x, \frac{x}{\varepsilon}\right)\right)=\left(\left(\frac{1}{\varepsilon} A_{k}+B\right) \psi\right)\left(x, \frac{x}{\varepsilon}\right), \tag{2.56}
\end{equation*}
$$

where the operator $B$ is defined as the result of the formal substitution of $x$-derivatives by $y$-derivatives in $A_{k}$, i.e.

$$
B:=\left(\begin{array}{cc}
0 & \sqrt{a} \partial_{x}\left(\frac{1}{\sqrt{\rho}} \cdot\right)  \tag{2.57}\\
\frac{1}{\sqrt{\rho}} \partial_{x}(\sqrt{a} \cdot) & 0
\end{array}\right) .
$$

For any $n \in \mathbb{Z}^{*}$ and $k \in Y^{*}, M_{n}^{k}:=\left\{i \in \mathbb{Z}^{*} \mid \mu_{i}^{k}=\mu_{n}^{k}\right\}$ is the set of indices of eigenvectors related to the same eigenvalue $\mu_{n}^{k}$. For all $k \in Y^{*} \backslash\{0\}$, since $\mu_{n}^{k}=\mu_{n}^{-k}$ then $M_{n}^{k}=M_{n}^{-k}$.

Remark 24 From now on, we shall assume that the weak limit of $S_{k}^{\varepsilon} U^{\varepsilon}$ in $L^{2}(\Omega \times Y)$ is not vanishing to avoid eigenmodes related to the boundary spectrum (see Proposition 7.7 in (8]).

Theorem 25 For $k \in Y^{*}$, let $\left(\mu^{\varepsilon}, U^{\varepsilon}\right)$ be solution of (2.48) then $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} U^{\varepsilon}$ is bounded in $L^{2}(\Omega \times Y)$. For $\varepsilon \in E_{k}$, assuming that the renormalized sequence $\varepsilon \mu^{\varepsilon}$ satisfies the decomposition (2.51) with $\mu_{0}=\mu_{n}^{k}$ an eigenvalue of the Bloch wave spectrum, any weak limit $G_{k}$ of $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} U^{\varepsilon}$ in $L^{2}(\Omega \times Y)$ has the form

$$
\begin{equation*}
G_{k}(x, y)=\sum_{\sigma \in I^{k}, m \in M_{n}^{\sigma}} u_{m}^{\sigma}(x) e_{m}^{\sigma}(y) \tag{2.58}
\end{equation*}
$$

where $\left(u_{m}^{\sigma}\right)_{m, \sigma}$ are the solutions of the HF-macroscopic equations (2.13, 2.14) or (2.15, 2.16).

Therefore, the physical solution $U^{\varepsilon}$ can be approximated by

$$
\begin{equation*}
U^{\varepsilon}(x) \approx \sum_{\sigma \in I^{k}, m \in M_{n}^{\sigma}} u_{m}^{\sigma}(x) e_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right) \tag{2.59}
\end{equation*}
$$

Proof. For a given $k \in Y^{*}$, let $U^{\varepsilon}$ be solution of (2.48) which is bounded in $L^{2}(\Omega)$, the property (1.8) yields the boundness of $\left\|S_{\sigma}^{\varepsilon} U^{\varepsilon}\right\|_{L^{2}(\Omega \times Y)}$. So there exist $U^{\sigma} \in$ $L^{2}(\Omega \times Y)^{2}$ such that, up the extraction of a subsequence, $S_{\sigma}^{\varepsilon} U^{\varepsilon}$ tends weakly to $U^{\sigma}$ in $L^{2}(\Omega \times Y)^{2}$ and hence, $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} U^{\varepsilon}$ converges to $G_{k}(x, y)=\sum_{\sigma \in I^{k}} U^{\sigma}(x, y)$. Using the decomposition (2.60) of $U^{\sigma}$ in the forthcoming Lemma 26,

$$
G_{k}(x, y)=\sum_{\sigma \in I^{k}, m \in M_{n}^{\sigma}} u_{m}^{\sigma}(x) e_{m}^{\sigma}(y) .
$$

The HF-macroscopic problem solved by the coefficients $\left(u_{m}^{\sigma}\right)_{\sigma, m}$ is derived in Section 2.4.2.

### 2.4.2 Model derivation

## Modal decomposition on the Bloch modes

Lemma 26 Let a sequence $\left(\mu^{\varepsilon}, U^{\varepsilon}\right)$ be solution of (2.48) and satisfies (2.51) with $\mu_{0}=\mu_{n}^{k}$ for given $n \in \mathbb{Z}^{*}$ and $k \in Y^{*}$, we extract a subsequence of $\varepsilon$, still denoted by $\varepsilon$, such that $S_{k}^{\varepsilon} U^{\varepsilon}$ converges weakly to $U^{k}$ in $L^{2}(\Omega \times Y)^{2}$. If $U^{k} \in D\left(A_{k}\right)$ then $\left(\mu_{n}^{k}, U^{k}\right)$ is solution of the Bloch wave equation (2.54) and $U^{k}$ admits the modal decomposition

$$
\begin{equation*}
U^{k}(x, y)=\sum_{m \in M_{n}^{k}} u_{m}^{k}(x) e_{m}^{k}(y) \text { with } u_{m}^{k} \in L^{2}(\Omega) \tag{2.60}
\end{equation*}
$$

Proof. For each $k \in Y^{*}$, taking $\Psi(x, y):=\theta(x) \phi(y)$ with $\theta(x) \in C_{c}^{\infty}(\Omega)$ and $\phi(y) \in C^{\infty}(Y)^{2} k$-quasi-periodic in $y$, considering $\mathfrak{R}^{k} \Psi$ as a test functions in (2.50), and using (2.56|2.51),

$$
\int_{\Omega} U^{\varepsilon} \cdot \Re^{k}\left(i \frac{\mu_{0}}{\varepsilon}+i \mu_{1}-\frac{A_{k}}{\varepsilon}-B\right) \Psi d x+O(\varepsilon)=0
$$

Multiplying by $\varepsilon$

$$
\int_{\Omega} U^{\varepsilon} \cdot \mathfrak{R}^{k}\left(i \mu_{0}-A_{k}\right) \Psi d x+O(\varepsilon)=0
$$

and passing to the limit thanks to Corollary 6,

$$
\frac{1}{|Y|} \int_{\Omega \times Y} U^{k} \cdot\left(i \mu_{0}-A_{k}\right) \Psi d x d y=0
$$

which is the weak formulation of the Bloch wave equations. If in addition $U^{k} \in D\left(A_{k}\right)$, integrating by parts yields

$$
\begin{equation*}
\frac{1}{|Y|} \int_{\Omega \times Y}\left(A_{k}-i \mu_{0}\right) U^{k} \cdot \Psi d x d y-\frac{1}{|Y|} \int_{\Omega}\left[U^{k} \cdot n_{A_{k}} \Psi\right]_{y=0}^{y=1} d x=0 \tag{2.61}
\end{equation*}
$$

providing in turn the strong formulation,

$$
\begin{equation*}
A_{k} U^{k}=i \mu_{0} U^{k} \quad \text { in } \quad \Omega \times Y \tag{2.62}
\end{equation*}
$$

Since the product of a periodic function by a $k$-quasi-periodic function is $k$-quasiperiodic then $n_{A_{k}} \Psi$ is $k$-quasi-periodic in $y$. Therefore, $U^{k}$ is $k$-quasi-periodic in $y$ and finally is a Bloch eigenvector in $y$. By projection, it can be decomposed as

$$
U^{k}(x, y)=\sum_{m \in M_{n}^{k}} u_{m}^{k}(x) e_{m}^{k}(y) \text { with } u_{m}^{k}=\frac{1}{b(k, m, m)} \int_{Y} U^{k} \cdot e_{m}^{k} d y \in L^{2}(\Omega)
$$

## Derivation of the HF-macroscopic equation

The HF-macroscopic equation is stated for each $k \in Y^{*}$ and each eigenvalue $\mu_{n}^{k}$ of the Bloch wave spectral problem $\mathcal{Q}(k)$. We pose

$$
\begin{equation*}
\kappa(k, n, m)=\frac{-i c(k, n, m)}{2 \mu_{0}} \text { for } m \in M_{n}^{k} \tag{2.63}
\end{equation*}
$$

where $c(k, n, m)$ is defined in (2.12) and notice that

$$
\begin{gathered}
\kappa(k, n, m)=-\kappa(-k, m, n), \kappa(k, n, m)=-\overline{\kappa(-k, n, m)}, \\
\kappa(k, n, m)=-\overline{\kappa(k, m, n)}, \text { and } \kappa(0, n, n)=0 .
\end{gathered}
$$

For the sake of simplicity, we do the proof for $n \in \mathbb{Z}^{*+}$ only and denote by $\kappa(k, n)=$ $\kappa(k, n, n)$ and $\kappa(n, m)=\kappa(0, n, m)$. For general $n$, the proof is the same but $\phi_{n}^{k}$ is replaced by $\phi_{|n|}^{k}$.

Case $k \neq 0$ The pairs $\left(\mu_{n}^{k}, e_{n}^{k}\right)$ and $\left(\mu_{n}^{-k}, e_{n}^{-k}\right)$ are the eigenmodes of the spectral equations $\mathcal{Q}( \pm k)$ in (2.54) corresponding to the eigenvalue $\mu_{0}=\mu_{n}^{k}=\mu_{n}^{-k}$. We pose $\Psi^{\varepsilon}=\mathfrak{R}^{k}\left(\Psi^{k, \varepsilon}+\Psi^{-k, \varepsilon}\right) \in H^{1}(\Omega) \times H_{0}^{1}(\Omega)$ as a test function in the weak formulation (2.50), with each $\Psi^{\sigma, \varepsilon}(x, y)=\psi^{\sigma, \varepsilon}(x) e_{n}^{\sigma}(y)$ where $\psi^{\sigma, \varepsilon} \in H^{1}(\Omega)$ and satisfies the boundary conditions,

$$
\sum_{\sigma} \psi^{\sigma, \varepsilon}(x) \phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right)=0 \text { on } \partial \Omega .
$$

Notice that this condition is related to the second component of $\Psi^{\varepsilon}$ only. Proceeding as in Section 2.3.3 yields (2.33). Since $\left(i \mu_{0}-A_{\sigma}\right) \Psi^{\varepsilon}=0$ for all $\sigma$, applying (2.51, 2.56), then Equation (2.50) yields

$$
\begin{equation*}
\sum_{\sigma} \int_{\Omega} U^{\varepsilon} \cdot \mathfrak{R}^{k}\left(i \mu_{1}-B\right) \Psi^{\sigma, \varepsilon} d x+O(\varepsilon)=0 \tag{2.64}
\end{equation*}
$$

But $\left(i \mu_{1}-B\right) \Psi^{\sigma, \varepsilon}$ is $\sigma$-quasi-periodic so passing to the limit thanks to Corollary 6 and Lemma 22 where $\Psi^{\sigma}$ is limit of $\Psi^{\sigma, \varepsilon}$,

$$
\begin{equation*}
\frac{1}{|Y|} \sum_{\sigma} \int_{\Omega \times Y} U^{\sigma} \cdot\left(i \mu_{1}-B\right) \Psi^{\sigma} d x d y=0 \tag{2.65}
\end{equation*}
$$

From Lemma 26. $U^{\sigma}$ is decomposed as

$$
U^{\sigma}(x, y)=u_{n}^{\sigma}(x) e_{n}^{\sigma}(y)
$$

After replacement,

$$
\sum_{\sigma} \int_{\Omega}\left(-i \mu_{1} b(\sigma, n) u_{n}^{\sigma} \cdot \psi^{\sigma}+\kappa(\sigma, n) u_{n}^{\sigma} \cdot \partial_{x} \psi^{\sigma}\right) d x=0
$$

for all $\psi^{\sigma} \in H^{1}(\Omega)$ fulfilling (2.33). Moreover, if $u_{n}^{\sigma} \in H^{1}(\Omega)$ it satisfies the strong form of the internal equations

$$
\begin{equation*}
\kappa(\sigma, n) \partial_{x} u_{n}^{\sigma}-i \mu_{1} b(\sigma, n) u_{n}^{\sigma}=0 \text { in } \Omega \text { for all } \sigma \in I^{k} \tag{2.66}
\end{equation*}
$$

and the boundary conditions

$$
\sum_{\sigma} \kappa(\sigma, n) u_{n}^{\sigma} \cdot \psi^{\sigma}=0 \text { on } \partial \Omega
$$

Following the same calculations as in Section 2.3.3, with the matrices $C_{1}=\operatorname{diag}(\kappa(\sigma, n))$, $C_{2}=\operatorname{diag}(b(\sigma, n))$ and the vectors $u=\left(u_{n}^{\sigma}\right)_{\sigma}, \psi=\left(\psi^{\sigma}\right)_{\sigma}, \varphi=\left(\phi^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi x \frac{k^{k}}{\alpha}}\right)_{\sigma}$, (2.66) is written on the matrix form

$$
C_{1} \partial_{x} u=i \mu_{1} C_{2} u \text { in } \Omega,
$$

with boundary condition

$$
C_{1} u(x) \cdot \bar{\psi}(x)=0 \text { on } \partial \Omega \text { for all } \psi \text { such that } \bar{\varphi}(x, 0) \cdot \bar{\psi}(x)=0 \text { on } \partial \Omega .
$$

Equivalently, $C u(x)$ is collinear with $\bar{\varphi}(x, 0)$ yielding the boundary conditions

$$
\begin{equation*}
u_{n}^{k}(x) \phi_{n}^{k}(0) e^{2 i \pi \frac{l^{k} x}{\alpha}}+u_{n}^{-k}(x) \phi_{n}^{-k}(0) e^{-2 i \pi \frac{l^{k} x}{\alpha}}=0 \text { on } \partial \Omega \tag{2.67}
\end{equation*}
$$

after remarking that $\kappa(\sigma, n) \neq 0$. Finally, with (2.63) and $\lambda^{1}=2 \mu_{0} \mu_{1}$ the HFmacroscopic problem (2.13, 2.14) is recovered.

Case $k=0 \quad$ We adopt the same simplifications of notations that for the case of $k=0$ in Section 2.3.3, Let $e_{n}$ and $e_{m}$ be the Bloch eigenmodes of $\mathcal{Q}(0)$ in (2.54) regarding the double eigenvalue $\mu_{0}=\mu_{n}=\mu_{m}$. In this case $M_{n}^{0}=\{n, m\}$. Taking $\Psi^{\varepsilon}=\sum_{p \in M_{n}^{0}} \mathfrak{R}^{0}\left(\Psi_{p}\right) \in H^{1}(\Omega) \times H_{0}^{1}(\Omega)$ as a test function with $\Psi_{p}(x, y)=\psi_{p}(x) e_{p}(y)$ and $\psi_{p} \in H^{1}(\Omega)$. Due to the periodicity of $\phi_{p}$, the second component of $\Psi^{\varepsilon}$ satisfies the boundary conditions

$$
\begin{equation*}
\sum_{p \in M_{n}^{0}} \psi_{p}(x) \phi_{p}(0)=0 \text { on } \partial \Omega . \tag{2.68}
\end{equation*}
$$

Following similar calculations as for the case $k \neq 0$, the weak limit $U^{0}$ of $S_{0}^{\varepsilon} U^{\varepsilon}$ in $L^{2}(\Omega \times Y)^{2}$ is

$$
U^{0}(x, y)=\sum_{p \in M_{n}^{0}} u_{p}(x) e_{p}(y)
$$

and $u_{p}$ is solution to the weak formulation

$$
\sum_{q \in M_{n}^{0}} \int_{\Omega}-i \mu_{1} b(p, q) u_{q} \cdot \psi_{p}+\kappa(p, q) u_{q} \cdot \partial_{x} \psi_{p} d x=0
$$

for all $\psi_{p} \in H^{1}(\Omega)$ with $p \in M_{n}^{0}$. If $u_{q} \in H^{1}(\Omega)$ it is a solution to the internal equations

$$
\begin{equation*}
\sum_{q \in M_{n}^{0}} \kappa(p, q) \partial_{x} u_{q}-i \mu_{1} b(p, q) u_{q}=0 \text { in } \Omega \text { for } p \in M_{n}^{0}, \tag{2.69}
\end{equation*}
$$

and to the boundary conditions

$$
\left[\sum_{p, q \in M_{n}^{0}} \kappa(p, q) u_{q} \cdot \psi_{p}\right]_{x=0}^{x=\alpha}=0 .
$$

Here, with $C_{1}=(\kappa(p, q))_{p, q}, C_{2}=(b(p, q))_{p, q}, u=\left(u_{p}\right)_{p}, \psi=\left(\psi_{p}\right)_{p}, \phi=\left(\phi_{p}\right)_{p}$,

$$
C_{1} \partial_{x} u=i \mu_{1} C_{2} u \text { in } \Omega,
$$

and $C_{1} u(x) \cdot \bar{\psi}(x)=0$ on $\partial \Omega$ for all $\psi$ such that $\phi(0) \cdot \bar{\psi}(x)=0$ on $\partial \Omega$.
But $\kappa(p, p)=0$, therefore

$$
\begin{equation*}
u_{n}(x) \phi_{n}(0)+u_{m}(x) \phi_{m}(0)=0 \text { on } \partial \Omega . \tag{2.70}
\end{equation*}
$$

As for $k \neq 0$, these HF-macroscopic equations are equivalent to (2.15, 2.16).

### 2.5 Numerical simulations

We report simulations regarding comparisons of physical eigenmodes and their approximation by two-scale modes for $\rho=1$. In Subsection [2.5.2, for each given high frequency physical eigenelement, a two-scale eigenelement realizing a good approximation is identified. This shows that the two-scale model can actually be used as an approximation of the complete high-frequency spectra. Conversely, Subsection 2.5.3 addresses the modeling problem i.e. it introduces a way to generate approximations of high-frequency spectra from the two-scale model only. Finally, in 2.5.4 the order of convergence with respect to $\varepsilon$ is analyzed. The next section describes the main simulation parameters.

### 2.5.1 Simulation methods and conditions

Both, the physical spectral problem and the Bloch wave spectral problem are discretized by a quadratic finite element method. The number of elements are respectively denoted $N_{\text {phys }}$ and $N_{\text {bloch }}$. The implementation of the $k$-quasi-periodic boundary condition is achieved by elimination of the last degree of freedom. More precisely, for
$n \in\left\{1, \ldots, 2 N_{\text {bloch }}+1\right\}$ the node indices, $\phi_{n}$ a degree of freedom of $\phi$ a Bloch eigenmode and $\varphi_{n}$ the corresponding quadratic Lagrange interpolation function,

$$
\phi(y) \simeq \sum_{n=2}^{2 N_{\text {bloch }}} \phi_{n} \varphi_{n}+\phi_{1} \varphi_{1}+\phi_{2 N_{\text {bloch }}+1} \varphi_{2 N_{\text {bloch }}+1} .
$$

Using the relation $\phi(1)=e^{2 i \pi k} \phi(0)$ and taking $\varphi_{1}+e^{2 i \pi k} \varphi_{2 N_{\text {bloch }}+1}$ as the first base function allows to eliminate $\phi_{2 N_{\text {bloch }}+1}$,

$$
\phi(y) \simeq \sum_{n=2}^{2 N_{\text {bloch }}} \phi_{n} \varphi_{n}+\phi_{1}\left(\varphi_{1}+e^{2 i \pi k} \varphi_{2 N_{\text {bloch }}+1}\right) .
$$

The sets of indices considered in the simulations of high frequency physical modes and Bloch modes are denoted by $\mathcal{J}^{\varepsilon}$ and $J^{k}$, the former being generally included in $\left(\alpha / 2 \varepsilon, N_{\text {phys }} / 2\right)$. The Bloch modes are calculated for $k \geq 0$ only, and the other cases can be deduced by conjugation. For each Bloch eigenmode $\left(\lambda_{n}^{k}, \phi_{n}^{k}\right)$, the macroscopic solutions $\left(\lambda^{1, \ell}, u_{m, \ell}^{k}\right)_{m, \ell}$ are given in Section 2.3.4 with $\delta=1$ and $d_{2}=\phi_{m}^{0}(0)$ for any $m$ such that $\lambda_{m}^{k}=\lambda_{n}^{k}$ and $\ell \in \mathbb{Z}$. In fact, according to Remark 23 the index $\ell$ should vary in $J_{n}^{k}=\left[\frac{2 k}{\varepsilon}\right]+\{-r, \ldots, r\}$, for a small integer $r$, so that only the first macroscopic eigenmodes be taken into account. In the next discussions, we use the following notations for the two-scale approximations of the eigenvalues and eigenmodes exhibiting clearly their parameters $\varepsilon, k, n$ and $\ell$,

$$
\begin{equation*}
\gamma_{n, \ell}^{\varepsilon, k}:=\lambda_{n}^{k}+\varepsilon \lambda^{1, \ell} \text { and } \psi_{n, \ell}^{\varepsilon, k}(x):=\sum_{\sigma \in I^{k}} \sum_{m} u_{m, \ell}^{\sigma}(x) \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right) \text { for } \ell \in J_{n}^{k}, n \in J^{k} . \tag{2.71}
\end{equation*}
$$

In the simulations reported in Sections 2.5.2 and 2.5.3 only one physical problem is used, namely $\Omega=(0,1)$, $a^{\varepsilon}(x)=\sin (2 \pi x / \varepsilon)+2$, 50 cells (i.e. $\varepsilon=1 / 50$ ), and $N_{\text {phys }}=$ 2,000 . Other number of cells are used in Section 2.5 .4 for the convergence analysis. Consequently, the coefficient of the Bloch wave spectral problem is $a(y)=\sin (2 \pi y)+2$. The set $Y^{*}$ of positive wave numbers in $Y^{*}$ is discretized by $L_{125}^{*+}=\{0, \ldots, 62 / 125\}$ with step $\Delta_{k}=1 / 125$ and $N_{\text {bloch }}=50$. The subset of macroscopic eigenvalues is restricted by $r=15$.

The first ten graphs $\left(k \mapsto \lambda_{n}^{k}\right)_{n=1, \ldots, 10}$ of Bloch eigenvalues are described in Figure 2.1. The graphs are symmetric about the axis $k=0$ which confirms that $\lambda_{n}^{k}=\lambda_{n}^{-k}$ as remarked in Notation 1. Moreover, all eigenvalues $\lambda_{n}^{k}$ are simple for $k \neq 0$ and double for $k \in\left\{0, \pm \frac{1}{2}\right\}$.

### 2.5.2 Approximation of physical modes by two-scale modes

We discuss the approximation of a given solution $\left(\lambda_{p}^{\varepsilon}, w_{p}^{\varepsilon}\right)$ of Equation (2.7) for a given value of $\varepsilon$. From Remark 3.2.4 we expect to show numerically that there exists a suitable pair $(k, n)$ such that the equality $\left(\lambda_{p}^{\varepsilon}, w_{p}^{\varepsilon}\right)=\left(\gamma_{n, \ell}^{\varepsilon, k}, \psi_{n, \ell}^{\varepsilon, k}\right)$ is exact with $\left(\gamma_{n, \ell}^{\varepsilon, k}, \psi_{n, \ell}^{\varepsilon, k}\right)$ defined in (2.71) and $\lambda^{1, \ell}=0$. Moreover, in the perspective of Remark 20, $k$ varies in $L_{125}^{*+}$ only and approximations with $\lambda^{1, \ell} \neq 0$ are expected. Whatever if $\lambda^{1, \ell}$ vanishes or not, we expect to search approximations for both eigenvalues and eigenvectors which turns to be an multi-objective optimization problem that might be solved by a


Figure 2.1: First ten eigenvalues of the Bloch wave spectral problem.
dedicated method. However, to reduce the computational cost, we propose an alternate approach consisting in minimizing the error on eigenvalues in the approximation (2.9),

$$
\begin{equation*}
e r_{\text {value }}(k)=\min _{n \in \mathbb{N}, \ell \in J_{n}^{k}}\left|\frac{\varepsilon^{2} \lambda_{p}^{\varepsilon}-\gamma_{n, \ell}^{\varepsilon, k}}{\varepsilon^{2} \lambda_{p}^{\varepsilon}}\right|, \tag{2.72}
\end{equation*}
$$

for each $k \in L_{125}^{*+}$, and then in finding which one minimizes

$$
e r_{\text {vector }}(k)=\frac{\left\|w_{p}^{\varepsilon}-\psi_{n_{k}, \ell_{k}}^{\varepsilon, k}\right\|_{L^{2}(\Omega)}}{\left\|w_{p}^{\varepsilon}\right\|_{L^{\infty}(\Omega)}}
$$

the error on eigenvectors in the approximation (2.18) where $\ell_{k}, n_{k}$ are the optimal arguments in (2.72). The optimal error on eigenvectors is then

$$
\begin{equation*}
e r_{\text {vector }}=\min _{k \in L_{125}^{*+}} \text { er vector }(k) . \tag{2.73}
\end{equation*}
$$




Figure 2.2: (a) Errors for $p=85$ and $k \in L_{125}^{*+}$. (b) Errors for a selection of $k$ s.t. er ${ }_{\text {vector }}(k) \leq 0.2$.

Figure 2.2 (a) shows the distributions of errors $e r_{\text {value }}(k)$ and $e r_{\text {vector }}(k)$ in logarithmic scale for the index $p=85$ of physical eigenmode with respect to $k$ varying in $L_{125}^{*+}$. The minimal error is reached for $k=0.16, n=2, \ell=17, \lambda_{n}^{k}=51.1$ and $\lambda^{1, \ell}=58.9$ yielding the errors $e r_{\text {value }}=10^{-4}$ and $e r_{\text {vector }}=4.10^{-3}$. Figure 2.2 (b)



Figure 2.3: (a) Bloch wave solution $\phi_{n}^{k}$. (b) Macroscopic solutions $u_{n, \ell}^{k}$ and $u_{n, \ell}^{-k}$.
focuses on values of $k$ such that $e r_{\text {vector }}(k) \leq 0.2$. In Figure 2.3 (a) the real (dashed line) and the imaginary (solid line) parts of the Bloch wave $\phi_{n}^{k}$ are shown when Figure 2.3 (b) presents the real (solid line) and the imaginary (dashed-dotted line) parts of $u_{n, \ell}^{k}$ and also the real (dotted line) and the imaginary (dashed line) parts of $u_{n, \ell}^{-k}$. In addition, the physical eigenmode $w_{p}^{\varepsilon}$ and the relative error vector between $w_{p}^{\varepsilon}$ and $\psi_{n, \ell}^{\varepsilon, k}$ are plotted in Figure 2.4 (a) and (b).


Figure 2.4: (a) Physical eigenmode $w_{p}^{\varepsilon}$. (b) Relative error between $w_{p}^{\varepsilon}$ and $\psi_{n, \ell}^{\varepsilon, k}$.
After presenting a detailed study of the approximation of a given physical mode, i.e. for a single physical mode index $p$, we report approximation results for the list $\mathcal{J}_{0}^{\varepsilon}=\{40, \ldots, 150\} \backslash\{50\}$ of consecutive physical mode indices. The list starts at $p=40$ corresponding to an intermediary mode between the low frequency modes approximated by the classical homogenized method and the high frequency modes considered in this chapter. The index $p=50$ is excluded from the list since the corresponding eigenvector is evanescent, and as such corresponds to an element of the boundary spectrum. The previous optimization has been applied to each $p$ yielding errors plotted in logarithm scale in Figure 2.5 (a). The error bounds are $e r_{\text {value }} \leq 6.10^{-3}$ and $e r_{\text {vector }} \leq 8.10^{-2}$.

Globally, the errors start by growing before to decrease except around $p=100$ where they exhibit a peak that we do not explain. Figure 2.5 (b) reports the corresponding macroscopic eigenvalues $\lambda^{1, \ell}$. Some of them are close to pairs $(k, n)$ such that $\lambda^{1, \ell}$ vanishes as discussed in Remark 3.2.4, their relative errors on eigenvalues are


Figure 2.5: (a) Errors for $p$ varying in $\mathcal{J}_{0}^{\varepsilon}$. (b) Macroscopic eigenvalues.
in the order of $10^{-5}$. A way to answer the question in Remark 3.2.4 is to decrease the step $\Delta_{k}$ and see if all error decrease. A detailed presentation is made in Table 2.1 for two indices, namely $p=66$ related to an eigenvalue in the beginning of the high frequency spectrum and $p=102$ corresponding to one of the large errors. In both cases, the error diminishes as the step $\Delta_{k}$ is reduced from 8e-3 to $3 \mathrm{e}-3$.

Table 2.1: Errors for $\Delta_{k}=8 . e-3$ and $3 e-3$.

| $\Delta_{k}$ | $p$ | $k$ | $n$ | $\lambda^{1, \ell}$ | $e r_{\text {value }}$ | $e r_{\text {vector }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $8.0 \mathrm{e}-3$ | 66 | $2.16 \mathrm{e}-1$ | 2 | -92 | $1.2 \mathrm{e}-3$ | $1.9 \mathrm{e}-2$ |
| $3.0 \mathrm{e}-3$ | 66 | $3.4 \mathrm{e}-1$ | 2 | 21.7 | $9.0 \mathrm{e}-5$ | $5.3 \mathrm{e}-3$ |
| $8.0 \mathrm{e}-3$ | 102 | $4.0 \mathrm{e}-2$ | 3 | -147 | $4.0 \mathrm{e}-4$ | $5.8 \mathrm{e}-3$ |
| $3.0 \mathrm{e}-3$ | 102 | $1.5 \mathrm{e}-2$ | 3 | 35.9 | $3.0 \mathrm{e}-5$ | $1.4 \mathrm{e}-3$ |

Figure 2.6 (a) is a global view of the errors in logarithm scale when $\Delta_{k}=8 . e-3$ for $90 \leq p \leq 110$. It shows that for this $k$-step a large part of the errors on eigenvalues is in the range of $1.0 \mathrm{e}-5$ i.e. almost the roundoff error. A measure of the error reduction is provided in Figure 2.6 (b) where the two ratios

$$
E_{\text {value }}=\frac{e r_{\text {value }}^{\Delta_{k}=3 . e-3}}{e r_{\text {value }}^{\Delta_{k}=8.3}} \text { and } E_{\text {vector }}=\frac{e r_{\text {value }}^{\Delta_{k}=3 . e-3}}{e r_{\text {vector }}^{\Delta_{k}=8-3}}
$$

of error reduction are represented in logarithmic scale.


Figure 2.6: (a) Error of approximation for $\Delta_{k}=3.0 e-3$. (b) Ratios $E_{\text {value }}$ and $E_{\text {vector }}$ of error reduction.

### 2.5.3 The modeling problem

The modeling problem is reciprocal to the previous one. It consists in fixing a period $\varepsilon$ as well as the parameters $(k, n)$ of a Bloch mode and to search if there exists $\ell \in J_{n}^{k}$ such that $\left(\gamma_{n, \ell}^{\varepsilon, k}, \psi_{n, \ell}^{\varepsilon, k}\right)$ is close from a physical mode or in other words if it is almost a solution to the physical spectral problem i.e. if

$$
\begin{equation*}
\varepsilon^{2} P^{\varepsilon} \psi_{n, \ell}^{\varepsilon, k}-\gamma_{n, \ell}^{\varepsilon, k} \psi_{n, \ell}^{\varepsilon, k}=O(\varepsilon) \text { in } \Omega . \tag{2.74}
\end{equation*}
$$

Posing for $\ell \in J_{n}^{k}$,

$$
\begin{equation*}
F_{n}^{\varepsilon, k}(\ell)=\frac{\left\|\varepsilon^{2} P^{\varepsilon} \psi_{n, \ell}^{\varepsilon, k}-\gamma_{n, \ell}^{\varepsilon, k} \psi_{n, \ell}^{\varepsilon, k}\right\|_{L^{2}(\Omega)}}{\left\|\gamma_{n, \ell}^{\varepsilon, k} \psi_{n, \ell}^{\varepsilon, k}\right\|_{L^{2}(\Omega)}} \tag{2.75}
\end{equation*}
$$

the modeling problem relies to the minimization problem $F_{n}^{\varepsilon, k}\left(\ell_{0}\right)=\min _{\ell \in J_{n}^{k}} F_{n}^{\varepsilon, k}(\ell)$. If the minimum is small enough, $\left(\gamma_{n, \ell_{0}}^{\varepsilon, k}, \psi_{n, \ell_{0}}^{\varepsilon, k}\right)$ is close from a physical eigenelement and it is a solution to the modeling problem. A subsequent problem is to identify the corresponding physical eigenelement. This is done be minimizing the errors $e r_{\text {value }}$ and $e r_{\text {vector }}$ introduced in the previous section but considered as depending on the parameter $p \in \mathcal{J}^{\varepsilon}$ instead of $k$. Two illustrative examples are reported in Table 2.2, one yielding $\lambda^{1, \ell}=0$ and the other $\lambda^{1, \ell} \neq 0$. The solution $\psi_{n, \ell}^{\varepsilon, k}$ and the relative error between $\psi_{n, \ell}^{\varepsilon, k}$ and $w_{p}^{\varepsilon}$ are reported in Figures 2.7 (a) and (b).

Table 2.2: Results for the modeling problem.

| $k$ | $n$ | $\lambda_{n}^{k}$ | $F_{n}^{\varepsilon, k}(\ell)$ | $\lambda^{1, \ell}$ | $p$ | $e r_{\text {value }}$ | $e r_{\text {vector }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.6 \mathrm{e}-1$ | 2 | 5.11 e 1 | $8.9 \mathrm{e}-3$ | 0 | 84 | $3.4 \mathrm{e}-5$ | $2.1 \mathrm{e}-5$ |
| $3.52 \mathrm{e}-1$ | 2 | 3.14 e 1 | $4.5 \mathrm{e}-2$ | -8.55 | 65 | $1.5 \mathrm{e}-2$ | $4.3 \mathrm{e}-3$ |



Figure 2.7: (a) Two-scale eigenmode $\psi_{n, \ell}^{\varepsilon, k}$. (b) Relative error vector between $\psi_{n, \ell}^{\varepsilon, k}$ and $w_{p}^{\varepsilon}$.

Additional results for $k=3.52 e-1$ with $n=\{1, \ldots, 15\}$ are reported in Figures 2.8 (a) and (b) showing $\lambda^{1, \ell}$ and $\gamma_{n, \ell}^{k}$ respectively.


Figure 2.8: (a) $\lambda^{1, \ell}$ with respect to $n$. (b) $\gamma_{n, \ell}^{k}$ with respect to $n$.

### 2.5.4 Order of convergence

For a given pair $k$ and $n \in J^{k}$, we investigate the order of convergence of the errors $e r_{\text {value }}$ and $e r_{\text {vector }}$ when the number of cells increases. To follow the convergence result, the sequence of periods $\varepsilon$ is in fact a subsequence $\varepsilon_{h}$ satisfying

$$
\frac{1}{\varepsilon_{h}}=\frac{h+l}{k} \in \mathbb{N}^{*}
$$

with $l \in[0,1)$ and for a sequence of $h \in \mathbb{N}^{*}$. Table 2.3 summarizes the results for $k=0.3, l=0.6$ and $h \in\{3,9,15,21\}$.

Table 2.3: Errors for a decreasing subsequence $\varepsilon_{h}$.

| $h$ | $\varepsilon_{h}$ | $e r_{\text {value }}^{h, \ell}$ | $e r_{\text {vector }}^{h, l}$ | $p$ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | $8.3 \mathrm{e}-2$ | $4.3 \mathrm{e}-2$ | $6.3 \mathrm{e}-3$ | 17 |
| 9 | $3.1 \mathrm{e}-2$ | $1.6 \mathrm{e}-2$ | $2.4 \mathrm{e}-3$ | 45 |
| 15 | $1.9 \mathrm{e}-2$ | $1.0 \mathrm{e}-2$ | $1.5 \mathrm{e}-3$ | 73 |
| 21 | $1.4 \mathrm{e}-2$ | $7.0 \mathrm{e}-3$ | $1.0 \mathrm{e}-3$ | 101 |

To evaluate the decay rate of the errors, we pose $e r_{\text {value }}^{h, \ell}=c_{\text {value }}\left(\varepsilon_{h}\right)^{q_{v a l u e}}$ and $e r_{v e c t o r}^{h, \ell}=$ $c_{\text {vector }}\left(\varepsilon_{h}\right)^{q_{v e c t o r ~}}$, so the decay rates satisfy

$$
q_{\text {value }}=\frac{\log \left(e r_{\text {value }}^{h, \ell} / e r_{\text {value }}^{h^{\prime}, \ell}\right)}{\log \left(\varepsilon_{h} / \varepsilon_{h^{\prime}}\right)} \text { and } q_{\text {vector }}=\frac{\log \left(e r_{\text {vector }}^{h, \ell} / e r_{\text {vector }}^{h^{\prime}, \ell}\right)}{\log \left(\varepsilon_{h} / \varepsilon_{h^{\prime}}\right)} .
$$

Using successive results for $h$ and $h^{\prime}$, yields

$$
q_{\text {value }}=\{0.988,0.995,0.985\} \approx 1 \text { and } q_{\text {vector }}=\{0.985,0.993,0.994\} \approx 1
$$

with coefficients

$$
c_{\text {value }}=\{0.504,0.518,0.497\} \approx 0.5 \text { and } c_{\text {vector }}=\{0.0734,0.0755,0.0757\} \approx 0.07
$$
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### 3.1 Introduction

We establish a homogenized model for the wave equation,

$$
\begin{align*}
& \rho^{\varepsilon} \partial_{t t} u^{\varepsilon}-\partial_{x}\left(a^{\varepsilon} \partial_{x} u^{\varepsilon}\right)=f^{\varepsilon}, \\
& u^{\varepsilon}(t=0, x)=u_{0}^{\varepsilon} \text { and } \partial_{t} u^{\varepsilon}(t=0, x)=v_{0}^{\varepsilon}, \tag{3.1}
\end{align*}
$$

posed in a finite time interval $I \subset \mathbb{R}^{+}$and in an one-dimensional open bounded domain $\Omega \subset \mathbb{R}$ with Dirichlet boundary conditions. An asymptotic analysis of this problem is carried out where $\varepsilon>0$ is a parameter tending to zero and the time-independent coefficients are $\varepsilon$-periodic, namely $a^{\varepsilon}=a\left(\frac{x}{\varepsilon}\right)$ and $\rho^{\varepsilon}=\rho\left(\frac{x}{\varepsilon}\right)$ where $a(y)$ and $\rho(y)$ are $Y$-periodic with respect to a lattice of reference cell $Y \subset \mathbb{R}$.

In conclusion, the physical solution $u^{\varepsilon}$ is approximated by a sum of a low frequency term $u^{0}$, the usual corrector in elliptic problems, using $\theta$ the solution of the cell problem, and a sum of Bloch waves being the corrector for the high frequency part,

$$
u^{\varepsilon}(t, x) \approx u^{0}(t, x)+\varepsilon \theta\left(\frac{x}{\varepsilon}\right) \partial_{x} u^{0}(t, x)+\varepsilon \sum_{k} \sum_{n \in \mathbb{Z}^{*}} u_{n}^{k}(t, x) e^{\operatorname{sign(n)i} \sqrt{\lambda_{|n|}^{k}} t / \varepsilon} \phi_{|n|}^{k}\left(\frac{x}{\varepsilon}\right) .
$$

The Bloch wave amplitudes $\left(u_{n}^{k}\right)_{n \in \mathbb{Z}^{*}}$ are solution of a first order system of differential equations constituting the high frequency macroscopic problem. In particular, for $k \in Y^{*} \backslash\left\{0,-\frac{1}{2}\right\}$ and for each $n$, the HF-macroscopic model has the form

$$
\begin{align*}
b(k, n, n) \partial_{t} u_{n}^{k}+c(k, n, n) \partial_{x} u_{n}^{k} & =F_{n}^{k}  \tag{3.2}\\
b(-k, n, n) \partial_{t} u_{n}^{\sigma}+c(-k, n, n) \partial_{x} u_{n}^{-k} & =F_{n}^{-k} \text { in } I \times \Omega,
\end{align*}
$$

with some initial conditions, and boundary conditions on the form

$$
\begin{equation*}
u_{n}^{k}(t, x) \phi_{|n|}^{k}(0) e^{2 i \pi \frac{\lambda^{k} x}{\alpha}}+u_{n}^{-k}(t, x) \phi_{|n|}^{-k}(0) e^{-2 i \pi \frac{l_{x}}{\alpha}}=0 \text { on } I \times \partial \Omega . \tag{3.3}
\end{equation*}
$$

We observe that the two partial differential equations in (3.2) are not coupled, the coupling being due to the boundary conditions only. For $k \in\left\{0,-\frac{1}{2}\right\}$, in the case of double eigenvalue $\lambda_{\left|n^{\prime}\right|}^{k}=\lambda_{|n|}^{k}$, the model is also a pair of equations indexed by $q \in\left\{n, n^{\prime}\right\}$,

$$
\begin{equation*}
\sum_{p \in\left\{n, n^{\prime}\right\}} b(k, p, q) \partial_{t} u_{p}^{k}+c(k, p, q) \partial_{x} u_{p}^{k}=F_{q}^{k} \text { in } I \times \Omega, \tag{3.4}
\end{equation*}
$$

with some initial conditions, and for $k=0$ with the boundary conditions

$$
\begin{equation*}
u_{n}^{0}(t, x) \phi_{|n|}^{0}(0)+u_{n^{\prime}}^{0}(t, x) \phi_{\left|n^{\prime}\right|}^{0}(0)=0 \text { on } I \times \partial \Omega, \tag{3.5}
\end{equation*}
$$

and otherwise for $k=-\frac{1}{2}$,

$$
\begin{gather*}
\left(c(k, n, n) \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n\right) \phi_{|n|}^{k}(0)\right) u_{n}^{k}(t, x)  \tag{3.6}\\
+\left(c\left(k, n, n^{\prime}\right) \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n^{\prime}\right) \phi_{|n|}^{k}(0)\right) u_{n^{\prime}}^{k}(t, x)=0 \text { on } I \times \partial \Omega .
\end{gather*}
$$

The main contribution of this work is the boundary conditions of the HF-macroscopic model. However, the HF-macroscopic model is also new since it differs from this in 36] derived from a first order system. Moreover, the proof has been simplified. We quote
that all models and proofs have been written in one-dimension but they extend trivially to the general case, except what refers to the HF-macroscopic boundary conditions which remains an open question in higher dimension.

The same result is also established for the Neumann boundary conditions and also for a generalization of the wave equation taking into account a zero order term as well as first order time and space derivatives. Moreover, the homogenization is also presented under the first order formulation as in [35] and [36], then boundary conditions for the one-dimensional model of these works have been announced.

This chapter is organized as follows. Section 3.2 is devoted to the statement of the model and the main results. Section 3.3 includes the model derivation. These results are then established for Neumann boundary conditions and for a generalization of the wave equation in Section 3.4. The homogenization is presented under the first order formulation in Section 3.5. Finally, numerical examples are provided for the first order formulation in the last section.

### 3.2 Statement of the results for the wave equation

We consider $I=(0, T) \subset \mathbb{R}^{+}$a finite time interval and $\Omega=(0, \alpha) \subset \mathbb{R}^{+}$a space interval, whose boundary is denoted by $\partial \Omega$. As usual in homogenization papers, $\varepsilon>0$ denotes a small parameter intended to go to zero. Two functions ( $a^{\varepsilon}, \rho^{\varepsilon}$ ) are assumed to obey a prescribed profile,

$$
\begin{equation*}
a^{\varepsilon}:=a\left(\frac{x}{\varepsilon}\right) \text { and } \rho^{\varepsilon}:=\rho\left(\frac{x}{\varepsilon}\right), \tag{3.7}
\end{equation*}
$$

where $\rho \in L^{\infty}(\mathbb{R})$ and $a \in W^{2, \infty}(\mathbb{R})$ are both $Y$-periodic with respect to the reference cell $Y=(0,1)$. Moreover, they are required to satisfy the standard uniform positivity and ellipticity conditions,

$$
\begin{equation*}
0<\rho^{0} \leq \rho \leq \rho^{1} \text { and } 0<a^{0} \leq a \leq a^{1} \tag{3.8}
\end{equation*}
$$

for some given strictly positive numbers $\rho^{0}, \rho^{1}, a^{0}$ and $a^{1}$. In addition, $a \in W^{1, \infty}(\mathbb{R})$ is applied for the model based on the first order formulation in Section 3.5. We consider $u^{\varepsilon}(t, x)$ solution to the weak form of the wave equation with the source term $f^{\varepsilon} \in L^{2}(I \times \Omega)$, initial conditions $u_{0}^{\varepsilon} \in H^{1}(\Omega), v_{0}^{\varepsilon} \in L^{2}(\Omega)$ and homogeneous Dirichlet boundary conditions,

$$
\begin{align*}
& \rho^{\varepsilon} \partial_{t t} u^{\varepsilon}-\partial_{x}\left(a^{\varepsilon} \partial_{x} u^{\varepsilon}\right)=f^{\varepsilon} \text { in } I \times \Omega, \\
& u^{\varepsilon}(t=0, x)=u_{0}^{\varepsilon} \text { and } \partial_{t} u^{\varepsilon}(t=0, x)=v_{0}^{\varepsilon} \text { in } \Omega,  \tag{3.9}\\
& u^{\varepsilon}=0 \text { on } I \times \partial \Omega .
\end{align*}
$$

Assuming that the data are bounded,

$$
\begin{equation*}
\left\|v_{0}^{\varepsilon}\right\|_{L^{2}(\Omega)}+\left\|u_{0}^{\varepsilon}\right\|_{H^{1}(\Omega)}+\left\|f^{\varepsilon}\right\|_{L^{2}(I \times \Omega)} \leq c_{0} \tag{3.10}
\end{equation*}
$$

the uniform bound

$$
\begin{equation*}
\left\|\partial_{t} u^{\varepsilon}\right\|_{L^{2}(I \times \Omega)},\left\|\partial_{x} u^{\varepsilon}\right\|_{L^{2}(I \times \Omega)} \leq c_{1} \tag{3.11}
\end{equation*}
$$

holds, see e.g. Theorem 3 in [36].
Remark 27 The optimal regularity of the coefficient and of the solution is not in the focus on this work, so the regularity imposed to the coefficient a is not optimal. We refer to the recent work $\sqrt[40 \mid]{ }$ which derives part of our results with $a \in L^{\infty}(Y)$ only, by being more careful on the manner to conduct the derivations. We do not see any obstacle to get our results with the same regularity.

### 3.2.1 Assumptions

In the statement of the results, the assumptions on the data are expressed using the following definitions of two-scale transform when the first order approximation of the solution uses the operator $\mathfrak{B}_{n}^{k}$ defined in (1.20). The reason is that the latter yields approximations satisfying the periodicity or quasi-periodicity conditions, without further transformation. According to definition (1.20) of the operator $\mathfrak{B}_{n}^{k}$, it allows for the following definition of a generalization of the two-scale convergence of [89, 90 and [1] of a sequence $\left(u^{\varepsilon}\right)_{\varepsilon}$ defined in $I \times \Omega$ to a limit $u_{n}^{0, k}$ defined in $I \times \Lambda \times \Omega \times Y$ by

$$
\begin{gather*}
\int_{I \times \Omega} u^{\varepsilon}(t, x) \cdot\left(\mathfrak{B}_{n}^{k} \varphi\right)(t, x) d t d x  \tag{3.12}\\
=\int_{I \times \Lambda \times \Omega \times Y} u_{n}^{0, k}(t, \tau, x, y) \cdot \varphi(t, \tau, x, y) d t d \tau d x d y+O(\varepsilon)
\end{gather*}
$$

for any $\varphi \in C^{1}(I \times \Lambda \times \Omega \times Y)$ being $k$-quasi-periodic in $y$ and periodic in $\tau$. We shall say that $u_{n}^{0, k}$ is a $(n, k)$-mode two-scale approximation of $u^{\varepsilon}$, since it relies to the Bloch mode $\phi_{n}^{k}$, and denote it by

$$
\begin{equation*}
u^{\varepsilon}={ }^{W T S}(n, k) u_{n}^{0, k}+O(\varepsilon) . \tag{3.13}
\end{equation*}
$$

Similarly we define the first order $(n, k)$-mode wave-two-scale approximation $u_{n}^{0, k}(t, \tau, x, y)+$ $\varepsilon u_{n}^{1, k}(t, \tau, x, y)$ of $u^{\varepsilon}$ by

$$
\begin{gather*}
\int_{I \times \Omega} u^{\varepsilon}(t, x) \cdot\left(\mathfrak{B}_{n}^{k} \varphi\right)(t, x) d t d x  \tag{3.14}\\
=\int_{I \times \Lambda \times \Omega \times Y}\left(u_{n}^{0, k}(t, \tau, x, y)+\varepsilon u_{n}^{1, k}(t, \tau, x, y)\right) \cdot \varphi(t, \tau, x, y) d t d \tau d x d y+\varepsilon O(\varepsilon)
\end{gather*}
$$

for any $\varphi \in C^{2}\left(\Lambda \times Y ; C^{2}(I \times \Omega) \cap C_{c}^{0}(I \times \Omega)\right)$ being periodic in $\tau$ that we denote (3.14)

$$
\begin{equation*}
u^{\varepsilon}={ }^{W T S(n, k)} u_{n}^{0, k}+\varepsilon u_{n}^{1, k}+\varepsilon O(\varepsilon) . \tag{3.15}
\end{equation*}
$$

We also require the so-called wave-two-scale approximation of $u^{\varepsilon}$ towards $u^{0}$ by

$$
\begin{align*}
& \int_{I \times \Omega} u^{\varepsilon}(t, x) \cdot \sum_{k \in L_{K}^{*}} \sum_{n \in M^{k}}\left(\mathfrak{B}_{n}^{k} \Pi_{n}^{k} \varphi\right)(t, x) d t d x  \tag{3.16}\\
= & \int_{I \times \Lambda \times \Omega \times Y_{K}} u^{0}(t, \tau, x, y) \cdot \varphi(t, \tau, x, y) d t d \tau d x d y+O(\varepsilon)
\end{align*}
$$

for any $\varphi \in C^{1}(I \times \Lambda \times \Omega \times Y)$ being periodic in $\tau$ and denote it by

$$
u^{\varepsilon}={ }^{W T S} u^{0}+O(\varepsilon) .
$$

Finally, the first order wave-two-scale approximation of $u^{\varepsilon}$ by $u^{0}(t, \tau, x, y)+\varepsilon u^{1}(t, \tau, x, y)$ satisfies

$$
\begin{gather*}
\int_{I \times \Omega} u^{\varepsilon}(t, x) \cdot \sum_{k \in L_{K}^{*}} \sum_{n \in M^{k}}\left(\mathfrak{B}_{n}^{k} \Pi_{n}^{k} \varphi\right)(t, x) d t d x  \tag{3.17}\\
=\int_{I \times \Lambda \times \Omega \times Y}\left(u^{0}(t, \tau, x, y)+\varepsilon u^{1}(t, \tau, x, y)\right) \cdot \varphi(t, \tau, x, y) d t d \tau d x d y+\varepsilon O(\varepsilon)
\end{gather*}
$$

for any $\varphi \in \mathcal{C}^{2}\left(\Lambda \times Y ; C^{2}(I \times \Omega) \cap C_{c}^{0}(I \times \Omega)\right)$ being periodic in $\tau$, and is denoted by

$$
u^{\varepsilon}={ }^{W T S} u^{0}+\varepsilon u^{1}+\varepsilon O(\varepsilon) .
$$

Remark 28 Instead an assumption like (3.15), we could carry on the proof with the usual ansatz

$$
\begin{equation*}
u^{\varepsilon}(t, x)=u^{0}\left(t, \frac{t}{\varepsilon}, x, \frac{x}{\varepsilon}\right)+\varepsilon u^{1}\left(t, \frac{t}{\varepsilon}, x, \frac{x}{\varepsilon}\right)+\varepsilon^{2} u^{2}\left(t, \frac{t}{\varepsilon}, x, \frac{x}{\varepsilon}\right)+\varepsilon^{2} O(\varepsilon) \tag{3.18}
\end{equation*}
$$

or to use a usual weak convergence approach. In this work, we adopt an intermediary method based on a solution expansion, to simplify the derivation, but expressed as an approximation in a weak sense keeping the essential idea lying in the convergence proof. Another reason for this choice is that we expect to use the model derivation in the context of automatic model derivation as in [25] which requires only computational steps and forbid abstract reasoning.

We already have assumed that $f^{\varepsilon}, u_{0}^{\varepsilon}$ and $v_{0}^{\varepsilon}$ are bounded in $L^{2}(I \times \Omega), H^{1}(\Omega)$ and $L^{2}(\Omega)$ respectively, so according to the two-scale convergence theory in [77, 80] or [46] and the boundness property of $S_{0}^{\varepsilon}$, there exist $f^{0} \in L^{2}(I \times \Omega \times Y), \widehat{h^{0}} \in L^{2}(\Omega)$ and $g^{0} \in L^{2}(\Omega \times Y)$ such that, up to a subsequence $\varepsilon$, the data converge weakly according to

$$
\begin{gather*}
f^{0}=\lim _{\varepsilon \rightarrow 0} S_{0}^{\varepsilon} f^{\varepsilon} \in L^{2}(I \times \Omega \times Y), \widehat{h^{0}}=\lim _{\varepsilon \rightarrow 0} S_{0}^{\varepsilon} u_{0}^{\varepsilon} \in L^{2}(\Omega),  \tag{3.19}\\
g^{0}=\lim _{\varepsilon \rightarrow 0} S_{0}^{\varepsilon} v_{0}^{\varepsilon} \in L^{2}(\Omega \times Y), \tag{3.20}
\end{gather*}
$$

and the averages $\widehat{f^{0}}=\int_{Y} f^{0} d y \in L^{2}(I \times \Omega), \widehat{g^{0}}=\frac{1}{\hat{\rho}} \int_{Y} g^{0} \cdot \rho d y \in L^{2}(\Omega)$.
These assumptions are the same as in [60], [33]. Moreover, in order to describe the HF-homogenized model, we assume that the additional weak convergences hold

$$
\begin{gather*}
g_{n}^{k}=\lim _{\varepsilon \rightarrow 0} \int_{Y} \frac{\operatorname{sign}(n) i}{\sqrt{\lambda_{n}^{k}}} \partial_{x} S_{k}^{\varepsilon} u_{0}^{\varepsilon} \cdot\left(a \partial_{y} \phi_{|n|}^{k}+\partial_{y}\left(a \phi_{|n|}^{k}\right)\right)+S_{k}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho \phi_{|n|}^{k} d y \in L^{2}(\Omega),  \tag{3.21}\\
\text { and } F_{n}^{k}=\lim _{\varepsilon \rightarrow 0} \int_{\Lambda \times Y} T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} f^{\varepsilon} \cdot e^{\operatorname{sign(n)2i\pi \tau }} \phi_{|n|}^{k} d \tau d y \in L^{2}(I \times \Omega),
\end{gather*}
$$

for any $n \in \mathbb{Z}^{*}$. Finally, for each $k \in Y^{*}$ and $n \in M^{k}$, the sequence $u^{\varepsilon}$ admits a first order ( $n, k$ )-mode two-scale approximation (3.15).

### 3.2.2 The model

In order to describe the LF-homogenized model, let us introduce the usual homogenized coefficients,

$$
\begin{equation*}
\widehat{a}=\int_{Y} a\left(1+\partial_{y} \theta\right)\left(1+\partial_{y} \theta\right) d y \text { and } \widehat{\rho}=\int_{Y} \rho d y \tag{3.22}
\end{equation*}
$$

where $\theta$ is a solution of the cell problem

$$
\begin{equation*}
\partial_{y}\left(a\left(\partial_{y} \theta+1\right)\right)=0 \text { in } Y \text { and } \theta \text { is } Y-\text { periodic. } \tag{3.23}
\end{equation*}
$$

Thus, the LF-homogenized equation states as in [36], 33],

$$
\begin{gather*}
\widehat{\rho} \partial_{t t} u^{0}-\partial_{x}\left(\widehat{a} \partial_{x} u^{0}\right)=\widehat{f^{0}} \text { in } I \times \Omega,  \tag{3.24}\\
u^{0}(t=0)=\widehat{h^{0}} \text { and } \partial_{t} u^{0}(t=0)=\widehat{g^{0}} \text { in } \Omega, \\
u^{0}=0 \text { on } I \times \partial \Omega .
\end{gather*}
$$

For $p, q \in \mathbb{Z}^{*}$ such that $\lambda_{|p|}^{k}=\lambda_{|q|}^{k}$, we introduce the coefficients

$$
\begin{gather*}
c(k, p, q)=\int_{Y} \phi_{|p|}^{k} \cdot a \partial_{y} \phi_{|q|}^{k}-a \partial_{y} \phi_{|p|}^{k} \cdot \phi_{|q|}^{k} d y  \tag{3.25}\\
\text { and } b(k, p, q)=\operatorname{sign}(p) 2 i \sqrt{\lambda_{|p|}^{k}} \int_{Y} \rho \phi_{|p|}^{k} \cdot \phi_{|q|}^{k} d y
\end{gather*}
$$

and observe that,

$$
c(k, p, q)=\overline{c(-k, p, q)}, c(k, q, p)=-\overline{c(k, p, q)}, c(k, p, q)=-c(-k, q, p) .
$$

In particular, $c(0, p, p)=0$. Before to state the main result, the HF-macroscopic model is stated in all possible cases of $k$ and of multiplicity of the Bloch eigenvalues.
A. $k \notin\left\{0,-\frac{1}{2}\right\}$ and

$$
\begin{equation*}
c(k, n, n) \neq 0 \text { and } \phi_{|n|}^{k}(0) \neq 0 \text { for all } n \in \mathbb{Z}^{*} . \tag{3.26}
\end{equation*}
$$

The solutions of the HF-macroscopic model are the family of pairs $\left(u_{n}^{k}, u_{n}^{-k}\right)_{n \in \mathbb{Z}^{*}}$ solution to the system of equations where $\sigma \in\{-k, k\}$,

$$
\begin{equation*}
b(\sigma, n, n) \partial_{t} u_{n}^{\sigma}+c(\sigma, n, n) \partial_{x} u_{n}^{\sigma}=F_{n}^{\sigma} \text { in } I \times \Omega \tag{3.27}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
b(\sigma, n, n) u_{n}^{\sigma}(t=0)=g_{n}^{\sigma} \text { in } \Omega, \tag{3.28}
\end{equation*}
$$

and the boundary condition,

$$
\begin{equation*}
u_{n}^{k}(t, x) \phi_{|n|}^{k}(0) e^{2 i \pi \frac{k^{k} x}{\alpha}}+u_{n}^{-k}(t, x) \phi_{|n|}^{-k}(0) e^{-2 i \pi \frac{\tau^{k} x}{\alpha}}=0 \text { on } I \times \partial \Omega . \tag{3.29}
\end{equation*}
$$

We observe that the couple of partial differential equations (3.27) are not coupled, the coupling being due to the boundary conditions only.
If $c(k, n, n)=0$ then whatever the value of $\phi_{|n|}^{k}(0)$, the HF-macroscopic equation (3.27) is replaced by

$$
\begin{equation*}
b(\sigma, n, n) \partial_{t} u_{n}^{\sigma}=F_{n}^{\sigma} \text { in } I \times \Omega \text { for } \sigma \in\{-k, k\} \tag{3.30}
\end{equation*}
$$

which does not require any boundary condition.
If $\phi_{|n|}^{k}(0)=0$ then whatever the value of $c(k, n, n)$, the $k$-quasi-periodicity implies that $\phi_{|n|}^{k}(1)=0$ which says that $\phi_{|n|}^{k}$ is periodic. This case is covered by the case $k=0$ and can be ignored when $k \neq 0$.
B. $k \in\left\{0,-\frac{1}{2}\right\}$, each eigenvalue $\lambda_{n}^{k}$ is double, and (3.26), (3.31)

$$
\begin{equation*}
c\left(0, n, n^{\prime}\right) \neq 0 \text { and } \phi_{|n|}^{k}(0) \neq 0 \text { or } \phi_{\left|n^{\prime}\right|}^{k}(0) \neq 0 \tag{3.31}
\end{equation*}
$$

where $n^{\prime}$ is the index of the second eigenvalue $\lambda_{\left|n^{\prime}\right|}^{k}=\lambda_{|n|}^{k}$. Each pair of the family $\left(u_{n}^{k}, u_{n^{\prime}}^{k}\right)_{n \in \mathbb{Z}^{*}}$ is solution to the system of first order boundary value problems where $q \in\left\{n, n^{\prime}\right\}$,

$$
\begin{equation*}
\sum_{p \in\left\{n, n^{\prime}\right\}} b(k, p, q) \partial_{t} u_{p}^{k}+c(k, p, q) \partial_{x} u_{p}^{k}=F_{q}^{k} \text { in } I \times \Omega, \tag{3.32}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
\sum_{p \in\left\{n, n^{\prime}\right\}} b(k, p, q) u_{p}^{k}(t=0)=g_{q}^{k} \text { in } \Omega . \tag{3.33}
\end{equation*}
$$

The boundary condition is for $k=0$,

$$
\begin{equation*}
-\sum_{p \in\left\{n, n^{\prime}\right\}} u_{p}^{0}(t, x) \phi_{|p|}^{0}(0)=0 \text { on } I \times \partial \Omega . \tag{3.34}
\end{equation*}
$$

and for $k=-\frac{1}{2}$,

$$
\begin{gather*}
\left(c(k, n, n) \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n\right) \phi_{|n|}^{k}(0)\right) u_{n}^{k}(t, x)  \tag{3.35}\\
+\left(c\left(k, n, n^{\prime}\right) \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n^{\prime}\right) \phi_{|n|}^{k}(0)\right) u_{n^{\prime}}^{k}(t, x)=0 \text { on } I \times \partial \Omega .
\end{gather*}
$$

For $k=0$, if $c\left(0, n, n^{\prime}\right)=0$, whatever the values of $\phi_{|n|}^{0}(0)$ and $\phi_{\left|n^{\prime}\right|}^{0}(0)$, then the HF-macroscopic model (3.32) is replaced by

$$
\begin{equation*}
\sum_{p \in\left\{n, n^{\prime}\right\}} b(k, p, q) \partial_{t} u_{p}^{0}=F_{q}^{0} \text { in } I \times \Omega \text { for } q \in\left\{n, n^{\prime}\right\} \tag{3.36}
\end{equation*}
$$

and the boundary condition (3.34) does not apply.
Still for $k=0$, if $\phi_{|n|}^{0}(0)=\phi_{\left|n^{\prime}\right|}^{0}(0)=0$, whatever the values of $c\left(0, n, n^{\prime}\right)$, the boundary condition (3.34) does not apply.
Finally, for $k \in\left\{0,-\frac{1}{2}\right\}$ but if the eigenvalue $\lambda_{|n|}^{k}$ is simple, then the condition (3.31) does not apply and for $k=0$ the HF-macroscopic equation (3.32) is replaced by

$$
\begin{equation*}
b(0, n, n) \partial_{t} u_{n}^{0}=F_{n}^{0} \text { in } I \times \Omega \text { with } b(0, n, n) u_{n}^{0}(t=0)=g_{n}^{0} \text { in } \Omega \tag{3.37}
\end{equation*}
$$

without boundary condition, when for $k=-\frac{1}{2}$,

$$
\begin{gather*}
b(k, n, n) \partial_{t} u_{n}^{k}+c(k, n, n) \partial_{x} u_{n}^{k}=F_{n}^{k} \text { in } I \times \Omega,  \tag{3.38}\\
\text { with } b(k, n, n) u_{n}^{k}(t=0)=g_{n}^{k} \text { in } \Omega
\end{gather*}
$$

and without boundary condition if $c(k, n, n)=0$ whatever the values of $\phi_{|n|}^{k}(0)$ or $u_{n}^{k}=0$ on $I \times \partial \Omega$ if $\phi_{|n|}^{k}(0)=0$ whatever the values of $c(k, n, n)$.

### 3.2.3 Approximation result

Theorem 29 For any fixed $K \in \mathbb{N}^{*}$ and any bounded data as in (3.10), let $u^{\varepsilon}$ be solution of the weak formulation of the wave equation (3.9) satisfying the uniform bound (3.11) and the assumption (3.15), then there exists $u^{0}$ in $H^{1}(I \times \Omega)$ and a family $\left(u_{n}^{k}\right)_{k \in L_{K}^{*}, n \in \mathbb{Z}^{*}}$ in $L^{2}(I \times \Omega)$ such that

$$
\begin{align*}
& u^{\varepsilon}(t, \tau, x, y)={ }^{W T S} u^{0}(t, x)+\varepsilon \theta(y) \partial_{x} u^{0}(t, x)  \tag{3.39}\\
& +\varepsilon \sum_{k \in L_{K}^{*}, n \in \mathbb{Z}^{*}} u_{n}^{k}(t, x) e^{\operatorname{sign(n)2i\pi \tau } \phi_{|n|}^{k}(y)+\varepsilon O(\varepsilon) .}
\end{align*}
$$

Moreover, if (3.19) satisfies then $u^{0}$ is the solution of the weak formulation of the LF-homogenized equation (3.24).

Finally, if $\varepsilon \in E_{1 / K}$ and if for any $k \in L_{K}^{*}$ (3.21) is fulfilled and $u_{n}^{k} \in H^{1}(I \times \Omega)$ then the latter is the solution of the HF-macroscopic model (3.27)-(3.30), (3.32)(3.38).

As a consequence, the two-scale structure of the solution $u^{\varepsilon}$ including the correctors is

$$
\begin{equation*}
u^{\varepsilon}(t, x) \approx u^{0}(t, x)+\varepsilon \theta\left(\frac{x}{\varepsilon}\right) \partial_{x} u^{0}(t, x)+\varepsilon \sum_{k \in L_{K}^{*}, n \in \mathbb{Z}^{*}} u_{n}^{k}(t, x) e^{\operatorname{sign}(n) i} \sqrt{\lambda_{|n|}^{k}} t / \varepsilon \phi_{|n|}^{k}\left(\frac{x}{\varepsilon}\right) . \tag{3.40}
\end{equation*}
$$

Remark 30 To improve the asymptotic expansion (3.40) of $u^{\varepsilon}$ near the boundary of $\Omega$, we usually introduce a boundary layer term to compensate the lack of zero boundary condition of the $\operatorname{LF-term} \theta\left(\frac{x}{\varepsilon}\right) \partial_{x} u^{0}(t, x)$, see e.g. [17], [16], [15], [107], [82], [4], [62] for elliptic problems, but the same equation holds for the wave equation. Furthermore, the boundary conditions (3.29) and (3.34) of the HF-model can be built independently. They can be derived directly by retaining only the eigenmodes corresponding to a same eigenvalue in the HF-decomposition of (3.40), by using the condition $u^{\varepsilon}=0$ at $\partial \Omega$ and by simplifying the time-dependent term:

$$
\begin{aligned}
\sum_{\sigma \in\{k,-k\}} u_{n}^{\sigma}(t, x) \phi_{|n|}^{\sigma}\left(\frac{x}{\varepsilon}\right) & =0 \text { for } k \notin\left\{0,-\frac{1}{2}\right\}, \\
\sum_{p \in\left\{n, n^{\prime}\right\}} u_{p}^{k}(t, x) \phi_{|p|}^{k}\left(\frac{x}{\varepsilon}\right) & =0 \text { for } k=\left\{-\frac{1}{2}, 0\right\} .
\end{aligned}
$$

Using the equalities

$$
\phi_{|m|}^{\sigma}\left(\frac{x}{\varepsilon}\right)=\phi_{|m|}^{\sigma}(0) e^{2 i \pi \sigma \frac{x}{\varepsilon}}=\phi_{|m|}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi x \frac{h_{\varepsilon}^{k}+l_{\varepsilon}^{k}}{\alpha}}=\phi_{|m|}^{\sigma}(0) e^{\operatorname{sign(\sigma )2i\pi x\frac {l_{\varepsilon }^{k}}{\alpha }}}
$$

for $x \in \partial \Omega$, the convergence $l_{\varepsilon}^{k} \rightarrow l^{k}$ as in Assumption 14 for $k \neq 0$, and the periodicity of $\phi_{|m|}^{k}$ for $k=0$ yields the $H F$-macroscopic boundary condition of the model.

Remark 31 The solution (3.39) is $\Lambda$-periodic in $\tau$ but the physical solution (3.40) is $\varepsilon \alpha_{n}^{k}$-periodic which is due to the choice of the time-scaling in $\mathfrak{B}_{n}^{k}$.

Remark 32 Assumptions (3.12) and (3.14) can be replaced by approximations

$$
\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)(t, \tau, x, y)=u_{n}^{0, k}(t, \tau, x, y)+O(\varepsilon)
$$

and

$$
\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)(t, \tau, x, y)=u_{n}^{0, k}(t, \tau, x, y)+\varepsilon \bar{u}_{n}^{1, k}(t, \tau, x, y)+\varepsilon O(\varepsilon)
$$

in $L^{2}(I \times \Lambda \times \Omega \times Y)$ weakly as proved in Lemma 33.

### 3.2.4 Analytic solutions for the homogeneous equation $\left(f^{\varepsilon}=0\right)$

For $k \in Y^{*}, n \in \mathbb{Z}^{*}$ and $\rho=1$, we solve the HF-macroscopic equation with non degenerate boundary conditions. We solve the HF-macroscopic equations by distinguishing two cases $k \notin\left\{0,-\frac{1}{2}\right\}$ and $k=0$. Here we solve the HF-macroscopic equation under the matrix form (3.116) as in proof of Lemma 36 in Subsection 3.3.1. For the present, we consider $n>0$, then another case is similar.

Case $k \notin\left\{0,-\frac{1}{2}\right\}$
For each $\sigma \in I^{k}$, we observe that

$$
\begin{aligned}
c(\sigma, n, n) & =\int_{Y} \phi_{n}^{\sigma} a \partial_{y} \overline{\phi_{n}^{\sigma}}-a \partial_{y} \phi_{n}^{\sigma} \overline{\phi_{n}^{\sigma}} d y \\
& =\int_{Y} \phi_{n}^{\sigma} a \partial_{y} \overline{\phi_{n}^{\sigma}}-\overline{a \partial_{y} \overline{\phi_{n}^{\sigma}} \phi_{n}^{\sigma}} d y \\
& =2 i \operatorname{Im}\left(\int_{Y} \phi_{n}^{\sigma} a \partial_{y} \overline{\phi_{n}^{\sigma}} d y\right)
\end{aligned}
$$

and introduce the matrices $C=\operatorname{diag}(c(\sigma, n, n))_{\sigma}, B=\operatorname{diag}(b(\sigma, n, n))_{\sigma}$, hence, the operator $C \partial_{x}($.$) with domain$

$$
D=\left\{w \in L^{2}(\Omega)^{2} \text { such that } w \cdot \phi=0 \text { at } x \in \partial \Omega\right\}
$$

is self-adjoint on $L^{2}(\Omega)^{2}$. Thus the solution $U$ of (3.116) can be decomposed by

$$
U(t, x)=\sum_{l \in \mathbb{N}^{*}} r_{l}(t) V_{l}(x)
$$

where $\left(\lambda_{l}^{1}, V_{l}\right)$ are solution of the eigenvalue problem

$$
\begin{equation*}
C \partial_{x} V_{l}+\lambda_{l}^{1} B V_{l}=0 \text { in } \Omega, \tag{3.41}
\end{equation*}
$$

and $r_{l}$ are solution of the equation

$$
\begin{equation*}
\partial_{t} r_{l}+\lambda_{l}^{1} r_{l}=0 \text { in } I . \tag{3.42}
\end{equation*}
$$

We pose $V_{l}=\binom{v_{l}^{1}}{v_{l}^{2}}$ and from the assumption $c(k, n, n) \neq 0$, then the equation (3.41) is equivalent to

$$
\left\{\begin{array}{c}
\partial_{x} v_{l}^{1}+\lambda_{l}^{1} b(k, n, n) / c(k, n, n) v_{l}^{1}=0  \tag{3.43}\\
\partial_{x} v_{l}^{2}+\lambda_{l}^{1} b(-k, n, n) / c(-k, n, n) v_{l}^{2}=0
\end{array}\right.
$$

The exact solutions of the equations (3.42) and (3.43) are,

$$
\begin{gathered}
r_{l}(t)=r_{l}(0) e^{-\lambda_{l}^{1} t} \\
v_{l}^{1}(x)=v_{l}^{1}(0) e^{-\left[\lambda_{l}^{1} b(k, n, n) / c(k, n, n)\right] x} \text { and } v_{l}^{2}(x)=v_{l}^{2}(0) e^{-\left[\lambda_{l}^{1} b(-k, n, n) / c(-k, n, n)\right] x} .
\end{gathered}
$$

The boundary condition (3.29) is equivalent to,

$$
v_{l}^{1}(0) \phi_{|n|}^{k}(0)+v_{l}^{2}(0) \phi_{|n|}^{-k}(0)=0
$$

and $v_{l}^{1}(0) e^{-\lambda_{l}^{1} \alpha b(k, n, n) / c(k, n, n)+2 i \pi l^{k}} \phi_{|n|}^{k}(0)+v_{l}^{2}(0) e^{-\lambda_{l}^{1} \alpha b(-k, n, n) / c(-k, n, n)-2 i \pi l^{k}} \phi_{|n|}^{-k}(0)=0$.

Since $b(k, n, n)=b(-k, n, n), c(k, n, n)=-c(-k, n, n)$ and from the first boundary condition, $-v_{l}^{1}(0) \phi_{|n|}^{k}(0)=v_{l}^{2}(0) \phi_{|n|}^{-k}(0)$, so

$$
e^{-\lambda_{l}^{1} \alpha b(k, n, n) / c(k, n, n)+2 i \pi l^{k}}=e^{\lambda_{l}^{1} \alpha b(k, n, n) / c(k, n, n)-2 i \pi l^{k}} \text { or } e^{-2 \lambda_{l}^{1} \alpha b(k, n, n) / c(k, n, n)+4 i \pi l^{k}}=1
$$

Therefore, the eigenvalues of (3.41) are

$$
\begin{equation*}
\lambda_{l}^{1}=\frac{c(k, n, n)}{\alpha b(k, n, n)}\left(2 i \pi l^{k}-i l \pi\right) \text { for } l \in \mathbb{Z} . \tag{3.44}
\end{equation*}
$$

Furthermore, $-v_{l}^{1}(0) \phi_{|n|}^{k}(0)=v_{l}^{2}(0) \phi_{|n|}^{-k}(0)$ then $\frac{v_{l}^{1}(0)}{v_{l}^{2}(0)}=-\frac{\phi_{|n|}^{-k}(0)}{\phi_{|n|}^{k}(0)}$. Thus,

$$
v_{l}^{1}(0)=-\frac{\phi_{|n|}^{-k}(0)}{\phi_{|n|}^{k}(0)} v_{l}^{2}(0) \text { for any } v_{l}^{2}(0) \in \mathbb{C} .
$$

Using the orthogonality of the eigenvectors $V_{l}$, the initial condition is equivalent to,

$$
r_{l}(0) \int_{\Omega} v_{l}^{1} \cdot v_{l}^{1}+v_{l}^{2} \cdot v_{l}^{2} d x=\frac{1}{b(k, n, n)} \int_{\Omega} g_{n}^{k} \cdot v_{l}^{1}+g_{n}^{-k} \cdot v_{l}^{2} d x .
$$

Finally,

$$
r_{l}(0)=\frac{1}{b(k, n, n)} \frac{\int_{\Omega} g_{n}^{k} \cdot v_{l}^{1}+g_{n}^{-k} \cdot v_{l}^{2} d x}{\int_{\Omega} v_{l}^{1} \cdot v_{l}^{1}+v_{l}^{2} \cdot v_{l}^{2} d x} \text { or } r_{l}(0)=\frac{1}{b(k, n, n)} \frac{\int_{\Omega} g_{n}^{k} \cdot v_{l}^{1}+g_{n}^{-k} \cdot v_{l}^{2} d x}{\left\|V_{l}\right\|_{L^{2}(\Omega)}^{2}} .
$$

Case $k=0$
In this case, $\lambda_{n}^{0}=\lambda_{m}^{0}$ denote the double eigenvalue and $b(0, n, m)=\operatorname{sign}(n) 2 i \sqrt{\lambda_{n}^{0}}$ if $n=m$ and $=0$ otherwise. By posing $C=(c(0, p, q))_{p, q}$ and $B=(b(0, p, q))_{p, q}$, we know that $i C \partial_{x}$ (.) with domain $D$ is self-adjoint on $L^{2}(\Omega)^{2}$. Thus, the solution $U$ of (3.116) can be decomposed by

$$
U(t, x)=\sum_{l \in \mathbb{N}^{*}} r_{l}(t) V_{l}(x)
$$

where $\left(\lambda_{l}^{1}, V_{l}\right)$ are solution of the eigenvalue problem

$$
\begin{equation*}
i C \partial_{x} V_{l}+\lambda_{l}^{1} i B V_{l}=0 \text { in } \Omega, \tag{3.45}
\end{equation*}
$$

and $r_{l}$ are solution of the equation

$$
\begin{equation*}
\partial_{t} r_{l}+\lambda_{l}^{1} r_{l}=0 \text { in } I . \tag{3.46}
\end{equation*}
$$

We pose $V_{l}=\binom{v_{l}^{1}}{v_{l}^{2}}$ and remark that $b(0, n, n)=b(0, m, m), c(0, n, m)=-c(0, m, n)$, the equation (3.41) is equivalent to

$$
c(0, n, m) \partial_{x} v_{l}^{2}+\lambda_{l}^{1} b(0, n, n) v_{l}^{1}=0 \text { and }-c(0, n, m) \partial_{x} v_{l}^{1}+\lambda_{l}^{1} b(0, n, n) v_{l}^{2}=0 .
$$

From the first equation $v_{l}^{1}=-\frac{c(0, n, m) \partial_{x} v_{l}^{2}(x)}{\lambda_{l}^{1} b(0, n, n)}$, the second equation becomes,

$$
\partial_{x x} v_{l}^{2}=-\left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)}\right)^{2} v_{l}^{2} .
$$

Thus, the exact solutions are,

$$
v_{l}^{2}(x)=d_{1} \cos \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} x\right)+d_{2} \sin \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} x\right)
$$

for all $d_{1}, d_{2}$ are complex numbers. Therefore,

$$
v_{l}^{1}(x)=\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)}\left(-d_{1} \sin \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} x\right)+d_{2} \cos \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} x\right)\right) .
$$

Applying the boundary condition (3.29),

$$
\begin{gathered}
\frac{\lambda_{l}^{1} b(0, n, n) d_{2}}{c(0, n, m)} \phi_{n}^{0}(0)+d_{1} \phi_{m}^{0}(0)=0 \\
\text { and } \frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)}\left(-d_{1} \sin \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} \alpha\right)+d_{2} \cos \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} \alpha\right)\right) \phi_{n}^{0}(0) \\
+d_{1} \cos \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} \alpha\right)+d_{2} \sin \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} \alpha\right) \phi_{m}^{0}(0)=0 .
\end{gathered}
$$

According to the first condition, the second condition remains

$$
\sin \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} \alpha\right)\left(\frac{-d_{1} \phi_{n}^{0}(0) \lambda_{l}^{1} b(0, n, n)}{c(0, n, m)}+d_{2} \phi_{m}^{0}(0)\right)=0 .
$$

Hence,
$\sin \left(\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} \alpha\right)=0$ or $\frac{\lambda_{l}^{1} b(0, n, n)}{c(0, n, m)} \alpha=\pi+l \pi$ or $\lambda_{l}^{1}=\frac{c(0, n, m)(\pi+l \pi)}{\alpha b(0, n, n)}$ for $l \in \mathbb{Z}$ and

$$
d_{1}=-\frac{(\pi+l \pi) \phi_{n}^{0}(0) d_{2}}{\alpha \phi_{m}^{0}(0)} \text { for any } d_{2} \in \mathbb{C}, l \in \mathbb{Z} .
$$

Moreover, the exact solution of (3.46) is,

$$
r_{l}(t)=r_{l}(0) e^{-\lambda_{l}^{1} t}
$$

Using the orthogonality of the eigenvector $V_{l}$, the initial condition is equivalent to,

$$
r_{l}(0) \int_{\Omega} v_{l}^{1} \cdot v_{l}^{1}+v_{l}^{2} \cdot v_{l}^{2} d x=\frac{1}{b(0, n, n)} \int_{\Omega} g_{n}^{0} \cdot v_{l}^{1}+g_{m}^{0} \cdot v_{l}^{2} d x .
$$

Finally,

$$
r_{l}^{1}(0)=\frac{1}{b(0, n, n)} \frac{\int_{\Omega} g_{n}^{0} \cdot v_{l}^{1}+g_{m}^{0} \cdot v_{l}^{2} d x}{\int_{\Omega} v_{l}^{1} \cdot v_{l}^{1}+v_{l}^{2} \cdot v_{l}^{2} d x} \text { or } r_{l}^{1}(0)=\frac{1}{b(0, n, n)} \frac{\int_{\Omega} g_{n}^{0} \cdot v_{l}^{1}+g_{m}^{0} \cdot v_{l}^{2} d x}{\left\|V_{l}\right\|_{L^{2}(\Omega)}^{2}} \text {. }
$$

### 3.3 Model derivation

According to Remark 31, for each $(k, n)$, a two-scale transform in time is defined from the time cells

$$
D:=\left\{\theta_{\varepsilon}=\varepsilon \alpha_{n}^{k} l+\varepsilon \alpha_{n}^{k} \Lambda \mid l \in \mathbb{Z}, \varepsilon \alpha_{n}^{k} l+\varepsilon \alpha_{n}^{k} \Lambda \subset I\right\}
$$

together with a scaling of the time variable $t \mapsto \frac{t}{\varepsilon \alpha_{n}^{k}}$. This yields a microscopic time variable $\tau$ always belonging to $\Lambda$. This plays an important role in the derivation of forthcoming Lemma 35 and justifies the use of the operator $T^{\varepsilon \alpha_{n}^{k}}$ instead of $T^{\varepsilon}$ with the consistent convention $T^{\varepsilon \alpha_{n}^{k}}:=1$ when $\alpha_{n}^{k}=\infty$.

The decomposition of the time-space-two-scale function $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}$ is provided in the next lemma, which justify Remak 32 ,

Lemma 33 For any $k \in Y^{*}, n \in M^{k}$, for a sequence $u^{\varepsilon}$ uniformly bounded in $L^{2}(I \times$ $\Omega$ ) satisfying (3.13) then

$$
\begin{equation*}
\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)(t, \tau, x, y)=u_{n}^{0, k}(t, \tau, x, y)+O(\varepsilon) \tag{3.47}
\end{equation*}
$$

in $L^{2}(I \times \Lambda \times \Omega \times Y)$ weakly. Moreover, if a sequence $u^{\varepsilon}$ uniformly bounded in $L^{2}(I \times$ $\Omega$ ) satisfies (3.15) then

$$
\begin{equation*}
\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)(t, \tau, x, y)=u_{n}^{0, k}(t, \tau, x, y)+\varepsilon \bar{u}_{n}^{1, k}(t, \tau, x, y)+\varepsilon O(\varepsilon) \tag{3.48}
\end{equation*}
$$

in $L^{2}(I \times \Lambda \times \Omega \times Y)$ weakly with the relation

$$
\begin{equation*}
\bar{u}_{n}^{1, k}(t, \tau, x, y):=\varepsilon\left(y-\frac{1}{2}\right) \partial_{x} u_{n}^{0, k}(t, x)+\varepsilon \alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} u_{n}^{0, k}(t, x)+\varepsilon u_{n}^{1, k}(t, \tau, x, y) \tag{3.49}
\end{equation*}
$$

provided that $u_{n}^{0, k}$ is sufficiently regular.
Proof. [Proof of Lemma 33] For any $k \in Y^{*}, n \in M^{k}$, and a sequence $u^{\varepsilon}$ uniformly bounded in $L^{2}(I \times \Omega)$, let $\varphi \in C^{1}(I \times \Lambda \times \Omega \times Y)$ a periodic function in $\tau$ and $k$-quasiperiodic function in $y$, according to (1.13) and (1.18) the definitions of the operators $T^{\varepsilon \alpha_{n}^{k *}}$ and $S_{k}^{\varepsilon *}$,

$$
\int_{I \times \Lambda \times \Omega \times Y} T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon} \cdot \varphi d t d \tau d x d y=\int_{I \times \Omega} u^{\varepsilon} \cdot T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} \varphi d t d x .
$$

Using the relation (1.21) between $\mathfrak{B}_{n}^{k}$ and $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon *}$,

$$
=\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} \varphi d t d x+O(\varepsilon) .
$$

From (3.13), $u^{\varepsilon}={ }^{T S W(n, k)} u_{n}^{0, k}+O(\varepsilon)$,

$$
=\int_{I \times \Lambda \times \Omega \times Y} u_{n}^{0, k} \cdot \varphi d t d \tau d x d y+O(\varepsilon) .
$$

Therefore, the decomposition (3.47) follows.

Moreover, for $\varphi \in C^{2}\left(\Lambda \times Y ; C^{2}(I \times \Omega) \cap C_{c}^{0}(I \times \Omega)\right)$ a periodic function in $\tau$ and $k$-quasi-periodic function in $y$, according to (1.22) the first order approximation between $\mathfrak{B}_{n}^{k}$ and $T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}$, we get

$$
\begin{gather*}
\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} \varphi d t d x  \tag{3.50}\\
=\int_{I \times \Omega} u^{\varepsilon} \cdot T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\left(\varphi+\varepsilon \alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} \varphi+\varepsilon\left(y-\frac{1}{2}\right) \partial_{x} \varphi\right) d t d x \\
=\int_{I \times \Lambda \times \Omega \times Y} T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon} \cdot\left(\varphi+\varepsilon \alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} \varphi+\varepsilon\left(y-\frac{1}{2}\right) \partial_{x} \varphi\right) d t d \tau d x d y+\varepsilon O(\varepsilon)
\end{gather*}
$$

From (3.47), we can decompose $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}$ as

$$
\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)(t, \tau, x, y)=u_{n}^{0, k}(t, \tau, x, y)+\varepsilon \bar{u}_{n}^{1, k}(t, \tau, x, y)+\varepsilon O(\varepsilon)
$$

in $L^{2}(I \times \Lambda \times \Omega \times Y)$ weakly. Furthermore, from (3.15), $u^{\varepsilon}={ }^{T S W(n, k)} u_{n}^{0, k}+\varepsilon u_{n}^{1, k}+$ $\varepsilon O(\varepsilon)$, thus (3.50) yields

$$
\begin{gathered}
\int_{I \times \Lambda \times \Omega \times Y}\left(u_{n}^{0, k}+\varepsilon u_{n}^{1, k}\right) \cdot \varphi d t d \tau d x d y \\
=\int_{I \times \Lambda \times \Omega \times Y}\left(u_{n}^{0, k}+\varepsilon \bar{u}_{n}^{1, k}\right) \cdot\left(\varphi+\varepsilon \alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} \varphi+\varepsilon\left(y-\frac{1}{2}\right) \partial_{x} \varphi\right) d t d \tau d x d y+\varepsilon O(\varepsilon)
\end{gathered}
$$

Assuming that $u_{n}^{0, k} \in H^{1}(I \times \Omega)$, taking the integration by parts and applying the conditions of $\varphi$ on $\partial I$ and $\partial \Omega$,

$$
\begin{gathered}
\int_{I \times \Lambda \times \Omega \times Y}\left(u_{n}^{0, k}+\varepsilon u_{n}^{1, k}\right) \cdot \varphi d t d \tau d x d y \\
=\int_{I \times \Lambda \times \Omega \times Y}\left(u_{n}^{0, k}+\varepsilon \bar{u}_{n}^{1, k}-\varepsilon \alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} u_{n}^{0, k}-\varepsilon\left(y-\frac{1}{2}\right) \partial_{x} u_{n}^{0, k}\right) \cdot \varphi d t d \tau d x d y+\varepsilon O(\varepsilon) .
\end{gathered}
$$

Or equivalently,
$\int_{I \times \Lambda \times \Omega \times Y}\left(\varepsilon \bar{u}_{n}^{1, k}-\varepsilon \alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} u_{n}^{0, k}-\varepsilon\left(y-\frac{1}{2}\right) \partial_{x} u_{n}^{0, k}-\varepsilon u_{n}^{1, k}\right) \cdot \varphi d t d \tau d x d y=\varepsilon O(\varepsilon)$.
Finally, the decomposition (3.48) and the relation (3.49) follow.
For any $k \in Y^{*}$ and for each $n \in M^{k}$, let $u^{\varepsilon} \in L^{2}(I \times \Omega)$ satisfying the uniform bound (3.11), then the time-space-two-scale functions $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}$ are bounded in $L^{2}(I \times \Lambda \times \Omega \times Y)$. According to (1.9) and (1.17),

$$
T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} \partial_{x} u^{\varepsilon}=\frac{1}{\varepsilon} \partial_{y}\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right) \text { and } T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} \partial_{t} u^{\varepsilon}=\frac{1}{\varepsilon \alpha_{n}^{k}} \partial_{\tau}\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)
$$

where $\left\|T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} \partial_{x} u^{\varepsilon}\right\|_{L^{2}(I \times \Lambda \times \Omega \times Y)}$ and $\left\|T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} \partial_{t} u^{\varepsilon}\right\|_{L^{2}(I \times \Lambda \times \Omega \times Y)}$ are bounded thanks to (3.11) and the boundness of the two-scale operators $S_{k}^{\varepsilon}$ and $T^{\varepsilon \alpha_{n}^{k}}$. Hence,

$$
\begin{align*}
\left\|\partial_{y}\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)\right\|_{L^{2}(I \times \Lambda \times \Omega \times Y)} & =\varepsilon\left\|T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} \partial_{x} u^{\varepsilon}\right\|_{L^{2}(I \times \Lambda \times \Omega \times Y)}  \tag{3.51}\\
\text { and }\left\|\partial_{\tau}\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)\right\|_{L^{2}(I \times \Lambda \times \Omega \times Y)} & =\varepsilon \alpha_{n}^{k}\left\|T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} \partial_{t} u^{\varepsilon}\right\|_{L^{2}(I \times \Lambda \times \Omega \times Y)}
\end{align*}
$$

tend to 0 when $\varepsilon$ goes to 0 . Thus, $u_{n}^{0, k}$ is independent on $(\tau, y), u_{n}^{0, k}:=u_{n}^{0, k}(t, x)$. Therefore, the decomposition (3.48) reads,

$$
\begin{equation*}
\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}\right)(t, \tau, x, y)=u_{n}^{0, k}(t, x)+\varepsilon \bar{u}_{n}^{1, k}(t, \tau, x, y)+\varepsilon O(\varepsilon) \tag{3.52}
\end{equation*}
$$

in the $L^{2}(I \times \Lambda \times \Omega \times Y)$ weak sense. In particular, for $k=0$ and for any $n \in \mathbb{N}$, we know that $u_{n}^{0,0}$ is independent on $n$, see e.g. [46]. Then, there exists $u^{0}(t, x)$ such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} T^{\varepsilon \alpha_{n}^{0}} S_{0}^{\varepsilon} u^{\varepsilon}=u^{0} \text { in } L^{2}(I \times \Lambda \times \Omega \times Y) \text { weakly } \tag{3.53}
\end{equation*}
$$

for all $n \in M^{0}$.
Finally, for $k=0$ and $n=0, T^{\varepsilon \alpha_{0}^{0}} \equiv 1$ so the first order ( 0,0 )-mode wave-two-scale approximation of $u^{\varepsilon}$ is independent on $\tau$. Thus, $u_{0}^{1,0}(t, x, y)=u_{0}^{1,0}(t, \tau, x, y)$ and (3.14) is rewritten by

$$
\begin{gather*}
\int_{I \times \Omega} u^{\varepsilon}(t, x) \cdot\left(\mathfrak{R}^{0} \varphi\right)(t, x) d t d x  \tag{3.54}\\
=\int_{I \times \Omega \times Y}\left(u^{0}(t, x)+\varepsilon u_{0}^{1,0}(t, x, y)\right) \cdot \varphi(t, x, y) d t d x d y+\varepsilon O(\varepsilon)
\end{gather*}
$$

for any $\varphi \in C^{2}\left(I \times Y ; C^{2}(\Omega) \cap C_{c}^{0}(\Omega)\right)$.
In order to prove the main result, we introduce some preliminary homogenized results including their proofs in Section 3.3.1. Then, Theorem 29 is proved in Section 3.3.2.

### 3.3.1 Preliminary homogenization results and their proofs

Before to state the preliminary homogenized results, for $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$, we pose

$$
\begin{gather*}
M_{n, \pm}^{k}=\left\{ \pm n, \pm n^{\prime}\right\} \text { such that } \lambda_{n^{\prime}}^{k}=\lambda_{n}^{k} \text { for } k \in\left\{0,-\frac{1}{2}\right\}  \tag{3.55}\\
\text { and } M_{n, \pm}^{k}=\{ \pm n\} \text { otherwise, } \\
M_{n, \text { int }}^{k}=\left\{m \in \mathbb{Z}^{*} \text { such that } \sqrt{\frac{\lambda_{|m|}^{k}}{\lambda_{n}^{k}}} \in \mathbb{N}^{*}\right\}, \tag{3.56}
\end{gather*}
$$

In order to apply the assumptions (3.13), (3.15) of $(n, k)$-mode two-scale approximation of the wave solution $u^{\varepsilon}$, the proofs are always restarted with the very weak form of the wave equation (3.9).

The next lemma states the LF-part of the model from the ( $n, k$ )-modal two-scale approximations. Doing so, we recover the model of [33]. This was already done in 36] but in a different form since the calculation are done on a first order formulation of the wave equation.

Lemma 34 For $k \in Y^{*}, n \in M^{k}$ and any bounded data as in (3.10), let $u^{\varepsilon}$ be solution of the weak formulation of the wave equation (3.9) satisfying the uniform bound (3.11) and the assumption (3.14). Then,

$$
\begin{equation*}
u_{n}^{0, k}=\chi_{0}(k) u^{0}, \tag{3.57}
\end{equation*}
$$

and $u^{0}$ is the unique solution of the LF-homogenized model (3.24) and

$$
\begin{equation*}
u_{0}^{1,0}(t, x, y)=\partial_{x} u^{0}(t, x) \theta(y) . \tag{3.58}
\end{equation*}
$$

Proof. [Proof of Lemma 34 The proof is carried out in three steps. First, we prove that $u_{n}^{0, k}=0$ if $k \neq 0$. Second, the two-scale model involving $u^{0}$ and $u_{0}^{1,0}$ is established. Then, the model (3.24) is derived thanks to (3.58).
i) For any $k \in Y^{*}$ and for each $n \in M^{k}$, we restart with the weak formulation of the wave equation (3.9) by choosing $w$ decomposed as

$$
\begin{equation*}
w(t, \tau, x, y)=w_{0}(t, x)+\varepsilon w_{1}(t, \tau, x, y), \tag{3.59}
\end{equation*}
$$

$$
\begin{align*}
& \text { with } w_{0} \in C^{\infty}(I \times \Omega) \cap L^{2}\left(I ; H_{0}^{1}(\Omega)\right) \text { and } w_{1} \in C^{\infty}(I \times \Lambda \times \Omega \times Y)  \tag{3.60}\\
& \cap L^{2}\left(I \times \Lambda \times \Omega ; H_{k}^{1}(Y)\right) \cap L^{2}\left(I \times \Lambda ; H_{0}^{1}\left(\Omega ; L^{2}(Y)\right)\right) \cap L^{2}\left(L^{2}\left(I ; H_{\#}^{1}(\Lambda)\right) ; \Omega \times Y\right) \\
& \quad \text { such that } w_{0}(t=T)=w_{1}(t=T)=0 \text { and } \partial_{t} w_{0}(t=T)=\partial_{t} w_{1}(t=T)=0 .
\end{align*}
$$

Choosing $w^{\varepsilon}=\mathfrak{B}_{n}^{k} w$ as a test function,

$$
\begin{equation*}
w^{\varepsilon} \in H^{2}(I \times \Omega) \cap L^{2}\left(I ; H_{0}^{1}(\Omega)\right), w^{\varepsilon}(t=T)=0 \text { and } \partial_{t} w^{\varepsilon}(t=T)=0 \tag{3.61}
\end{equation*}
$$

Applying two integrations by parts and the boundary conditions satisfied by $u^{\varepsilon}$ and by $\mathfrak{B}_{n}^{k} w$, it remains,

$$
\begin{align*}
& \int_{I \times \Omega} u^{\varepsilon} \cdot\left(Q^{\varepsilon}\left(\mathfrak{B}_{n}^{k} w\right)+P^{\varepsilon}\left(\mathfrak{B}_{n}^{k} w\right)\right)-f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w d t d x  \tag{3.62}\\
+ & \int_{\Omega} u_{0}^{\varepsilon} \cdot \rho^{\varepsilon} \partial_{t}\left(\mathfrak{B}_{n}^{k} w\right)(t=0)-v_{0}^{\varepsilon} \cdot \rho^{\varepsilon} \mathfrak{B}_{n}^{k} w(t=0) d x=0 .
\end{align*}
$$

According to (1.23),

$$
\begin{align*}
& \int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\sum_{l=0}^{2}\left(\left(\varepsilon \alpha_{n}^{k}\right)^{-l} Q^{l} w+\varepsilon^{-l} P^{l} w\right)\right)-f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w d t d x  \tag{3.63}\\
+ & \int_{\Omega} u_{0}^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} \rho\left(\partial_{t} w+\frac{1}{\varepsilon \alpha_{n}^{k}} \partial_{\tau} w\right)(t=0)-v_{0}^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} \rho w(t=0) d x=0 .
\end{align*}
$$

Moreover, from (1.4), (3.59), $\partial_{\tau} w_{0}=\partial_{y} w_{0}=0$ and

$$
\begin{align*}
& \sum_{l=0}^{2}\left(\left(\varepsilon \alpha_{n}^{k}\right)^{-l} Q^{l} w+\varepsilon^{-l} P^{l} w\right)=\rho\left(\partial_{t t} w_{0}+\frac{2}{\alpha_{n}^{k}} \partial_{t \tau} w_{1}+\frac{1}{\varepsilon\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1}\right)  \tag{3.64}\\
& -\left(\partial_{x}\left(a \partial_{x} w_{0}\right)+\partial_{x}\left(a \partial_{y} w_{1}\right)+\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{x} w_{0}\right)+\partial_{y}\left(a \partial_{x} w_{1}\right)+\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{y} w_{1}\right)\right),
\end{align*}
$$

so, Equation (3.63) reads,

$$
\begin{align*}
& \int_{I \times \Omega}\left[u ^ { \varepsilon } \cdot \mathfrak { B } _ { n } ^ { k } \left[\rho\left(\partial_{t t} w_{0}+\frac{2}{\alpha_{n}^{k}} \partial_{t \tau} w_{1}+\frac{1}{\varepsilon\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1}\right)-\partial_{x}\left(a \partial_{x} w_{0}\right)-\partial_{x}\left(a \partial_{y} w_{1}\right)\right.\right.  \tag{3.65}\\
& \left.\left.\quad-\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{x} w_{1}\right)-\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{y} w_{1}\right)\right]-f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w_{0}\right] d t d x \\
& +\int_{\Omega}\left(u_{0}^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\rho\left(\partial_{t} w_{0}+\frac{1}{\alpha_{n}^{k}} \partial_{\tau} w_{1}\right)\right)-v_{0}^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\rho w_{0}\right)\right)(t=0, \tau=0) d x d y=0
\end{align*}
$$

Multiplying by $\varepsilon$, then using (3.12) and passing to the limit,

$$
\begin{equation*}
\int_{I \times \Lambda \times \Omega \times Y} u_{n}^{0, k} \cdot\left(\rho \frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1}-\partial_{y}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{y} w_{1}\right)\right) d t d \tau d x d y=0 . \tag{3.66}
\end{equation*}
$$

Since $u_{n}^{0, k}$ is independent on $(\tau, y), w_{1}$ is periodic in $\tau$ and $a$ is periodic in $y$, so

$$
\int_{\Lambda} u_{n}^{0, k} \cdot \rho \frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1} d \tau=0 \text { and } \int_{Y} u_{n}^{0, k} \cdot \partial_{y}\left(a \partial_{x} w_{0}\right) d y=0
$$

In equation (3.66), it remains,

$$
\begin{equation*}
\int_{I \times \Lambda \times \Omega \times Y} u_{n}^{0, k} \cdot \partial_{y}\left(a \partial_{y} w_{1}\right) d t d \tau d x d y=0 . \tag{3.67}
\end{equation*}
$$

Or equivalently,

$$
\int_{I \times \Omega} u_{n}^{0, k} \cdot\left(\int_{\Lambda}\left[a \partial_{y} w_{1}\right]_{y=0}^{y=1} d \tau\right) d t d x=0 \text { for all } w_{1} \text { satisfying ( (3.60). }
$$

Therefore $w_{1}$ is a periodic function in $y$ or $u_{n}^{0, k}=0$ in $I \times \Omega$. It means that

$$
u_{n}^{0, k}=0 \text { in } I \times \Omega \text { if } k \neq 0 \text { or } u_{n}^{0, k}=\chi_{0}(k) u^{0}
$$

where $u^{0}$ is introduced in (3.53).
ii) We restart with the very weak formulation (3.62) by choosing $w$ decomposed as

$$
\begin{equation*}
w(t, x, y)=w_{0}(t, x)+\varepsilon w_{1,0}(t, x, y) \tag{3.68}
\end{equation*}
$$

with

$$
\begin{gather*}
w_{0} \in C^{\infty}(I \times \Omega) \cap L^{2}\left(I ; H_{0}^{1}(\Omega)\right) \text { such that } w_{0}(t=T)=\partial_{t} w_{0}(t=T)=0  \tag{3.69}\\
\text { and } w_{1,0} \in C^{\infty}\left(I \times Y ; C^{\infty}(\Omega) \cap H_{0}^{1}(\Omega)\right) \cap L^{2}\left(I \times \Omega ; H_{\#}^{1}(Y)\right) \\
\text { such that } w_{1,0}(t=T)=\partial_{t} w_{1,0}(t=T)=0 .
\end{gather*}
$$

Choosing $w^{\varepsilon}=\mathfrak{R}^{0} w$ as a test function,

$$
\begin{gather*}
w^{\varepsilon}=\mathfrak{R}^{0} w \in H^{2}(I \times \Omega) \cap L^{2}\left(I ; H_{0}^{1}(\Omega)\right)  \tag{3.70}\\
\text { such that } w^{\varepsilon}(t=T)=0 \text { and } \partial_{t} w^{\varepsilon}(t=T)=0 .
\end{gather*}
$$

The very weak formulation (3.62) yields,

$$
\begin{aligned}
& \int_{I \times \Omega} u^{\varepsilon} \cdot\left(Q^{\varepsilon}\left(\mathfrak{R}^{0} w\right)+P^{\varepsilon}\left(\mathfrak{R}^{0} w\right)\right)-f^{\varepsilon} \cdot \mathfrak{R}^{0} w d t d x \\
+ & \int_{\Omega} u_{0}^{\varepsilon} \cdot \rho^{\varepsilon} \partial_{t}\left(\mathfrak{R}^{0} w\right)(t=0)-v_{0}^{\varepsilon} \cdot \rho^{\varepsilon} \mathfrak{R}^{0} w(t=0) d x=0 .
\end{aligned}
$$

From (1.23), (1.4), (3.68) and $\partial_{\tau} w=0$,

$$
\begin{align*}
& \int_{I \times \Omega}\left[u ^ { \varepsilon } \cdot \mathfrak { R } ^ { 0 } \left[\rho \partial_{t t} w_{0}-\partial_{x}\left(a \partial_{x} w_{0}\right)-\partial_{x}\left(a \partial_{y} w_{1,0}\right)-\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{x} w_{1,0}\right)\right.\right.  \tag{3.71}\\
- & \left.\left.\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{y} w_{1,0}\right)\right]-f^{\varepsilon} \cdot \mathfrak{R}^{0} w_{0}\right] d t d x+\int_{\Omega} u_{0}^{\varepsilon} \cdot \mathfrak{R}^{0} \rho \partial_{t} w_{0}(t=0)-v_{0}^{\varepsilon} \cdot \mathfrak{R}^{0} \rho w_{0}(t=0) d x=0 .
\end{align*}
$$

Choosing $w_{0}=0$, multiplying by $\varepsilon$ and using (3.54), Equation (3.71) becomes

$$
\int_{I \times \Omega \times Y}\left(u^{0}+\varepsilon u_{0}^{1,0}\right) \cdot\left(-\varepsilon \partial_{x}\left(a \partial_{y} w_{1,0}\right)-\varepsilon \partial_{y}\left(a \partial_{x} w_{1,0}\right)-\partial_{y}\left(a \partial_{y} w_{1,0}\right)\right) d t d x d y=\varepsilon O(\varepsilon) .
$$

Observing that,

$$
\int_{Y} u^{0} \cdot \partial_{y}\left(a \partial_{y} w_{1,0}\right) d y=0 \text { and } \int_{Y} u^{0} \cdot \partial_{y}\left(a \partial_{x} w_{1,0}\right) d y=0
$$

hence, the equation yields,

$$
\int_{I \times \Omega \times Y}-\varepsilon u^{0} \cdot \partial_{x}\left(a \partial_{y} w_{1,0}\right)-\varepsilon u_{0}^{1,0} \cdot \partial_{y}\left(a \partial_{y} w_{1,0}\right) d t d x d y=\varepsilon O(\varepsilon) .
$$

Dividing by $\varepsilon$ and passing to the limit,

$$
\begin{equation*}
\int_{I \times \Omega \times Y} u^{0} \cdot \partial_{x}\left(a \partial_{y} w_{1,0}\right)+u_{0}^{1,0} \cdot \partial_{y}\left(a \partial_{y} w_{1,0}\right) d t d x d y=0 \tag{3.72}
\end{equation*}
$$

Assuming that $u^{0} \in L^{2}\left(I ; H^{1}(\Omega)\right), u_{0}^{1,0} \in L^{2}\left(I \times \Omega ; H^{2}(Y)\right)$, taking integrations by parts, using the boundary conditions $w_{1,0}=0$ at $x \in \partial \Omega$ and the periodicity of $w_{1,0}$ in y, Equation (3.72) yields,

$$
\begin{aligned}
& \int_{I \times \Omega \times Y}\left(\partial_{y}\left(a \partial_{x} u^{0}\right)+\partial_{y}\left(a \partial_{y} u_{0}^{1,0}\right)\right) \cdot w_{1,0} d t d x d y \\
+ & \int_{I \times \Omega}\left[u_{0}^{1,0} \cdot a \partial_{y} w_{1,0}-a \partial_{y} u_{0}^{1,0} \cdot w_{1,0}\right]_{y=0}^{y=1} d t d x=0 .
\end{aligned}
$$

By choosing the test function such that $w_{1,0}(t, x,.) \in H_{0}^{2}(Y)$ for all $(t, x) \in I \times \Omega$, the internal equation is stated as,

$$
\begin{equation*}
\partial_{y}\left(a \partial_{x} u^{0}\right)+\partial_{y}\left(a \partial_{y} u_{0}^{1,0}\right)=0 \text { in } I \times \Omega \times Y . \tag{3.73}
\end{equation*}
$$

Thus, the boundary term remains,

$$
\int_{I \times \Omega}\left[u_{0}^{1,0} \cdot a \partial_{y} w_{1,0}-a \partial_{y} u_{0}^{1,0} \cdot w_{1,0}\right]_{y=0}^{y=1} d t d x=0 .
$$

Since $w_{1,0}$ is periodic in $y$ so $\partial_{y} w_{1,0}$ is periodic in $y$. Therefore, $u_{0}^{1,0}$ and $\partial_{y} u_{0}^{1,0}$ are also periodic in $y$.

Moreover, by choosing $w_{1,0}=0$ and multiplying by $\varepsilon$ then Equation (3.71) is equivalent to

$$
\begin{aligned}
& \int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{R}^{0}\left[\varepsilon \rho \partial_{t t} w_{0}-\varepsilon \partial_{x}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{x} w_{0}\right)\right]-\varepsilon f^{\varepsilon} \cdot \mathfrak{R}^{0} w_{0} d t d x \\
& \quad+\int_{\Omega} \varepsilon u_{0}^{\varepsilon} \cdot \Re^{0}\left(\rho \partial_{t} w_{0}\right)(t=0)-\varepsilon v_{0}^{\varepsilon} \cdot \mathfrak{R}^{0}\left(\rho w_{0}\right)(t=0) d x=0 .
\end{aligned}
$$

Using (3.54) and the data (3.19),

$$
\begin{aligned}
\int_{I \times \Omega \times Y} & \left(u^{0}+\varepsilon u_{0}^{1,0}\right) \cdot\left[\varepsilon \rho \partial_{t t} w_{0}-\varepsilon \partial_{x}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{x} w_{0}\right)\right]-\varepsilon f^{0} \cdot w_{0} d t d x d y \\
& +\int_{\Omega \times Y} \varepsilon \widehat{h^{0}} \cdot \rho \partial_{t} w_{0}(t=0)-\varepsilon g^{0} \cdot \rho w_{0}(t=0) d x d y=\varepsilon O(\varepsilon)
\end{aligned}
$$

Remarking that $\int_{Y} u^{0} \cdot \partial_{y}\left(a \partial_{x} w_{0}\right) d y=0$, dividing by $\varepsilon$ and passing to the limit,

$$
\begin{gathered}
\int_{I \times \Omega \times Y} u^{0} \cdot \rho \partial_{t t} w_{0}-u^{0} \cdot \partial_{x}\left(a \partial_{x} w_{0}\right)-u_{0}^{1,0} \cdot \partial_{y}\left(a \partial_{x} w_{0}\right)-f^{0} \cdot w_{0} d t d x d y \\
\quad+\int_{\Omega \times Y} \widehat{h^{0}} \cdot \rho \partial_{t} w_{0}(t=0)-g^{0} \cdot \rho w_{0}(t=0) d x d y=0
\end{gathered}
$$

Assuming that $u^{0} \in H^{2}(I \times \Omega)$ and $u_{0}^{1,0} \in L^{2}\left(I ; H^{1}(\Omega \times Y)\right)$, taking integrations by parts, using $w_{0} \in L^{2}\left(I ; H_{0}^{1}(\Omega)\right)$ with $w_{0}(t=T)=0$ and $\partial_{t} w_{0}(t=T)=0$, and periodicity of $u_{0}^{1,0}$, it remains,

$$
\begin{align*}
& \int_{I \times \Omega}\left(\left(\int_{Y} \rho d y\right) \partial_{t t} u^{0}-\partial_{x}\left(\left(\int_{Y} a d y\right) \partial_{x} u^{0}\right)-\partial_{x}\left(\int_{Y} a \partial_{y} u_{0}^{1,0} d y\right)-\int_{Y} f^{0} d y\right) \cdot w_{0} d t d x  \tag{3.74}\\
&+ \int_{Y} \rho d y \\
& \int_{\Omega}-u^{0} \cdot \partial_{t} w_{0}(t=0)+\partial_{t} u^{0} \cdot w_{0}(t=0) d x-\int_{I}\left[\left(\int_{Y} a d y\right) u^{0} \cdot \partial_{x} w_{0}\right]_{x=0}^{x=\alpha} d t \\
&+\int_{\Omega}\left(\int_{Y} \rho d y\right) \widehat{h^{0}} \cdot \partial_{t} w_{0}(t=0)-\left(\int_{Y} g^{0} \cdot \rho d y\right) \cdot w_{0}(t=0) d x=0 .
\end{align*}
$$

Choosing test functions $w_{0} \in H_{0}^{1}(I \times \Omega)$, then the strong form comes

$$
\begin{equation*}
\left(\int_{Y} \rho d y\right) \partial_{t t} u^{0}-\partial_{x}\left(\left(\int_{Y} a d y\right) \partial_{x} u^{0}\right)-\partial_{x}\left(\int_{Y} a \partial_{y} u_{0}^{1,0} d y\right)=\widehat{f}_{0} \text { in } I \times \Omega \tag{3.75}
\end{equation*}
$$

So, Equation (3.74) remains,

$$
\begin{aligned}
\left(\int_{Y} \rho d y\right) & \int_{\Omega}-u^{0} \cdot \partial_{t} w_{0}(t=0)+\partial_{t} u^{0} \cdot w_{0}(t=0) d x-\int_{Y} a d y \int_{I}\left[u^{0} \cdot \partial_{x} w_{0}\right]_{x=0}^{x=\alpha} d t \\
& +\int_{\Omega}\left(\left(\int_{Y} \rho d y\right) \widehat{h^{0}} \cdot \partial_{t} w_{0}-\left(\int_{Y} g^{0} \cdot \rho d y\right) \cdot w_{0}\right)(t=0) d x=0 .
\end{aligned}
$$

According to (3.20), the initial conditions are,

$$
u^{0}(t=0)=\widehat{h^{0}} \text { and } \partial_{t} u^{0}=\widehat{g^{0}} \text { in } \Omega
$$

and the boundary conditions are

$$
u^{0}=0 \text { on } I \times \partial \Omega \text {. }
$$

iii) From (3.73), $u_{0}^{1,0}$ can be decomposed as

$$
\begin{equation*}
u_{0}^{1,0}(t, x, y)=\partial_{x} u^{0}(t, x) \theta(y) \text { with } \theta \in H_{\#}^{2}(Y) . \tag{3.76}
\end{equation*}
$$

After replacement, Equation (3.73) is equivalent to

$$
\left(\partial_{y}\left(a \partial_{y} \theta\right)+\partial_{y} a\right) \partial_{x} u^{0}=0 \text { in } I \times \Omega \times Y .
$$

Without loss of generality, we consider $\partial_{x} u^{0} \neq 0$. Therefore, $\theta$ is a solution of the cell equation (3.23). In addition, since (3.76) and

$$
\begin{gathered}
\int_{Y} a\left(1+\partial_{y} \theta\right) d y=\int_{Y} a\left(1+\partial_{y} \theta\right) \cdot\left(1+\partial_{y} \theta\right) d y-\int_{Y} a\left(1+\partial_{y} \theta\right) \cdot \partial_{y} \theta d y \\
=\int_{Y} a\left(1+\partial_{y} \theta\right) \cdot\left(1+\partial_{y} \theta\right) d y-\int_{Y} \partial_{y}\left(a\left(1+\partial_{y} \theta\right)\right) \cdot \theta d y+\left[a\left(1+\partial_{y} \theta\right) \cdot \theta\right]_{y=0}^{y=1} \\
=\int_{Y} a\left(1+\partial_{y} \theta\right) \cdot\left(1+\partial_{y} \theta\right) d y=\widehat{a},
\end{gathered}
$$

so,

$$
\partial_{x}\left(\left(\int_{Y} a d y\right) \partial_{x} u^{0}\right)+\partial_{x}\left(\int_{Y} a \partial_{y} u_{0}^{1,0} d y\right)=\partial_{x}\left(\widehat{a} \partial_{x} u^{0}\right)
$$

Thus, Equation (3.75) is equivalent to,

$$
\widehat{\rho} \partial_{t t} u^{0}-\partial_{x}\left(\widehat{a} \partial_{x} u^{0}\right)=\widehat{f}^{0} \text { in } I \times \Omega
$$

This result shows that the LF-waves are related to $u_{0}^{0,0}$ only which is therefore not belonging to the HF-model. Therefore, the HF-waves are searched for $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$. Let us define

$$
\begin{equation*}
\widehat{u}_{n}^{1, k}(t, \tau, x, y):=u_{n}^{1, k}(t, \tau, x, y)-\chi_{0}(k) u_{0}^{1,0}(t, x, y), \tag{3.77}
\end{equation*}
$$

thus,

$$
\begin{equation*}
u_{n}^{1, k}(t, \tau, x, y)=\chi_{0}(k) u_{0}^{1,0}(t, x, y)+\widehat{u}_{n}^{1, k}(t, \tau, x, y) . \tag{3.78}
\end{equation*}
$$

Lemma 35 For $k \in Y^{*}, n \in \mathbb{N}^{*}$ and any bounded data as in (3.10), let $u^{\varepsilon}$ be the solution of the weak formulation of the wave equation (3.9) satisfying the uniform bound (3.11) and the assumption (3.14). Then $\widehat{u}_{n}^{1, k}(t, \tau, x, y)$ is solution of the HFmicroscopic equation

$$
\begin{align*}
& \left(\alpha_{n}^{k}\right)^{-2} \rho \partial_{\tau \tau} \widehat{u}_{n}^{1, k}-\partial_{y}\left(a \partial_{y} \widehat{u}_{n}^{1, k}\right)=0 \text { in } I \times \Lambda \times \Omega \times Y  \tag{3.79}\\
& \text { where } \widehat{u}_{n}^{1, k} \text { is periodic in } \tau \text { and } k-\text { quasi-periodic in } y
\end{align*}
$$

in the very weak sense (i.e., it is solution of the very weak formulation (3.83)). Moreover, if $\widehat{u}_{n}^{1, k} \in L^{2}\left(I \times \Omega ; H^{2}(\Lambda \times Y)\right)$ then $\widehat{u}_{n}^{1, k}$ is solution of the HF-microscopic equation (3.79) and admits the modal decomposition,

$$
\begin{equation*}
\widehat{u}_{n}^{1, k}(t, \tau, x, y)=\sum_{m \in M_{n, \text { int }}^{k}} u_{m}^{k}(t, x) e^{\left.\operatorname{sign(m)2i\pi \sqrt {\frac {\lambda _{|m|}^{k}}{\lambda _{n}^{k}}\tau }} \phi_{|m|}^{k}(y)\right) .} \tag{3.80}
\end{equation*}
$$

with $u_{m}^{k}(t, x) \in L^{2}(I \times \Omega)$.
Proof. [Proof of Lemma 35] For a given $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$, we restart with the very weak formulation (3.62) in the proof of Lemma 34 by choosing test functions as in (3.59), (3.60), (3.61) but such that $w_{0}=0$ in $I \times \Omega$ and

$$
w_{1} \in C^{\infty}(I \times \Omega \times \Lambda \times Y) \cap L^{2}\left(\Lambda \times Y ; H_{0}^{1}(I \times \Omega)\right)
$$

Multiplying by $\varepsilon$, Equation (3.65) becomes,

$$
\begin{gather*}
\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left[\rho\left(\varepsilon \frac{2}{\alpha_{n}^{k}} \partial_{t \tau} w_{1}+\frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1}\right)-\varepsilon \partial_{x}\left(a \partial_{y} w_{1}\right)\right.  \tag{3.81}\\
\left.-\varepsilon \partial_{y}\left(a \partial_{x} w_{1}\right)-\partial_{y}\left(a \partial_{y} w_{1}\right)\right] d t d x=0 .
\end{gather*}
$$

Using (3.14) with $u_{n}^{0, k}=\chi_{0}(k) u^{0}$ as in Lemma 34 and remarking that,

$$
\begin{align*}
& \int_{\Lambda} \chi_{0}(k) u^{0} \cdot \partial_{t \tau} w_{1} d \tau=0, \int_{\Lambda} \chi_{0}(k) u^{0} \cdot \partial_{\tau \tau} w_{1} d \tau=0  \tag{3.82}\\
& \text { and } \int_{Y} \chi_{0}(k) u^{0} \cdot\left(\partial_{y}\left(a \partial_{y} w_{1}\right)+\varepsilon \partial_{y}\left(a \partial_{x} w_{1}\right)\right) d y=0
\end{align*}
$$

then dividing by $\varepsilon$ and passing to the limit, Equation (3.81) yields,

$$
\int_{I \times \Lambda \times \Omega \times Y} u_{n}^{1, k} \cdot\left(\frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \rho \partial_{\tau \tau} w_{1}-\partial_{y}\left(a \partial_{y} w_{1}\right)\right)-\chi_{0}(k) u^{0} \cdot \partial_{x}\left(a \partial_{y} w_{1}\right) d t d \tau d x d y=0 .
$$

Using the decomposition (3.78) of $u_{n}^{1, k}$,

$$
\begin{aligned}
\int_{I \times \Lambda \times \Omega \times Y} & \left(\chi_{0}(k) u_{0}^{1,0}+\widehat{u}_{n}^{1, k}\right) \cdot\left(\frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \rho \partial_{\tau \tau} w_{1}-\partial_{y}\left(a \partial_{y} w_{1}\right)\right) \\
& -\chi_{0}(k) u^{0} \cdot \partial_{x}\left(a \partial_{y} w_{1}\right) d t d \tau d x d y=0 .
\end{aligned}
$$

From (3.72), and because that $u_{0}^{1,0}$ is independent on $\tau$ and $w_{1}$ is periodic in $\tau$,

$$
\begin{gathered}
\int_{I \times \Omega \times Y} u^{0} \cdot \partial_{x}\left(a \partial_{y} \int_{\Lambda} w_{1} d \tau\right)+u_{0}^{1,0} \cdot \partial_{y}\left(a \partial_{y} \int_{\Lambda} w_{1} d \tau\right) d t d x d y=0 \\
\text { and } \int_{\Lambda} u_{0}^{1,0} \cdot \frac{1}{\left(\alpha_{n}^{0}\right)^{2}} \rho \partial_{\tau \tau} w_{1} d \tau=0 .
\end{gathered}
$$

Thus, $\widehat{u}_{n}^{1, k}$ is a solution of the very weak formulation

$$
\begin{equation*}
\int_{I \times \Lambda \times \Omega \times Y} \widehat{u}_{n}^{1, k} \cdot\left(\frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \rho \partial_{\tau \tau} w_{1}-\partial_{y}\left(a \partial_{y} w_{1}\right)\right) d t d \tau d x d y=0 . \tag{3.83}
\end{equation*}
$$

In addition, assuming that $\widehat{u}_{n}^{1, k} \in L^{2}\left(I \times \Omega ; H^{2}(\Lambda \times Y)\right)$ and applying integrations by parts,

$$
\begin{align*}
& \int_{I \times \Lambda \times \Omega \times Y}\left(\frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \rho \partial_{\tau \tau} \widehat{u}_{n}^{1, k}-\partial_{y}\left(a \partial_{y} \widehat{u}_{n}^{1, k}\right)\right) \cdot w_{1} d t d \tau d x d y  \tag{3.84}\\
& +\frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \int_{I \times \Omega \times Y}\left[-\rho \widehat{u}_{n}^{1, k} \cdot \partial_{\tau} w_{1}+\rho \partial_{\tau} \widehat{u}_{n}^{1, k} \cdot w_{1}\right]_{\tau=0}^{\tau=1} d t d x d y \\
& +\int_{I \times \Lambda \times \Omega}\left[\widehat{u}_{n}^{1, k} \cdot a \partial_{y} w_{1}-a \partial_{y} \widehat{u}_{n}^{1, k} \cdot w_{1}\right]_{y=0}^{y=1} d t d \tau d x=0 .
\end{align*}
$$

By choosing test function $w_{1} \in L^{2}\left(I \times \Omega \times Y ; C_{c}^{\infty}(\Lambda)\right) \cap L^{2}\left(I \times \Lambda \times Y ; C_{c}^{\infty}(Y)\right)$, the HF-microscopic equation associated to a value $\alpha_{n}^{k}$ is stated as,

$$
\begin{equation*}
\left(\alpha_{n}^{k}\right)^{-2} \rho \partial_{\tau \tau} \widehat{u}_{n}^{1, k}-\partial_{y}\left(a \partial_{y} \widehat{u}_{n}^{1, k}\right)=0 \text { in } I \times \Lambda \times \Omega \times Y . \tag{3.85}
\end{equation*}
$$

In Equation (3.84), it remains,

$$
\begin{aligned}
& \frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \int_{I \times \Omega \times Y}\left[-\rho \widehat{u}_{n}^{1, k} \cdot \partial_{\tau} w_{1}+\rho \partial_{\tau} \widehat{u}_{n}^{1, k} \cdot w_{1}\right]_{\tau=0}^{\tau=1} d t d x d y \\
& +\int_{I \times \Lambda \times \Omega}\left[\widehat{u}_{n}^{1, k} \cdot a \partial_{y} w_{1}-a \partial_{y} \widehat{u}_{n}^{1, k} \cdot w_{1}\right]_{y=0}^{y=1} d t d \tau d x=0 .
\end{aligned}
$$

Since $w_{1}$ is periodic in $\tau$ and $k$-quasi-periodic in $y, \widehat{u}_{n}^{1, k}$ and $\partial_{\tau} \widehat{u}_{n}^{1, k}$ are periodic in $\tau$ and $\widehat{u}_{n}^{1, k}$ and $\partial_{y} \widehat{u}_{n}^{1, k}$ are $k$-quasi-periodic in $y$.

Next, we notice that $\widehat{u}_{n}^{1, k}$ can be decomposed as

$$
\begin{equation*}
\widehat{u}_{n}^{1, k}(t, \tau, x, y)=\sum_{m \in \mathbb{N}^{*}} v_{m}^{k}(t, \tau, x) \phi_{m}^{k}(y) \tag{3.86}
\end{equation*}
$$

where $v_{m}^{k} \in L^{2}(I \times \Lambda \times \Omega)$ and $\phi_{m}^{k}$ is a solution of (1.5). Replacing (3.86) in (3.85) and since $\rho>0$,

$$
\begin{equation*}
\sum_{m \in \mathbb{N}^{*}}\left(\left(\alpha_{n}^{k}\right)^{-2} \partial_{\tau \tau} v_{m}^{k}+\lambda_{m}^{k} v_{m}^{k}\right) \phi_{m}^{k}=0 . \tag{3.87}
\end{equation*}
$$

For $m$ and $m^{\prime} \in \mathbb{N}^{*}$, applying the orthogonality in $L^{2}(Y)$ of $\phi_{m}^{k}$ and $\phi_{m^{\prime}}^{k}$ to the equation (3.87) with $\int_{Y} \phi_{m}^{k} \cdot \phi_{m^{\prime}}^{k} d y=0$ if $m^{\prime} \neq m$ and $\int_{Y} \phi_{m}^{k} \cdot \phi_{m^{\prime}}^{k} d y=1$ if $m^{\prime}=m$, so

$$
\left(\alpha_{n}^{k}\right)^{-2} \partial_{\tau \tau} v_{m}^{k}(t, \tau, x)+\lambda_{m}^{k} v_{m}^{k}(t, \tau, x)=0 \text { in } I \times \Lambda \times \Omega \text { for all } m \in \mathbb{N}^{*} .
$$

Since $\widehat{u}_{n}^{1, k}$ is periodic in $\tau$, so $v_{m}^{k}$ is also periodic in $\tau$ for any $m \in \mathbb{N}^{*}$. It implies that

$$
\begin{equation*}
\sqrt{\lambda_{m}^{k}} \alpha_{n}^{k}=2 \pi \sqrt{\frac{\lambda_{m}^{k}}{\lambda_{n}^{k}}}=2 \pi l \text { for any } l \in \mathbb{N}^{*} \tag{3.88}
\end{equation*}
$$

For a given $m \in \mathbb{N}^{*}$ satisfying (3.88), $v_{m}^{k}$ can be decomposed as

$$
v_{m}^{k}(t, \tau, x)=u_{m}^{k}(t, x) e^{2 i \pi \sqrt{\frac{\lambda_{m}^{k}}{\lambda_{n}^{k}}} \tau}+u_{-m}^{k}(t, x) e^{-2 i \pi \sqrt{\frac{\lambda_{m}^{k}}{\lambda_{n}^{k}}} \tau}
$$

where $\left(u_{m}^{k}, u_{-m}^{k}\right) \in L^{2}(I \times \Omega)^{2}$. Finally,
with $u_{m}^{k}(t, x) \in L^{2}(I \times \Omega)$.
The next lemma focuses on the HF-macroscopic model (3.26)-(3.38) for each $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$.

Lemma 36 For $k \in Y^{*}, n \in \mathbb{N}^{*}$ and any bounded data as in (3.10), let $u^{\varepsilon}$ be solution of the weak formulation of the wave equation (3.9) satisfying the uniform bound (3.11) and the assumption (3.14). For $\varepsilon \in E_{k}$ as in Assumption 14, if $u_{m}^{\sigma} \in H^{1}(I \times \Omega)$ for $\sigma \in I^{k}, s \in\{+,-\}$ and $m \in M_{n, s}^{\sigma}$, then $u_{m}^{\sigma}$ is solution of the HF-macroscopic model (3.26)- (3.38).

Before continuing with the proof of Lemma 36, we establish an auxiliary result for existence of special test functions. For $k \in Y^{*} \backslash\left\{0,-\frac{1}{2}\right\}, n \in \mathbb{N}^{*}$ and $\sigma \in I^{k}$, we consider the two functions $\varphi_{n}^{k}(t, x), \varphi_{n}^{-k}(t, x) \in H^{2}(I \times \Omega)$ such that

$$
\begin{equation*}
\varphi_{n}^{k}(t, x) \phi_{n}^{k}(0) e^{2 i \pi l^{k} \frac{x}{\alpha}}+\varphi_{n}^{-k}(t, x) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}}=0 \text { on } I \times \partial \Omega \tag{3.89}
\end{equation*}
$$

where $l^{k}$ is defined in (1.40).
Lemma 37 For $k \in Y^{*} \backslash\left\{0,-\frac{1}{2}\right\}$, let $\varepsilon \in E_{k}$, there exist $\varphi_{n}^{k, \varepsilon}, \varphi_{n}^{-k, \varepsilon} \in H^{2}(I \times \Omega)$ satisfying
i) the boundary conditions

$$
\begin{equation*}
\varphi_{n}^{k, \varepsilon}(t, x) \phi_{n}^{k}(0) e^{2 i \pi k \frac{x}{\varepsilon}}+\varphi_{n}^{-k, \varepsilon}(t, x) \phi_{n}^{-k}(0) e^{-2 i \pi k \frac{x}{\varepsilon}}=0 \text { on } I \times \partial \Omega, \tag{3.90}
\end{equation*}
$$

ii) and the strong convergence

$$
\begin{equation*}
\varphi_{n}^{\sigma, \varepsilon} \rightarrow \varphi_{n}^{\sigma} \text { in } H^{2}(I \times \Omega) \text { when } \varepsilon \rightarrow 0 \text { for } \sigma \in I^{k} \text {. } \tag{3.91}
\end{equation*}
$$

Proof. [Proof of Lemma 37 For any $\varepsilon \in E_{k}$ and let the two functions $\varphi_{n}^{k}(t, x)$, $\varphi_{n}^{-k}(t, x) \in H^{2}(I \times \Omega)$ satisfying (3.89), we prove that the following choice satisfies the conditions,

$$
\begin{align*}
\varphi_{n}^{k, \varepsilon}(t, x) & =\varphi_{n}^{k}(t, x) \in H^{2}(I \times \Omega)  \tag{3.92}\\
\text { and } \varphi_{n}^{-k, \varepsilon}(t, x) & =\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x) \text { where } \mu^{\varepsilon}(t, x) \in H^{2}(I \times \Omega)
\end{align*}
$$

with

$$
\mu^{\varepsilon}(t, x)=-\left(1-e^{4 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right)}\right) \varphi_{n}^{-k}(t, \alpha) \frac{x}{\alpha}
$$

where $l_{\varepsilon}^{k}$ and $l^{k}$ is defined in (1.39) and (1.40).
i) Replacing (3.92) in (3.90), the boundary conditions are

$$
\varphi_{n}^{k}(t, x) \phi_{n}^{k}(0) e^{2 i \pi k \frac{x}{\varepsilon}}+\left(\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x)\right) \phi_{n}^{-k}(0) e^{-2 i \pi k \frac{x}{\varepsilon}}=0 \text { on } I \times \partial \Omega .
$$

Using (1.39) and (1.40) with remarking that $e^{2 i \pi h \frac{x}{k} \frac{x}{\alpha}}=1$ at $x \in \partial \Omega$, so

$$
\varphi_{n}^{k}(t, x) \phi_{n}^{k}(0) e^{2 i \pi l_{k}^{\varepsilon} \frac{x}{\alpha}}+\left(\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x)\right) \phi_{n}^{-k}(0) e^{-2 i \pi l_{k} \frac{x}{\alpha}}=0 \text { on } I \times \partial \Omega .
$$

Or equivalently,

$$
\varphi_{n}^{k}(t, x) \phi_{n}^{k}(0) e^{2 i \pi\left(l^{k}+l_{\varepsilon}^{k}-l^{k}\right) \frac{x}{\alpha}}+\left(\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x)\right) \phi_{n}^{-k}(0) e^{-2 i \pi\left(l^{k}+l_{\varepsilon}^{k}-l^{k}\right) \frac{x}{\alpha}}=0
$$

on $I \times \partial \Omega$. Or,

$$
\begin{gathered}
\varphi_{n}^{k}(t, x) \phi_{n}^{k}(0) e^{2 i \pi l^{k} \frac{x}{\alpha}} e^{2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}} \\
+\left(\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x)\right) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}=0
\end{gathered}
$$

on $I \times \partial \Omega$. From (3.89),

$$
\varphi_{n}^{k}(t, x) \phi_{n}^{k}(0) e^{2 i \pi l^{k} \frac{x}{\alpha}}=-\varphi_{n}^{-k}(t, x) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} \text { on } I \times \partial \Omega .
$$

After replacement, the equation remains,

$$
\begin{aligned}
& \varphi_{n}^{-k}(t, x) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}}\left(e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}-e^{2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}\right) \\
& +\mu^{\varepsilon}(t, x) \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}=0 \text { on } I \times \partial \Omega .
\end{aligned}
$$

This equation is satisfied with the above $\mu^{\varepsilon}$.
ii) For $\sigma=k$, the strong convergence is true since $\varphi_{n}^{k, \varepsilon}$ is independent on $\varepsilon$. For $\sigma=-k$, the strong convergence of $\mu^{\varepsilon}(t, x)$ in $H^{2}(I \times \Omega)$ is trivial, i.e. $\mu^{\varepsilon}(t, x) \rightarrow 0$ in $H^{2}(I \times \Omega)$ strongly when $\varepsilon \rightarrow 0$. Therefore, $\varphi_{n}^{-k, \varepsilon} \rightarrow \varphi_{n}^{-k}$ in $H^{2}(I \times \Omega)$ strongly when $\varepsilon \rightarrow 0$.
Proof. [Proof of Lemma 36] Let $k \in Y^{*}, s \in\{-,+\}$ and $n \in \mathbb{N}^{*}$, we consider $\left(\phi_{|q|}^{\sigma}\right)_{q \in M_{n, s, s}^{\sigma}, \sigma I^{k}}$ the Bloch eigenmodes associated to the eigenvalue $\lambda_{n}^{k}$ of the Bloch modes equation. We restart with the weak formulation of the wave equation (3.9) by choosing $w_{q}^{\sigma, \varepsilon}$ decomposed as

$$
\begin{equation*}
w_{q}^{\sigma, \varepsilon}(t, \tau, x, y)=\varphi_{q}^{\sigma, \varepsilon}(t, x) e^{\operatorname{sign}(q) 2 i \pi \tau} \phi_{|q|}^{\sigma}(y) \tag{3.93}
\end{equation*}
$$

for any $q \in M_{n, s}^{\sigma}, \sigma \in I^{k}$ and $\varphi_{q}^{\sigma, \varepsilon} \in C^{\infty}(I \times \Omega)$ satisfying

$$
\begin{equation*}
\partial_{t} \varphi_{q}^{\sigma, \varepsilon}(t=0)=0, \varphi_{q}^{\sigma, \varepsilon}(t=T)=0 \text { and } \partial_{t} \varphi_{q}^{\sigma, \varepsilon}(t=T)=0 . \tag{3.94}
\end{equation*}
$$

The boundary condition $w^{\varepsilon}=0$ at $x \in \partial \Omega$ is equivalent to

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \varphi_{q}^{\sigma, \varepsilon}(t, x) e^{\operatorname{sign(q)\frac {2i\pi t}{\varepsilon \alpha \sigma _{|q|}}} \phi_{|q|}^{\sigma}}\left(\frac{x}{\varepsilon}\right)=0 \text { on } I \times \partial \Omega . \tag{3.95}
\end{equation*}
$$

Since $\alpha_{|q|}^{\sigma}=\alpha_{n}^{k}$ for all $q \in M_{n, s}^{\sigma}$ and $\sigma \in I^{k}$, so $e^{\operatorname{sign(q)} \frac{2 i \pi t}{\varepsilon \alpha_{|q|}}} \neq 0$ can be eliminated. In the case of $k \in\left\{0,-\frac{1}{2}\right\}$, thanks to the periodicity or anti-periodicity of $\phi_{\mid q}^{\sigma}$, (3.95) is equivalent to

$$
\sum_{q \in M_{n, s}^{k}} \varphi_{q}^{k, \varepsilon}(t, x) \phi_{|q|}^{k}(0)=0 \text { on } I \times \partial \Omega .
$$

Taking $\varphi_{q}^{k, \varepsilon}=\varphi_{q}^{k} \in C^{\infty}(I \times \Omega)$ independent on $\varepsilon$, the boundary conditions of the test function are

$$
\begin{equation*}
\sum_{q \in M_{n, s}^{k}} \varphi_{q}^{k}(t, x) \phi_{|q|}^{k}(0)=0 \text { on } I \times \partial \Omega . \tag{3.96}
\end{equation*}
$$

In the case of $k \in Y^{*} \backslash\left\{0,-\frac{1}{2}\right\}$, using the $\sigma-$ quasi-periodicity of $\phi_{|q|}^{\sigma}$, (3.95) is equivalent to

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \varphi_{q}^{\sigma, \varepsilon}(t, x) \phi_{|q|}^{\sigma}(0) e^{2 i \pi \sigma \frac{x}{\varepsilon}}=0 \text { on } I \times \partial \Omega . \tag{3.97}
\end{equation*}
$$

For $\varepsilon \in E_{k}$ and $\sigma \in I^{k}$, using Lemma 37, there exists a sequence $\varphi_{q}^{\sigma, \varepsilon} \in C^{\infty}(I \times \Omega)$ such that (3.97) is satisfied and

$$
\begin{equation*}
\varphi_{q}^{\sigma, \varepsilon} \rightarrow \varphi_{q}^{\sigma} \text { in } C^{\infty}(I \times \Omega) \text { strongly when } \varepsilon \rightarrow 0 \tag{3.98}
\end{equation*}
$$

where $\left(\varphi_{q}^{\sigma}\right)_{\sigma}$ satisfy (3.89). Thus, the limit $w_{q}^{\sigma}$ of the test function $w_{q}^{\sigma, \varepsilon}$ is

$$
\begin{equation*}
w_{q}^{\sigma}(t, \tau, x, y)=\varphi_{q}^{\sigma}(t, x) e^{s i g n(q) 2 i \pi \tau} \phi_{|q|}^{\sigma}(y) \tag{3.99}
\end{equation*}
$$

and the boundary conditions satisfied by the test function are

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \varphi_{q}^{\sigma}(t, x) \phi_{|q|}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi l^{k} \frac{x}{\alpha}}=0 \text { on } I \times \partial \Omega \tag{3.100}
\end{equation*}
$$

Moreover, according to (3.94), (3.98) and (3.99), the test function $\varphi_{q}^{\sigma}$ satisfies

$$
\begin{equation*}
\partial_{t} \varphi_{q}^{\sigma}(t=0)=\varphi_{q}^{\sigma}(t=T)=\partial_{t} \varphi_{q}^{\sigma}(t=T)=0 . \tag{3.101}
\end{equation*}
$$

We choose $w^{\varepsilon}=\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \mathfrak{B}_{q}^{\sigma} w_{q}^{\sigma, \varepsilon}$ as a test functions,

$$
\begin{equation*}
w^{\varepsilon}=\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \mathfrak{B}_{q}^{\sigma} w_{q}^{\sigma, \varepsilon} \in H^{2}(I \times \Omega) \cap L^{2}\left(I ; H_{0}^{1}(\Omega)\right) \tag{3.102}
\end{equation*}
$$

Hence, $w^{\varepsilon}$ reads as

$$
\begin{equation*}
w^{\varepsilon}(t, x)=\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \varphi_{q}^{\sigma, \varepsilon}(t, x) e^{\operatorname{sign(q)}\left(\frac{2 i \pi t}{\varepsilon \alpha \sigma|q|}\right.} \phi_{|q|}^{\sigma}\left(\frac{x}{\varepsilon}\right) \tag{3.103}
\end{equation*}
$$

and satisfies

$$
\begin{equation*}
w^{\varepsilon}(t=T)=0 \text { and } \partial_{t} w^{\varepsilon}(t=T)=0 . \tag{3.104}
\end{equation*}
$$

From the boundary and the initial conditions of the test functions, and since $\left(\alpha_{|q|}^{0}\right)^{-2} Q^{2} w_{q}^{\sigma, \varepsilon}+$ $P^{2} w_{q}^{\sigma, \varepsilon}=0$, the very weak formulation (3.63) yields,

$$
\begin{align*}
& \sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{q}^{\sigma}\left(\sum_{l=0}^{1}\left(\left(\varepsilon \alpha_{|q|}^{\sigma}\right)^{-l} Q^{l} w_{q}^{\sigma, \varepsilon}-\varepsilon^{-l} P^{l} w_{q}^{\sigma, \varepsilon}\right)\right)-f^{\varepsilon} \cdot \mathfrak{B}_{q}^{\sigma} w_{q}^{\sigma, \varepsilon} d t d x  \tag{3.105}\\
& \quad+\int_{\Omega} u_{0}^{\varepsilon} \cdot \partial_{t} \mathfrak{B}_{q}^{\sigma}\left(\rho w_{q}^{\sigma, \varepsilon}\right)(t=0)-v_{0}^{\varepsilon} \cdot \mathfrak{R}^{\sigma}\left(\rho w_{q}^{\sigma, \varepsilon}\right)(t=0) d x=0 .
\end{align*}
$$

For each $\sigma \in I^{k}$ and $q \in M_{n, s}^{\sigma}$, thanks to (1.21) and (1.13) the relations between $\mathfrak{B}_{n}^{\sigma}$ and $T^{\varepsilon \alpha_{n}^{\sigma} *} S_{\sigma}^{\varepsilon *}, \mathfrak{R}^{\sigma}$ and $S_{\sigma}^{\varepsilon *}$, the second and the third term in (3.105) are approximated by,

$$
\begin{gather*}
\int_{I \times \Omega} f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w_{q}^{\sigma, \varepsilon} d t d x=\int_{I \times \Omega} f^{\varepsilon} \cdot T^{\varepsilon \alpha_{n}^{\sigma}} S_{\sigma}^{\varepsilon *} w_{q}^{\sigma, \varepsilon} d t d x+O(\varepsilon)  \tag{3.106}\\
=\int_{I \times \Lambda \times \Omega \times Y} T^{\varepsilon \alpha_{n}^{\sigma}} S_{\sigma}^{\varepsilon} f^{\varepsilon} \cdot w_{q}^{\sigma, \varepsilon} d t d \tau d x d y+O(\varepsilon)
\end{gather*}
$$

and

$$
\begin{gather*}
\int_{\Omega} v_{0}^{\varepsilon} \cdot \Re^{\sigma}\left(\rho w_{q}^{\sigma, \varepsilon}\right)(t=0) d x=\int_{\Omega} v_{0}^{\varepsilon} \cdot S_{\sigma}^{\varepsilon *}\left(\rho w_{q}^{\sigma, \varepsilon}\right)(t=0) d x+O(\varepsilon)  \tag{3.107}\\
=\int_{\Omega \times Y} S_{\sigma}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho w_{q}^{\sigma, \varepsilon}(t=0, \tau=0) d x d y+O(\varepsilon) \\
=\int_{\Omega \times Y} S_{\sigma}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}(t=0) d x d y+O(\varepsilon)
\end{gather*}
$$

Moreover, the third term in (3.105) yields,

$$
\begin{gathered}
\int_{\Omega} u_{0}^{\varepsilon} \cdot \partial_{t} \mathfrak{B}_{q}^{\sigma}\left(\rho w_{q}^{\sigma, \varepsilon}\right)(t=0) d x \\
=\int_{\Omega} u_{0}^{\varepsilon} \cdot \mathfrak{B}_{q}^{\sigma}\left(\partial_{t}\left(\rho \varphi_{q}^{\sigma, \varepsilon} e^{\operatorname{sign(q)2i\pi \tau }} \phi_{|q|}^{\sigma}\right)+\frac{1}{\varepsilon \alpha_{|q|}^{\sigma}} \partial_{\tau}\left(\rho \varphi_{q}^{\sigma, \varepsilon} e^{\operatorname{sign}(q) 2 i \pi \tau} \phi_{|q|}^{\sigma}\right)\right)(t=0) d x \\
=\int_{\Omega} u_{0}^{\varepsilon} \cdot \mathfrak{B}_{q}^{\sigma}\left(\rho \partial_{t} \varphi_{q}^{\sigma, \varepsilon} e^{\operatorname{sign(q)2i\pi \tau }} \phi_{|q|}^{\sigma}+\frac{\operatorname{sign}(q) 2 i \pi}{\varepsilon \alpha_{|q|}^{\sigma}} \rho \varphi_{q}^{\sigma, \varepsilon} e^{\left.\operatorname{sign(q)2i\pi \tau } \phi_{|q|}^{\sigma}\right)(t=0) d x .}\right.
\end{gathered}
$$

Since $\partial_{t} \varphi_{q}^{\sigma, \varepsilon}(0, x)=0, \tau=0, \alpha_{|q|}^{\sigma}=\frac{2 \pi}{\sqrt{\lambda_{n}^{k}}}, \phi_{|q|}^{\sigma}$ is solution of Bloch wave equation (1.5), and $\mathfrak{B}_{q}^{\sigma}:=\mathfrak{R}^{\sigma}$ at $t=0$,

$$
=\frac{\operatorname{sign}(q) i}{\varepsilon \sqrt{\lambda_{n}^{k}}} \int_{\Omega} u_{0}^{\varepsilon} \cdot \Re^{\sigma}\left(P^{2}\left(\varphi_{q}^{\sigma, \varepsilon}(t=0) \phi_{|q|}^{\sigma}\right)\right) d x
$$

Thanks to the decomposition (1.23), we have

$$
\mathfrak{R}^{\sigma} P^{2}(.)=\varepsilon^{2} P^{\varepsilon} \mathfrak{R}^{\sigma}(.)-\varepsilon^{2} \mathfrak{R}^{\sigma} P^{0}(.)-\varepsilon \mathfrak{R}^{\sigma} P^{1}(.),
$$

so,

$$
=-\frac{\operatorname{sign}(q) i}{\sqrt{\lambda_{n}^{k}}} \int_{\Omega} u_{0}^{\varepsilon} \cdot \mathfrak{R}^{\sigma}\left[P^{1}\left(\varphi_{q}^{\sigma, \varepsilon}(t=0) \phi_{|q|}^{\sigma}\right)\right] d x+O(\varepsilon) .
$$

Or equivalently,

$$
=-\frac{\operatorname{sign}(q) i}{\sqrt{\lambda_{n}^{k}}} \int_{\Omega \times Y} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot \partial_{x} \varphi_{q}^{\sigma, \varepsilon}(t=0)\left(a \partial_{y} \phi_{|q|}^{\sigma}+\partial_{y}\left(a \phi_{|q|}^{\sigma}\right)\right) d x d y+O(\varepsilon) .
$$

Taking the integration by part and remarking that the boundary condition $S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon}=0$ on $\partial \Omega \times Y$ based on $u_{0}^{\varepsilon}=0$ on $\partial \Omega$,

$$
\begin{equation*}
=-\frac{\operatorname{sign}(q) i}{\sqrt{\lambda_{n}^{k}}} \int_{\Omega \times Y} \partial_{x} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot\left(a \partial_{y} \phi_{|q|}^{\sigma}+\partial_{y}\left(a \phi_{|q|}^{\sigma}\right)\right) \varphi_{q}^{\sigma, \varepsilon}(t=0) d x d y+O(\varepsilon) \tag{3.108}
\end{equation*}
$$

Multiplying by $\varepsilon$, using (3.14), (3.106) and (3.107), and remarking that $u_{n}^{0, \sigma}=\chi_{0}(\sigma) u^{0}$, Equation (3.105) becomes,

$$
\begin{gathered}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int _ { I \times \Lambda \times \Omega \times Y } \left[\left(\chi_{0}(\sigma) u^{0}+\varepsilon u_{n}^{1, \sigma}\right) \cdot\left(\left(\alpha_{|q|}^{k}\right)^{-1} Q^{1} w_{q}^{\sigma, \varepsilon}-P^{1} w_{q}^{\sigma, \varepsilon}+\varepsilon Q^{0} w_{q}^{\sigma, \varepsilon}-\varepsilon P^{0} w_{q}^{\sigma, \varepsilon}\right)\right.\right. \\
\left.-\varepsilon T^{\varepsilon \alpha_{n}^{\sigma}} S_{\sigma}^{\varepsilon} f^{\varepsilon} \cdot w_{q}^{\sigma, \varepsilon}\right] d t d \tau d x d y-\varepsilon \int_{\Omega \times Y}\left[S_{\sigma}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}(t=0)\right. \\
+ \\
\left.+\frac{\operatorname{sign}(q) i}{\sqrt{\lambda_{n}^{k}}} \partial_{x} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot\left(a \partial_{y} \phi_{|q|}^{\sigma}+\partial_{y}\left(a \phi_{|q|}^{\sigma}\right)\right) \varphi_{q}^{\sigma, \varepsilon}(t=0) d x d y\right]=\varepsilon O(\varepsilon) .
\end{gathered}
$$

Since $Q^{1} u^{0}=0$ and due to the special form of $w_{q}^{\sigma, \varepsilon}$ in $\tau$ so,

$$
\begin{align*}
& \int_{\Lambda} \chi_{0}(\sigma) u^{0} \cdot P^{0} w_{q}^{\sigma, \varepsilon} d \tau=0 \text { and } \int_{\Lambda} \chi_{0}(\sigma) u^{0} \cdot Q^{0} w_{q}^{\sigma, \varepsilon} d \tau=0  \tag{3.109}\\
& \quad \int_{\Lambda} \chi_{0}(\sigma) u^{0} \cdot Q^{1} w_{q}^{\sigma, \varepsilon} d \tau=0 \text { and } \int_{\Lambda} \chi_{0}(\sigma) u^{0} \cdot P^{1} w_{q}^{\sigma, \varepsilon} d \tau=0
\end{align*}
$$

hence, dividing by $\varepsilon$, the equation reads

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int_{I \times \Lambda \times \Omega \times Y}\left[u_{n}^{1, \sigma} \cdot\left(\left(\alpha_{|q|}^{k}\right)^{-1} Q^{1} w_{q}^{\sigma, \varepsilon}-P^{1} w_{q}^{\sigma, \varepsilon}\right)-T^{\varepsilon \alpha_{n}^{\sigma}} S_{\sigma}^{\varepsilon} f^{\varepsilon} \cdot w_{q}^{\sigma, \varepsilon}\right] d t d \tau d x d y\right. \\
- & \left.\int_{\Omega \times Y}\left[\frac{\operatorname{sign}(q) i}{\sqrt{\lambda_{n}^{\sigma}}} \partial_{x} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot\left(a \partial_{y} \phi_{|q|}^{\sigma}+\partial_{y}\left(a \phi_{|q|}^{\sigma}\right)\right) \varphi_{q}^{\sigma, \varepsilon}+S_{\sigma}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}\right](t=0) d x d y\right]=O(\varepsilon) .
\end{aligned}
$$

Moreover, according to (3.21), (3.98) and (3.99), and passing to the limit, the equation remains,

$$
\begin{aligned}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} & {\left[\int_{I \times \Lambda \times \Omega \times Y} u_{n}^{1, \sigma} \cdot\left(\alpha_{|q|}^{\sigma}\right)^{-1} Q^{1} w_{q}^{\sigma}+u_{n}^{1, \sigma} \cdot P^{1} w_{q}^{\sigma} d t d \tau d x d y\right.} \\
& \left.-\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x-\int_{\Omega} g_{q}^{\sigma} \cdot \varphi_{q}^{\sigma}(t=0) d x\right]=0 .
\end{aligned}
$$

Using the decomposition (3.78) of $u_{n}^{1, k}$ and the definition (1.4),

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int _ { I \times \Lambda \times \Omega \times Y } ( \chi _ { 0 } ( \sigma ) u _ { 0 } ^ { 1 , 0 } + \widehat { u } _ { n } ^ { 1 , \sigma } ) \cdot \left[\left(\alpha_{|q|}^{\sigma}\right)^{-1} 2 \rho \partial_{t \tau} w_{q}^{\sigma}-\partial_{x}\left(a \partial_{y} w_{q}^{\sigma}\right)\right.\right. \\
& \left.\left.-\partial_{y}\left(a \partial_{x} w_{q}^{\sigma}\right)\right] d t d \tau d x d y-\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x-\int_{\Omega} g_{q}^{\sigma} \cdot \varphi_{q}^{\sigma}(t=0) d x\right]=0 .
\end{aligned}
$$

Since $w_{q}^{\sigma}$ is periodic in $\tau, u_{0}^{1,0}$ is independent in $\tau$ and due to the special form of $w_{q}^{\sigma}$ in $\tau, \int_{\Lambda} w_{q}^{\sigma} d \tau=0$, so

$$
\begin{equation*}
\int_{\Lambda} \chi_{0}(\sigma) u_{0}^{1,0} \cdot\left(\left(\alpha_{|q|}^{\sigma}\right)^{-1} 2 \rho \partial_{t \tau} w_{q}^{\sigma}-\partial_{x}\left(a \partial_{y} w_{q}^{\sigma}\right)-\partial_{y}\left(a \partial_{x} w_{q}^{\sigma}\right)\right) d \tau=0 \tag{3.110}
\end{equation*}
$$

Moreover, using the decompositions (3.80) and (3.99) of $\widehat{u}_{q}^{1, \sigma}$ and $w_{q}^{\sigma}$ with remarking that the index $m$ in (3.80) is changed by $p$ and

$$
\begin{equation*}
\int_{\Lambda} e^{\operatorname{sign}(p) 2 i \pi \sqrt{\frac{\lambda_{p \mid}^{\sigma}}{\lambda_{n}} \tau}} \cdot e^{\operatorname{sign}(q) 2 i \pi \tau} d \tau=0 \text { if } \operatorname{sign}(p) \sqrt{\frac{\lambda_{|p|}^{\sigma}}{\lambda_{n}^{\sigma}}} \neq \operatorname{sign}(q) \text { and }=1 \text { otherwise, } \tag{3.111}
\end{equation*}
$$

so the equation is equivalent to,

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}, p \in M_{n, s}^{\sigma}, q \in M_{n, s}^{\sigma}} \\
& \int_{I \times \Omega}\left[-\operatorname{sign}(q) 4 i \pi\left(\alpha_{|q|}^{\sigma}\right)^{-1}\left(\int_{Y} \rho \phi_{|p|}^{\sigma} \bar{\phi} \bar{\sigma} \sigma \mid\right.\right. \\
& -\left(\int_{Y} \phi_{|p|}^{\sigma}\left(a \partial_{y} \overline{\phi_{|q|}^{\sigma}}+\partial_{y}\left(a \overline{\phi_{|q|}^{\sigma}}\right)\right) d y\right) u_{p}^{\sigma} \cdot \partial_{t} \varphi_{q}^{\sigma} \\
& -\sum_{\left.\sigma \in I^{k}, q \in M_{n, s}^{\sigma} \cdot \partial_{x} \varphi_{q}^{\sigma}\right] d t d x}\left[\int_{\Omega} g_{q}^{\sigma} \cdot \varphi_{q}^{\sigma}(t=0) d x+\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x\right]=0 .
\end{aligned}
$$

We observe that,

$$
\begin{equation*}
\left[a \phi_{|p|}^{\sigma} \overline{\phi_{|q|}^{\sigma}}\right]_{y=0}^{y=1}=0 \text { and } \int_{Y} \phi_{|p|}^{\sigma}\left(a \partial_{y} \overline{\phi_{|q|}^{\sigma}}+\partial_{y}\left(a \overline{\phi_{|q|}^{\sigma}}\right)\right) d y=\int_{Y} \phi_{|p|}^{\sigma} a \partial_{y} \overline{\phi_{|q|}^{\sigma}}-a \partial_{y} \phi_{|p|}^{\sigma} \overline{\phi_{|q|}^{\sigma}} d y . \tag{3.112}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}, p \in M_{n, s}^{\sigma}, q \in M_{n, s}^{\sigma}} \\
& \int_{I \times \Omega}-b(\sigma, p, q) u_{p}^{\sigma} \cdot \partial_{t} \varphi_{q}^{\sigma}-c(\sigma, p, q) u_{p}^{\sigma} \cdot \partial_{x} \varphi_{q}^{\sigma} d t d x \\
& -\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int_{\Omega} g_{q}^{\sigma} \cdot \varphi_{q}^{\sigma}(t=0) d x+\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x\right]=0
\end{aligned}
$$

where $b(\sigma, p, q)$ and $c(\sigma, p, q)$ are defined in (3.25). Assuming that $u_{p}^{\sigma} \in H^{1}(I \times \Omega)$, using (3.101) and applying integrations by parts,

$$
\begin{aligned}
& \quad \sum_{\sigma \in I^{k}, p \in M_{n, s}^{\sigma}, q \in M_{n, s}^{\sigma}}\left[\int_{I \times \Omega} b(\sigma, p, q) \partial_{t} u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}+c(\sigma, p, q) \partial_{x} u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x\right. \\
& \left.+\int_{\Omega} b(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}(t=0) d x-\int_{I}\left[c(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}\right]_{x=0}^{x=\alpha} d t\right] \\
& \quad-\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int_{\Omega} g_{q}^{\sigma} \cdot \varphi_{q}^{\sigma}(t=0) d x+\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x\right]=0 .
\end{aligned}
$$

For each $\sigma \in I^{k}$ and $q \in M_{n, s}^{\sigma}$, by choosing test functions $\varphi_{q}^{\sigma} \in H_{0}^{1}(I \times \Omega)$ the strong form comes

$$
\sum_{p \in M_{n, s}^{\sigma}} b(\sigma, p, q) \partial_{t} u_{p}^{\sigma}+\sum_{p \in M_{n, s}^{\sigma}} c(\sigma, p, q) \partial_{x} u_{p}^{\sigma}=F_{q}^{\sigma} \text { in } I \times \Omega .
$$

It remains,

$$
\begin{align*}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} & {\left[\int_{\Omega}\left(\sum_{p \in M_{n, s}^{\sigma}} b(\sigma, p, q) u_{p}^{\sigma}-g_{q}^{\sigma}\right) \cdot \varphi_{q}^{\sigma}(t=0) d x\right.}  \tag{3.113}\\
- & \left.\int_{I_{p \in M_{n, s}^{\sigma}}}\left[c(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}\right]_{x=0}^{x=\alpha} d t\right]=0 .
\end{align*}
$$

The initial condition is deduced,

$$
\begin{equation*}
\sum_{p \in M_{n, s}^{\sigma}} b(\sigma, p, q) u_{p}^{\sigma}(t=0)=g_{q}^{\sigma} \text { on } \Omega \text { for each } q \in M_{n}^{\sigma} \tag{3.114}
\end{equation*}
$$

and the boundary term is,

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, p, q \in M_{n, s}^{\sigma}} \int_{I}\left[c(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}\right]_{x=0}^{x=\alpha} d t=0 \text { for } \varphi_{q}^{\sigma} \text { satisfying (3.100). } \tag{3.115}
\end{equation*}
$$

The remaining of this proof focuses on finding the boundary conditions of $\left(u_{p}^{\sigma}\right)_{p}$ the macroscopic solutions. We distinguish between the three cases $k=0, k=-\frac{1}{2}$ and $k \neq\left\{0,-\frac{1}{2}\right\}$. For notational convenience, we here understand $n:=s n$ and $n^{\prime}:=s n^{\prime}$ for both two cases $s=-$ and $s=+$.
(i) Case $k=0$ with $\lambda_{n}^{0}$ be a double eigenvalue and the condition (3.31). Introducing the matrices $C=(c(0, p, q))_{p, q}, B=(b(0, p, q))_{p, q}$ and the vectors $U=\left(u_{p}^{0}\right)_{p}, F=$ $\left(F_{p}^{0}\right)_{p}, G=\left(g_{p}^{0}\right)_{p}, \varphi=\left(\varphi_{p}^{0}\right)_{p}, \phi=\left(\phi_{|p|}^{0}\right)_{p}$, we get the matrix form,

$$
\begin{align*}
B \partial_{t} U+C \partial_{x} U & =F \text { in } I \times \Omega,  \tag{3.116}\\
B U(0, x) & =G \text { in } \Omega,
\end{align*}
$$

and $C U(t, x) \cdot \bar{\varphi}(t, x)=0$ on $I \times \partial \Omega$ for all $\varphi$ such that $\bar{\phi}(0) \cdot \bar{\varphi}(t, x)=0$ on $I \times \partial \Omega$.
The boundary condition is equivalent to the fact that $C U(t, x)$ is collinear to $\bar{\phi}(0)$ on $\partial \Omega$ for $t \in I$. It means that,

$$
\begin{equation*}
\operatorname{det}(C U(t, x), \bar{\phi}(0))=0 \text { on } I \times \partial \Omega \tag{3.117}
\end{equation*}
$$

But $c(0, p, p)=0$ for $p \in M_{n}^{0}$, the equation (3.117) yields,

$$
c\left(0, n, n^{\prime}\right) u_{n^{\prime}}^{0}(t, x) \phi_{\left|n^{\prime}\right|}^{0}(0)-c\left(0, n^{\prime}, n\right) u_{n}^{0}(t, x) \phi_{|n|}^{0}(0)=0 \text { on } I \times \partial \Omega .
$$

Therefore, since $c\left(0, n, n^{\prime}\right)=-c\left(0, n^{\prime}, n\right)$ and assume that $c\left(0, n, n^{\prime}\right) \neq 0$, the boundary conditions of the HF-macroscopic equation are

$$
\begin{equation*}
u_{n}^{0}(t, x) \phi_{|n|}^{0}(0)+u_{n^{\prime}}^{0}(t, x) \phi_{\left|n^{\prime}\right|}^{0}(0)=0 \text { on } I \times \partial \Omega . \tag{3.118}
\end{equation*}
$$

Moreover, if $c\left(0, n, n^{\prime}\right)=0$ then the matrix form (3.116) yields,

$$
B \partial_{t} U=F \text { in } I \times \Omega \text { and } B U(0, x)=G \text { in } \Omega
$$

where the boundary condition has disappeared,
Still for $k=0$ with $\phi_{|n|}^{0}(0)=\phi_{\left|n^{\prime}\right|}^{0}(0)=0$ and whatever the values of $c\left(0, n, n^{\prime}\right)$, the matrix form is similar to (3.116) but without boundary condition.

Finally, if the eigenvalue $\lambda_{n}^{0}$ is simple, then the matrix $C=0$ and the HFmacroscopic equation is stated as

$$
b(0, n, n) \partial_{t} u_{n}^{0}=F_{n}^{0} \text { in } I \times \Omega \text { with } b(0, n, n) u_{n}^{0}(t=0)=g_{n}^{0} \text { in } \Omega
$$

without boundary conditions.
(ii) Case $k=-\frac{1}{2}$ with $\lambda_{n}^{k}$ be a double eigenvalue. Introducing the matrices $C=$ $(c(k, p, q))_{p, q}, B=(b(k, p, q))_{p, q}$ and the vectors $U=\left(u_{p}^{k}\right)_{p}, F=\left(F_{p}^{k}\right)_{p}, G=\left(g_{p}^{k}\right)_{p}$, $\varphi=\left(\varphi_{p}^{k}\right)_{p}, \phi=\left(\phi_{|p|}^{k} 2^{2 i \pi x \frac{l^{k}}{\alpha}}\right)_{p}$, we get the same matrix form as (3.116). The boundary conditions are equivalent to the fact that $C U(t, x)$ is collinear to $\bar{\phi}(0)$ on $\partial \Omega$ for $t \in I$, or equivalently,

$$
\operatorname{det}(C U(t, x), \bar{\phi}(0))=0 \text { on } I \times \partial \Omega .
$$

Therefore,

$$
\begin{gathered}
{\left[c(k, n, n) \phi_{\left|n^{\prime}\right|}^{k}(0) u_{n}^{k}(t, x)+c\left(k, n, n^{\prime}\right) \phi_{\left|n^{\prime}\right|}^{k}(0) u_{n^{\prime}}^{k}(t, x)\right.} \\
\left.-c\left(k, n^{\prime}, n\right) \phi_{|n|}^{k}(0) u_{n}^{k}(t, x)-c\left(k, n^{\prime}, n^{\prime}\right) \phi_{|n|}^{k}(0) u_{n^{\prime}}^{k}(t, x)\right] e^{2 i \pi x \frac{c^{k}}{\alpha}}=0 \text { on } I \times \partial \Omega .
\end{gathered}
$$

Since $e^{2 i \pi x \frac{l^{k}}{\alpha}} \neq 0$ for all $x \in \partial \Omega$, the boundary condition of the HF-macroscopic equation is,

$$
\begin{gathered}
\left(c(k, n, n) \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n\right) \phi_{|n|}^{k}(0)\right) u_{n}^{k}(t, x) \\
+\left(c\left(k, n, n^{\prime}\right) \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n^{\prime}\right) \phi_{|n|}^{k}(0)\right) u_{n^{\prime}}^{k}(t, x)=0 \text { on } I \times \partial \Omega .
\end{gathered}
$$

For $k=-\frac{1}{2}$ with a simple eigenvalue $\lambda_{n}^{0}$, the HF-macroscopic equation is

$$
\begin{gathered}
b(k, n, n) \partial_{t} u_{n}^{k}+c(k, n, n) \partial_{x} u_{n}^{k}=F_{n}^{k} \text { in } I \times \Omega, \\
\text { with } b(k, n, n) u_{n}^{k}(t=0)=g_{n}^{k} \text { in } \Omega,
\end{gathered}
$$

and $c(k, n, n) u_{n}^{k} \cdot \overline{\varphi_{n}^{k}}=0$ on $I \times \partial \Omega$ for all $\varphi_{n}^{k}$ such that $\overline{\phi_{n}^{k}}(0) \cdot \overline{\varphi_{n}^{k}}=0$ on $I \times \partial \Omega$.
If $c(k, n, n)=0$ or $\varphi_{n}^{k}=0$ on $I \times \partial \Omega$ then the boundary condition is vanished. Otherwise, $\phi_{n}^{k}(0)=0$ and $u_{n}^{k}=0$ on $I \times \partial \Omega$.
(iii) Case $k \notin\left\{0,-\frac{1}{2}\right\}$. According to Remark 2, the Bloch eigenvalue $\lambda_{n}^{k}$ is simple. Similarly to the case $k=0$, by introducing the matrices $C=\operatorname{diag}(c(\sigma, n, n))_{\sigma}, B=$ $\operatorname{diag}(b(\sigma, n, n))_{\sigma}$ and the vectors $U=\left(u_{n}^{\sigma}\right)_{\sigma}, F=\left(F_{n}^{\sigma}\right)_{\sigma}, G=\left(g_{n}^{\sigma}\right)_{\sigma}, \varphi=\left(\varphi_{n}^{\sigma}\right)_{\sigma}$, $\phi=\left(\phi_{|n|}^{\sigma} e^{\operatorname{sign(\sigma )2i\pi x\frac {k}{\alpha }}}\right)_{\sigma}$, we get the same matrix form as (3.116). The boundary conditions are equivalent to the fact that $C U(t, x)$ is collinear to $\bar{\phi}(0)$ on $\partial \Omega$ for all $t \in I$, or equivalently,

$$
\operatorname{det}(C U(t, x), \bar{\phi}(0))=0 \text { on } I \times \partial \Omega
$$

Thus,
$c(k, n, n) u_{n}^{k}(t, x) \phi_{|n|}^{k}(0) e^{2 i \pi x \frac{x^{k}}{\alpha}}-c(-k, n, n) u_{n}^{-k}(t, x) \phi_{|n|}^{-k}(0) e^{-2 i \pi x \frac{l^{k}}{\alpha}}=0$ on $I \times \partial \Omega$.
Therefore, from the assumption $c(k, n, n) \neq 0$ and from $c(k, n, n)=-c(-k, n, n)$, the boundary conditions turn to be

$$
u_{n}^{k}(t, x) \phi_{|n|}^{k}(0) e^{2 i \pi x \frac{l^{k}}{\alpha}}+u_{n}^{-k}(t, x) \phi_{|n|}^{-k}(0) e^{-2 i \pi x \frac{l^{k}}{\alpha}}=0 \text { on } I \times \partial \Omega .
$$

Finally, if $c(k, n, n)=0$ then whatever the value of $\phi_{|n|}^{k}(0)$, the matrix form of HFmacroscopic equation is stated by

$$
B \partial_{t} U=F \text { in } I \times \Omega \text { and } B U(0, x)=G \text { in } \Omega
$$

which does not require any boundary condition.

### 3.3.2 Proof of main Theorem

For any $K \in \mathbb{N}^{*}$ and any test function $\varphi \in C^{2}\left(\Lambda \times Y ; C_{c}(I \times \Omega) \cap C_{c}^{0}(I \times \Omega)\right)$ being periodic in $\tau$, let a bounded sequence $u^{\varepsilon}$ be solution of the weak formulation of the wave equation (3.9). For $k \in L_{K}^{*}$ and $n \in M^{k}$, we already have shown the $(n, k)$-mode wave-two-scale approximations

$$
\begin{equation*}
u^{\varepsilon}={ }^{T S W(k, n)} \chi_{0(k)} u^{0}+\varepsilon\left(\chi_{0(k)} \theta \partial_{x} u^{0}+\sum_{m \in M_{n, \text { int }}^{k}} u_{m}^{k} e^{\operatorname{sign}(m) 2 i \pi \tau} \phi_{|m|}^{k}\right)+\varepsilon O(\varepsilon) \tag{3.119}
\end{equation*}
$$

and it remains to check that this approximation holds in the wave-two-scale sense,

$$
\begin{gathered}
\int_{I \times \Omega} u^{\varepsilon}(t, x) \cdot \sum_{k \in L_{K}^{*}, n \in M^{k}}\left(\mathfrak{B}_{n}^{k} \Pi_{n}^{k} \varphi\right)(t, x) d t d x \\
=\int_{I \times \Lambda \times \Omega \times Y}\left(u^{0}+\varepsilon\left[\theta \partial_{x} u^{0}+\sum_{k \in L_{K}^{*}, n \in \mathbb{Z}^{*}} \int_{I \times \Lambda \times \Omega \times Y} u_{n}^{k} e^{\operatorname{sign(n)} 2 i \pi \tau} \phi_{|n|}^{k}\right]\right) \cdot \varphi d t d \tau d x d y+\varepsilon O(\varepsilon) .
\end{gathered}
$$

But

$$
\int_{I \times \Omega} u^{\varepsilon}(t, x) \cdot \sum_{k \in L_{K}^{*}, n \in M^{k}} \mathfrak{B}_{n}^{k} \Pi_{n}^{k} \varphi(t, x) d t d x=\sum_{k \in L_{K}^{*}, n \in M^{k}} \int_{I \times \Omega} u^{\varepsilon}(t, x) \cdot \mathfrak{B}_{n}^{k} \Pi_{n}^{k} \varphi(t, x) d t d x
$$

with $\Pi_{n}^{k} \varphi$ a periodic function in $\tau$ and $k$-quasi-periodic function in $y$. Using the decomposition (3.119), the fact that the projections are self-adjoint operators, and

$$
\begin{gathered}
\sum_{n \in \mathbb{N}} \Pi_{n}^{0} u^{0}=u^{0}, \sum_{n \in \mathbb{N}} \Pi_{n}^{0} \theta=\theta, \\
\Pi_{n}^{k} \sum_{m \in M_{n, i n t}^{k}} u_{m}^{k}(t, x) e^{s i g n(m) 2 i \pi \tau} \phi_{|m|}^{k}(y)=\sum_{m \in\{n,-n\}} u_{m}^{k} e^{s i g n(m) 2 i \pi \tau} \phi_{|m|}^{k}
\end{gathered}
$$

yield the expected result.
Furthermore, if (3.19) is satisfied then $u^{0}$ is the solution of the weak formulation of the LF-homogenized equation (3.24) as proved in Lemma 34 ,

For any $k \in L_{K}^{*}$, we pose $k=\frac{p}{K}$ for $p \in K L_{K}^{*}$. For $\varepsilon \in E_{1 / K}$ as in (1.39) and (1.40), it implies that

$$
\frac{\alpha p}{\varepsilon K}=p\left[\frac{\alpha p}{\varepsilon K}\right]+p l_{\varepsilon}^{1 / K} \text { and } p l_{\varepsilon}^{1 / K} \rightarrow l^{k}:=p l^{1 / K} \text { when } \varepsilon \rightarrow 0
$$

and the data (3.21) is satisfied for all $k \in L_{K}^{*}$ with the same sequence $\varepsilon \in E_{1 / K}$. If $u_{n}^{k} \in H^{1}(I \times \Omega)$ then $u_{n}^{k}$ is solution of the HF-macroscopic equation for all $k \in L_{K}^{*}$ based on the proof of Lemma 36.

### 3.4 Other cases

In this Section, we study the homogenization of the wave equation in two other cases.

1. The wave equation with Neumann boundary conditions in Section 3.4.1.
2. The wave equation with additional zero and first order time and space derivatives in Section 3.4.2,

The process of homogenization is similar to Section 3.2 and 3.3. The final results state similarly as in Theorem 29 but with different homogenized models. The differences are in the detail of some homogenized terms. Here we focus on discussing the differences in the homogenization of each pair of fibers.

### 3.4.1 Neumann boundary conditions

We consider the wave equation with Neumann boundary conditions,

$$
\begin{aligned}
& \rho^{\varepsilon} \partial_{t t} u^{\varepsilon}-\partial_{x}\left(a^{\varepsilon} \partial_{x} u^{\varepsilon}\right)=f^{\varepsilon} \text { in } I \times \Omega, \\
& u^{\varepsilon}(t=0, x)=u_{0}^{\varepsilon} \text { and } \partial_{t} u^{\varepsilon}(t=0, x)=v_{0}^{\varepsilon} \text { in } \Omega, \\
& \partial_{x} u^{\varepsilon}=0 \text { on } I \times \partial \Omega .
\end{aligned}
$$

Here the test function $w^{\varepsilon}$ satisfies $\partial_{x} w^{\varepsilon}=0$ at $x \in \partial \Omega$. The LF-homogenized equation with initial conditions, the HF-microscopic equation and the internal HF-macroscopic equation are unchanged, while the boundary conditions of the LF-homogenized equation are replaced by

$$
\begin{equation*}
\partial_{x} u^{0}=0 \text { on } I \times \partial \Omega . \tag{3.120}
\end{equation*}
$$

Moreover, the boundary conditions of the HF-macroscopic equation are,

$$
\sum_{\sigma \in I^{k}, p \in M_{n, s}^{\sigma}} u_{p}^{\sigma}(t, x) \partial_{y} \phi_{|p|}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi \frac{k^{k} x}{\alpha}}=0 \text { on } I \times \partial \Omega \text { if } k \neq-\frac{1}{2}
$$

and

$$
\begin{gathered}
\left(c(k, n, n) \partial_{y} \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n\right) \partial_{y} \phi_{|n|}^{k}(0)\right) u_{n}^{k}(t, x)+\left(c\left(k, n, n^{\prime}\right) \partial_{y} \phi_{\left|n^{\prime}\right|}^{k}(0)\right. \\
\left.-c\left(k, n^{\prime}, n^{\prime}\right) \partial_{y} \phi_{|n|}^{k}(0) u_{n^{\prime}}^{k}(t, x)\right)=0 \text { on } I \times \partial \Omega \text { otherwise }
\end{gathered}
$$

for any $n \in \mathbb{N}^{*}$ and $s \in\{+,-\}$. Their derivation follows the same steps, so we only mention the boundary condition satisfied by the test functions. They are chosen to satisfy $\partial_{x} w^{\varepsilon}(t, x)=0$ on $I \times \partial \Omega$ or equivalently,

$$
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left(\partial_{x} \varphi_{q}^{\sigma, \varepsilon}(t, x) \phi_{|q|}^{\sigma}\left(\frac{x}{\varepsilon}\right)+\frac{1}{\varepsilon} \varphi_{q}^{\sigma, \varepsilon}(t, x) \partial_{y} \phi_{|q|}^{\sigma}\left(\frac{x}{\varepsilon}\right)\right) e^{s i g n(q) \frac{2 i \pi t}{\varepsilon \alpha_{q}}}=0 \text { on } I \times \partial \Omega
$$

Since $\alpha_{q}^{\sigma}=\alpha_{n}^{k}$ for all $q \in M_{n, s}^{\sigma}$ and $\sigma \in I^{k}$, so $e^{\operatorname{sign}(q) \frac{2 i \pi t}{\varepsilon \varepsilon_{q}}} \neq 0$ can be eliminated. Moreover, $\phi_{|q|}^{\sigma}$ is $\sigma$-quasi-periodic in $y$, so $\partial_{y} \phi_{|q|}^{\sigma}$ is also $\sigma$-quasi-periodic in $y$. Multiplying by $\varepsilon$ and using the $\sigma$-quasi-periodicity of $\partial_{y} \phi_{|q|}^{\sigma}$

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \varphi_{q}^{\sigma, \varepsilon}(t, x) \partial_{y} \phi_{|q|}^{\sigma}(0) e^{2 i \pi \frac{\sigma x}{\varepsilon}}+O(\varepsilon)=0 \text { on } I \times \partial \Omega \tag{3.121}
\end{equation*}
$$

Choosing a sequence $\varepsilon \in E_{k}$, using (1.39, (1.40), taking $\varphi_{q}^{\sigma, \varepsilon}=\varphi_{q}^{\sigma}$ for $k \in\left\{-\frac{1}{2}, 0\right\}$ and considering the strong convergence of $\varphi_{q}^{\sigma, \varepsilon}$ in $H^{2}(I \times \Omega)$ similar to Lemma 37 for $k \notin\left\{-\frac{1}{2}, 0\right\}$ but $\phi_{|q|}^{\sigma}(0)$ being replaced by $\partial_{y} \phi_{|q|}^{\sigma}(0)$, see also in Lemma 58 in Appendix, the boundary conditions of the test function are,

$$
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \varphi_{q}^{\sigma}(t, x) \partial_{y} \phi_{|q|}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi \frac{k^{k} x}{\alpha}}=0 \text { on } I \times \partial \Omega .
$$

### 3.4.2 Generalization of the wave equation

We consider the wave equation with a damping term, a convection term and a potential term with homogeneous Dirichlet boundary conditions,

$$
\begin{align*}
& \rho^{\varepsilon} \partial_{t t} u^{\varepsilon}-\partial_{x}\left(a^{\varepsilon} \partial_{x} u^{\varepsilon}\right)+\gamma^{\varepsilon} \partial_{t} u^{\varepsilon}+\zeta^{\varepsilon} \partial_{x} u^{\varepsilon}+\xi^{\varepsilon} u^{\varepsilon}=f^{\varepsilon} \text { in } I \times \Omega, \\
& u^{\varepsilon}(t=0, x)=u_{0}^{\varepsilon} \text { and } \partial_{t} u^{\varepsilon}(t=0, x)=v_{0}^{\varepsilon} \text { in } \Omega,  \tag{3.122}\\
& u^{\varepsilon}=0 \text { on } I \times \partial \Omega .
\end{align*}
$$

Here three functions $\left(\gamma^{\varepsilon}, \zeta^{\varepsilon}, \xi^{\varepsilon}\right)$ are assumed to obey a prescribed profile

$$
\gamma^{\varepsilon}:=\gamma\left(\frac{x}{\varepsilon}\right), \zeta^{\varepsilon}(x):=\zeta\left(\frac{x}{\varepsilon}\right) \text { and } \xi^{\varepsilon}:=\xi\left(\frac{x}{\varepsilon}\right)
$$

where $\gamma, \zeta$ and $\xi$ are $Y$-periodic and bounded in $L^{\infty}(\mathbb{R})$. The equation (3.122) is also taken in the weak sense,

$$
\begin{gathered}
\int_{I \times \Omega} \rho^{\varepsilon} \partial_{t t} u^{\varepsilon} \cdot w^{\varepsilon}+a^{\varepsilon} \partial_{x} u^{\varepsilon} \cdot \partial_{x} w^{\varepsilon}+\partial_{t} u^{\varepsilon} \cdot w^{\varepsilon}+\partial_{x} u^{\varepsilon} \cdot w^{\varepsilon}+u^{\varepsilon} \cdot w^{\varepsilon} d t d x \\
=\int_{I \times \Omega} f^{\varepsilon} \cdot w^{\varepsilon} d t d x \\
\text { with } u^{\varepsilon}(t=0, x)=u_{0}^{\varepsilon} \text { and } \partial_{t} u^{\varepsilon}(t=0, x)=v_{0}^{\varepsilon} \text { in } \Omega,
\end{gathered}
$$

for all the admissible test functions

$$
\begin{equation*}
w^{\varepsilon} \in L^{2}\left(I ; H_{0}^{1}(\Omega)\right) . \tag{3.124}
\end{equation*}
$$

From the assumption (3.10), the uniform bounds (3.11) can be derived.

## Statement of the models

The process of homogenization is also similar to the case in Section 3.2, The HFmicroscopic equation is unchanged while the LF-homogenized equation and the HFmacroscopic equations include other terms related to the first and zero order terms. After extraction of a subsequence, similarly to (3.21), we introduce

$$
\begin{equation*}
h_{n}^{k}=\lim _{\varepsilon \rightarrow 0} \int_{Y} S_{k}^{\varepsilon} u_{0}^{\varepsilon} \cdot \gamma \phi_{|n|}^{k} d y \in L^{2}(\Omega) \tag{3.125}
\end{equation*}
$$

Moreover, we define the coefficients

$$
\begin{equation*}
\widehat{\gamma}=\int_{Y} \gamma d y, \widehat{\zeta}=\int_{Y} \zeta\left(1+\partial_{y} \theta\right) d y \text { and } \widehat{\xi}=\int_{Y} \xi d y, \tag{3.126}
\end{equation*}
$$

and

$$
\begin{equation*}
d(k, n, m)=-\left(-\operatorname{sign}(n) 2 i \pi\left(\alpha_{n}^{k}\right)^{-1} \int_{Y} \gamma \phi_{|n|}^{k} \cdot \phi_{|m|}^{k} d y+\int_{Y} \phi_{|n|}^{k} \cdot \partial_{y}\left(\overline{\zeta \phi_{|m|}^{k}}\right) d y\right) \tag{3.127}
\end{equation*}
$$

Thus, the LF-homogenized equation states

$$
\begin{gather*}
\widehat{\rho} \partial_{t t} u^{0}-\partial_{x}\left(\widehat{a} \partial_{x} u^{0}\right)+\widehat{\gamma} \partial_{t} u^{0}+\widehat{\zeta} \partial_{x} u^{0}+\widehat{\xi} u^{0}=\widehat{f^{0}} \text { in } I \times \Omega,  \tag{3.128}\\
u^{0}(t=0)=\widehat{h^{0}} \text { and } \partial_{t} u^{0}=\widehat{g^{0}} \text { in } \Omega, \\
u^{0}=0 \text { on } I \times \partial \Omega,
\end{gather*}
$$

where $\widehat{a}, \widehat{\rho}, \widehat{f^{0}}, \widehat{h^{0}}$ and $\widehat{g^{0}}$ are defined in (3.22) and (3.20) in Section 3.2.2,
Before to state the HF-macroscopic model, we remarking that it is stated under the assumptions (3.26) and (3.31). For each $k \in Y^{*}, \sigma \in I^{k}, s \in\{+,-\}$ and $q \in M_{n, s}^{\sigma}$, the macroscopic system is stated by,

$$
\begin{gather*}
\sum_{p \in M_{n, s}^{\sigma}}\left(b(\sigma, p, q) \partial_{t} u_{p}^{\sigma}+c(\sigma, p, q) \partial_{x} u_{p}^{\sigma}+d(\sigma, p, q) u_{p}^{\sigma}\right)=F_{q}^{\sigma} \text { in } I \times \Omega,  \tag{3.129}\\
\sum_{p \in M_{n, s}^{\sigma}} b(\sigma, p, q) u_{p}^{\sigma}(t=0)=g_{q}^{\sigma}+h_{q}^{\sigma} \text { in } \Omega
\end{gather*}
$$

with the boundary conditions as in (3.29), (3.34), and (3.35) in Section 3.3,

## Homogenization results and their proofs

We only state the LF-homogenized equation and HF-macroscopic equation since the others parts of the model remain unchanged. We observe that the HF-microscopic equation relies to the second order part only, thus it is unchanged in this case, see also Remark 39 after the proof of Lemma 38 regarding its derivation.

Lemma 38 For $k \in Y^{*}, n \in M^{k}$ and any bounded data as in (3.10), let $u^{\varepsilon}$ be solution of the wave equation (3.123) satisfying the uniform bound (3.11) and the assumption (3.12). Then,

$$
u_{n}^{0, k}=\chi_{0}(k) u^{0} \text { in } L^{2}(I \times \Omega) \text { weakly, }
$$

where $u^{0}$ is the unique solution of the LF - homogenized equation (3.128).
Proof. [Proof of Lemma 38] For any $k \in Y^{*}$ and for each $n \in M^{k}$, the test functions $w^{\varepsilon}$ of the weak formulation (3.123) are chosen as in (3.61, 3.59, 3.60) in Subsection 3.3.2. Applying two integrations by parts and the boundary conditions satisfied by $u^{\varepsilon}$ and by $\mathfrak{B}_{n}^{k} w$, it remains,

$$
\begin{gathered}
\int_{I \times \Omega} u^{\varepsilon} \cdot\left(\rho^{\varepsilon} \partial_{t t} \mathfrak{B}_{n}^{k} w-\partial_{x}\left(a^{\varepsilon} \partial_{x} \mathfrak{B}_{n}^{k} w\right)-\gamma^{\varepsilon} \partial_{t} \mathfrak{B}_{n}^{k} w-u^{\varepsilon} \cdot \partial_{x}\left(\zeta^{\varepsilon} \mathfrak{B}_{n}^{k} w\right)+\xi^{\varepsilon} \mathfrak{B}_{n}^{k} w\right) d t d x \\
+\int_{\Omega}-v_{0}^{\varepsilon} \cdot \rho^{\varepsilon}\left(\mathfrak{B}_{n}^{k} w\right)(t=0)+u_{0}^{\varepsilon} \cdot \rho^{\varepsilon} \partial_{t}\left(\mathfrak{B}_{n}^{k} w\right)(t=0) \\
\quad-u_{0}^{\varepsilon} \cdot \gamma^{\varepsilon} \mathfrak{B}_{n}^{k} w(t=0) d x=\int_{I \times \Omega} f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w d t d x
\end{gathered}
$$

Using the decomposition (1.23) of the two-scale operators with remarking that $\left(\mathfrak{B}_{n}^{k} w\right)(t=0)=$ $\left(\mathfrak{R}^{k} w\right)(t=0)$,

$$
\begin{gather*}
\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\sum_{l=0}^{2}\left(\left(\varepsilon \alpha_{n}^{k}\right)^{-l} Q^{l} w+\varepsilon^{-l} P^{l} w\right)\right)-f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w d t d x  \tag{3.130}\\
-\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\gamma \partial_{t} w+\frac{1}{\varepsilon \alpha_{n}^{k}} \gamma \partial_{\tau} w+\zeta \partial_{x} w+\frac{1}{\varepsilon} \partial_{y}(\zeta w)-\xi w\right) d t d x \\
+\int_{\Omega}\left(u_{0}^{\varepsilon} \cdot \mathfrak{R}^{k} \rho\left(\partial_{t} w+\frac{1}{\varepsilon \alpha_{n}^{k}} \partial_{\tau} w\right)-v_{0}^{\varepsilon} \cdot \mathfrak{R}^{k} \rho w-u_{0}^{\varepsilon} \cdot \mathfrak{R}^{k} \gamma w\right)(t=0, \tau=0) d t d x=0 .
\end{gather*}
$$

Moreover, from (1.4), (3.59) and $\partial_{\tau} w_{0}=\partial_{y} w_{0}=0$ so

$$
\begin{gather*}
\int_{I \times \Omega}\left[u ^ { \varepsilon } \cdot \mathfrak { B } _ { n } ^ { k } \left[\rho\left(\partial_{t t} w_{0}+\frac{2}{\alpha_{n}^{k}} \partial_{t \tau} w_{1}+\frac{1}{\varepsilon\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1}\right)-\partial_{x}\left(a \partial_{x} w_{0}\right)\right.\right.  \tag{3.131}\\
\left.\left.-\partial_{x}\left(a \partial_{y} w_{1}\right)-\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{x} w_{1}\right)-\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{y} w_{1}\right)\right]-f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w_{0}\right] d t d x \\
-\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\gamma \partial_{t} w_{0}+\frac{1}{\alpha_{n}^{k}} \gamma \partial_{\tau} w_{1}+\zeta \partial_{x} w_{0}+\frac{1}{\varepsilon} \partial_{y}\left(\zeta w_{0}\right)+\partial_{y}\left(\zeta w_{1}\right)-\xi w_{0}\right) d t d x \\
+\int_{\Omega}\left(u_{0}^{\varepsilon} \cdot \mathfrak{R}^{k} \rho\left(\partial_{t} w_{0}+\frac{1}{\alpha_{n}^{k}} \partial_{\tau} w_{1}\right)-v_{0}^{\varepsilon} \cdot \mathfrak{R}^{k} \rho w_{0}-u_{0}^{\varepsilon} \cdot \mathfrak{R}^{k} \gamma w_{0}\right)(t=0, \tau=0) d t d x=0 .
\end{gather*}
$$

Multiplying by $\varepsilon$, then using the assumption (3.12), Equation (3.131) yields,

$$
\begin{equation*}
\int_{I \times \Lambda \times \Omega \times Y} u_{n}^{0, k} \cdot\left[\frac{\rho}{\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1}-\partial_{y}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{y} w_{1}\right)-\partial_{y}\left(\zeta w_{0}\right)\right] d t d \tau d x d y=O(\varepsilon) \tag{3.132}
\end{equation*}
$$

Passing to the limit and observing that

$$
\int_{\Lambda \times Y} u_{n}^{0, k} \cdot\left(\rho\left(\frac{1}{\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1}\right)-\partial_{y}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(\zeta w_{0}\right)\right) d \tau d y=0
$$

so, Equation (3.132) is equivalent to (3.67) in the proof i) of Lemma 34,

$$
\int_{I \times \Lambda \times \Omega \times Y} u_{n}^{0, k} \cdot \partial_{y}\left(a \partial_{y} w_{1}\right) d t d \tau d x d y=0
$$

Thus, we also obtain $u_{n}^{0, k}=0$ in $I \times \Omega$ if $k \neq 0$ and $u_{n}^{0, k}=\chi_{0}(k) u^{0}$.
In order to find the LF-homogenized equation, we also consider $k=0$ and $n=0$ as in Section 3.3. We restart with the weak formulation (3.123) by choosing the test functions as in (3.70, 3.68, 3.69) in the proof ii) of Lemma 34, So the very weak formulation (3.131) is equivalent to,

$$
\begin{gather*}
\int_{I \times \Omega}\left[u ^ { \varepsilon } \cdot \mathfrak { R } ^ { 0 } \left[\rho \partial_{t t} w_{0}-\partial_{x}\left(a \partial_{x} w_{0}\right)-\partial_{x}\left(a \partial_{y} w_{1,0}\right)\right.\right.  \tag{3.133}\\
\left.\left.-\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{x} w_{1,0}\right)-\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{y} w_{1,0}\right)\right]-f^{\varepsilon} \cdot \mathfrak{R}^{0} w_{0}\right] d t d x \\
-\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{R}^{0}\left(\gamma \partial_{t} w_{0}+\zeta \partial_{x} w_{0}+\frac{1}{\varepsilon} \partial_{y}\left(\zeta w_{0}\right)+\partial_{y}\left(\zeta w_{1,0}\right)-\xi w_{0}\right) d t d x \\
+\int_{\Omega}\left(u_{0}^{\varepsilon} \cdot \mathfrak{R}^{0} \rho \partial_{t} w_{0}-v_{0}^{\varepsilon} \cdot \mathfrak{R}^{0} \rho w_{0}-u_{0}^{\varepsilon} \cdot \mathfrak{R}^{0} \gamma w_{0}\right)(t=0) d x=0 .
\end{gather*}
$$

Choosing $w_{0}=0$ and multiplying by $\varepsilon$,

$$
\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{R}^{0}\left(-\varepsilon \partial_{x}\left(a \partial_{y} w_{1,0}\right)-\varepsilon \partial_{y}\left(a \partial_{x} w_{1,0}\right)-\partial_{y}\left(a \partial_{y} w_{1,0}\right)-\varepsilon \partial_{y}\left(\zeta w_{1,0}\right)\right) d t d x=0 .
$$

Using (3.54) the ( 0,0 )-mode two-scale approximation of $u^{\varepsilon}$ and observing that

$$
\int_{Y} u^{0} \cdot\left(\varepsilon \partial_{y}\left(a \partial_{x} w_{1,0}\right)-\partial_{y}\left(a \partial_{y} w_{1,0}\right)-\varepsilon \partial_{y} w_{1,0}\right) d y=0,
$$

the equation remains,

$$
\int_{I \times \Omega \times Y}-\varepsilon u^{0} \cdot \partial_{x}\left(a \partial_{y} w_{1,0}\right)-\varepsilon u_{0}^{1,0} \cdot \partial_{y}\left(a \partial_{y} w_{1,0}\right) d t d x d y=\varepsilon O(\varepsilon) .
$$

Dividing by $\varepsilon$ and passing to the limit, the equation becomes (3.72) in the proof ii) of Lemma 34,

$$
\int_{I \times \Omega \times Y} u^{0} \cdot \partial_{x}\left(a \partial_{y} w_{1,0}\right)+u_{0}^{1,0} \cdot \partial_{y}\left(a \partial_{y} w_{1,0}\right) d t d x d y=0 .
$$

Therefore, the equation (3.73) is obtained in this case also.
Furthermore, by choosing $w_{1,0}=0$ and multiplying by $\varepsilon$, Equation (3.133) becomes

$$
\begin{aligned}
\int_{I \times \Omega} & {\left[u^{\varepsilon} \cdot \mathfrak{R}^{0}\left[\varepsilon \rho \partial_{t t} w_{0}-\varepsilon \partial_{x}\left(a \partial_{x} w_{0}\right)-\partial_{y}\left(a \partial_{x} w_{0}\right)\right]-\varepsilon f^{\varepsilon} \cdot \mathfrak{R}^{0} w_{0}\right] d t d x } \\
& -\varepsilon \int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{R}^{0}\left(\gamma \partial_{t} w_{0}+\zeta \partial_{x} w_{0}+\partial_{y}\left(\zeta w_{0}\right)-\xi w_{0}\right) d t d x \\
+\varepsilon & \int_{\Omega}\left(u_{0}^{\varepsilon} \cdot \mathfrak{R}^{0} \rho \partial_{t} w_{0}-v_{0}^{\varepsilon} \cdot \mathfrak{R}^{0} \rho w_{0}-u_{0}^{\varepsilon} \cdot \mathfrak{R}^{0} \gamma w_{0}\right)(t=0) d x=0 .
\end{aligned}
$$

According to (3.54), the data (3.19) and remarking that

$$
\int_{Y} u^{0} \cdot\left(\partial_{y}\left(a \partial_{x} w_{0}\right)+\partial_{y}\left(\zeta w_{0}\right)\right) d y=0
$$

so,

$$
\begin{aligned}
& \int_{I \times \Omega \times Y}\left[\varepsilon u^{0} \cdot\left(\rho \partial_{t t} w_{0}-\partial_{x}\left(a \partial_{x} w_{0}\right)\right)-\varepsilon u_{0}^{1,0} \cdot\left(\partial_{y}\left(a \partial_{x} w_{0}\right)+\partial_{y}\left(\zeta w_{0}\right)\right)\right. \\
& \left.-\varepsilon f^{0} \cdot w_{0} d t d x d y\right]-\int_{I \times \Omega \times Y} \varepsilon u^{0} \cdot\left(\gamma \partial_{t} w_{0}+\zeta \partial_{x} w_{0}-\xi w_{0}\right) d t d x d y \\
& +\varepsilon \int_{\Omega \times Y}\left(\widehat{h^{0}} \cdot \rho \partial_{t} w_{0}-g^{0} \cdot \rho w_{0}-\widehat{h^{0}} \cdot \gamma w_{0}\right)(t=0) d t d x=\varepsilon O(\varepsilon) .
\end{aligned}
$$

Dividing by $\varepsilon$ and passing to the limit,

$$
\begin{aligned}
& \int_{I \times \Omega \times Y}\left[u^{0} \cdot\left(\rho \partial_{t t} w_{0}-\partial_{x}\left(a \partial_{x} w_{0}\right)\right)-u_{0}^{1,0} \cdot\left(\partial_{y}\left(a \partial_{x} w_{0}\right)+\partial_{y}\left(\zeta w_{0}\right)\right)\right. \\
& \left.-f^{0} \cdot w_{0} d t d x d y\right]-\int_{I \times \Omega \times Y} u^{0} \cdot\left(\gamma \partial_{t} w_{0}+\zeta \partial_{x} w_{0}-\xi w_{0}\right) d t d x d y \\
& \quad+\int_{\Omega \times Y}\left(\widehat{h^{0}} \cdot \rho \partial_{t} w_{0}-g^{0} \cdot \rho w_{0}-\widehat{h^{0}} \cdot \gamma w_{0}\right)(t=0) d t d x=0 .
\end{aligned}
$$

Assuming that $u^{0} \in H^{2}(I \times \Omega)$ and $u_{0}^{1,0} \in L^{2}\left(I ; H^{1}(\Omega \times Y)\right)$, taking integrations by parts, using (3.20), $w_{0} \in L^{2}\left(I ; H_{0}^{1}(\Omega)\right)$ and periodicity of $u_{0}^{1,0}$, it remains,

$$
\begin{gather*}
\int_{I \times \Omega}\left(\widehat{\rho} \partial_{t t} u^{0}-\partial_{x}\left(\left(\int_{Y} a d y\right) \partial_{x} u^{0}\right)-\partial_{x}\left(\int_{Y} a \partial_{y} u_{0}^{1,0} d y\right)-\widehat{f^{0}}\right) \cdot w_{0} d t d x  \tag{3.134}\\
\quad+\int_{I \times \Omega}\left(\widehat{\gamma} \partial_{t} u^{0}+\left(\int_{Y} \zeta d y\right) \partial_{x} u^{0}+\int_{Y} \zeta \partial_{y} u_{0}^{1,0} d y+\widehat{\xi} u^{0}\right) \cdot w_{0} d t d x \\
-\int_{I}\left[\left(\int_{Y} a d y\right) u^{0} \cdot \partial_{x} w_{0}\right]_{x=0}^{x=\alpha} d t+\int_{\Omega}\left[\widehat{\rho}\left(-u^{0} \cdot \partial_{t} w_{0}(t=0)+\partial_{t} u^{0} \cdot w_{0}(t=0)\right)\right. \\
\left.\quad+\widehat{\gamma} u^{0} \cdot w_{0}\right] d x+\int_{\Omega}\left(\widehat{\rho} \widehat{h^{0}} \cdot \partial_{t} w_{0}-\widehat{\rho} \widehat{g^{0}} \cdot w_{0}-\widehat{\gamma} \widehat{h^{0}} \cdot w_{0}\right)(t=0) d x=0 .
\end{gather*}
$$

According to the proof iii) of Lemma 34,
$\partial_{x}\left(\left(\int_{Y} a d y\right) \partial_{x} u^{0}\right)+\partial_{x}\left(\int_{Y} a \partial_{y} u_{0}^{1,0} d y\right)=\partial_{x}\left(\left(\int_{Y} a\left(1+\partial_{y} \theta\right) \cdot\left(1+\partial_{y} \theta\right) d y\right) \partial_{x} u^{0}\right)$,
and

$$
\left(\int_{Y} \zeta d y\right) \partial_{x} u^{0}+\int_{Y} \zeta \partial_{y} u_{0}^{1,0} d y=\int_{Y}\left(\zeta+\zeta \partial_{y} \theta\right) d y \partial_{x} u^{0}=\widehat{\zeta} \partial_{x} u^{0} .
$$

Therefore, (3.134) is equivalent to,

$$
\begin{gather*}
\int_{I \times \Omega}\left(\widehat{\rho} \partial_{t t} u^{0}-\partial_{x}\left(\widehat{a} \partial_{x} u^{0}\right)-\widehat{f^{0}}\right) \cdot w_{0}+\left(\widehat{\gamma} \partial_{t} u^{0}+\widehat{\zeta} \partial_{x} u^{0}+\widehat{\xi} u^{0}\right) \cdot w_{0} d t d x  \tag{3.135}\\
-\int_{I}\left[\widehat{a} u^{0} \cdot \partial_{x} w_{0}\right]_{x=0}^{x=\alpha} d t+\int_{\Omega}-u^{0} \cdot\left(\widehat{\rho} \partial_{t} w_{0}-\widehat{\gamma} w_{0}\right)(t=0)+\widehat{\rho} \partial_{t} u^{0} \cdot w_{0}(t=0) d x \\
+\int_{\Omega} \widehat{h^{0}} \cdot\left(\widehat{\rho} \partial_{t} w_{0}-\widehat{\gamma} w_{0}\right)(t=0)-\widehat{\rho} \widehat{g}^{0} \cdot w_{0}(t=0) d x=0 .
\end{gather*}
$$

Choosing test functions $w_{0} \in H_{0}^{1}(I \times \Omega)$, then the strong form of the homogenized equation is

$$
\widehat{\rho} \partial_{t t} u^{0}-\partial_{x}\left(\widehat{a} \partial_{x} u^{0}\right)+\widehat{\gamma} \partial_{t} u^{0}+\widehat{\zeta} \partial_{x} u^{0}+\widehat{\xi} u^{0}=\widehat{f^{0}} \text { in } I \times \Omega .
$$

So, in (3.135) it remains,

$$
\begin{gathered}
-\int_{I}\left[\widehat{a} u^{0} \cdot \partial_{x} w_{0}\right]_{x=0}^{x=\alpha} d t+\int_{\Omega}-u^{0} \cdot\left(\widehat{\rho} \partial_{t} w_{0}-\widehat{\gamma} w_{0}\right)(t=0)+\widehat{\rho} \partial_{t} u^{0} \cdot w_{0}(t=0) d x \\
+\int_{\Omega} \widehat{h^{0}} \cdot\left(\widehat{\rho} \partial_{t} w_{0}-\widehat{\gamma} w_{0}\right)(t=0)-\widehat{\rho} g^{0} \cdot w_{0}(t=0) d x=0
\end{gathered}
$$

Then, the initial conditions and the boundary conditions of the LF-homogenized equation follow.

Remark 39 The derivation of the HF-microscopic equation is done for a given $k \in Y^{*}$ by restarting from the weak formulation (3.123) and by following the proof of Lemma 38. Choosing test functions as (3.61, 3.59, (3.60) with $w_{0}=0$ in $I \times \Omega$ and $w_{1} \in$
$L^{2}\left(C_{c}^{\infty}(I \times \Omega) ; \Lambda \times Y\right)$, the very weak formulation (3.131) becomes,

$$
\begin{gathered}
\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left[\rho\left(\frac{2}{\alpha_{n}^{k}} \partial_{t \tau} w_{1}+\frac{1}{\varepsilon\left(\alpha_{n}^{k}\right)^{2}} \partial_{\tau \tau} w_{1}\right)-\partial_{x}\left(a \partial_{y} w_{1}\right)\right. \\
\left.-\partial_{y}\left(a \partial_{x} w_{1}\right)-\frac{1}{\varepsilon} \partial_{y}\left(a \partial_{y} w_{1}\right)\right] d t d x \\
-\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\frac{1}{\alpha_{n}^{k}} \gamma \partial_{\tau} w_{1}+\partial_{y}\left(\zeta w_{1}\right)\right) d t d x=O(\varepsilon) .
\end{gathered}
$$

Multiplying by $\varepsilon$, observing that

$$
\begin{aligned}
& \varepsilon \int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\frac{1}{\alpha_{n}^{k}} \gamma \partial_{\tau} w_{1}+\partial_{y}\left(\zeta w_{1}\right)\right) d t d \tau d x d y \\
= & \varepsilon \int_{I \times \Lambda \times \Omega \times Y}\left(\chi_{0}(k) u^{0}+\varepsilon u_{n}^{1, k}\right) \cdot\left(\frac{1}{\alpha_{n}^{k}} \gamma \partial_{\tau} w_{1}+\partial_{y}\left(\zeta w_{1}\right)\right)=\varepsilon O(\varepsilon),
\end{aligned}
$$

the equation is recovered to (3.81) in the proof of Lemma 35. Therefore, the HF microscopic equation is then the same as in Section 3.3.1.

In order to be easier to follow the next lemma, we recall the modal decomposition (3.80) of the HF-macroscopic solution $\widehat{u}_{n}^{1, k}$

Lemma 40 For each $k \in Y^{*}, n \in \mathbb{N}^{*}$ and any bounded data as in (3.10), let $u^{\varepsilon}$ be solution of the wave equation (3.123) satisfying the uniform bound (3.11) and the assumption (3.12). For $\varepsilon \in E_{k}$ as in Assumption 14, if $u_{p}^{\sigma} \in H^{1}(I \times \Omega)$ for each $\sigma \in I^{k}, s \in\{+,-\}$ and $q \in M_{n, s}^{\sigma}$ with (3.26) and (3.31) satisfying, then $u_{p}^{\sigma}$ is solution of the HF-macroscopic model (3.129) including the boundary conditions.

Proof. [Proof of Lemma 40] Let $k \in Y^{*}, n \in \mathbb{N}^{*}$ and $s \in\{-,+\}$, we consider $\left(\phi_{|q|}^{\sigma}\right)_{q \in M_{n, s}^{\sigma}, \sigma \in I^{k}}$ the Bloch eigenmodes corresponding to the eigenvalue $\lambda_{n}^{k}$ of the Bloch mode equation. We restart with the very weak formulation (3.130) by choosing test functions as in (3.102, 3.93, 3.94, 3.103, 3.104, 3.95, 3.96, 3.98, 3.99, 3.100) in the proof of Lemma 36. Using $\left(\alpha_{n}^{\sigma}\right)^{-2} Q^{2} w_{q}^{\sigma, \varepsilon}+P^{2} w_{q}^{\sigma, \varepsilon}=0$, multiplying by $\varepsilon$ and applying the decomposition (1.4), so the very weak formulation (3.130) yields,

$$
\begin{gather*}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{\sigma}\left[\frac{2}{\alpha_{n}^{k}} \rho \partial_{t \tau} w_{q}^{\sigma, \varepsilon}+\varepsilon \rho \partial_{t t} w_{q}^{\sigma, \varepsilon}-\partial_{x}\left(a \partial_{y} w_{q}^{\sigma, \varepsilon}\right)\right.  \tag{3.137}\\
\left.-\partial_{y}\left(a \partial_{x} w_{q}^{\sigma, \varepsilon}\right)-\varepsilon \partial_{x}\left(a \partial_{x} w_{q}^{\sigma, \varepsilon}\right)\right]-\varepsilon f^{\varepsilon} \cdot \mathfrak{B}_{q}^{\sigma} w_{q}^{\sigma, \varepsilon}- \\
u^{\varepsilon} \cdot \mathfrak{B}_{n}^{\sigma}\left(\varepsilon \gamma \partial_{t} w_{q}^{\sigma, \varepsilon}+\frac{1}{\alpha_{n}^{k}} \gamma \partial_{\tau} w_{q}^{\sigma, \varepsilon}+\varepsilon \zeta \partial_{x} w_{q}^{\sigma, \varepsilon}+\partial_{y}\left(\zeta w_{q}^{\sigma, \varepsilon}\right)-\varepsilon \xi w_{q}^{\sigma, \varepsilon}\right) d t d x \\
+\varepsilon \int_{\Omega}\left(u_{0}^{\varepsilon} \cdot \rho^{\varepsilon} \partial_{t}\left(\mathfrak{B}_{n}^{k} w\right)-v_{0}^{\varepsilon} \cdot \mathfrak{R}^{\sigma}\left(\rho w_{q}^{\sigma, \varepsilon}\right)-u_{0}^{\varepsilon} \cdot \mathfrak{R}^{\sigma}\left(\gamma w_{q}^{\sigma, \varepsilon}\right)\right)(t=0) d x=0 .
\end{gather*}
$$

Thanks to (1.21) and (1.13) the relation between $\mathfrak{B}_{n}^{\sigma}$ and $T^{\varepsilon \alpha_{n}^{\sigma} *} S_{\sigma}^{\varepsilon *}, \mathfrak{R}^{\sigma}$ and $S_{\sigma}^{\varepsilon *}$, we observe that

$$
\begin{align*}
& \int_{I \times \Omega} f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w_{q}^{\sigma, \varepsilon} d t d x=\int_{I \times \Omega} f^{\varepsilon} \cdot T^{\varepsilon \alpha_{n}^{\sigma} *} S_{\sigma}^{\varepsilon *} w_{q}^{\sigma, \varepsilon} d t d x+O(\varepsilon)  \tag{3.138}\\
&=\int_{I \times \Lambda \times \Omega \times Y} T^{\varepsilon \alpha_{n}^{\sigma}} S_{\sigma}^{\varepsilon} f^{\varepsilon} \cdot w_{q}^{\sigma, \varepsilon} d t d \tau d x d y+O(\varepsilon), \\
& \int_{\Omega} v_{0}^{\varepsilon} \cdot \mathfrak{R}^{\sigma}\left(\rho w_{q}^{\sigma, \varepsilon}\right) d x=\int_{\Omega} v_{0}^{\varepsilon} \cdot S_{\sigma}^{\varepsilon *}\left(\rho w_{q}^{\sigma, \varepsilon}\right) d x+O(\varepsilon)  \tag{3.139}\\
&=\int_{\Omega \times Y} S_{\sigma}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho w_{q}^{\sigma, \varepsilon} d x d y+O(\varepsilon) \\
&=\int_{\Omega \times Y} S_{\sigma}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}(t=0) d x d y+O(\varepsilon), \\
&\left.=-\frac{\operatorname{sign}(q) i}{\sqrt{\lambda_{n}^{k}} \int_{\Omega \times Y} u_{0}^{\varepsilon} \cdot \partial_{t} \mathfrak{B}_{q}^{\sigma} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot\left(\rho w_{q}^{\sigma, \varepsilon}\right)(t=0) d x} \text { (3} \partial_{y} \phi_{|q|}^{\sigma}+\partial_{y}\left(a \phi_{|q|}^{\sigma}\right)\right) \varphi_{q}^{\sigma, \varepsilon}(t=0) d x d y+O(\varepsilon),
\end{align*}
$$

and

$$
\begin{align*}
\int_{\Omega} u_{0}^{\varepsilon} \cdot \mathfrak{R}^{\sigma}\left(\gamma w_{q}^{\sigma, \varepsilon}\right) d x & =\int_{\Omega} u_{0}^{\varepsilon} \cdot S_{\sigma}^{\varepsilon *}\left(\gamma w_{q}^{\sigma, \varepsilon}\right) d x+O(\varepsilon)  \tag{3.140}\\
& =\int_{\Omega \times Y} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot \gamma w_{q}^{\sigma, \varepsilon} d x d y+O(\varepsilon) \\
& =\int_{\Omega \times Y} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot \gamma \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}(t=0) d x d y+O(\varepsilon) .
\end{align*}
$$

Using the assumption (3.12), the decompositions (3.138)-(3.140), (3.77) and (3.78), and remarking that $u_{n}^{0, \sigma}=\chi_{0}(\sigma) u^{0}$, Equation (3.137) is rewritten by

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \int_{I \times \Lambda \times \Omega \times Y}\left(\chi_{0}(\sigma) u^{0}+\varepsilon \chi_{0}(\sigma) u_{0}^{1,0}+\varepsilon \widehat{u}_{n}^{1, \sigma}\right) \cdot\left[\frac{2}{\alpha_{n}^{k}} \rho \partial_{t \tau} w_{q}^{\sigma, \varepsilon}\right. \\
& \left.+\varepsilon \rho \partial_{t t} w_{q}^{\sigma, \varepsilon}-\partial_{x}\left(a \partial_{y} w_{q}^{\sigma, \varepsilon}\right)-\partial_{y}\left(a \partial_{x} w_{q}^{\sigma, \varepsilon}\right)-\varepsilon \partial_{x}\left(a \partial_{x} w_{q}^{\sigma, \varepsilon}\right)\right] \\
& -\varepsilon T^{\varepsilon \alpha_{n}^{\sigma}} S_{\sigma}^{\varepsilon} f^{\varepsilon} \cdot w_{q}^{\sigma, \varepsilon}-\left(\chi_{0}(\sigma) u^{0}+\varepsilon \chi_{0}(\sigma) u_{0}^{1,0}+\varepsilon \widehat{u}_{n}^{1, \sigma}\right) \cdot\left[\varepsilon \gamma \partial_{t} w_{q}^{\sigma, \varepsilon}\right. \\
& \left.\quad+\frac{1}{\alpha_{n}^{k}} \gamma \partial_{\tau} w_{q}^{\sigma, \varepsilon}+\varepsilon \zeta \partial_{x} w_{q}^{\sigma, \varepsilon}+\partial_{y}\left(\zeta w_{q}^{\sigma, \varepsilon}\right)-\varepsilon \xi w_{q}^{\sigma, \varepsilon}\right] d t d \tau d x d y \\
& \quad-\varepsilon \int_{\Omega}\left[\frac{\operatorname{sign}(q) i}{\sqrt{\lambda_{n}^{k}}} \partial_{x} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot\left(a \partial_{y} \phi_{|q|}^{\sigma}+\partial_{y}\left(a \phi_{|q|}^{\sigma}\right)\right) \varphi_{q}^{\sigma, \varepsilon}(t=0)\right. \\
& \quad+\left(S_{\sigma}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}+S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot \gamma \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}\right)(t=0) d x d y=0 .
\end{aligned}
$$

Moreover, since $\int_{\Lambda} w_{q}^{\sigma, \varepsilon} d \tau=0, \int_{\Lambda} \partial_{\tau} w_{q}^{\sigma, \varepsilon} d \tau=0, w_{q}^{\sigma, \varepsilon}$ is periodic in $\tau, u^{0}$ and $u_{0}^{1,0}$ are independent on $\tau$, so

$$
\begin{aligned}
& \int_{\Lambda} \chi_{0}(\sigma)\left(u^{0}+\varepsilon u_{0}^{1,0}\right) \cdot\left(\frac{2}{\alpha_{n}^{k}} \rho \partial_{t \tau} w_{q}^{\sigma, \varepsilon}+\varepsilon \rho \partial_{t t} w_{q}^{\sigma, \varepsilon}-\partial_{x}\left(a \partial_{y} w_{q}^{\sigma, \varepsilon}\right)-\partial_{y}\left(a \partial_{x} w_{q}^{\sigma, \varepsilon}\right)\right. \\
& \left.\quad-\varepsilon \partial_{x}\left(a \partial_{x} w_{q}^{\sigma, \varepsilon}\right)+\varepsilon \partial_{t} w_{q}^{\sigma, \varepsilon}+\frac{1}{\alpha_{n}^{k}} \partial_{\tau} w_{q}^{\sigma, \varepsilon}+\varepsilon \partial_{x} w_{q}^{\sigma, \varepsilon}+\partial_{y} w_{q}^{\sigma, \varepsilon}-\varepsilon w_{q}^{\sigma, \varepsilon}\right) d \tau=0
\end{aligned}
$$

Moreover, according to (3.98), (3.21) and (3.125)

$$
\begin{array}{r}
\lim _{\varepsilon \rightarrow 0} \int_{I \times \Lambda \times \Omega \times Y} T^{\varepsilon \alpha_{n}^{\sigma}} S_{\sigma}^{\varepsilon} f^{\varepsilon} \cdot w_{q}^{\sigma, \varepsilon} d t d \tau d x d y=\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x \\
\lim _{\varepsilon \rightarrow 0} \int_{\Omega \times Y} \frac{\operatorname{sign}(q) i}{\sqrt{\lambda_{n}^{k}}} \partial_{x} S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot\left(a \partial_{y} \phi_{|q|}^{\sigma}+\partial_{y}\left(a \phi_{|q|}^{\sigma}\right)\right) \varphi_{q}^{\sigma, \varepsilon}(t=0) \\
+S_{\sigma}^{\varepsilon} v_{0}^{\varepsilon} \cdot \rho \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}+S_{\sigma}^{\varepsilon} u_{0}^{\varepsilon} \cdot \gamma \phi_{|q|}^{\sigma} \varphi_{q}^{\sigma, \varepsilon}(t=0, \tau=0) d x d y=\int_{\Omega}\left(g_{q}^{\sigma}+h_{q}^{\sigma}\right) \cdot \varphi_{q}^{\sigma}(t=0) d x .
\end{array}
$$

Dividing by $\varepsilon$ and passing to the limit, the equation (3.137) reads,

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}} \int_{I \times \Lambda \times \Omega \times Y} \widehat{u}_{n}^{1, \sigma} \cdot\left[\frac{2}{\alpha_{n}^{k}} \rho \partial_{t \tau} w_{q}^{\sigma}-\partial_{x}\left(a \partial_{y} w_{q}^{\sigma}\right)-\partial_{y}\left(a \partial_{x} w_{q}^{\sigma}\right)\right] d t d \tau d x d y \\
& -\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x-\int_{I \times \Lambda \times \Omega \times Y} \widehat{u}_{n}^{1, \sigma} \cdot\left(\frac{1}{\alpha_{n}^{k}} \gamma \partial_{\tau} w_{q}^{\sigma}+\partial_{y}\left(\zeta w_{q}^{\sigma}\right)\right) d t d \tau d x d y \\
& -\int_{\Omega}\left(g_{q}^{\sigma}+h_{q}^{\sigma}\right) \cdot \varphi_{q}^{\sigma}(t=0) d x=0 .
\end{aligned}
$$

From the decomposition (3.136) of $\widehat{u}_{n}^{1, \sigma}$ and (3.111),

$$
\begin{gathered}
\sum_{\sigma \in I^{k}, p \in M_{n, s,}^{\sigma}, q \in M_{n, s}^{\sigma}} \int_{I \times \Omega}\left[-\operatorname{sign}(q) 4 i \pi\left(\alpha_{q}^{\sigma}\right)^{-1}\left(\int_{Y} \rho \phi_{|p|}^{\sigma} \overline{\phi_{q q}^{\sigma}} d y\right) u_{p}^{\sigma} \cdot \partial_{t} \varphi_{q}^{\sigma}\right. \\
-\left(\int_{Y} \phi_{p}^{\sigma}\left(a \partial_{y} \overline{\phi_{|q|}^{\sigma}}+\partial_{y}\left(a \overline{\phi_{|q|}^{\sigma}}\right)\right) d y\right) u_{p}^{\sigma} \cdot \partial_{x} \varphi_{q}^{\sigma} \\
\left.-\left(-\operatorname{sign}(q) 2 i \pi\left(\alpha_{q}^{\sigma}\right)^{-1} \int_{Y} \gamma \phi_{|p|}^{\sigma} \overline{\phi_{|q|}^{\sigma}} d y+\int_{Y} \phi_{|p|}^{\sigma} \partial_{y}\left(\overline{\zeta \phi_{|q|}^{\sigma}}\right) d y\right) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}\right] d t d x \\
-\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int_{\Omega}\left(g_{q}^{\sigma}+h_{q}^{\sigma}\right) \cdot \varphi_{q}^{\sigma}(t=0) d x+\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x\right]=0 .
\end{gathered}
$$

From (3.112) and (3.127), so

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}, p \in M_{n, s}^{\sigma}, q \in M_{n, s}^{\sigma}} \int_{I \times \Omega}-b(\sigma, p, q) u_{p}^{\sigma} \cdot \partial_{t} \varphi_{q}^{\sigma}-c(\sigma, p, q) u_{p}^{\sigma} \cdot \partial_{x} \varphi_{q}^{\sigma}+d(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x \\
& \quad-\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int_{\Omega}\left(g_{q}^{\sigma}+h_{q}^{\sigma}\right) \cdot \varphi_{q}^{\sigma}(t=0) d x+\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x\right]=0 .
\end{aligned}
$$

Assuming that $u_{p}^{\sigma} \in H^{1}(I \times \Omega)$ and taking integrations by parts,

$$
\begin{gathered}
\sum_{\sigma \in I^{k}, p \in M_{n, s}^{\sigma}, q \in M_{n, s}^{\sigma}}\left[\int_{I \times \Omega} b(\sigma, p, q) \partial_{t} u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}+c(\sigma, p, q) \partial_{x} u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}\right. \\
\left.+d(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x+\int_{\Omega} b(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}(t=0) d x-\int_{I}\left[c(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}\right]_{x=0}^{x=\alpha} d t d x\right] \\
-\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int_{\Omega}\left(g_{q}^{\sigma}+h_{q}^{\sigma}\right) \cdot \varphi_{q}^{\sigma}(t=0) d x+\int_{I \times \Omega} F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x\right]=0 .
\end{gathered}
$$

For each $\sigma \in I^{k}$ and $q \in M_{n, s}^{\sigma}$, by choosing test functions $\varphi_{q}^{\sigma} \in H_{0}^{1}(I \times \Omega)$ the strong form comes

$$
\sum_{p \in M_{n, s}^{\sigma}} b(\sigma, p, q) \partial_{t} u_{p}^{\sigma}+c(\sigma, p, q) \partial_{x} u_{p}^{\sigma}+d(\sigma, p, q) u_{p}^{\sigma}=F_{q}^{\sigma} \text { in } I \times \Omega
$$

It remains,

$$
\begin{gather*}
\sum_{\sigma \in I^{k}, q \in M_{n, s}^{\sigma}}\left[\int_{\Omega}\left(\sum_{p \in M_{n, s}^{\sigma}} b(\sigma, p, q) u_{p}^{\sigma}-g_{q}^{\sigma}-h_{q}^{\sigma}\right) \cdot \varphi_{q}^{\sigma}(t=0) d x\right.  \tag{3.141}\\
\\
\left.-\int_{I_{p \in M_{n, s}^{\sigma}}}\left[c(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}\right]_{x=0}^{x=\alpha} d t\right]=0 .
\end{gather*}
$$

Therefore, the initial condition is deduced,

$$
\begin{equation*}
\sum_{p \in M_{n, s}^{\sigma}} b(\sigma, p, q) u_{p}^{\sigma}(t=0)=g_{q}^{\sigma}+h_{q}^{\sigma} \text { in } \Omega, \tag{3.142}
\end{equation*}
$$

and the boundary term is,

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, p \in M_{n, s}^{\sigma}, q \in M_{n, s}^{\sigma}} \int_{I}\left[c(\sigma, p, q) u_{p}^{\sigma} \cdot \varphi_{q}^{\sigma}\right]_{x=0}^{x=\alpha} d t=0 \text { for } \varphi_{q}^{\sigma} \text { satisfies (3.100). } \tag{3.143}
\end{equation*}
$$

This formula is the same as in the proof of Lemma 36. Finally, the boundary conditions are found exactly on the same way.

### 3.5 Homogenization based on a first order formulation

In this section, the homogenization is studied based on the first order formulation of the wave equation (3.9). This result has already been published in [94] and is to appear in proceeding of ENUMATH 2013.

In fact, the method introduced here is inspired from in [35], except that in the present work the two-scale transform $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon}$ and $T^{\varepsilon \alpha_{n}^{k}} S_{-k}^{\varepsilon}$ are analyzed separately. In [35], the homogenization is studied based on the first order, but the boundary conditions of the homogenized model was not found. Therefore, establishing the boundary conditions of the homogenized model is critical and is the goal of this section which also extends 65].

To this end, the wave equation is written under the form of a first order formulation and the modulated two-scale transform $W_{k}^{\varepsilon}$, which is defined as in [35], is applied to the solution $U^{\varepsilon}$. Similarly to the homogenization based on the second order formulation, the homogenized model is also derived for a set of pairs of fibers $I^{k}$ defined in (1.3) which allows to derive the expected boundary conditions. The weak limit of $\sum_{\sigma \in I^{k}} W_{\sigma}^{\varepsilon} U^{\varepsilon}$ includes low and high frequency waves, the former being solution of the homogenized model derived in [33], 60] and the latter are associated to Bloch wave expansions. Numerical results comparing solutions of the wave equation with solution of the two-scale model for fixed $\varepsilon$ and $k$ are reported in the forthcoming Section 3.6. The calculations are less detailed than the model in Section 3.2 only the main results and the proof principles are given.

### 3.5.1 Reformulation of the wave equation under the first order formulation

Similar to Section 2.4 in Chapter 2 for the case of the spectral problem, we start by setting,

$$
\begin{gathered}
U^{\varepsilon}:=\left(\sqrt{a^{\varepsilon}} \partial_{x} u^{\varepsilon}, \sqrt{\rho^{\varepsilon}} \partial_{t} u^{\varepsilon}\right), A^{\varepsilon}=\left(\begin{array}{cc}
0 & \sqrt{a^{\varepsilon}} \partial_{x}\left(\frac{1}{\sqrt{\rho^{\varepsilon}}} \cdot\right) \\
\frac{1}{\sqrt{\rho^{\varepsilon}}} \partial_{x}\left(\sqrt{a^{\varepsilon}}\right) & 0
\end{array}\right), \\
U_{0}^{\varepsilon}:=\left(\sqrt{a^{\varepsilon}} \partial_{x} u_{0}^{\varepsilon}, \sqrt{\rho^{\varepsilon}} v_{0}^{\varepsilon}\right) \text { and } F^{\varepsilon}:=\left(0, f^{\varepsilon} / \sqrt{\rho^{\varepsilon}}\right) .
\end{gathered}
$$

We reformulate the wave equation (3.9) as an equivalent system,

$$
\left(\partial_{t}-A^{\varepsilon}\right) U^{\varepsilon}=F^{\varepsilon} \text { in } I \times \Omega, U^{\varepsilon}(t=0)=U_{0}^{\varepsilon} \text { in } \Omega \text { and } U_{2}^{\varepsilon}=0 \text { on } I \times \partial \Omega,
$$

where $U_{2}^{\varepsilon}$ is the second component of $U^{\varepsilon}$. From now on, this system will be referred to as the physical problem and taken in the distributional sense,

$$
\begin{equation*}
\int_{I \times \Omega} F^{\varepsilon} \cdot \Psi+U^{\varepsilon} \cdot\left(\partial_{t}-A^{\varepsilon}\right) \Psi d t d x+\int_{\Omega} U_{0}^{\varepsilon} \cdot \Psi(t=0) d x=0, \tag{3.144}
\end{equation*}
$$

for all the admissible test functions $\Psi \in H^{1}(I \times \Omega)^{2}$ such that $\Psi(t,.) \in D\left(A^{\varepsilon}\right)$ for a.e. $t \in I$ where the domain

$$
D\left(A^{\varepsilon}\right):=\left\{(\varphi, \phi) \in L^{2}(\Omega)^{2} \mid \sqrt{a^{\varepsilon}} \varphi \in H^{1}(\Omega), \phi / \rho \in H_{0}^{1}(\Omega)\right\} .
$$

As proved in [35], the operator $i A^{\varepsilon}$ with the domain $D\left(A^{\varepsilon}\right)$ is self-adjoint on $L^{2}(\Omega)^{2}$. According to the assumption (3.10), $U^{\varepsilon}$ is uniformly bounded in $L^{2}(I \times \Omega)$, see detail of proof of Theorem 3 in 35.

### 3.5.2 Homogenized results and proofs

The Bloch wave spectral problem $\mathcal{P}(k)$ in (1.5) is also reformulated under the first order formulation as in (2.54) in Section 2.4 in Chapter 2. For each $k \in Y^{*}, n \in \mathbb{Z}^{*}$, we also pose

$$
M_{n}^{k}:=\left\{m \in \mathbb{Z}^{*} \mid \lambda_{|m|}^{k}=\lambda_{|n|}^{k} \text { and } \operatorname{sign}(m)=\operatorname{sign}(n)\right\}
$$

and introduce the HF-macroscopic model coefficients

$$
c(k, p, q)=i \frac{\operatorname{sign}(n)}{2 \sqrt{\lambda_{|p|}^{k}}} \int_{Y} \phi_{|p|}^{k} \cdot a \partial_{y} \phi_{|q|}^{k}-a \partial_{y} \phi_{|p|}^{k} \cdot \phi_{|q|}^{k} d y \text { and } b(k, p, q)=\int_{Y} \rho \phi_{|p|}^{k} \cdot \phi_{|q|}^{k} d y
$$

for any $p, q \in M_{n}^{k}$. For any $k \in Y^{*}$, we introduce the operator $W_{k}^{\varepsilon}: L^{2}(I \times \Omega)^{2} \rightarrow$ $L^{2}(I \times \Lambda \times \Omega \times Y)^{2}$ acting in all time and space variables,

$$
\begin{equation*}
W_{k}^{\varepsilon}:=\chi_{0}(k)\left(1-\sum_{n \in \mathbb{Z}^{*}} \Pi_{n}^{0}\right) S_{0}^{\varepsilon}+\sum_{\sigma \in I^{k}, n \in \mathbb{Z}^{*}} T^{\varepsilon \alpha_{|n|}^{\sigma}} \Pi_{n}^{\sigma} S_{\sigma}^{\varepsilon} \tag{3.145}
\end{equation*}
$$

where $\alpha_{|n|}^{\sigma}$, the time and space two-scale transforms $T^{\varepsilon \alpha_{|n|}^{\sigma}}$ and $S_{\sigma}^{\varepsilon}$ are defined in (1.7) and (1.15), the one-dimensional $L^{2}$-orthogonal projector $\Pi_{n}^{\sigma}$ onto $e_{n}^{\sigma}$ are defined in [35]. Thanks to the boundness of $T^{\varepsilon \alpha_{|n|}^{k}}$ and $S_{k}^{\varepsilon}$, it is proved that,

$$
\begin{equation*}
\left\|W_{k}^{\varepsilon} u\right\|_{L^{2}(I \times \Lambda \times \Omega \times Y)}^{2}=\|u\|_{L^{2}(I \times \Omega)}^{2} . \tag{3.146}
\end{equation*}
$$

For a function $v(t, \tau, x, y)$ defined in $I \times \Lambda \times \Omega \times Y$, we observe that

$$
\begin{equation*}
A^{\varepsilon} \mathfrak{B}_{n}^{k} v=\mathfrak{B}_{n}^{k}\left(\left(\frac{A_{k}}{\varepsilon}+B\right) v\right) \text { and } \partial_{t}\left(\mathfrak{B}_{n}^{k} v\right)=\mathfrak{B}_{n}^{k}\left(\left(\frac{\partial_{\tau}}{\varepsilon \alpha_{|n|}^{k}}+\partial_{t}\right) v\right), \tag{3.147}
\end{equation*}
$$

where the operators $A_{k}$ and $B$ are defined in (2.52) and (2.57).
After extraction of a subsequence, we introduce the weak limits of the relevant projections along $e_{n}^{k}$ for any $n \in \mathbb{Z}^{*}$,

$$
\begin{equation*}
F_{n}^{k}:=\lim _{\varepsilon \rightarrow 0} \int_{\Lambda \times Y} T^{\varepsilon \alpha_{|n|}^{k}} S_{k}^{\varepsilon} F^{\varepsilon} \cdot e^{\operatorname{sign}(n) 2 i \pi \tau} e_{n}^{k} d y d \tau \text { and } U_{0, n}^{k}:=\lim _{\varepsilon \rightarrow 0} \int_{Y} S_{k}^{\varepsilon} U_{0}^{\varepsilon} \cdot e_{n}^{k} d y \tag{3.148}
\end{equation*}
$$

The low frequency part $U_{H}^{0}$ relates to the weak limit in $L^{2}(I \times \Omega \times Y)^{2}$ of the kernel part of $S_{k}^{\varepsilon}$ in 3.145, It has been treated completely, in [33, 35]. Here, we focus on the non-kernel part of $S_{k}^{\varepsilon}$, it relates to the high frequency waves and microscopic and macroscopic scales. In order to obtain the solution of the model, we analyze the asymptotic behaviour of each mode through $T^{\varepsilon \alpha_{|n|}^{k}} S_{k}^{\varepsilon}$ as in Lemma 42 and Lemma 43 stated below. Then the full solution is the sum of all modes. The main Theorem states as follows.

Theorem 41 For a given $k \in Y^{*}$, let $U^{\varepsilon}$ be a solution of (3.144) bounded in $L^{2}(I \times \Omega)$, for $\varepsilon \in E_{k}$, as in (1.39, 1.40), the limit $G_{k}$ of any weakly converging extracted subsequence of $\sum_{\sigma \in I^{k}} W_{\sigma}^{\varepsilon} U^{\varepsilon}$ in $L^{2}(I \times \Lambda \times \Omega \times Y)^{2}$ can be decomposed as

$$
\begin{equation*}
G^{k}(t, \tau, x, y)=\chi_{0}(k) U_{H}^{0}(t, x, y)+\sum_{\sigma \in I^{k}, n \in \mathbb{Z}^{*}} u_{n}^{\sigma}(t, x) e^{s i g n(n) 2 i \pi \tau} e_{n}^{\sigma}(y) \tag{3.149}
\end{equation*}
$$

where $\left(u_{n}^{\sigma}\right)_{n, \sigma}$ are solutions of the HF-macroscopic equation (3.153)- (3.155) stated in Lemma 43.

Thus, it follows from (3.149) that the physical solution $U^{\varepsilon}$ is approximated by two-scale modes

$$
\begin{equation*}
U^{\varepsilon}(t, x) \simeq \chi_{0}(k) U_{H}^{0}\left(t, x, \frac{x}{\varepsilon}\right)+\sum_{\sigma \in I^{k}, n \in \mathbb{Z}^{*}} u_{n}^{\sigma}(t, x) e^{\operatorname{sign(n)i} \sqrt{\lambda_{|n|}^{\sigma}} t / \varepsilon} e_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right) . \tag{3.150}
\end{equation*}
$$

Proof. [Proof of Theorem41] For a given $k \in Y^{*}$, let $U^{\varepsilon}$ be solution of (3.144) which is bounded in $L^{2}(I \times \Omega)$, the property (3.146) yields the boundness of $\left\|W_{\sigma}^{\varepsilon} U^{\varepsilon}\right\|_{L^{2}(I \times \Lambda \times \Omega \times Y)}$ for $\sigma \in I^{k}$. So there exists $G^{k} \in L^{2}(I \times \Lambda \times \Omega \times Y)^{2}$ such that, up to the extraction of a subsequence, $\sum_{\sigma \in I^{k}} W_{\sigma}^{\varepsilon} U^{\varepsilon}$ tends weakly to

$$
G^{k}=\chi_{0}(k) U_{H}^{0}+\sum_{\sigma \in I^{k}, n \in \mathbb{Z}^{*}} U_{n}^{\sigma} \text { in } L^{2}(I \times \Lambda \times \Omega \times Y)^{2} .
$$

The high frequency part is based on the below decomposition (3.152) and Lemma 43 ,
The next lemmas state the HF-microscopic equation for each mode and the corresponding HF-macroscopic equation.

Lemma 42 For $k \in Y^{*}$ and $n \in \mathbb{Z}^{*}$, let $U^{\varepsilon}$ be a bounded solution of (3.144), there exists at least a subsequence of $T^{\varepsilon \alpha_{|n|}^{k} \mid} S_{k}^{\varepsilon} U^{\varepsilon}$ converging weakly towards a limit $U_{n}^{k}$ in $L^{2}(I \times \Lambda \times \Omega \times Y)^{2}$ when $\varepsilon$ tends to zero. Then $U_{n}^{k}$ is a solution of the weak formulation of the HF-microscopic equation

$$
\begin{equation*}
\left(\frac{\partial_{\tau}}{\alpha_{|n|}^{k}}-A_{k}\right) U_{n}^{k}=0 \text { in } I \times \Lambda \times \Omega \times Y \tag{3.151}
\end{equation*}
$$

and is periodic in $\tau$ and $k$-quasi-periodic in $y$. Moreover, it can be decomposed as

$$
\begin{equation*}
U_{n}^{k}(t, \tau, x, y)=\sum_{p \in M_{n}^{k}} u_{p}^{k}(t, x) e^{\operatorname{sign}(p) 2 i \pi \tau} e_{p}^{k}(y) \text { with } u_{p}^{k} \in L^{2}(I \times \Omega) \tag{3.152}
\end{equation*}
$$

Proof. [Proof of Lemma 42 The test functions of the weak formulation (3.144) are chosen as $\Psi^{\varepsilon}=\mathfrak{B}_{n}^{k} \Psi(t, x)$ for $k \in Y^{*}, n \in \mathbb{Z}^{*}$ where $\Psi \in C^{\infty}(I \times \Lambda \times \Omega \times Y)^{2}$ is periodic in $\tau$ and $k$-quasi-periodic in $y$. From (3.147) multiplied by $\varepsilon$, since $\left(\frac{\partial_{\tau}}{\alpha_{|n|}^{\kappa}}-A_{k}\right) \Psi$ is periodic in $\tau$ and $k$-quasi-periodic in $y$ and $T^{\varepsilon \alpha \alpha_{n \mid}^{k}} S_{k}^{\varepsilon} U^{\varepsilon} \rightarrow U_{n}^{k}$ in $L^{2}(I \times \Lambda \times \Omega \times Y)^{2}$ weakly, Lemma 8 allows to pass to the limit in the weak formulation,

$$
\int_{I \times \Lambda \times \Omega \times Y} U_{n}^{k} \cdot\left(\frac{\partial_{\tau}}{\alpha_{|n|}^{k}}-A_{k}\right) \Psi d t d \tau d x d y=0 .
$$

Using the assumption $U_{n}^{k} \in D\left(A_{k}\right) \cap L^{2}\left(I \times \Omega \times Y ; H^{1}(\Lambda)\right)$ and applying an integration by parts,

$$
\begin{gathered}
\int_{I \times \Lambda \times \Omega \times Y}\left(-\frac{\partial_{\tau}}{\alpha_{|n|}^{k}}+A_{k}\right) U_{n}^{k} \cdot \Psi d t d \tau d x d y+\int_{I \times \partial \Lambda \times \Omega \times Y} U_{n}^{k} \cdot \Psi d t d \tau d x d y \\
-\int_{I \times \Lambda \times \Omega \times \partial Y} U_{n}^{k} \cdot n_{A_{k}} \Psi d t d \tau d x d y=0 .
\end{gathered}
$$

Then, choosing $\Psi \in L^{2}\left(I \times \Omega ; H_{0}^{1}(\Lambda \times Y)\right)$ comes the strong form (3.151). Since the product of a periodic function by a $k$-quasi-periodic function is $k$-quasi-periodic then $n_{A_{k}} \Psi$ is $k$-quasi-periodic in $y$. Therefore, $U_{n}^{k}$ is periodic in $\tau$ and $k$-quasi-periodic in $y$. Moreover, (3.152) is obtained, by projection.

Lemma 43 For $k \in Y^{*}, n \in \mathbb{Z}^{*}$ and $\varepsilon \in E_{k}$ as in Assumption 14 , let $U^{\varepsilon}$ be a bounded solution of (3.144) such that the weak limit $U_{n}^{\sigma}$ of $T^{\varepsilon \alpha_{|n|}^{\sigma}} S_{k}^{\varepsilon} U^{\varepsilon}$ satisfies (3.159). For each $\sigma \in I^{k}$ and $q \in M_{n}^{\sigma}$, if $u_{p}^{\sigma} \in H^{1}(I \times \Omega)$ then $u_{p}^{\sigma}$ is solution of the HF-macroscopic equation stated by

$$
\begin{align*}
& \sum_{p \in M_{n}^{\sigma}} b(\sigma, p, q) \partial_{t} u_{p}^{\sigma}-\sum_{p \in M_{n}^{\sigma}} c(\sigma, p, q) \partial_{x} u_{p}^{\sigma}=F_{q}^{\sigma} \text { in } I \times \Omega,  \tag{3.153}\\
& \sum_{p \in M_{n}^{\sigma}} b(\sigma, p, q) u_{p}^{\sigma}(t=0)=U_{0, q}^{\sigma} \text { in } \Omega,
\end{align*}
$$

with the boundary conditions in the case of $k \neq-\frac{1}{2}$ where there exist $p \in M_{n}^{k}$ such that $c(k, p, q) \neq 0$ and $\phi_{|p|}^{k}(0) \neq 0$

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} u_{p}^{\sigma} \phi_{|p|}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi \frac{k^{k} x}{\alpha}}=0 \text { on } I \times \partial \Omega \tag{3.154}
\end{equation*}
$$

and in the case of $k=-\frac{1}{2}$ where $M_{n}^{k}=\left\{n, n^{\prime}\right\}$

$$
\begin{gather*}
\left(c(k, n, n) \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n\right) \phi_{|n|}^{k}(0)\right) u_{n}^{k}  \tag{3.155}\\
+\left(c\left(k, n, n^{\prime}\right) \phi_{\left|n^{\prime}\right|}^{k}(0)-c\left(k, n^{\prime}, n^{\prime}\right) \phi_{|n|}^{k}(0)\right) u_{n^{\prime}}^{k}=0 \text { on } I \times \partial \Omega .
\end{gather*}
$$

Proof. [Proof of Lemma 43] For $k \in Y^{*}$, let $\left(\lambda_{|p|}^{\sigma}, e_{p}^{\sigma}\right)_{p \in M_{n}^{\sigma}, \sigma \in I^{k}}$ be the Bloch eigenmodes of the spectral equation $\mathcal{Q}(\sigma)$ corresponding to the eigenvalue $\lambda_{|n|}^{k}$. We pose

$$
\Psi^{\varepsilon}(t, x)=\sum_{\sigma \in I^{k}} \mathfrak{B}_{n}^{\sigma} \Psi_{\varepsilon}^{\sigma} \in H^{1}(I \times \Omega)^{2}
$$

as a test function in the weak formulation (3.144) with each

$$
\Psi_{\varepsilon}^{\sigma}(t, \tau, x, y)=\sum_{q \in M_{n}^{k}} \varphi_{q}^{\sigma, \varepsilon}(t, x) e^{\operatorname{sign(q)2i\pi \tau }} e_{q}^{\sigma}(y)
$$

where $\varphi_{q}^{\sigma, \varepsilon} \in H^{1}(I \times \Omega)$ and satisfies the boundary conditions

$$
\sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} e^{\operatorname{sign}(q) 2 i \pi t /\left(\varepsilon \alpha_{|q|}^{\sigma}\right)} \varphi_{q}^{\sigma, \varepsilon}(t, x) \phi_{|q|}^{\sigma}\left(\frac{x}{\varepsilon}\right)=O(\varepsilon) \text { on } I \times \partial \Omega .
$$

Note that this condition is related to the second component of $\Psi^{\varepsilon}$ only. Since $\alpha_{|q|}^{\sigma}=\alpha_{|n|}^{k}$ and $\operatorname{sign}(q)=\operatorname{sign}(n)$ for all $q \in M_{n}^{\sigma}$ and $\sigma \in I^{k}$, so $e^{\operatorname{sign}(q) 2 i \pi t /(\varepsilon \alpha|q|)} \neq 0$ can be eliminated. Extracting a subsequence $\varepsilon \in E_{k}$, using the $\sigma$-quasi-periodicity of $\phi_{|q|}^{\sigma}$ and (1.39]1.40), $\varphi_{q}^{\sigma, \varepsilon}$ converges strongly to some $\varphi_{q}^{\sigma}$ in $H^{1}(I \times \Omega)$ as in Lemma 37, then the boundary conditions are

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} \varphi_{q}^{\sigma}(t, x) \phi_{|q|}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi \frac{l^{k} x}{\alpha}}=0 \text { on } I \times \partial \Omega . \tag{3.156}
\end{equation*}
$$

Applying (3.147) and since $\left(\frac{\partial_{\tau}}{\alpha_{|n|}}-A_{\sigma}\right) \Psi^{\sigma}=0$ for any $\sigma \in I^{k}$, then in the weak formulation it remains,

$$
\sum_{\sigma \in I^{k}} \int_{I \times \Omega} F^{\varepsilon} \cdot \mathfrak{B}_{n}^{\sigma} \Psi_{\varepsilon}^{\sigma}+U^{\varepsilon} \cdot \mathfrak{B}_{n}^{\sigma}\left(\partial_{t}-B\right) \Psi_{\varepsilon}^{\sigma} d t d x-\int_{\Omega} U_{0}^{\varepsilon} \cdot \mathfrak{B}_{n}^{\sigma} \Psi_{\varepsilon}^{\sigma}(t=0) d x=0
$$

Since $\left(\partial_{t}-B\right) \Psi_{\varepsilon}^{\sigma}$ is $\sigma$-quasi-periodic, so passing to the limit thanks to Lemma 8, after using (3.148) and replacing the decomposition of $U_{n}^{\sigma}$,

$$
\begin{aligned}
& \quad \sum_{\sigma \in I^{k},\{p, q\} \in M_{n}^{\sigma}}\left(\int_{I \times \Omega} b(\sigma, p, q) u_{p}^{\sigma} \cdot \partial_{t} \varphi_{q}^{\sigma}-c(\sigma, p, q) u_{p}^{\sigma} \cdot \partial_{x} \varphi_{q}^{\sigma}-F_{q}^{\sigma} \cdot \varphi_{q}^{\sigma} d t d x\right. \\
& \left.-\int_{\Omega} U_{0, q}^{\sigma} \cdot \varphi_{q}^{\sigma}(t=0) d x\right)=0 \text { for all } \varphi_{q}^{\sigma} \in H^{1}(I \times \Omega) \text { fulfilling (3.156). }
\end{aligned}
$$

Moreover, if $u_{q}^{\sigma} \in H^{1}(I \times \Omega)$ then it satisfies the strong form of the internal equations (3.27) for each $\sigma \in I^{k}, q \in M_{n}^{\sigma}$ and the boundary conditions

$$
\begin{equation*}
\sum_{\sigma, p, q} c(\sigma, p, q) u_{p}^{\sigma} \overline{\varphi_{q}^{\sigma}}=0 \text { on } I \times \partial \Omega \text { for } \varphi_{q}^{\sigma} \text { satisfies (3.156). } \tag{3.157}
\end{equation*}
$$

In order to find the boundary conditions of $\left(u_{p}^{\sigma}\right)_{\sigma, p}$, we distinguish between the three cases $k \neq 0, k=0$ and $k=-\frac{1}{2}$.

First, for $k \neq 0, \lambda_{|n|}^{k}$ is simple so $M_{n}^{k}=\{n\}$. Introducing $C=\operatorname{diag}(c(\sigma, n, n))_{\sigma}$, $B=\operatorname{diag}(b(\sigma, n, n))_{\sigma}, U=\left(u_{n}^{\sigma}\right)_{\sigma}, F=\left(F_{n}^{\sigma}\right)_{\sigma}, U_{0}=\left(U_{0, n}^{\sigma}\right)_{\sigma}, \Psi=\left(\varphi_{n}^{\sigma}\right)_{\sigma}, \Phi=$ $\left(\phi_{|n|}^{\sigma}(0) e^{\operatorname{sign}(\sigma) 2 i \pi l^{k} x / \alpha}\right)_{\sigma}$, Equation (3.27) states under matrix form

$$
\begin{equation*}
B \partial_{t} U+C \partial_{x} U=F \text { in } I \times \Omega \text { and } B U(t=0)=U_{0} \text { in } \Omega, \tag{3.158}
\end{equation*}
$$

which boundary condition (3.157) is rewritten as
$C U(t, x) . \bar{\Psi}(t, x)=0$ on $I \times \partial \Omega$ for all $\Psi$ such that $\bar{\Phi}(x) . \bar{\Psi}(t, x)=0$ on $I \times \partial \Omega$.
Equivalently, $C U(t, x)$ is collinear with $\bar{\Phi}(x)$ yielding the boundary condition

$$
u_{n}^{k} \phi_{|n|}^{k}(0) e^{2 i \pi \frac{k_{x}}{\alpha}}+u_{n}^{-k} \phi_{|n|}^{-k}(0) e^{-2 i \pi \frac{k^{k} x}{\alpha}}=0 \text { on } I \times \partial \Omega
$$

after remarking that $c(k, n, n) \neq 0$ and $c(k, n, n)=-c(-k, n, n)$.
Second, for $k=0, \lambda_{|n|}^{0}$ is double $\lambda_{|n|}^{0}=\lambda_{|m|}^{0}$ so $M_{n}^{k}=\{n, m\}$. With $C=$ $(c(0, p, q))_{p, q}, B=(b(0, p, q))_{p, q}, U=\left(u_{p}^{0}\right)_{p}, F=\left(F_{q}^{0}\right)_{q}, U_{0}=\left(U_{0, q}^{0}\right)_{q}, \Psi=\left(\varphi_{q}^{0}\right)_{q}$, $\Phi=\left(\phi_{|q|}^{0}(0)\right)_{q}$, the matrix form is still stated as (3.158). Here, the eigenvectors are chosen as real functions then $c(0, p, p)=0$. Since $c(0, n, m) \neq 0$, so the boundary condition is

$$
u_{n}^{0} \phi_{|n|}^{0}(0)+u_{m}^{0} \phi_{|m|}^{0}(0)=0 \text { on } I \times \partial \Omega .
$$

Finally, for $k=-\frac{1}{2}, \lambda_{|n|}^{k}$ is double $\lambda_{|n|}^{k}=\lambda_{|m|}^{k}$ so $M_{n}^{k}=\{n, m\}$. By using the same way for $k=0$, the boundary condition (3.155) is obtained.

Remark 44 This method allows to complete the homogenized model of the wave equation in [35] for the one-dimensional case for any $K \in \mathbb{N}^{*}$ by choosing a sequence $\varepsilon \in E_{1 / K}$ as in Assumption 14. For any $k \in L_{K}^{*}$, defined in (1.2), we denote $p_{k}=k K \in \mathbb{N}$, so $\frac{\alpha p_{k}}{\varepsilon K}=p_{k}\left[\frac{\alpha}{\varepsilon K}\right]+p_{k} l_{\varepsilon}^{1}$ and $p_{k} l_{\varepsilon}^{1} \rightarrow l^{k}:=p_{k} l^{1}$ when $\varepsilon \rightarrow 0$ with the same sequence of $\varepsilon \in E_{1 / K}$.

### 3.6 Numerical examples

We report simulations regarding comparison of physical solution and its approximation for the homogenized model under the first order formulation for $I=(0,1), \Omega=(0,1)$, $\rho=1, a=\frac{1}{3}(\sin (2 \pi y)+2), f^{\varepsilon}=0, v_{0}^{\varepsilon}=0, \varepsilon=\frac{1}{10}$ and $k=0.16$. Since $k \neq 0$, so the approximation (3.150) comes

$$
\begin{equation*}
U^{\varepsilon}(t, x) \simeq \sum_{\sigma \in I^{k}, n \in \mathbb{Z}^{*}} u_{n}^{\sigma}(t, x) e^{i s i g n(n) \sqrt{\lambda_{|n|}^{\sigma}} t / \varepsilon} e_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right) . \tag{3.159}
\end{equation*}
$$

The validation of the approximation is based on the modal decomposition of any solution $U^{\varepsilon}=\sum_{l \in \mathbb{Z}^{*}} R_{l}^{\varepsilon}(t) V_{l}^{\varepsilon}(x)$ where the modes $V_{l}^{\varepsilon}$ are built from the solutions $v_{l}^{\varepsilon}$ of the spectral problem $\partial_{x}\left(a^{\varepsilon} \partial_{x} v_{l}^{\varepsilon}\right)=\lambda_{l}^{\varepsilon} v_{l}^{\varepsilon}$ in $\Omega$ with $v_{l}^{\varepsilon}=0$ on $\partial \Omega$. Moreover, in Chapter 2, two-scale approximations of modes have been derived on the form of linear
combinations $\sum_{\sigma \in I^{k}} \theta_{n}^{\sigma}(x) \phi_{|n|}^{\sigma}\left(\frac{x}{\varepsilon}\right)$ of Bloch modes, so the initial conditions of the physical problem are taken on the form

$$
\begin{equation*}
u_{0}^{\varepsilon}(x)=\sum_{n \in \mathbb{N}^{*}, \sigma \in I^{k}} \theta_{n}^{\sigma}(x) \phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right) \tag{3.160}
\end{equation*}
$$

Two simulations are reported, one for an initial condition $u_{0}^{\varepsilon}$ spanned by the pair of Bloch modes corresponding to $n=2$ when the other is spanned by three pairs $n \in\{2,3,4\}$. In the first case, the first component of $U_{0}^{\varepsilon}$ approximates the first component of a single eigenvector $V_{l}^{\varepsilon}$ approximated by (3.159) where all coefficients $u_{n}^{\sigma}=0$ for $n \neq \pm 2$. Figure 3.1 (a) shows the initial condition $u_{0}^{\varepsilon}$, when Figure 3.1 (b) presents the real (dash line) and imaginary (dashed-dotted line) part of the initial condition $u_{0, n}^{k}$, and the real (dot line) and imaginary (solid line) part of the initial condition $u_{0, n}^{-k}$ of HF-macroscopic equation. Figure $3.2(a, b)$ report the HFmacroscopic solutions $\left(u_{n}^{k}, u_{n}^{-k}\right)$ at $t=0.466$ and $x=0.699$ respectively for the real (dash line) and imaginary (dashed-dotted line) part of $u_{n}^{k}$, and the real (dot line) and imaginary (solid line) part of $u_{n}^{-k}$. In Figure $3.3(a, b)$ the first component $U_{1}^{\varepsilon}$ of physical solution and the relative error vector of $U_{1}^{\varepsilon}$ with its approximation are plotted which $L^{2}(I)$ norm is equal to $8 \mathrm{e}-3$ at $x=0.699$. Moreover, Figure $3.4(a, b)$ focus on the real part of the first component $U_{1}^{\varepsilon}$ of physical solution and the relative error vector of $U_{1}^{\varepsilon}$ with its approximation which $L^{2}(\Omega)-$ norm is equal to $7 \mathrm{e}-3$ at $t=0.466$. For the second case where $u_{n}^{\sigma}=0$ for $n \notin\{ \pm 2, \pm 3, \pm 4\}$, the first component $U_{1}^{\varepsilon}$ and the relative error vector of $U_{1}^{\varepsilon}$ with its approximation at $t=0.466$ which $L^{2}(\Omega)$-norm is $3.8 \mathrm{e}-3$ are plotted in Figure $3.5(a, b)$. Finally, the first component $U_{1}^{\varepsilon}$ and the relative error vector of $U_{1}^{\varepsilon}$ with its approximation are provided in Figure $3.6(a, b)$ which the $L^{2}(I)$-relative errors at $x=0.699$ on the first component is $3.5 \mathrm{e}-3$.



Figure 3.1: (a) Initial condition $u_{0}^{\varepsilon}$. (b) Initial conditions of HF-macroscopic equation $u_{0, n}^{k}$ and $u_{0, n}^{-k}$.


Figure 3.2: (a) HF-macroscopic solutions $u_{n}^{k}$ and $u_{n}^{-k}$ at $t=0.466$. (b) HF-Macroscopic solutions $u_{n}^{k}$ and $u_{n}^{-k}$ at $x=0.699$.


Figure 3.3: (a) Physical solution $U_{1}^{\varepsilon}$ at $x=0.699$. (b) Relative error vector between $U_{1}^{\varepsilon}$ and its approximation in $L^{2}(I)$-norm is $8 \mathrm{e}-3$.


Figure 3.4: (a) Physical solution $U_{1}^{\varepsilon}$ at $t=0.466$.(b) Relative error vector between $U_{1}^{\varepsilon}$ and its approximation in $L^{2}(\Omega)$-norm is $7 \mathrm{e}-3$.


Figure 3.5: (a) Physical solution $U_{1}^{\varepsilon}$ at $t=0.466$.(b) Relative error vector between $U_{1}^{\varepsilon}$ and its approximation in $L^{2}(\Omega)$-norm is $3.8 \mathrm{e}-3$.


Figure 3.6: (a) Physical solution $U_{1}^{\varepsilon}$ at $x=0.699$.(b) Relative error vector between $U_{1}^{\varepsilon}$ and its approximation in $L^{2}(I)$-norm is $3.5 \mathrm{e}-3$.
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#### Abstract

In this chapter, we present a result for periodic homogenization of the spectral problem in an open bounded strip $\Omega=(0, \alpha) \times(0, \varepsilon) \subset \mathbb{R}^{2}$. The results focus on the high frequency part of the spectrum and corresponding eigenvectors, which is addressed by a method of Bloch wave homogenization, including boundary layer effects. The oscillations are occurring at the microscopic scale and their amplitudes are governed by a system of first order boundary value problems and by a boundary layer equation.


### 4.1 Introduction

This chapter is concerned with the study of periodic homogenization of the spectral problem

$$
-\operatorname{div}\left(a^{\varepsilon} \nabla w^{\varepsilon}\right)=\lambda^{\varepsilon} \rho^{\varepsilon} w^{\varepsilon}
$$

posed in an open bounded strip $\Omega=\omega_{1} \times(0, \varepsilon) \subset \mathbb{R}^{2}$ with $\omega_{1}=(0, \alpha) \subset \mathbb{R}^{+}$and the boundary conditions

$$
w^{\varepsilon}=0 \text { on } \partial \omega_{1} \times(0, \varepsilon) \text { and } a^{\varepsilon} \nabla_{x} w^{\varepsilon} \cdot n_{x}=0 \text { on } \omega_{1} \times\{0, \varepsilon\} .
$$

An asymptotic analysis of this problem is carried out where $\varepsilon>0$ is a parameter tending to zero and the coefficients are $\varepsilon$-periodic, namely $a^{\varepsilon}(x)=a\left(\frac{x}{\varepsilon}\right)$ and $\rho^{\varepsilon}(x)=$ $\rho\left(\frac{x}{\varepsilon}\right)$ where $a(y)$ and $\rho(y)$ are $Y$-periodic with respect to a lattice of reference cell $Y \subset \mathbb{R}^{2}$.

In this work, we search eigenvalues $\lambda^{\varepsilon}$ satisfying the expansion

$$
\begin{equation*}
\varepsilon^{2} \lambda^{\varepsilon}=\lambda^{0}+\varepsilon \lambda^{1}+\varepsilon O(\varepsilon) . \tag{4.1}
\end{equation*}
$$

It comes that $\lambda^{0}$ is equal to an eigenvalue $\lambda_{n}^{k}$ solution of the Bloch wave spectral problem (1.25) for $k \in Y^{*}=\left[-\frac{1}{2}, \frac{1}{2}\right)$ and $n \in \mathbb{N}^{*}$.

The physical eigenvector $w^{\varepsilon}$ is approximated by a sum of Bloch waves and boundary layer terms,

$$
\begin{gather*}
w^{\varepsilon}(x) \approx \sum_{\sigma \in\{-k, k\}} \sum_{m} u_{m}^{\sigma}\left(x_{1}\right) \phi_{m}^{\sigma}\left(\frac{x}{\varepsilon}\right)+w_{b, k}^{0}\left(\frac{x}{\varepsilon}\right)+w_{b, k}^{\alpha}\left(\frac{\alpha-x}{\varepsilon}\right) \text { if } k \notin\left\{0,-\frac{1}{2}\right\} \\
\quad \text { and } w^{\varepsilon}(x) \approx \sum_{m} u_{m}^{k}\left(x_{1}\right) \phi_{m}^{k}\left(\frac{x}{\varepsilon}\right)+w_{b, k}^{0}\left(\frac{x}{\varepsilon}\right)+w_{b, k}^{\alpha}\left(\frac{\alpha-x}{\varepsilon}\right) \text { otherwise } \tag{4.2}
\end{gather*}
$$

where the sum $\sum_{m}$ runs over all modes $\phi_{m}^{\sigma}$ with the same eigenvalue $\lambda_{n}^{k}$. The Bloch wave amplitudes $\left(u_{m}^{k}\right)_{m}$ are solution of a first order system of differential equations constituting the high frequency macroscopic problem. In particular, for $k \notin\left\{0,-\frac{1}{2}\right\}$ and for each $n$, the high frequency macroscopic model has the following form, where $\sigma \in\{-k, k\}$ and $l \in \mathbb{N}^{*}$ such that $\lambda_{l}^{\sigma}=\lambda_{n}^{k}$,

$$
\begin{equation*}
\sum_{m} c(\sigma, m, l) \partial_{x_{1}} u_{m}^{\sigma}-\lambda^{1} b(\sigma, m, l) u_{m}^{\sigma}=0 \text { in } \omega_{1} \tag{4.3}
\end{equation*}
$$

with boundary conditions

$$
\begin{align*}
\sum_{\sigma \in\{k,-k\}, m} \operatorname{sign}(\sigma) e_{0}(\sigma, m, l) u_{m}^{\sigma}(0) \widehat{\phi}_{l}^{\sigma, 0} & =0  \tag{4.4}\\
\text { and } \sum_{\sigma \in\{k,-k\}, m} \operatorname{sign}(\sigma) e_{\alpha}(\sigma, m, l) u_{m}^{\sigma}(\alpha) \widehat{\phi}_{l}^{\sigma, \alpha} & =0 .
\end{align*}
$$

We observe that the two partial differential equations in (4.3) are not coupled by $k$ and $-k$, the coupling is due to the boundary conditions only. Moreover, $w_{b, k}^{0}$ and $w_{b, k}^{\alpha}$ are solution to the boundary layer equation stated as

$$
\begin{gather*}
-\operatorname{div}_{y}\left(a \nabla_{y} w_{b, k}^{x_{1}}\right)-\lambda^{0} \rho w_{b, k}^{x_{1}}=0 \text { in } \mathbb{R}^{+} \times(0,1),  \tag{4.5}\\
w_{b, k}^{x_{1}}=-\sum_{\sigma \in\{-k, k\}} \sum_{m} u_{m}^{\sigma}\left(x_{1}\right) \phi_{m}^{\sigma} \text { in }\{0\} \times(0,1) \text { and } a \nabla_{y} w_{b, k}^{x_{1}} \cdot n_{y}=0 \text { on } \mathbb{R}^{+} \times\{0,1\}
\end{gather*}
$$

for $x_{1} \in\{0, \alpha\}$.
This chapter is organized as follows. Section 4.2 is devoted to the statements of the models and of the main result. Section 4.3 includes the model derivation.

### 4.2 Statement of the results

We consider an open bounded domain $\Omega=\omega_{1} \times \omega_{2}$ with $\omega_{1}=(0, \alpha) \subset \mathbb{R}^{+}$and $\omega_{2}=(0, \varepsilon)$ with ends $\Gamma_{\text {end }}=\partial \omega_{1} \times \omega_{2}$ and lateral boundary $\Gamma_{\text {lat }}=\omega_{1} \times \partial \omega_{2}$. As usual in homogenization papers, $\varepsilon>0$ denotes a small parameter intended to go to zero. A $2 \times 2$ matrix $a^{\varepsilon}$ and a real function $\rho^{\varepsilon}$ are assumed to obey a prescribed profile,

$$
\begin{equation*}
a^{\varepsilon}:=a\left(\frac{x}{\varepsilon}\right) \text { and } \rho^{\varepsilon}:=\rho\left(\frac{x}{\varepsilon}\right), \tag{4.6}
\end{equation*}
$$

where $\rho \in L^{\infty}\left(\mathbb{R}^{2}\right)$ and $a \in W^{1, \infty}\left(\mathbb{R}^{2}\right)^{2 \times 2}$ is symmetric. They are both $Y$-periodic with respect to the reference cell $Y \subset \mathbb{R}^{2}$. Moreover, they are required to satisfy the standard uniform positivity and ellipticity conditions,

$$
\begin{equation*}
\rho^{0} \leq \rho \leq \rho^{1} \text { and } a^{0}\|\xi\|^{2} \leq \xi^{T} a \xi \leq a^{1}\|\xi\|^{2} \text { for all } \xi \in \mathbb{R}^{2} \tag{4.7}
\end{equation*}
$$

for some given strictly positive numbers $\rho^{0}, \rho^{1}, a^{0}$ and $a^{1}$. We consider $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ solution to the spectral problem

$$
\begin{align*}
-\operatorname{div}_{x}\left(a^{\varepsilon} \nabla_{x} w^{\varepsilon}\right) & =\lambda^{\varepsilon} \rho^{\varepsilon} w^{\varepsilon} \text { in } \Omega \text { with } w^{\varepsilon}=0 \text { on } \Gamma_{\text {end }},  \tag{4.8}\\
a^{\varepsilon} \nabla_{x} w^{\varepsilon} \cdot n_{x} & =0 \text { on } \Gamma_{l a t} \text { and }\left\|w^{\varepsilon}\right\|_{L^{2}(\Omega)}=\sqrt{\varepsilon} .
\end{align*}
$$

We set $H_{\Gamma}^{1}(\Omega)=H_{\text {end }}^{1}(\Omega) \cap H_{\text {lat }}^{1}(\Omega)$ where

$$
\begin{gathered}
H_{\text {end }}^{1}(\Omega):=\left\{v \in H^{1}(\Omega) \mid v=0 \text { on } \Gamma_{\text {end }}\right\}, \\
\text { and } H_{l a t}^{1}(\Omega):=\left\{v \in H^{1}(\Omega) \mid a^{\varepsilon} \nabla_{x} v \cdot n_{x}=0 \text { on } \Gamma_{\text {lat }}\right\} .
\end{gathered}
$$

Then the eigenvectors $w^{\varepsilon}$ belong to $H^{2}(\Omega) \cap H_{\Gamma}^{1}(\Omega)$ and we search the eigenvalues such that,

$$
\begin{equation*}
\varepsilon^{2} \lambda^{\varepsilon}=\lambda^{0}+\varepsilon \lambda^{1}+\varepsilon^{2} \lambda^{2}+\varepsilon^{2} O(\varepsilon) . \tag{4.9}
\end{equation*}
$$

The weak formulation of the spectral problem (4.8) is: find $w^{\varepsilon} \in H_{\Gamma}^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} a^{\varepsilon} \nabla_{x} w^{\varepsilon} \cdot \nabla_{x} v d x=\lambda^{\varepsilon} \int_{\Omega} \rho^{\varepsilon} w^{\varepsilon} \cdot v d x \text { for all } v \in H_{\text {end }}^{1}(\Omega) . \tag{4.10}
\end{equation*}
$$

Posing $v=w^{\varepsilon}$,

$$
\varepsilon^{-1} \int_{\Omega} a^{\varepsilon}\left|\varepsilon \nabla_{x} w^{\varepsilon}\right|^{2} d x=\varepsilon^{2} \lambda^{\varepsilon}\left\|\rho^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \varepsilon^{-1}\left\|w^{\varepsilon}\right\|_{L^{2}(\Omega)}^{2} .
$$

Since $\varepsilon^{2} \lambda^{\varepsilon}$ is bounded, then

$$
\varepsilon^{-1} \int_{\Omega} a^{\varepsilon}\left|\varepsilon \nabla_{x} w^{\varepsilon}\right|^{2} d x \leq \varepsilon^{2} \lambda^{\varepsilon}\left\|\rho^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq c
$$

so the uniform estimates

$$
\begin{equation*}
\frac{1}{\sqrt{\varepsilon}}\left\|\varepsilon \nabla_{x} w^{\varepsilon}\right\|_{L^{2}(\Omega)} \leq c \text { and } \frac{1}{\sqrt{\varepsilon}}\left\|w^{\varepsilon}\right\|_{L^{2}(\Omega)} \leq c \tag{4.11}
\end{equation*}
$$

hold.

### 4.2.1 Assumptions

For $k \in Y^{*}$, let $w^{\varepsilon}$ be a sequence satisfying the uniform bound (4.11), we consider a subsequence $S_{k}^{\varepsilon} w^{\varepsilon}$ converging weakly to $w^{k}$ in $L^{2}\left(\omega_{1} \times Y\right)$, i.e,

$$
\begin{equation*}
S_{k}^{\varepsilon} w^{\varepsilon}\left(x_{1}, y\right)=w^{k}\left(x_{1}, y\right)+O(\varepsilon) \text { in the } L^{2}\left(\omega_{1} \times Y\right) \text { weak sense. } \tag{4.12}
\end{equation*}
$$

Then, we pose

$$
\begin{equation*}
w_{b, k}^{\varepsilon}(x):=w^{\varepsilon}(x)-\sum_{\sigma \in I^{k}}\left(\Re^{\sigma} w^{\sigma}\right)(x), \tag{4.13}
\end{equation*}
$$

and assume that there exists at least a subsequence of $S_{b}^{\vartheta} w_{b, k}^{\ominus}$ converging weakly towards a function $w_{b, k}^{\vartheta}$ in $L^{2}\left(Y_{\infty}^{+}\right)$when $\varepsilon$ tends to zero for any $\vartheta \in\{0, \alpha\}$, i.e,

$$
\begin{equation*}
\left(S_{b}^{\vartheta} w_{b, k}^{\varepsilon}\right)(y)=w_{b, k}^{\vartheta}(y)+O(\varepsilon) \text { in the } L^{2}\left(Y_{\infty}^{+}\right) \text {weak sense. } \tag{4.14}
\end{equation*}
$$

### 4.2.2 The model

For $k \in Y^{*}, n \in \mathbb{N}^{*}$, a given Bloch eigenvalue $\lambda^{0}=\lambda_{n}^{k}$ and $\vartheta \in\{0, \alpha\}$, the boundary layer equation is stated as an Helmholtz equation

$$
\begin{align*}
& -\operatorname{div}_{y}\left(a \nabla_{y} w_{b, k}^{\vartheta}\right)-\lambda^{0} \rho w_{b, k}^{\vartheta}=0 \text { in } Y_{\infty}^{+},  \tag{4.15}\\
& w_{b, k}^{\vartheta}=-\sum_{\sigma \in I^{k}} w^{\sigma}\left(x_{1}=\vartheta\right) \text { on } \gamma_{\infty, \text { end }}^{+} \text {and } a \nabla_{y} w_{b, k}^{\vartheta} \cdot n_{y}=0 \text { on } \gamma_{\infty, l a t}^{+}, \\
& \text {and } w_{b, k}^{\vartheta} \text { is exponentially decaying when } y_{1} \rightarrow \infty .
\end{align*}
$$

Remark 45 For the moment the Helmholtz equation with an exponentially decay has not been analyzed for time reason.

The solution $w_{b, k}^{\vartheta}$ is called the boundary layer term. In the scope of this work, we assume that this solution is unique. Hence, we can define the linear operator

$$
\begin{align*}
\mathcal{L}: \quad H^{1 / 2}\left(\gamma_{\text {end }}^{+}\right) & \rightarrow & H^{1}\left(Y_{\infty}^{+}\right)  \tag{4.16}\\
g & \mapsto & v=\mathcal{L}(g)
\end{align*}
$$

such that $v$ is the solution of (4.15) with $v\left(0, y_{2}\right)=g\left(y_{2}\right)$ in $Y_{2}$. We introduce

$$
\begin{equation*}
\widehat{\phi}_{n}^{k, 0}=\int_{Y_{2}} \phi_{n}^{k}\left(0, y_{2}\right) d y_{2} \text { and } \widehat{\phi}_{n}^{k, \alpha}=e^{\operatorname{sign(k)2i\pi l^{k}}} \int_{Y_{2}} \phi_{n}^{k}\left(0, y_{2}\right) d y_{2}, \tag{4.17}
\end{equation*}
$$

and define the set

$$
\begin{equation*}
M_{n}^{k}=\left\{m \in \mathbb{N}^{*} \text { such that } \lambda_{m}^{k}=\lambda_{n}^{k}\right\} . \tag{4.18}
\end{equation*}
$$

For $p, q \in M_{n}^{k}$, the HF-macroscopic model coefficients are

$$
\begin{align*}
c(k, p, q) & =\int_{Y} a \nabla_{y} \phi_{q}^{k} \cdot \phi_{p}^{k}-\phi_{q}^{k} \cdot a \nabla_{y} \phi_{p}^{k} d y, b(k, p, q)=\int_{Y} \rho \phi_{p}^{k} \cdot \phi_{q}^{k} d y  \tag{4.19}\\
d(k, p, q) & =\int_{Y_{2}} a \nabla_{y}\left(\phi_{p}^{k}-\mathcal{L}\left(\phi_{p}^{k}\left(0, y_{2}\right)\right)\right) \cdot n_{y} \cdot \phi_{q}^{k}\left(y_{1}=0\right) d y_{2}  \tag{4.20}\\
e_{0}(k, p, q) & =c(k, p, q)-d(k, p, q), e_{\alpha}(k, p, q)=-c(k, p, q)-d(k, p, q), \tag{4.21}
\end{align*}
$$

and observe that,

$$
\begin{gathered}
c(k, p, q)=\overline{c(-k, p, q)}, c(k, q, p)=-\overline{c(k, p, q)}, c(k, p, q)=-c(-k, q, p), \\
b(k, p, q)=\overline{b(k, q, p)}, b(k, p, q)=\overline{b(-k, p, q)}, b(k, p, p)>0, \\
d(k, p, q)=\overline{d(-k, p, q)}, e_{0}(k, p, q)=\overline{e_{0}(-k, p, q)} \text { and } e_{\alpha}(k, p, q)=\overline{e_{\alpha}(-k, p, q)} .
\end{gathered}
$$

In particular, for $k=0$, for the real eigenvector, $c(0, p, p)=0$.
For any $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$, the HF-macroscopic model is introduced corresponding to a Bloch eigenvalue $\lambda^{0}$. For $k \in Y^{*} \backslash\left\{0,-\frac{1}{2}\right\}$, the solutions of the HF-macroscopic model are the family of pairs $\left(u_{p}^{k}, u_{p}^{-k}\right)_{p \in M_{n}^{\sigma}, n \in \mathbb{N}^{*}}$ solution to the system of equations where $\sigma \in I^{k}$ and $q \in M_{n}^{\sigma}$,

$$
\begin{equation*}
\sum_{p \in M_{n}^{\sigma}} c(\sigma, p, q) \partial_{x_{1}} u_{p}^{\sigma}-\lambda^{1} b(\sigma, p, q) u_{p}^{\sigma}=0 \text { in } \omega_{1} \tag{4.22}
\end{equation*}
$$

with the boundary conditions

$$
\begin{align*}
\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} \operatorname{sign}(\sigma) e_{0}(\sigma, p, q) u_{p}^{\sigma}(0) \widehat{\phi}_{q}^{\sigma, 0} & =0  \tag{4.23}\\
\text { and } \sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} \operatorname{sign}(\sigma) e_{\alpha}(\sigma, p, q) u_{p}^{\sigma}(\alpha) \widehat{\phi}_{q}^{\sigma, \alpha} & =0 .
\end{align*}
$$

For $k \in\left\{0,-\frac{1}{2}\right\}$, the family $\left(u_{p}^{k}\right)_{p \in M_{n}^{k}, n \in \mathbb{N}^{*}}$ is solution to the system of first order problems where $q \in M_{n}^{k}$,

$$
\begin{equation*}
\sum_{p \in M_{n}^{\sigma}} c(k, p, q) \partial_{x_{1}} u_{p}^{k}-\lambda^{1} b(k, p, q) u_{p}^{k}=0 \text { in } \omega_{1} . \tag{4.24}
\end{equation*}
$$

### 4.2.3 Two-scale asymptotic behaviour

Theorem 46 For a given $k \in Y^{*}$, let $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ be a solution of the weak formulation (4.10) satisfying the uniform bound (4.11) then $S_{k}^{\varepsilon} w^{\varepsilon}$ is bounded in $L^{2}\left(\omega_{1} \times Y\right)$. Take a subsequence of $w^{\varepsilon}$ that the weak limit of $S_{k}^{\varepsilon} w^{\varepsilon}$ in $L^{2}\left(\omega_{1} \times Y\right)$ is non-vanishing and that the renormalized sequence $\varepsilon^{2} \lambda^{\varepsilon}$ satisfies a decomposition as (4.9), there exists $n \in \mathbb{N}^{*}$ such that $\lambda^{0}=\lambda_{n}^{k}$ with $\lambda_{n}^{k}$ an eigenvalue in the Bloch wave spectrum and the limit $g_{k}$ of the weakly converging extracted subsequence of $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} w^{\varepsilon}$ in $L^{2}\left(\omega_{1} \times Y\right)$ can be decomposed on the Bloch modes,

$$
\begin{equation*}
g_{k}=\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} u_{p}^{\sigma}\left(x_{1}\right) \phi_{p}^{\sigma}(y) \tag{4.25}
\end{equation*}
$$

where $u_{p}^{k} \in L^{2}\left(\omega_{1}\right)$. Moreover, for $\sigma \in I^{k}$ and $\vartheta \in\{0, \alpha\}$, we assume that the assumption (4.14) is satisfied, and that $w^{\sigma}$ and $w_{b, k}^{\vartheta}$ are sufficiently regular solution to get the strong form then $w_{b, k}^{\vartheta}$ is solution of the boundary layer equation (4.15). Finally, for $\varepsilon \in E_{k}$ as in Assumption 14, if $u_{p}^{k} \in H^{1}\left(\omega_{1}\right)$ then $\left(\lambda^{1}, u_{p}^{k}\right)$ is a solution of the HFmacroscopic models (4.22), (4.24) with boundary condition (4.23) for $k \notin\left\{0,-\frac{1}{2}\right\}$.

From Theorem 46 and the expansion (4.13), $w^{\varepsilon}$ can be approximated by two-scale modes

$$
\begin{equation*}
w^{\varepsilon}(x) \approx \sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} u_{p}^{\sigma}\left(x_{1}\right) \phi_{p}^{\sigma}\left(\frac{x}{\varepsilon}\right)+w_{b, k}^{0}\left(\frac{x}{\varepsilon}\right)+w_{b, k}^{\alpha}\left(\frac{\alpha-x}{\varepsilon}\right) . \tag{4.26}
\end{equation*}
$$

Remark 47 (i) If $c(k, p, q)=0$ for all $p$, $q$ varying in $M_{n}^{k}$, the macroscopic equations (4.22) and (4.24) are $\lambda^{1}=0$ or $u=\left(u_{p}^{\sigma}\right)_{p, \sigma}=0$ with the boundary condition at $x_{1} \in\{0, \alpha\}$ for all $q \in M_{n}^{k}$

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} \operatorname{sign}(\sigma) d(\sigma, p, q) u_{p}^{\sigma}\left(x_{1}\right) \widehat{\phi}_{q}^{\sigma, x_{1}}=0 \text { for } k \notin\left\{0,-\frac{1}{2}\right\}, \tag{4.27}
\end{equation*}
$$

If $\lambda^{1}=0$ then this model does not provide any equation for $u_{p}^{\sigma}$ satisfying (4.27).
(ii) For $k \neq 0$, if $\phi_{m}^{k}\left(0, y_{2}\right)=0$ then $\phi_{m}^{k}\left(1, y_{2}\right)=0$ and $\phi_{m}^{k}$ is a periodic solution in $y_{1}$ that is a solution of $k=0$. So, we consider always that $\phi_{m}^{k}\left(0, y_{2}\right) \neq 0$ for the case $k \neq 0$. Moreover, for all $q \in M_{n}^{k}$, if $\int_{Y_{2}} \phi_{q}^{k}\left(0, y_{2}\right) d y=0$ then the boundary conditions of the macroscopic equation vanishes.
iii) For $k \notin\left\{0,-\frac{1}{2}\right\}$, we observe that the matrix

$$
C=\left(\begin{array}{cc}
(c(k, p, q))_{p, q} & 0 \\
0 & (c(-k, p, q))_{p, q}
\end{array}\right)
$$

is skew-symmetric with even-dimension, as we know that its eigenvalues always come in pairs $\pm \lambda$. From the spectral theorem, for a real skew-symmetric matrix $C$, the nonzero eigenvalues are all pure imaginary and thus are of the form $i \lambda_{1},-i \lambda_{1}, i \lambda_{2}$, $-i \lambda_{2}, i \lambda_{3},-i \lambda_{3}, \ldots$ where each of the $\lambda_{n}$ are real. Hence, the boundary condition (4.23) is found based on the properties of anti-symmetric matrix iC and the relation between eigenelements $\left(\lambda_{n}^{k}, \phi_{n}^{k}\right)$ and $\left(\lambda_{n}^{-k}, \phi_{n}^{-k}\right)$. However, this does not apply in the cases $k=0$ and $k=-\frac{1}{2}$ since the size of matrix $C=(c(k, p, q))_{p, q}$ can be even or odd.

Remark 48 Here we focus on the Bloch spectrum while the boundary layer spectrum is not mentioned. To avoid eigenmodes related to the boundary spectrum, according to Proposition 7.7 in [8] we assume that the weak limit of $S_{k}^{\varepsilon} w^{\varepsilon}$ in $L^{2}\left(\Omega ; H^{1}(Y)\right)$ is not vanishing. Moreover, we observe that the weak limit $g_{k}$ of subsequence of $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} w^{\varepsilon}$ in $L^{2}\left(\omega_{1} \times Y\right)$ has the same form in one dimension in [95]. In fact, the processes and methods are extended trivially from the one-dimensional case, except what refers to the HF-macroscopic boundary conditions which need to applied the boundary layer term. However, this boundary layer term is not related to boundary layer spectrum and also not to the HF-microscopic equation. It plays a role as a corrector in the asymptotic behaviour of the macroscopic eigenvectors.

Remark 49 The analysis of the Helmholtz equation 4.15) for the boundary layer problem has not yet been carried out. In particular, it remains to exhibit a family of exponentially decaying solutions.

Remark 50 The case $\lambda^{0}=\lambda_{n}^{k}=\lambda_{n^{\prime}}^{k^{\prime}}$ is not considered as a special case, two different models corresponding to $k$ and $k^{\prime}$.

### 4.3 Model derivation

In order to prove the main result, we introduce some preliminary homogenized results and their proofs are reported in Section 4.3.1, 4.3.2 and 4.3.3. Finally, Theorem 46 is proved in Section 4.3.4.

### 4.3.1 Derivation of the HF-microscopic equation

The next lemma states the HF-microscopic equation for each $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$.
Lemma 51 For a fixed $k \in Y^{*}$, let $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ be solution of the weak formulation (4.10), and satisfy (4.9) and 4.11), there exists at least a subsequence of $S_{k}^{\varepsilon} w^{\varepsilon}$ converging weakly towards a non-vanishing function $w^{k}$ in $L^{2}\left(\omega_{1} \times Y\right)$, when $\varepsilon$ tends to zero, which is a solution of the very weak formulation of the HF-microscopic boundary value problem where $\lambda^{0}=\lambda_{n}^{k}$ for an $n \in \mathbb{N}^{*}$,

$$
\begin{equation*}
-\operatorname{div}_{y}\left(a \nabla_{y} w^{k}\right)=\lambda^{0} \rho w^{k} \text { in } \omega_{1} \times Y \tag{4.28}
\end{equation*}
$$

$w^{k}$ is $k$-quasi-periodic in $y_{1},\left(a \nabla_{y} w^{k}\right) . n_{y}$ is $k$-anti-quasi-periodic in $y_{1}$,

$$
\text { and } a \nabla_{y} w^{k} \cdot n_{y}=0 \text { on } \omega_{1} \times \gamma_{l a t} .
$$

Moroever, assuming that $w^{k}$ is sufficiently regular solution then it admits the modal decomposition,

$$
\begin{equation*}
w^{k}\left(x_{1}, y\right)=\sum_{m \in M_{n}^{k}} u_{m}^{k}\left(x_{1}\right) \phi_{m}^{k}(y) \text { for } u_{m}^{k} \in L^{2}\left(\omega_{1}\right) \tag{4.29}
\end{equation*}
$$

with conjugate $u_{m}^{k}$ and $u_{m}^{-k}$.
Proof. [Proof of Lemma 51
For a given $k \in Y^{*}$, for $v\left(x_{1}, y\right)$ a $k$-quasi-periodic function in $y_{1}$ such that

$$
\begin{equation*}
a \nabla_{y} v \cdot n_{y}=0 \text { on } \omega_{1} \times \gamma_{l a t}, \tag{4.30}
\end{equation*}
$$

we choose test functions as

$$
\begin{equation*}
v^{\varepsilon}=\left(\Re^{k} v\right)(x) \in H_{\text {end }}^{1}(\Omega) \cap H^{2}(\Omega) \tag{4.31}
\end{equation*}
$$

in the weak formulation (4.10) of the spectral problem. Applying the Green formula so that to put all derivative terms on test functions,

$$
-\int_{\Omega} w^{\varepsilon} \cdot \operatorname{div}_{x}\left(a^{\varepsilon} \nabla_{x} v^{\varepsilon}\right) d x+\int_{\partial \Omega} w^{\varepsilon} \cdot a^{\varepsilon} \nabla_{x} v^{\varepsilon} \cdot n_{x} d x=\lambda^{\varepsilon} \int_{\Omega} \rho^{\varepsilon} w^{\varepsilon} \cdot v^{\varepsilon} d x .
$$

Using the definition $P^{\varepsilon}=-\operatorname{div}_{x}\left(a^{\varepsilon} \nabla_{x}\right.$.) and since $w^{\varepsilon}=0$ on $\Gamma_{\text {end }}$, so

$$
\begin{equation*}
\int_{\Omega} w^{\varepsilon} \cdot\left(P^{\varepsilon}-\lambda^{\varepsilon} \rho^{\varepsilon}\right) \Re^{k} v d x+\int_{\Gamma_{\text {lat }}} w^{\varepsilon} \cdot a^{\varepsilon} \nabla_{x} \mathfrak{R}^{k} v \cdot n_{x} d x=0 . \tag{4.32}
\end{equation*}
$$

Observing that,

$$
n_{x} \cdot a^{\varepsilon} \nabla_{x} \mathfrak{R}^{k} v=\mathfrak{R}^{k}\left(a \partial_{x_{1}} v \cdot n_{y}\right)+\frac{1}{\varepsilon} \mathfrak{R}^{k}\left(a \nabla_{y} v \cdot n_{y}\right)
$$

and using the condition (4.30), it remains,

$$
\begin{equation*}
n_{x} \cdot a^{\varepsilon} \nabla_{x} \mathfrak{R}^{k} v=\mathfrak{R}^{k}\left(a \partial_{x_{1}} v . n_{y}\right) . \tag{4.33}
\end{equation*}
$$

Applying (4.33), (4.9) and (1.38), so in Equation (4.32) it yields,

$$
\int_{\Omega} w^{\varepsilon} \cdot \sum_{n=0}^{2} \varepsilon^{-n} \mathfrak{R}^{k}\left(P^{n} v-\lambda^{2-n} \rho v\right) d x+\int_{\Gamma_{l a t}} w^{\varepsilon} \cdot \mathfrak{R}^{k}\left(a \partial_{x_{1}} v \cdot n_{y}\right) d x=O(\varepsilon) .
$$

Multiply by $\varepsilon^{2}$,

$$
\int_{\Omega} w^{\varepsilon} \cdot \mathfrak{R}^{k}\left(P^{2} v-\lambda^{0} \rho v\right) d x+\varepsilon \int_{\Omega} w^{\varepsilon} \cdot \mathfrak{R}^{k}\left(P^{1} v-\lambda^{1} \rho v\right) d x=\varepsilon O(\varepsilon) .
$$

Since $P^{2} v-\lambda^{0} \rho v$ is $k$-quasi-periodic in $y_{1}$, from the approximation (1.31) of $\mathfrak{R}^{k}$ by $S_{k}^{\varepsilon *}$,

$$
\int_{\Omega} w^{\varepsilon} \cdot S_{k}^{\varepsilon *}\left(P^{2} v-\lambda^{0} \rho v\right) d x+\varepsilon \int_{\Omega} w^{\varepsilon} \cdot S_{k}^{\varepsilon *}\left(P^{1} v-\lambda^{1} \rho v\right) d x=\varepsilon O(\varepsilon) .
$$

Or equivalently,

$$
\int_{\omega_{1} \times Y} S_{k}^{\varepsilon} w^{\varepsilon} \cdot\left(P^{2} v-\lambda^{0} \rho v\right) d x_{1} d y=O(\varepsilon)
$$

Since $S_{k}^{\varepsilon} w^{\varepsilon} \rightarrow w^{k}$ in $L^{2}\left(\omega_{1} \times Y\right)$ weakly when $\varepsilon$ tends to 0 , passing to the limit,

$$
\int_{\omega_{1} \times Y} w^{k} \cdot\left(P^{2} v-\lambda^{0} \rho v\right) d x_{1} d y=0
$$

or equivalently,

$$
-\int_{\omega_{1} \times Y} w^{k} \cdot \operatorname{div}_{y}\left(a \nabla_{y} v\right)+w^{k} \cdot \lambda^{0} \rho v d x_{1} d y=0 .
$$

Assume that $w^{k} \in L^{2}\left(\omega_{1} ; H^{2}(Y)\right)$ and take the integrations by parts,

$$
\int_{\omega_{1} \times Y}-\operatorname{div}_{y}\left(a \nabla_{y} w^{k}\right) \cdot v-\lambda^{0} w^{k} \cdot \rho v d x_{1} d y+\int_{\omega_{1} \times \partial Y}-w^{k} \cdot a \nabla_{y} v \cdot n_{y}+a \nabla_{y} w^{k} \cdot n_{y} \cdot v d x_{1} d y=0 .
$$

Hence, choosing test functions $v \in L^{2}\left(\omega_{1} ; H_{0}^{2}(Y)\right)$ yields the strong form,

$$
-\operatorname{div}_{y}\left(a \nabla_{y} w^{k}\right)-\lambda^{0} \rho w^{k}=0 \text { in } \omega_{1} \times Y
$$

So, the boundary term remains,

$$
\int_{\omega_{1} \times \partial Y} w^{k} \cdot a \nabla_{y} v \cdot n_{y}-a \nabla_{y} w^{k} \cdot v \cdot n_{y} d x_{1} d y=0
$$

for general test functions $v$ a $k$-quasi-periodic function in $y_{1}$ satisfying (4.30). Equivalently,
$\int_{\omega_{1} \times \gamma_{e n d}} w^{k} \cdot a \nabla_{y} v \cdot n_{y}-a \nabla_{y} w^{k} \cdot n_{y} \cdot v d x_{1} d y+\int_{\omega_{1} \times \gamma_{l a t}} w^{k} \cdot a \nabla_{y} v \cdot n_{y}-a \nabla_{y} w^{k} \cdot n_{y} \cdot v d x_{1} d y=0$.

This implies that $w^{k}$ and $a \nabla_{y} w^{k} \cdot n_{y}$ are respectively $k$-quasi-periodic and $k$-anti-quasi-periodic in the variable $y_{1}$. Furthermore, since $a \nabla_{y} v . n_{y}=0$ on $\omega_{1} \times \gamma_{l a t}$, then

$$
a \nabla_{y} w^{k} . n_{y}=0 \text { on } \omega_{1} \times \gamma_{l a t} .
$$

From the positive self-adjoint of operator $P_{k}^{2}\left(P^{2}\right)$, we know that $\lambda^{0}$ is an eigenvalue $\lambda_{n}^{k}$ of the Bloch wave spectrum, then $w^{k}$ is a Bloch eigenvector and is decomposed as

$$
w^{k}(x, y)=\sum_{m \in M_{n}^{k}} u_{m}^{k}\left(x_{1}\right) \phi_{m}^{k}(y) \text { with } u_{m}^{k} \in L^{2}\left(\omega_{1}\right)
$$

where

$$
u_{m}^{k}(x)=\int_{Y} w^{k}\left(x_{1}, y\right) \cdot \phi_{m}^{k}(y) d y
$$

Moreover, for $k \neq 0$, the property $S_{k}^{\varepsilon} w^{\varepsilon}=\overline{S_{-k}^{\varepsilon} w^{\varepsilon}}$ for any positive $\varepsilon$ is conserved to the limit $w^{k}=\overline{w^{-k}}$. Finally, $u_{m}^{k}$ and $u_{m}^{-k}$ are conjugate i.e. $u_{m}^{k}=\overline{u_{m}^{-k}}$ since $\phi_{m}^{k}=\overline{\phi_{m}^{-k}}$.

Remark 52 There is an alternative:

1. If $\lambda^{0}$ is a Bloch eigenvalue then $S_{k}^{\varepsilon} w^{\varepsilon}$ converges weakly to a solution $w^{k}$ such that the partial function $y \mapsto w^{k}(., y)$ is an internal Bloch mode.
2. Otherwise, $\lambda^{0}$ is not a Bloch eigenvalue and there exists no solution of the above problem and so the weak limit $w^{k}=0$.

### 4.3.2 Derivation of the boundary layer equation

The next lemma establishes the boundary layer equation (4.15) where we introduce the notation

$$
\begin{equation*}
w_{\vartheta}^{k}(y):=w^{k}(\vartheta, y) \tag{4.34}
\end{equation*}
$$

extended by quasi-periodicity to $Y_{\infty}^{+}$.
Lemma 53 For $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ solution of the weak formulation (4.10) satisfying (4.9) and (4.11), let $\left(\lambda^{0}, w^{k}\right)$ be solution of the very weak formulation of (4.28), if the assumption (4.14) is fulfilled for $\vartheta \in\{0, \alpha\}$, then the boundary layer term $w_{b, k}^{\vartheta}$ is a solution of the very weak formulation of the boundary layer equation (4.15,

$$
-\sum_{\vartheta \in\{0, \alpha\}} \int_{Y_{\infty}^{+}}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot\left(\operatorname{div}_{y}\left(a \nabla_{y} v_{b}^{\vartheta}\right)+\lambda^{0} \rho v_{b}^{\vartheta}\right) d y=0 .
$$

for all $v_{b}^{\vartheta} \in H_{\gamma_{\infty}^{+}, \text {end }}^{1}\left(Y_{\infty}^{+}\right) \cap H^{2}\left(Y_{\infty}^{+}\right)$such that $a \nabla_{y} v_{b}^{s} . n_{y}=0$ on $\gamma_{\infty, \text { lat }}^{+}$. Moreover, if $w_{\vartheta}^{\sigma} \in H^{2}\left(Y_{\infty}^{+}\right)$and $w_{b, k}^{\vartheta} \in H^{2}\left(Y_{\infty}^{+}\right)$then it is a solution of the equation (4.15).

In order to prove Lemma 53, we start by proving the next one stating the relation between the

Lemma 54 For any $w^{k}$ in $L^{2}\left(\omega_{1} \times Y\right)$,

$$
S_{b}^{\vartheta}\left(\Re^{k} w^{k}\right)(y)=w_{\vartheta}^{k}(y)+O(\varepsilon) \text { in } L^{2}\left(Y_{\infty}^{+}\right) .
$$

Proof. According to the definition (1.32) of the boundary layer two-scale transform $S_{b}^{0}$, we get

$$
S_{b}^{0}\left(\mathfrak{R}^{k} w^{k}\right)(y)=\left(\mathfrak{R}^{k} w^{k}\right)(\varepsilon y) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) .
$$

Since $\left(\mathfrak{R}^{k} w^{k}\right)(x)=w^{k}\left(x_{1}, \frac{x}{\varepsilon}\right)$, so

$$
\left(\mathfrak{R}^{k} w^{k}\right)(\varepsilon y)=w^{k}\left(\varepsilon y_{1}, y\right),
$$

hence,

$$
S_{b}^{0}\left(\mathfrak{R}^{k} w^{k}\right)(y)=w^{k}\left(\varepsilon y_{1}, y\right) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) .
$$

Moreover, $w^{k}\left(\varepsilon y_{1}, y\right) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) \rightarrow w^{k}(0, y) \chi_{\mathbb{R}^{+}}\left(y_{1}\right)$ in $L^{2}\left(Y_{\infty}^{+}\right)$when $\varepsilon \rightarrow 0$, then,

$$
S_{b}^{0}\left(\mathfrak{R}^{k} w^{k}\right)(y)=w^{k}(0, y)+O(\varepsilon) \text { in the } L^{2}\left(Y_{\infty}^{+}\right) .
$$

Similarly, the definition (1.33) of the boundary layer two-scale transform $S_{b}^{\alpha}$ implies that,

$$
S_{b}^{\alpha}\left(\mathfrak{R}^{k} w^{k}\right)(y)=\left(\mathfrak{R}^{k} w^{k}\right)\left(-\varepsilon y_{1}+\alpha, \varepsilon y_{2}\right) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) .
$$

Since $\left(\mathfrak{R}^{k} w^{k}\right)(x)=w^{k}\left(x_{1}, \frac{x}{\varepsilon}\right)$, so

$$
\left(\mathfrak{R}^{k} w^{k}\right)\left(-\varepsilon y_{1}+\alpha, \varepsilon y_{2}\right)=w^{k}\left(-\varepsilon y_{1}+\alpha, \frac{-\varepsilon y_{1}+\alpha}{\varepsilon}, y_{2}\right),
$$

then,

$$
S_{b}^{\alpha}\left(\Re^{k} w^{k}\right)(y)=w^{k}\left(-\varepsilon y_{1}+\alpha, \frac{-\varepsilon y_{1}+\alpha}{\varepsilon}, y_{2}\right) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) .
$$

Since $w^{k}\left(-\varepsilon y_{1}+\alpha, \frac{-\varepsilon y_{1}+\alpha}{\varepsilon}, y_{2}\right) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) \rightarrow w^{k}(\alpha, y) \chi_{\mathbb{R}^{+}}\left(y_{1}\right)$ in $L^{2}\left(Y_{\infty}^{+}\right)$when $\varepsilon \rightarrow$ 0 , therefore,

$$
S_{b}^{\alpha}\left(\mathfrak{R}^{k} w^{k}\right)(y)=w^{k}(\alpha, y)+O(\varepsilon) \text { in } L^{2}\left(Y_{\infty}^{+}\right) .
$$

Assuming that for each $\sigma \in I^{k}, w^{\sigma}$ is sufficiently regular so that

$$
\begin{equation*}
\left(P^{2}-\lambda^{0} \rho\right) w^{\sigma}=0 \text { in } Y \text { for all } x_{1}>0 \tag{4.35}
\end{equation*}
$$

implies the equality at the boundaries

$$
\begin{equation*}
\left(P^{2}-\lambda^{0} \rho\right) w^{\sigma}=0 \text { in } Y \text { at } x_{1} \in\{0, \alpha\} . \tag{4.36}
\end{equation*}
$$

Applying to Lemma 54,

$$
\begin{equation*}
\left(P^{2}-\lambda^{0} \rho\right) w_{\vartheta}^{\sigma}=0 \text { in } Y_{\infty}^{+} \text {for } \sigma \in I^{k} \text { and } \vartheta \in\{0, \alpha\} \tag{4.37}
\end{equation*}
$$

in the very weak sense with test functions such their value and their derivatives vanish on the boundary. By periodicity, the boundary condition on the lateral boundary is

$$
\begin{equation*}
a \nabla_{y} w_{\vartheta}^{\sigma} \cdot n_{y}=0 \text { on } \gamma_{\infty, l a t}^{+} . \tag{4.38}
\end{equation*}
$$

In addition, from (4.13), the eigenmode $w^{\varepsilon}$ is rewritten by

$$
\begin{equation*}
w^{\varepsilon}(x)=\sum_{\sigma \in I^{k}}\left(\Re^{\sigma} w^{\sigma}\right)(x)+w_{b, k}^{\varepsilon}(x) . \tag{4.39}
\end{equation*}
$$

According to the assumption (4.14),

$$
\begin{equation*}
S_{b}^{\vartheta} w^{\varepsilon}(y)=\sum_{\sigma \in I^{k}} w_{b}^{\sigma, \vartheta}(y)+w_{b}^{\vartheta}(y)+O(\varepsilon) \text { in the } L^{2}\left(Y_{\infty}^{+}\right) \text {weak sense. } \tag{4.40}
\end{equation*}
$$

Proof. [Proof of Lemma 53] For each $\vartheta \in\{0, \alpha\}$, let $v_{b}^{\vartheta} \in H_{\gamma_{\infty}^{+}, \text {end }}^{1}\left(Y_{\infty}^{+}\right) \cap H^{2}\left(Y_{\infty}^{+}\right)$ such that

$$
\begin{equation*}
a \nabla_{y} v_{b}^{s} \cdot n_{y}=0 \text { on } \gamma_{\infty, l a t}^{+}, \tag{4.41}
\end{equation*}
$$

we choose $v^{\varepsilon}:=\sum_{\vartheta \in\{0, \alpha\}} \Re_{b}^{\vartheta} v_{b}^{\vartheta} \in H_{\text {end }}^{1}(\Omega) \cap H^{2}(\Omega)$ as a test function of the weak formulation (4.10). Applying the Green formula so that to put all derivative terms on the test functions,

$$
-\int_{\Omega} w^{\varepsilon} \cdot \operatorname{div}_{x}\left(a^{\varepsilon} \nabla_{x} v^{\varepsilon}\right) d x+\int_{\partial \Omega} w^{\varepsilon} \cdot a^{\varepsilon} \nabla_{x} v^{\varepsilon} \cdot n_{x} d x=\lambda^{\varepsilon} \int_{\Omega} \rho^{\varepsilon} w^{\varepsilon} \cdot v^{\varepsilon} d x .
$$

Since $w^{\varepsilon}=0$ on $\Gamma_{\text {end }}$, so,

$$
-\int_{\Omega} w^{\varepsilon} \cdot \operatorname{div}_{x}\left(a^{\varepsilon} \nabla_{x} v^{\varepsilon}\right) d x+\int_{\Gamma_{l a t}} w^{\varepsilon} \cdot a^{\varepsilon} \nabla_{x} v^{\varepsilon} \cdot n_{x} d x=\lambda^{\varepsilon} \int_{\Omega} \rho^{\varepsilon} w^{\varepsilon} \cdot v^{\varepsilon} d x
$$

Equivalently,

$$
\begin{equation*}
\sum_{\vartheta \in\{0, \alpha\}}\left[\int_{\Omega} w^{\varepsilon} \cdot\left(P^{\varepsilon}-\lambda^{\varepsilon} \rho^{\varepsilon}\right) \Re_{b}^{\vartheta} v_{b}^{\vartheta} d x+\int_{\Gamma_{l a t}} w^{\varepsilon} \cdot a^{\varepsilon} \nabla_{x} \Re_{b}^{\vartheta} v_{b}^{\vartheta} \cdot n_{x} d x\right]=0 . \tag{4.42}
\end{equation*}
$$

Since $v$ is independent on $x$,

$$
\begin{equation*}
n_{x} \cdot a^{\varepsilon} \nabla_{x} \Re_{b}^{\vartheta} v_{b}^{\vartheta}=n_{\vartheta} \frac{1}{\varepsilon} \mathfrak{R}_{b}^{\vartheta}\left(a \nabla_{y} v_{b}^{\vartheta} \cdot n_{y}\right) \tag{4.43}
\end{equation*}
$$

with $n_{\vartheta}=-1$ for $\vartheta=0$ and $n_{\vartheta}=1$ for $\vartheta=\alpha$. Applying (4.43), (4.9) and (1.38), so in Equation (4.42) yields,

$$
\begin{aligned}
& \sum_{\vartheta \in\{0, \alpha\}}\left[\int_{\Omega} w^{\varepsilon} \cdot \varepsilon^{-2} \Re_{b}^{\vartheta}\left(P^{2} v_{b}^{\vartheta}-\lambda^{0} \rho v_{b}^{\vartheta}\right) d x-\int_{\Omega} w^{\varepsilon} \cdot \varepsilon^{-1} \lambda^{1} \Re_{b}^{\vartheta}\left(\rho v_{b}^{\vartheta}\right) d x\right. \\
- & \left.\int_{\Omega} w^{\varepsilon} \cdot \lambda^{2} \Re_{b}^{\vartheta}\left(\rho v_{b}^{\vartheta}\right) d x+\int_{\Gamma_{l a t}} w^{\varepsilon} \cdot n_{\vartheta} \varepsilon^{-1} \Re_{b}^{\vartheta}\left(a \nabla_{y} v_{b}^{\vartheta} \cdot n_{y}\right) d x\right]=O(\varepsilon) .
\end{aligned}
$$

According to Lemma 13 stating the equality $\mathfrak{R}_{b}^{\vartheta}=S_{b}^{\vartheta *}$,

$$
\begin{aligned}
& \sum_{\vartheta \in\{0, \alpha\}}\left[\int_{\Omega} w^{\varepsilon} \cdot \varepsilon^{-2} S_{b}^{\vartheta *}\left(P^{2} v_{b}^{\vartheta}-\lambda^{0} \rho v_{b}^{\vartheta}\right) d x-\int_{\Omega} w^{\varepsilon} \cdot \varepsilon^{-1} \lambda^{1} S_{b}^{\vartheta *}\left(\rho v_{b}^{\vartheta}\right) d x\right. \\
& \left.-\int_{\Omega} w^{\varepsilon} \cdot \lambda^{2} S_{b}^{\vartheta *}\left(\rho v_{b}^{\vartheta}\right) d x+\int_{\Gamma_{l a t}} w^{\varepsilon} \cdot n_{\vartheta} \varepsilon^{-1} S_{b}^{\vartheta *}\left(a \nabla_{y} v_{b}^{\vartheta} \cdot n_{y}\right) d x\right]=O(\varepsilon) .
\end{aligned}
$$

Using the definition of the adjoint operator $S_{b}^{\vartheta *}$,

$$
\sum_{\vartheta \in\{0, \alpha\}} \int_{Y_{\infty}^{+}} S_{b}^{\vartheta} w^{\varepsilon} \cdot\left(P^{2} v_{b}^{\vartheta}-\lambda^{0} \rho v_{b}^{\vartheta}\right) d y=O(\varepsilon)
$$

Using (4.40) and passing to the limit,

$$
\sum_{\vartheta \in\{0, \alpha\}} \int_{Y_{\infty}^{+}}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot\left(P^{2} v_{b}^{\vartheta}-\lambda^{0} \rho v_{b}^{\vartheta}\right) d y=0,
$$

where $w_{\vartheta}^{\sigma}$ and $w_{b, k}^{\vartheta}$ are defined in (4.34) and (4.14). Or equivalently,

$$
-\sum_{\vartheta \in\{0, \alpha\}} \int_{Y_{\infty}^{+}}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot\left(\operatorname{div}_{y}\left(a \nabla_{y} v_{b}^{\vartheta}\right)+\lambda^{0} \rho v_{b}^{\vartheta}\right) d y=0 .
$$

Assuming that $w_{b, k}^{\vartheta} \in H^{2}\left(Y_{\infty}^{+}\right)$and taking the integrations by parts,

$$
\begin{aligned}
& \sum_{\vartheta \in\{0, \alpha\}}\left[\int_{Y_{\infty}^{+}}-\operatorname{div}_{y}\left(a \nabla_{y}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right)\right) \cdot v_{b}^{\vartheta}-\lambda^{0} \rho\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot v_{b}^{\vartheta} d y\right. \\
- & \left.\int_{\partial Y_{\infty}^{+}}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot a \nabla_{y} v_{b}^{\vartheta} \cdot n_{y} d y+\int_{\partial Y_{\infty}^{+}} a \nabla_{y}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot n_{y} \cdot v_{b}^{\vartheta} d y\right]=0 .
\end{aligned}
$$

However,

$$
\begin{gathered}
-\operatorname{div}_{y} a \nabla_{y}\left(w_{\vartheta}^{\sigma}\right)-\lambda^{0} \rho w_{\vartheta}^{\sigma}=0 \text { in } Y_{\infty}^{+}, \\
a \nabla_{y} v_{b}^{\vartheta} \cdot n_{y}=0 \text { on } \gamma_{\infty, l a t}^{+}, v_{b}^{\vartheta}=0 \text { on } \gamma_{\infty, \text { end }}^{+}, \text {and } v_{b}^{\vartheta} \rightarrow 0 \text { as } y_{1} \rightarrow \infty,
\end{gathered}
$$

so,

$$
\begin{gathered}
\sum_{\vartheta \in\{0, \alpha\}}\left[\int_{Y_{\infty}^{+}}-\operatorname{div}_{y}\left(a \nabla_{y} w_{b, k}^{\vartheta}\right) \cdot v_{b}^{\vartheta}-\lambda^{0} \rho w_{b, k}^{\vartheta} \cdot v_{b}^{\vartheta} d y\right. \\
\left.-\int_{\gamma_{\infty, \text { end }}^{+}}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot a \nabla_{y} v_{b}^{\vartheta} \cdot n_{y} d y+\int_{\gamma_{\infty, l a t}^{+}} a \nabla_{y}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot n_{y} \cdot v_{b}^{\vartheta} d y\right]=0 .
\end{gathered}
$$

So the internal equation of each $w_{b, k}^{\vartheta}$ follows,

$$
\begin{equation*}
-\operatorname{div}_{y}\left(a \nabla_{y} w_{b, k}^{\vartheta}\right)-\lambda^{0} \rho w_{b, k}^{\vartheta}=0 \text { in } Y_{\infty}^{+} \text {for any } \vartheta \in\{0, \alpha\}, \tag{4.44}
\end{equation*}
$$

as well as the boundary term,
$\sum_{\vartheta \in\{0, \alpha\}}\left[\int_{\gamma_{\infty, \text { end }}^{+}}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot a \nabla_{y} v_{b}^{\vartheta} \cdot n_{y} d y-\int_{\gamma_{\infty, l a t}^{+}} a \nabla_{y}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot n_{y} \cdot v_{b}^{\vartheta} d y\right]=0$.
Therefore, $w_{b, k}^{\vartheta}=-\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}$ on $\gamma_{\infty, \text { end }}^{+}$. Moreover $a \nabla_{y} w_{\vartheta}^{\sigma} \cdot n_{y}=0$ on $\gamma_{\infty, l a t}^{+}$, so $a \nabla_{y} w_{b, k}^{\vartheta} \cdot n_{y}=$ 0 on $\gamma_{\infty, \text { lat }}^{+}$for each $\vartheta$.

### 4.3.3 Derivation of the macroscopic equation

Before to study the HF-macroscopic equation, we provide some necessary calculations and notations. For $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$, we pose $m=\left|M_{n}^{k}\right|$ and recall that $\widehat{\phi}_{q}^{k, \vartheta}=$
$\int_{Y_{2}} \phi_{q}^{k}\left(0, y_{2}\right) d y_{2} e^{2 i \pi l^{k} \chi_{\alpha}(\vartheta)}$ where the characteristic function $\chi_{\alpha}(\vartheta)=1$ if $\vartheta=\alpha$ and $=0$ otherwise. For $k \notin\left\{0,-\frac{1}{2}\right\}$, we denote,
$M_{n}^{\sigma}=\left\{q_{1}, . ., q_{m}\right\}, \Phi^{\vartheta}=\left(\widehat{\phi}_{q_{1}}^{k, \vartheta}, \ldots, \widehat{\phi}_{q_{m}}^{k, \vartheta}, \widehat{\phi}_{q_{1}}^{-k, \vartheta}, \ldots, \widehat{\phi}_{q_{m}}^{-k, \vartheta}\right)$ and the vector $F_{i}^{\vartheta}=\left(I_{i}\right)^{T} \Phi^{\vartheta}$,
and $I_{i}$ are $2 m \times 2 m$ diagonal matrices defined by $\left(I_{i}\right)_{q q}=1$ if $q=i$ or $q=m+i$ and $=0$ otherwise for $i \in\{1, \ldots, m\}$. The vector $F_{i}^{\vartheta}$ can be rewritten as,

$$
F_{i}^{\vartheta}=\left(0, \ldots, 0, \widehat{\phi}_{q_{i}}^{k, \vartheta}, 0, \ldots, 0, \widehat{\phi}_{q_{i}}^{-k, \vartheta}, 0, \ldots, 0\right)
$$

and $\left\{F_{i}^{\vartheta}\right\}_{i \in\{1, ., m\}}$ generate the subspace $L^{\vartheta}$ of the vector space $\mathbb{C}^{2 m}$,

$$
L^{\vartheta}=\operatorname{span}\left\{F_{1}^{\vartheta}, \ldots, F_{m}^{\vartheta}\right\} .
$$

Since $\operatorname{dim}\left(L^{\vartheta}\right)=m$ then $\operatorname{dim}\left(L^{\vartheta \perp}\right)=m$ and the orthogonal vector space $L^{\vartheta \perp} \subset \mathbb{C}^{2 m}$ with a basis denoted by $\left\{X_{i}^{\vartheta}\right\}_{i \in\{1, \ldots, m\}} \in \mathbb{C}^{2 m}$. Now we shall find a basis $\left\{X_{i}^{\vartheta}\right\}_{i \in\{1, ., m\}}$ of the orthogonal vector space $L^{\vartheta \perp}$. We denote $\Xi_{i}=\left(\xi_{i}^{j}\right)_{j \in\{1, \ldots, 2 m\}}$ the canonical basis of $\mathbb{C}^{2 m}$ ie with $\xi_{i}^{j}=0$ for $i \neq j$ and $=1$ otherwise for $i \in\{1, \ldots, 2 m\}$. Let $Z \in L^{\vartheta \perp}$ so $Z=\sum_{\ell=1}^{2 m} z_{\ell} \Xi_{\ell}$ and satisfies $\left\langle Z, F_{i}^{\vartheta}\right\rangle=0$ for all $i \in\{1, . ., m\}$. Equivalently,

$$
z_{i} \hat{\phi}_{q_{i}}^{k, \vartheta}+z_{m+i} \widehat{\phi}_{q_{i}}^{-k, \vartheta}=0 \text { or } z_{m+i}=-\frac{\widehat{\phi}_{q_{i}}^{k, \vartheta}}{\widehat{\phi}_{q_{i}}^{-k, \vartheta}} z_{i} \text { for any } i \in\{1, . ., m\} .
$$

Thus,
$Z=\left(-\frac{\widehat{\phi}_{1}^{k, \vartheta}}{\widehat{\phi}_{1}^{-k, \vartheta}} \Xi_{m+1}+\Xi_{1}\right) z_{1}+\ldots+\left(-\frac{\widehat{\phi}_{q_{i}}^{k, \vartheta}}{\widehat{\phi}_{q_{i}}^{-k, \vartheta}} \Xi_{m+i}+\Xi_{i}\right) z_{i}+\ldots+\left(-\frac{\widehat{\phi}_{m}^{k, \vartheta}}{\widehat{\phi}_{m}^{-k, \vartheta}} \Xi_{2 m}+\Xi_{m}\right) z_{m}$.
So the family

$$
\begin{align*}
X_{i}^{\vartheta} & :=\left(-\frac{\widehat{\phi}_{q_{i}}^{k, \vartheta}}{\widehat{\phi}_{q_{i}}^{-k, \vartheta}} \Xi_{m+i}+\Xi_{i}\right) / \sqrt{1+\left(\frac{\widehat{\phi}_{q_{i}}^{k, \vartheta}}{\widehat{\phi}_{q_{i}}^{-k, \vartheta}}\right)^{2}} \text { for } i \in\{1, \ldots, m\} \\
& =\left(0, \ldots, 0, \widehat{\phi}_{q_{i}}^{-k, \vartheta}, 0, \ldots, 0,-\widehat{\phi}_{q_{i}}^{k, \vartheta}, 0, \ldots, 0\right) / \sqrt{\left(\widehat{\phi}_{q_{i}}^{-k, \vartheta}\right)^{2}+\left(\widehat{\phi}_{q_{i}}^{k, \vartheta}\right)^{2}} \tag{4.45}
\end{align*}
$$

constitutes an orthornormal basis of $L^{\vartheta \perp}$. The HF-macroscopic equation (4.22)-(4.24) is built for each $k$ and $n$ in the next lemma.

Lemma 55 For $k \in Y^{*}, n \in \mathbb{N}^{*}$, let $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ be solution of the weak formulation (4.10), and be satisfying (4.9) and (4.11), so there exists at least a subsequence of $S_{k}^{\varepsilon} w^{\varepsilon}$ converging weakly towards a non-vanishing function $w^{k}$ in $L^{2}\left(\omega_{1} \times Y\right)$ when $\varepsilon$ tends to zero such that $\lambda^{0}=\lambda_{n}^{k}$ and $\left(\lambda^{0}, w^{k}\right)$ is solution of the HF-microscopic equation 4.28). For $\varepsilon \in E_{k}$ as in Assumption 14, $\sigma \in I^{k}$ and $p \in M_{n}^{k}$, if $w^{\sigma}$ and $w_{b, k}^{\vartheta}$ are sufficiently regular solution and $u_{p}^{\sigma} \in H^{1}\left(\omega_{1}\right)$ then $\left(\lambda^{1}, u_{p}^{\sigma}\right)$ is a solution of the HF-macroscopic equation (4.22)- (4.24).

Proof. [Proof of Lemma 55] The proof distinguishes between the two cases $k \notin$ $\left\{0,-\frac{1}{2}\right\}$ and $k \in\left\{0,-\frac{1}{2}\right\}$.
i) Case $k \notin\left\{0,-\frac{1}{2}\right\}$. We take $v^{\sigma, \varepsilon} \in H^{2}\left(\omega_{1} \times Y\right) \sigma$-quasi-periodic functions in $y_{1}$ such that they are decomposed as a linear combination of Bloch modes

$$
\begin{equation*}
v^{\sigma, \varepsilon}\left(x_{1}, y\right)=\sum_{q \in M_{n}^{\sigma}} v_{q}^{\sigma, \varepsilon}\left(x_{1}\right) \phi_{q}^{\sigma}(y), \tag{4.46}
\end{equation*}
$$

satisfying the conditions $v^{\sigma, \varepsilon}=0$ on $\gamma_{l a t}$ and the end conditions in average,

$$
\begin{equation*}
\sum_{\sigma \in I^{k}} v_{q}^{\sigma, \varepsilon}\left(x_{1}\right)\left(\int_{Y_{2}} \phi_{q}^{\sigma}\left(y_{1}=0\right) d y_{2}\right) e^{2 i \pi \sigma \frac{x}{\varepsilon}}=0 \text { at } x_{1} \in \partial \omega_{1} \text { for all } q \in M_{n}^{\sigma} \tag{4.47}
\end{equation*}
$$

We also choose functions a boundary layer test function $v_{b}^{\vartheta} \in H^{2}\left(Y_{\infty}^{+}\right)$for $\vartheta \in\{0, \alpha\}$ such that

$$
a \nabla_{y}\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) \cdot n_{y}=0 \text { on } \gamma_{\infty, l a t}^{+}
$$

with $\eta>0$. We pose

$$
\begin{equation*}
v^{\varepsilon}(x)=\sum_{\sigma \in I^{k}}\left(\Re^{k} v^{\sigma, \varepsilon}\right)(x), v^{b, \varepsilon}(x)=e^{-\eta x_{1} / \varepsilon}\left(\mathfrak{R}_{b}^{0} v_{b}^{0}\right)(x)+e^{-\eta\left(\alpha-x_{1}\right) / \varepsilon}\left(\Re_{b}^{\alpha} v_{b}^{\alpha}\right)(x), \tag{4.48}
\end{equation*}
$$

and choose

$$
\psi^{\varepsilon}=v^{\varepsilon}+v^{b, \varepsilon},
$$

which satisfies the boundary conditions $\psi^{\varepsilon}=0$ at the ends ie

$$
\begin{equation*}
\sum_{\sigma \in I^{k}}\left(\Re^{k} v^{\sigma, \varepsilon}\right)(x)+e^{-\eta x_{1} / \varepsilon}\left(\mathfrak{R}_{b}^{0} v_{b}^{0}\right)(x)+e^{-\eta\left(\alpha-x_{1}\right) / \varepsilon}\left(\Re_{b}^{\alpha} v_{b}^{\alpha}\right)(x)=0 \text { on } \Gamma_{\text {end }} . \tag{4.49}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
\psi^{\varepsilon} \in H_{e n d}^{1}(\Omega) \cap H^{2}(\Omega) \text { such that } n_{x} \cdot a^{\varepsilon} \nabla_{x} \psi^{\varepsilon}=0 \text { on } \Gamma_{l a t} \text {, } \tag{4.50}
\end{equation*}
$$

as test functions of the weak formulation (4.10) of the spectral problem. From (4.46) and (4.49), the boundary conditions on $\Gamma_{\text {end }}$ of test functions $\psi^{\varepsilon}$ are equivalent to,

$$
\begin{align*}
& \sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} v_{q}^{\sigma, \varepsilon}(0) \phi_{q}^{\sigma}\left(0, \frac{x_{2}}{\varepsilon}\right)+v_{b}^{0}\left(0, \frac{x_{2}}{\varepsilon}\right)+e^{-\eta \alpha / \varepsilon} v_{b}^{\alpha}\left(\frac{\alpha}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right)=0 \text { at } x_{1}=0,  \tag{4.51}\\
& \text { and } \sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} v_{q}^{\sigma, \varepsilon}(\alpha) \phi_{q}^{\sigma}\left(\frac{\alpha}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right)+e^{-\eta \alpha / \varepsilon} v_{b}^{0}\left(\frac{\alpha}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right)+v_{b}^{\alpha}\left(0, \frac{x_{2}}{\varepsilon}\right)=0 \text { at } x_{1}=\alpha,
\end{align*}
$$

for all $x_{2} \in \omega_{2}$. Using the $\sigma$-quasi-periodicity of $\phi_{q}^{\sigma}$ in the variable $y_{1}$, the second condition becomes,

$$
\begin{equation*}
\sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} v_{q}^{\sigma, \varepsilon}(\alpha) \phi_{q}^{\sigma}\left(0, \frac{x_{2}}{\varepsilon}\right) e^{2 i \pi \sigma \frac{\alpha}{\varepsilon}}+e^{-\eta \alpha / \varepsilon} v_{b}^{0}\left(\frac{\alpha}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right)+v_{b}^{\alpha}\left(0, \frac{x_{2}}{\varepsilon}\right)=0 \text { at } x_{1}=\alpha . \tag{4.52}
\end{equation*}
$$

For $\varepsilon \in E_{k}$, according to Assumption 14 with remarking that $e^{\operatorname{sign}(\sigma) 2 i \pi h_{\varepsilon}^{k} \frac{x_{1}}{\alpha}}=1$ for all $x_{1} \in \partial \omega_{1}$ we build the test function $v_{q}^{\sigma, \varepsilon}$ as in the case of the wave equation so that
$v_{q}^{\sigma, \varepsilon} \rightarrow v_{q}^{\sigma}$ in $H^{2}\left(\omega_{1}\right)$. Passing to the limit, then (4.46), (4.47), (4.51) and (4.52) imply the form of $v^{\sigma}$ as

$$
\begin{equation*}
v^{\sigma}\left(x_{1}, y\right)=\sum_{q \in M_{n}^{\sigma}} v_{q}^{\sigma}\left(x_{1}\right) \phi_{q}^{\sigma}(y) \tag{4.53}
\end{equation*}
$$

and satisfying the boundary conditions

$$
\begin{align*}
& \sum_{\sigma \in I^{k}} v_{q}^{\sigma}\left(x_{1}\right)\left(\int_{Y_{2}} \phi_{q}^{\sigma}\left(0, y_{2}\right) d y_{2}\right) e^{s i g n(\sigma) 2 i \pi l^{k} x_{1} / \alpha}=0 \text { at } x_{1} \in \partial \omega_{1},  \tag{4.54}\\
& \quad \sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} v_{q}^{\sigma}(0) \phi_{q}^{\sigma}\left(0, y_{2}\right)+v_{b}^{0}\left(0, y_{2}\right)=0 \text { at } x_{1}=0,  \tag{4.55}\\
& \text { and } \sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} v_{q}^{\sigma}(\alpha) \phi_{q}^{\sigma}\left(0, y_{2}\right) e^{\operatorname{sign}(\sigma) 2 i \pi l^{k}}+v_{b}^{\alpha}\left(0, y_{2}\right)=0 \text { at } x_{1}=\alpha .
\end{align*}
$$

Applying the Green formula so that to put all derivative terms on the test functions,

$$
-\int_{\Omega} w^{\varepsilon} \cdot \nabla_{x}\left(a^{\varepsilon} \nabla_{x} \psi^{\varepsilon}\right) d x=\lambda^{\varepsilon} \int_{\Omega} \rho^{\varepsilon} w^{\varepsilon} \cdot \psi^{\varepsilon} d x
$$

Equivalently,

$$
\int_{\Omega} w^{\varepsilon} \cdot\left(P^{\varepsilon}-\lambda^{\varepsilon} \rho^{\varepsilon}\right)\left(\left(\sum_{\sigma \in I^{k}} \Re^{\sigma} v^{\sigma, \varepsilon}\right)+e^{-\eta x_{1} / \varepsilon}\left(\Re_{b}^{0} v_{b}^{0}\right)+e^{-\eta\left(\alpha-x_{1}\right) / \varepsilon}\left(\Re_{b}^{\alpha} v_{b}^{\alpha}\right)\right) d x=0
$$

or

$$
\int_{\Omega} w^{\varepsilon} \cdot\left(P^{\varepsilon}-\lambda^{\varepsilon} \rho^{\varepsilon}\right)\left(\left(\sum_{\sigma \in I^{k}} \mathfrak{R}^{\sigma} v^{\sigma, \varepsilon}\right)+\mathfrak{R}_{b}^{0}\left(e^{-\eta y_{1}} v_{b}^{0}\right)+\mathfrak{R}_{b}^{\alpha}\left(e^{-\eta y_{1}} v_{b}^{\alpha}\right)\right) d x=0 .
$$

Using the decomposition (1.38) of $P^{\varepsilon}$,

$$
\begin{gathered}
\sum_{\sigma \in I^{k}} \int_{\Omega} w^{\varepsilon} \cdot \mathfrak{R}^{\sigma}\left(\sum_{l=0}^{2} \varepsilon^{-l}\left(P^{l}-\lambda^{2-l} \rho\right) v^{\sigma, \varepsilon}\right) d x+\sum_{\vartheta \in\{0, \alpha\}}\left[\frac{1}{\varepsilon^{2}} \int_{\Omega} w^{\varepsilon} \cdot \mathfrak{R}_{b}^{\vartheta}\left(P^{2}-\lambda^{0} \rho\right)\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right)\right. \\
\left.-\frac{1}{\varepsilon} w^{\varepsilon} \cdot \Re_{b}^{\vartheta}\left(\lambda^{1} \rho e^{-\eta y_{1}} v_{b}^{\vartheta}\right)-w^{\varepsilon} \cdot \Re_{b}^{\vartheta}\left(\lambda^{2} \rho e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d x\right]=O(\varepsilon)
\end{gathered}
$$

From the special form (4.46) of the test function $v^{\sigma, \varepsilon}$ then $P^{2} v^{\sigma, \varepsilon}-\lambda^{0} \rho v^{\sigma, \varepsilon}=0$,

$$
\begin{gathered}
\sum_{\sigma \in I^{k}} \int_{\Omega} w^{\varepsilon} \cdot \frac{1}{\varepsilon} \Re^{\sigma}\left(P^{1} v^{\sigma, \varepsilon}-\lambda^{1} \rho v^{\sigma, \varepsilon}\right)+w^{\varepsilon} \cdot \Re^{\sigma}\left(P^{0} v^{\sigma, \varepsilon}-\lambda^{2} \rho v^{\sigma, \varepsilon}\right) d x \\
\quad+\sum_{\vartheta \in\{0, \alpha\}}\left[\frac{1}{\varepsilon^{2}} \int_{\Omega} w^{\varepsilon} \cdot \Re_{b}^{\vartheta}\left(P^{2}-\lambda^{0} \rho\right)\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right)\right. \\
\left.-\frac{1}{\varepsilon} \lambda^{1} w^{\varepsilon} \cdot \mathfrak{R}_{b}^{\vartheta}\left(\rho e^{-\eta y_{1}} v_{b}^{\vartheta}\right)-\lambda^{2} w^{\varepsilon} \cdot \mathfrak{R}_{b}^{\vartheta}\left(\rho e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d x\right]=O(\varepsilon) .
\end{gathered}
$$

Multiplying by $\varepsilon^{2}$, using the approximations (1.31) and (1.37) of $\mathfrak{R}^{\sigma}$ by $S_{\sigma}^{\varepsilon *}$ and $\mathfrak{R}_{b}^{\vartheta}=$ $S_{b}^{\vartheta *}$,

$$
\begin{gathered}
\sum_{\sigma \in I^{k}}\left[\varepsilon \int_{\Omega} w^{\varepsilon} \cdot S_{\sigma}^{\varepsilon *}\left(P^{1} v^{\sigma, \varepsilon}-\lambda^{1} \rho v^{\sigma, \varepsilon}\right)+w^{\varepsilon} \cdot S_{\sigma}^{\varepsilon *}\left(P^{0} v^{\sigma, \varepsilon}-\lambda^{2} \rho v^{\sigma, \varepsilon}\right) d x\right] \\
\quad+\sum_{\vartheta \in\{0, \alpha\}}\left[\int_{\Omega} w^{\varepsilon} \cdot S_{b}^{\vartheta *}\left(P^{2}-\lambda^{0} \rho\right)\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right)\right. \\
\left.-\varepsilon \lambda^{1} w^{\varepsilon} \cdot S_{b}^{\vartheta *}\left(\rho e^{-\eta y_{1}} v_{b}^{\vartheta}\right)-\varepsilon^{2} \lambda^{2} w^{\varepsilon} \cdot S_{b}^{\vartheta *}\left(\rho e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d x\right]=\varepsilon^{2} O(\varepsilon) .
\end{gathered}
$$

From the definitions (1.10) and (1.35) of the adjoint operators $S_{\sigma}^{\varepsilon *}$ and $S_{b}^{\vartheta *}$, the boundness of $S_{\sigma}^{\varepsilon} w^{\varepsilon}$ and $S_{b}^{\vartheta} w^{\varepsilon}$, and dividing by $\varepsilon^{2}$,

$$
\begin{gathered}
\sum_{\sigma \in I^{k}} \int_{\omega_{1} \times Y} S_{\sigma}^{\varepsilon} w^{\varepsilon} \cdot\left(P^{1} v^{\sigma, \varepsilon}-\lambda^{1} \rho v^{\sigma, \varepsilon}\right) d x_{1} d y \\
+\sum_{\vartheta \in\{0, \alpha\}} \int_{Y_{\infty}^{+}} S_{b}^{\vartheta} w^{\varepsilon} \cdot\left(P^{2}-\lambda^{0} \rho\right)\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d y=O(\varepsilon) .
\end{gathered}
$$

Since $v^{\sigma, \varepsilon}$ converges to $v^{\sigma}$ strongly in $H^{2}\left(\omega_{1}\right), S_{\sigma}^{\varepsilon} w^{\varepsilon}$ converges to $w^{\sigma}$ weakly in $L^{2}\left(\omega_{1} \times Y\right)$ and the convergence (4.40) of $S_{b}^{\vartheta} w^{\varepsilon}$,

$$
\begin{gathered}
\sum_{\sigma \in I^{k}} \int_{\omega_{1} \times Y} w^{\sigma} \cdot\left(P^{1} v^{\sigma}-\lambda^{1} \rho v^{\sigma}\right) d x_{1} d y \\
+\sum_{\vartheta \in\{0, \alpha\}} \int_{Y_{\infty}^{+}}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot\left(P^{2}-\lambda^{0} \rho\right)\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d y=0 .
\end{gathered}
$$

If $w^{\sigma}$ and $w_{b, k}^{\vartheta}$ are sufficiently regular, applying the Green formula,

$$
\begin{aligned}
\sum_{\sigma \in I^{k}}\left[\int_{\omega_{1} \times Y}-\right. & \sum_{j=1}^{2} \partial_{y_{j}}\left(a_{1 j} \partial_{x_{1}} w^{\sigma}\right) \cdot v^{\sigma}-\partial_{x_{1}}\left(\sum_{i=1}^{2} a_{i 1} \partial_{y_{i}} w^{\sigma}\right) \cdot v^{\sigma}-\lambda^{1} \rho w^{\sigma} \cdot v^{\sigma} d x_{1} d y \\
& +\int_{Y}\left[-w^{\sigma} \cdot \sum_{j=1}^{2} a_{1 j} \partial_{y_{j}} v^{\sigma}+\sum_{i=1}^{2} a_{i 1} \partial_{y_{i}} w^{\sigma} \cdot v^{\sigma}\right]_{x_{1}=0}^{x_{1}=\alpha} d y \\
+ & \left.\int_{\omega_{1} \times \partial Y} \partial_{x_{1}} w^{\sigma} \cdot \sum_{i, j=1}^{2} a_{1 j} v^{\sigma} \cdot n_{y_{j}}-w^{\sigma} \cdot \sum_{i=1}^{2} a_{i 1} \partial_{x_{1}} v^{\sigma} \cdot n_{y_{i}} d x_{1} d y\right] \\
& +\sum_{\vartheta \in\{0, \alpha\}}\left[\int_{Y_{\infty}^{+}} \sum_{\sigma \in I^{k}}\left(-\operatorname{div}_{y}\left(a \nabla_{y} w_{\vartheta}^{\sigma}\right)-\lambda^{0} \rho w_{\vartheta}^{\sigma}\right) \cdot\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right)\right. \\
& +\left(-\operatorname{div}_{y}\left(a \nabla_{y} w_{b, k}^{\vartheta}\right)-\lambda^{0} \rho w_{b, k}^{\vartheta}\right) \cdot\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d y \\
& +\int_{\partial Y_{\infty}^{+}}-\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot a \nabla_{y}\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) \cdot n_{y} \\
& \left.+a \nabla_{y}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot n_{y} \cdot\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d y\right]=0 .
\end{aligned}
$$

From the $\sigma$-quasi-periodicity of $w^{\sigma}$ and $v^{\sigma}$, so,

$$
\int_{\omega_{1} \times \gamma_{\text {end }}} \sum_{i, j=1}^{2}\left(\partial_{x_{1}} w^{\sigma} \cdot a_{1 j} v^{\sigma} n_{y_{j}}-w^{\sigma} \cdot a_{i 1} \partial_{x_{1}} v^{\sigma} n_{y_{i}}\right) d x_{1} d y=0 .
$$

Moreover, since $v^{\sigma}=0$ on $\gamma_{l a t}, a \nabla_{y} w_{\vartheta}^{\sigma} . n_{y}=0$ and $a \nabla_{y}\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) . n_{y}=0$ on $\gamma_{\infty, l a t}^{+}$and using (4.37) and (4.15), thus the equation reads,

$$
\begin{align*}
\sum_{\sigma \in I^{k}}\left[\int_{\omega_{1} \times Y}-\right. & \sum_{i, j=1}^{2}\left(\partial_{y_{j}}\left(a_{1 j} \partial_{x_{1}} w^{\sigma}\right) \cdot v^{\sigma}-\partial_{x_{1}}\left(a_{i 1} \partial_{y_{i}} w^{\sigma}\right) \cdot v^{\sigma}\right)-\lambda^{1} \rho w^{\sigma} \cdot v^{\sigma} d x_{1} d y  \tag{4.56}\\
& \left.+\sum_{i, j=1}^{2} \int_{Y}\left[-w^{\sigma} \cdot a_{1 j} \partial_{y_{j}} \sigma^{\sigma}+a_{i 1} \partial_{y_{i}} w^{\sigma} \cdot v^{\sigma}\right]_{x_{1}=0}^{x_{1}=\alpha} d y\right] \\
& +\sum_{\vartheta \in\{0, \alpha\}} \int_{\gamma_{\infty, \text { end }}^{+}} a \nabla_{y}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+w_{b, k}^{\vartheta}\right) \cdot n_{y} \cdot\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d y=0 .
\end{align*}
$$

From (4.15) and (4.16), we get that $w_{b, k}^{\vartheta}(y)$ is the linear function of $-\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}\left(0, y_{2}\right)$, it means that,

$$
\begin{equation*}
w_{b, k}^{\vartheta}(y)=\mathcal{L}\left(-\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}\left(0, y_{2}\right)\right) \tag{4.57}
\end{equation*}
$$

Hence, in Equation (4.56) it is equivalent to,

$$
\begin{aligned}
& \sum_{\sigma \in I^{k}}\left[\int_{\omega_{1} \times Y} \sum_{i, j=1}^{2}\left(-\partial_{y_{j}}\left(a_{1 j} \partial_{x_{1}} w^{\sigma}\right) \cdot v^{\sigma}-\partial_{x_{1}}\left(a_{i 1} \partial_{y_{i}} w^{\sigma}\right) \cdot v^{\sigma}\right)-\lambda^{1} \rho w^{\sigma} \cdot v^{\sigma} d x_{1} d y\right. \\
& \\
& \left.+\sum_{i, j=1}^{2} \int_{Y}\left[-w^{\sigma} \cdot a_{1 j} \partial_{y_{j}} v^{\sigma}+a_{i 1} \partial_{y_{i}} w^{\sigma} \cdot v^{\sigma}\right]_{x_{1}=0}^{x_{1}=\alpha} d y\right] \\
& \quad+\sum_{\vartheta \in\{0, \alpha\}} \int_{\gamma_{\infty, \text { end }}^{+}} a \nabla_{y}\left(\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}+\mathcal{L}\left(-\sum_{\sigma \in I^{k}} w_{\vartheta}^{\sigma}\right)\right) \cdot n_{y} \cdot\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) d y=0 .
\end{aligned}
$$

Thanks to (4.34), the decompositions (4.29) and (4.53) of $w^{\sigma}$ and $v^{\sigma}$, as well as the linearity of $\mathcal{L}$, we get

$$
\begin{aligned}
& w_{b}^{0}(y)=\mathcal{L}\left(-\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} u_{p}^{\sigma}(0) \phi_{p}^{\sigma}\left(0, y_{2}\right)\right)=-\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} u_{p}^{\sigma}(0) \mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right), \\
& w_{b}^{\alpha}(y)=\mathcal{L}\left(-\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} u_{p}^{\sigma}(\alpha) \phi_{p}^{\sigma}\left(0, y_{2}\right)\right)=-\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} u_{p}^{\sigma}(\alpha) \mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right),
\end{aligned}
$$

and the equation yields,

$$
\begin{gather*}
\sum_{\sigma \in I^{k}, p, q \in M_{n}^{\sigma}} \int_{\omega_{1}} \sum_{i, j=1}^{2}\left(\int_{Y}-\partial_{y_{j}}\left(a_{1 j} \phi_{p}^{\sigma}\right) \cdot \phi_{q}^{\sigma}-a_{i 1} \partial_{y_{i}} \phi_{p}^{\sigma} \cdot \phi_{q}^{\sigma} d y\right) \partial_{x_{1}} u_{p}^{\sigma} \cdot v_{q}^{\sigma}  \tag{4.58}\\
-\lambda^{1}\left(\int_{Y} \rho \phi_{p}^{\sigma} \cdot \phi_{q}^{\sigma} d y\right) u_{p}^{\sigma} \cdot v_{q}^{\sigma} d x_{1} \\
\quad+\sum_{i, j=1}^{2}\left[\left(\int_{Y}-\phi_{p}^{\sigma} \cdot a_{1 j} \partial_{y_{j}} \phi_{q}^{\sigma}+a_{i 1} \partial_{y_{i}} \phi_{p}^{\sigma} \cdot \phi_{q}^{\sigma} d y\right) u_{p}^{\sigma} \cdot v_{q}^{\sigma}\right]_{x_{1}=0}^{x_{1}=\alpha} \\
-\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} \int_{Y_{2}}\left[a \nabla_{y}\left(u_{p}^{\sigma}(0) \phi_{p}^{\sigma}-u_{p}^{\sigma}(0) \mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right)\right) \cdot v_{b}^{0}\left(y_{1}=0\right)\right. \\
\left.+a \nabla_{y}\left(u_{p}^{\sigma}(\alpha) \phi_{p}^{\sigma}-u_{p}^{\sigma}(\alpha) \mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right)\right) \cdot v_{b}^{\alpha}\left(y_{1}=0\right)\right] d y_{2}=0 .
\end{gather*}
$$

We observe that,

$$
\sum_{i, j=1}^{2} \int_{Y}-\partial_{y_{j}}\left(a_{1 j} \phi_{p}^{\sigma}\right) \cdot \phi_{q}^{\sigma}-a_{i 1} \partial_{y_{i}} \phi_{p}^{\sigma} \cdot \phi_{q}^{\sigma} d y=\sum_{i, j=1}^{2} \int_{Y} \phi_{p}^{\sigma} \cdot a_{1 j} \partial_{y_{j}} \phi_{q}^{\sigma}-a_{i 1} \partial_{y_{i}} \phi_{p}^{\sigma} \cdot \phi_{q}^{\sigma} d y .
$$

Using (4.19) the definition of coefficients $c(., .,$.$) and b(., .,$.$) , the equation (4.58)$ becomes,

$$
\begin{aligned}
\sum_{\sigma \in I I^{k}, p, q \in M_{n}^{\sigma}} & {\left[\int_{\omega_{1}} c(\sigma, p, q) \partial_{x_{1}} u_{p}^{\sigma} \cdot v_{q}^{\sigma}-b(\sigma, p, q) \lambda^{1} u_{p}^{\sigma} \cdot v_{q}^{\sigma} d x_{1}-\left[c(\sigma, p, q) u_{p}^{\sigma} \cdot v_{q}^{\sigma}\right]_{x_{1}=0}^{x_{1}=\alpha}\right] } \\
& -\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} \int_{Y_{2}}\left[a \nabla_{y}\left(u_{p}^{\sigma}(0) \phi_{p}^{\sigma}-u_{p}^{\sigma}(0) \mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right)\right) \cdot v_{b}^{0}\left(y_{1}=0\right)\right. \\
& \left.+a \nabla_{y}\left(u_{p}^{\sigma}(\alpha) \phi_{p}^{\sigma}-u_{p}^{\sigma}(\alpha) \mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right)\right) \cdot v_{b}^{\alpha}\left(y_{1}=0\right)\right] d y_{2}=0 .
\end{aligned}
$$

Choosing the test functions $v^{\sigma} \in L^{2}\left(H_{0}^{1}\left(\omega_{1}\right) ; Y\right) \cap L^{2}\left(\Omega ; H_{0}^{1}(Y)\right)$ proves the equations of $u_{p}^{\sigma}$ :

$$
\sum_{p \in M_{n}^{\sigma}} c(\sigma, p, q) \partial_{x_{1}} u_{p}^{\sigma}-b(\sigma, p, q) \lambda^{1} u_{p}^{\sigma}=0 \text { for each } q \in M_{n}^{\sigma} \text { and } \sigma \in I^{k} .
$$

Thus, the boundary term remains,

$$
\begin{gather*}
-\sum_{\sigma \in I^{k_{1}, p, q \in M_{n}^{\sigma}}}\left[c(\sigma, p, q) u_{p}^{\sigma} \cdot v_{q}^{\sigma}\right]_{x_{1}=0}^{x_{1}=\alpha}  \tag{4.59}\\
-\sum_{\sigma \in I^{k}, p \in M_{n}^{\sigma}} \int_{Y_{2}} a \nabla_{y}\left(u_{p}^{\sigma}(0) \phi_{p}^{\sigma}-u_{p}^{\sigma}(0) \mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right)\right) \cdot v_{b}^{0}\left(y_{1}=0\right) \\
+a \nabla_{y}\left(u_{p}^{\sigma}(\alpha) \phi_{p}^{\sigma}-u_{p}^{\sigma}(\alpha) \mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right)\right) \cdot v_{b}^{\alpha}\left(y_{1}=0\right) d y_{2}=0 .
\end{gather*}
$$

From the relation (4.55) between $v^{\sigma}$ and $v_{b}^{\vartheta}$ at $y_{1}=0$,

$$
v_{b}^{0}\left(0, y_{2}\right)=-\sum_{\sigma \in I^{k}} v^{\sigma}\left(0,0, y_{2}\right)=-\sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} v_{q}^{\sigma}(0) \phi_{q}^{\sigma}\left(0, y_{2}\right)
$$

and $v_{b}^{\alpha}\left(0, y_{2}\right)=-\sum_{\sigma \in I^{k}} v^{\sigma}\left(\alpha, 0, y_{2}\right) e^{s i g n(\sigma) 2 i \pi l^{k}}=-\sum_{\sigma \in I^{k}, q \in M_{n}^{\sigma}} v_{q}^{\sigma}(\alpha) \phi_{q}^{\sigma}\left(0, y_{2}\right) e^{s i g n(\sigma) 2 i \pi l^{k}}$,
hence, the expression (4.59) reads

$$
\begin{aligned}
& \quad \sum_{\sigma \in I^{k}, p, q \in M_{n}^{\sigma}}\left[\left(c(\sigma, p, q)-\int_{Y_{2}} a \nabla_{y}\left(\phi_{p}^{\sigma}-\mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right)\right) \cdot \phi_{q}^{\sigma}\left(y_{1}=0\right) d y_{2}\right) u_{p}^{\sigma}(0) \overline{v_{q}^{\sigma}}(0)\right. \\
& \left.-\left(c(\sigma, p, q)+\int_{Y_{2}} a \nabla_{y}\left(\phi_{p}^{\sigma}-\mathcal{L}\left(\phi_{p}^{\sigma}\left(0, y_{2}\right)\right)\right) \cdot \phi_{q}^{\sigma}\left(y_{1}=0\right) d y_{2}\right) u_{p}^{\sigma}(\alpha) \overline{v_{q}^{\sigma}}(\alpha)\right]=0 .
\end{aligned}
$$

Using (4.20) and (4.21) the definition of coefficients $e_{0}$ and $e_{\alpha}$, the boundary conditions are

$$
\sum_{\sigma \in I^{k}, p, q \in M_{n}^{\sigma}} e_{0}(\sigma, p, q) u_{p}^{\sigma}(0) \overline{v_{q}^{\sigma}}(0)=0 \text { and } \sum_{\sigma \in I^{k}, p, q \in M_{n}^{\sigma}} e_{\alpha}(\sigma, p, q) u_{p}^{\sigma}(\alpha) \overline{v_{q}^{\sigma}}(\alpha)=0 .
$$

Introducing the matrices $C_{q p}^{\sigma}=c(\sigma, p, q), B_{q p}^{\sigma}=b(\sigma, p, q), U_{p}^{\sigma}=u_{p}^{\sigma}, V_{q}^{\sigma}=\overline{v_{q}^{\sigma}}$, $E_{q p}^{\vartheta, \sigma}=e_{\vartheta}(\sigma, p, q)$ and $\Phi_{q}^{\vartheta, \sigma}=\widehat{\phi}_{q}^{\sigma, \vartheta}$ leads to the matrix form

$$
C_{q p}^{\sigma} \partial_{x} U_{p}^{\sigma}+\lambda^{1} B_{q p}^{\sigma} U_{p}^{\sigma}=0_{q} \text { for each } \sigma \text { and } q,
$$

with the boundary conditions

$$
\sum_{\sigma \in I^{k}}\left(V^{\sigma}\right)^{T} E^{\vartheta, \sigma} U^{\sigma}=0 \text { at } x_{1}=\vartheta
$$

or in short with block vectors and matrices $U=\left(U^{\sigma}\right)_{\sigma}, V=\left(V^{\sigma}\right)_{\sigma}$ and $E^{\vartheta}=$ $\left(\begin{array}{cc}E^{\vartheta, k} & 0 \\ 0 & E^{\vartheta,-k}\end{array}\right)$,

$$
V^{T} E^{\vartheta} U=0 \text { at } x_{1}=\vartheta
$$

for all $V$ such that,

$$
\left(I_{j} V\right)^{T} \Phi^{\vartheta}=0 \text { at } x_{1}=\vartheta \text { for all } j \in\{1, \ldots, m\}
$$

where the matrix $I_{j}$, defined in the beginning of the section, is considered here as a $2 \times 2$ block matrix of $m \times m$ submatrices. The boundary conditions are equivalent to

$$
V\left(x_{1}=\vartheta\right) \perp E^{\vartheta} U\left(x_{1}=\vartheta\right) \text { for all } V
$$

such that $V(\vartheta) \perp\left(I_{j}\right)^{T} \Phi^{\vartheta}$ at $\vartheta \in\{0, \alpha\}$ and with $j \in\{1, \ldots, m\}$.
Since $V\left(x_{1}=\vartheta\right) \perp\left(I_{j}\right)^{T} \Phi^{\vartheta}$ at $\vartheta \in\{0, \alpha\}$ for all $j \in\{1, \ldots, m\}$, therefore, $V\left(x_{1}=\vartheta\right) \in$ $L^{\vartheta \perp}$. Moreover, since $E^{\vartheta} U\left(x_{1}=\vartheta\right) \perp V\left(x_{1}=\vartheta\right)$, so

$$
\left\langle E^{\vartheta} U, X_{j}^{\vartheta}\right\rangle=0 \text { for all } \vartheta \in\{0, \alpha\} \text { and } j \in\{1, \ldots, m\},
$$

where $X_{j}^{\vartheta}$ is defined in (4.45). It is equivalent to

$$
\sum_{p \in M_{n}^{k}} e_{\vartheta}(k, p, q) u_{p}^{k}(\vartheta) \overline{\widehat{\phi}_{q}^{-k, \vartheta}}-e_{\vartheta}(-k, p, q) u_{p}^{-k}(s) \overline{\widehat{\phi}_{q}^{k, \vartheta}}=0 \text { for all } q \in M_{n}^{k} .
$$

Finally, the boundary conditions of the macroscopic equation are

$$
\begin{aligned}
\sum_{p \in M_{n}^{k}} e_{0}(k, p, q) u_{p}^{k}(0) \widehat{\phi}_{q}^{k, 0}-e^{0}(-k, p, q) u_{p}^{-k}(0) \widehat{\phi}_{q}^{-k, 0} & =0, \\
\text { and } \sum_{p \in M_{n}^{k}} e_{\alpha}(k, p, q) u_{p}^{k}(\alpha) \widehat{\phi}_{q}^{k, \alpha}-e^{\alpha}(-k, p, q) u_{p}^{-k}(\alpha) \widehat{\phi}_{q}^{-k, \alpha} & =0,
\end{aligned}
$$

for all $q \in M_{n}^{k}$.
ii) Case $k \in\left\{0,-\frac{1}{2}\right\}$. The process is similar to the case of $k \notin\left\{0,-\frac{1}{2}\right\}$ but the final boundary condition for HF-macroscopic model are not found. We choose $v^{k} \in H^{2}\left(\omega_{1} \times Y\right)$ a $k$-quasi-periodic function in $y_{1}$ such that it is decomposed by

$$
\begin{equation*}
v^{k}\left(x_{1}, y\right)=\sum_{q \in M_{n}^{k}} v_{q}^{k}\left(x_{1}\right) \phi_{q}^{k}(y) \tag{4.60}
\end{equation*}
$$

and is satisfied the condition

$$
\begin{equation*}
\sum_{q \in M_{n}^{k}} v_{q}^{k}\left(x_{1}\right) \int_{Y_{2}} \phi_{q}^{k}\left(0, y_{2}\right) d y_{2}=0 \text { at } x_{1} \in \partial \omega_{1} . \tag{4.61}
\end{equation*}
$$

We also take a function $v_{b}^{s} \in H^{2}\left(Y_{\infty}^{+}\right)$where $\vartheta \in\{0, \alpha\}$ and $\eta>0$ such that,

$$
a \nabla_{y}\left(e^{-\eta y_{1}} v_{b}^{\vartheta}\right) \cdot n_{y}=0 \text { on } \gamma_{\infty, l a t}^{+},
$$

and

$$
\begin{equation*}
\left(\Re v^{k}\right)(x)+e^{-\eta x_{1} / \varepsilon}\left(\mathfrak{R}^{0} v_{b}^{0}\right)(x)+e^{-\eta\left(\alpha-x_{1}\right) / \varepsilon}\left(\Re^{\alpha} v_{b}^{\alpha}\right)(x)=0 \text { on } \Gamma_{\text {end }} . \tag{4.62}
\end{equation*}
$$

We pose

$$
\begin{equation*}
v^{\varepsilon}(x)=\left(\mathfrak{R} v^{k}\right)(x), v^{b, \varepsilon}(x)=e^{-\eta x_{1} / \varepsilon}\left(\mathfrak{R}^{0} v_{b}^{0}\right)(x)+e^{-\eta\left(\alpha-x_{1}\right) / \varepsilon}\left(\mathfrak{R}^{\alpha} v_{b}^{\alpha}\right)(x), \tag{4.63}
\end{equation*}
$$

and choose $\psi^{\varepsilon}=v^{\varepsilon}+v^{b, \varepsilon}$ with

$$
\begin{equation*}
\psi^{\varepsilon} \in H_{\text {end }}^{1}(\Omega) \cap H^{2}(\Omega) \text { such that } a^{\varepsilon} \nabla_{x} \psi^{\varepsilon} \cdot n_{x}=0 \text { on } \Gamma_{l a t}, \tag{4.64}
\end{equation*}
$$

as a test function of the weak formulation (4.10) of the spectral problem. According to (4.60) and (4.62), the boundary conditions on $\Gamma_{\text {end }}$ of test functions $\psi^{\varepsilon}$ are rewritten by,

$$
\begin{aligned}
& \quad \sum_{q \in M_{n}^{k}} v_{q}^{k}(0) \phi_{q}^{k}\left(0, \frac{x_{2}}{\varepsilon}\right)+v_{b}^{k}\left(0, \frac{x_{2}}{\varepsilon}\right)+e^{-\eta \alpha / \varepsilon} v_{b}^{\alpha}\left(\frac{\alpha}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right)=0 \text { at } x_{1}=0, \\
& \text { and } \sum_{q \in M_{n}^{k}} v_{q}^{k}(\alpha) \phi_{q}^{k}\left(\frac{\alpha}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right)+e^{-\eta \alpha / \varepsilon} v_{b}^{0}\left(\frac{\alpha}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right)+v_{b}^{\alpha}\left(0, \frac{x_{2}}{\varepsilon}\right)=0 \text { at } x_{1}=\alpha,
\end{aligned}
$$

for all $x_{2} \in \omega_{2}$. Using the periodicity or anti - periodicity of $\phi_{q}^{k}$ in the variable $y_{1}$, the second condition becomes,

$$
\sum_{q \in M_{n}^{k}} v_{q}^{k}(\alpha) \phi_{q}^{k}\left(0, \frac{x_{2}}{\varepsilon}\right) e^{2 i \pi k \alpha / \varepsilon}+e^{-\eta \alpha / \varepsilon} v_{b}^{0}\left(\frac{\alpha}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right)+v_{b}^{\alpha}\left(0, \frac{x_{2}}{\varepsilon}\right)=0 \text { at } x_{1}=\alpha .
$$

Since $\alpha / \varepsilon \in \mathbb{N}^{*}, e^{2 i \pi k \alpha / \varepsilon}=1$ if $k=0$ and $=e^{-i \pi}$ otherwise. Passing to the limit, the boundary conditions of the test function are,

$$
\begin{align*}
& \quad \sum_{q \in M_{n}^{k}} v_{q}^{k}(0) \phi_{q}^{k}\left(0, y_{2}\right)+v_{b}^{0}\left(0, y_{2}\right)=0 \text { at } x_{1}=0,  \tag{4.65}\\
& \text { and } \sum_{q \in M_{n}^{k}} v_{q}^{k}(\alpha) \phi_{q}^{k}\left(0, y_{2}\right) e^{2 i \pi k}+v_{b}^{\alpha}\left(0, y_{2}\right)=0 \text { at } x_{1}=\alpha .
\end{align*}
$$

The procedure of proof is the same in case $k \notin\left\{0,-\frac{1}{2}\right\}$ and we get the final equation as,

$$
\begin{gathered}
\sum_{p, q \in M_{n}^{k}} \int_{\omega_{1}} c(k, p, q) \partial_{x_{1}} u_{p}^{k} \cdot v_{q}^{k}-b(k, p, q) \lambda^{1} u_{p}^{k} \cdot v_{q}^{k} d x_{1}-\sum_{p, q \in M_{n}^{k}}\left[c(0, p, q) u_{p}^{0} \cdot v_{q}^{0}\right]_{x_{1}=0}^{x_{1}=\alpha} \\
-d(k, p, q) u_{p}^{k}(0) \cdot v_{q}^{k}(0)-d(k, p, q) u_{p}^{k}(\alpha) \cdot v_{q}^{k}(\alpha)=0
\end{gathered}
$$

Choosing the test functions such that $v^{k} \in L^{2}\left(H_{0}^{1}\left(\omega_{1}\right) ; Y\right) \cap L^{2}\left(\Omega ; H_{0}^{1}(Y)\right)$, the internal equations are stated for each $q \in M_{n}^{k}$ by

$$
\sum_{p \in M_{n}^{k}} c(k, p, q) \partial_{x_{1}} u_{p}^{k}-b(k, p, q) \lambda^{1} u_{p}^{k}=0 .
$$

So, the boundary term remains,

$$
\begin{aligned}
\sum_{p, q \in M_{n}^{k}}(c(k, p, q)-d(k, p, q)) u_{p}^{k}(0) \overline{v_{q}^{k}}(0) & =0 \text { at } x_{1}=0, \\
\text { and } \sum_{p, q \in M_{n}^{k}}(c(k, p, q)-d(k, p, q)) u_{p}^{k}(\alpha) \overline{v_{q}^{k}}(\alpha) & =0 \text { at } x_{1}=\alpha .
\end{aligned}
$$

Or,

$$
\begin{equation*}
\sum_{p, q \in M_{n}^{k}} e_{0}(k, p, q) u_{p}^{k}(0) \overline{v_{q}^{k}}(0)=0 \text { and } \sum_{p, q \in M_{n}^{k}} e_{\alpha}(k, p, q) u_{p}^{k}(\alpha) \overline{v_{q}^{k}}(\alpha)=0 . \tag{4.66}
\end{equation*}
$$

We introduce the matrices $C=(c(k, p, q))_{p, q}, B=(b(k, p, q))_{p, q}, U=\left(u_{p}^{k}\right)_{p}, V=$ $\left(\overline{v_{p}^{k}}\right)_{p}, E^{\vartheta}=\left(e_{\vartheta}(k, p, q)\right)_{p, q}, \Phi^{\vartheta}=\left(\int_{Y_{2}} \widehat{\phi}_{q}^{k, \vartheta}\left(0, y_{2}\right) d y_{2}\right)_{q}$, then the matrix form is,

$$
C \partial_{x} U+\lambda^{1} B U=0
$$

$$
\begin{align*}
& \text { with } V^{T} E^{0} U=0 \text { at } x_{1}=0 \text { and } V^{T} E^{\alpha} U=0 \text { at } x_{1}=\alpha,  \tag{4.67}\\
& \text { for all } V \text { such that } V^{T}\left(x_{1}=\vartheta\right) \Phi^{\vartheta}=0 .
\end{align*}
$$

Finally, the internal of the HF-macroscopic equation (4.24) allows with unknown the boundary condition.

### 4.3.4 Proof of Theorem 46

For $k \in Y^{*}$, let $\left(\lambda^{\varepsilon}, w^{\varepsilon}\right)$ be solution of the weak formulation (4.10) and satisfies the uniform bound (4.11), the property (1.8) yields the uniform bound of $S_{\sigma}^{\varepsilon} w^{\varepsilon}$ in $L^{2}\left(\omega_{1} \times Y\right)$ for any $\sigma \in I^{k}$. So there exist $w^{\sigma} \in L^{2}\left(\omega_{1} \times Y\right)$ such that up the extraction of a subsequence $S_{\sigma}^{\varepsilon} w^{\varepsilon} \rightarrow w^{\sigma}$ in $L^{2}\left(\omega_{1} \times Y\right)$ weakly. Hence, $\sum_{\sigma \in I^{k}} S_{\sigma}^{\varepsilon} w^{\varepsilon}$ converges to

$$
g_{k}\left(x_{1}, y\right)=\sum_{\sigma \in I^{k}} w^{\sigma}\left(x_{1}, y\right) .
$$

According to Lemma 51, there exist $n \in \mathbb{N}^{*}$ such that $\lambda^{0}=\lambda_{n}^{k}$ and $w^{\sigma}$ is decomposed as in (4.29) based on $\left(\phi_{p}^{\sigma}\right)_{\sigma, p}$ the Bloch wave eigenmodes corresponding to Bloch eigenvalue $\lambda^{0}$, so

$$
g_{k}(x, y)=\sum_{\sigma \in I^{k}, m \in M_{n}^{\sigma}} u_{m}^{\sigma}\left(x_{1}\right) \phi_{m}^{\sigma}(y)
$$

for $u_{m}^{\sigma} \in L^{2}\left(\omega_{1}\right)$. Moreover, as in proof of Lemma 53, $w_{b, k}^{\vartheta}$ is solution of the boundary layer equation (4.15) for $\vartheta \in\{0, \alpha\}$. Finally, for $\varepsilon \in E_{k}$ as in Assumption 14, if $u_{p}^{\sigma} \in H^{1}\left(\omega_{1}\right)$ then $u_{p}^{\sigma}$ is a solution of the HF-macroscopic models (4.22)- (4.24) as in the proof of Lemma 55,

## Chapter 5

## Conclusions and perspectives

The periodic homogenization has been studied for the spectral problem and the wave equation with periodic coefficients in a one-dimensional bounded domain. It has also been done for the spectral problem posed in a two-dimensional thin bounded strip. Applying our method, so-called Bloch wave homogenization, provides two-scale models including the expected high frequency parts and also a low frequency part for the wave equation. Our work focuses mainly on the high frequency part. It comprises so-called high-frequency microscopic and macroscopic equations, the first being a second order partial differential equation and the second a system of first order partial differential equations. In the strip case, a boundary layer occurs under the form of a second order partial differential equation. The boundary conditions have been found for the high frequency macroscopic equation. For the spectral problem, the asymptotic behaviors were addressed for both the eigenvalues and the corresponding eigenvectors. Numerical simulations are provided to corroborate the theory in the one-dimensional cases.

The same method might be extended to other cases. The homogenization of the wave equation posed in a bounded strip should be obtained by a combination of the results obtained in one-dimension to the boundary layer result of the spectral problem. However, the boundary layer equation should be a time-space wave equation posed in an infinite strip that might be using a time two-scale transform together with the boundary layer two-scale transform. In addition, the homogenization for both the spectral problem and the wave equation should be done also in the two dimensional open bounded domain by extending the approach. The boundary layers should be considered in both $y_{1}$ and $y_{2}$ directions with a specific problem to take into account a boundary layer effect at the corners.

Finally, we mention possible short-term research works.

1. Numerical simulation for the strip case.
2. Homogenization of the spectral and wave equations in two-dimensions or higher dimension including the boundary conditions.
3. Cases with non-homogeneous boundary conditions.
4. Extension to the system of elasticity equations.
5. Applications in optics or in mechanics to photonic crystals, phononic devices or other waveguides.

## Appendix

In this Appendix, we report some mathematical proofs, supplementary results and remarks.
Proof. [Proof of Lemma 8 The proof is carried out in two steps. First the explicit expression of $T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v$ is derived, then the approximations (1.21) and (1.22) are deduced.
(i) Let us prove that

$$
=\sum_{\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C} \frac{1}{\alpha_{n}^{k} \varepsilon^{2}} \int_{\theta_{\varepsilon} \times \omega_{\varepsilon}} v\left(z_{t}, \frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}, z_{x}, \frac{x-\varepsilon l_{\omega_{\varepsilon}}^{k}}{\varepsilon}\right) d z_{t} d z_{x} \chi_{\theta_{\varepsilon}}(t) \chi_{\omega_{\varepsilon}}(x) e^{2 i \pi k l_{\omega_{\varepsilon}}} .
$$

From the definitions of the two-scale transforms $T^{\varepsilon \alpha_{n}^{k}}$ and $S_{k}^{\varepsilon}$ with $r_{t}=\left(\varepsilon \alpha_{n}^{k}\right) l_{\theta_{\varepsilon}}+$ $\left(\varepsilon \alpha_{n}^{k}\right) \tau \in \theta_{\varepsilon}$ and $r_{x}=\varepsilon l_{\omega_{\varepsilon}}+\varepsilon y \in \omega_{\varepsilon}$,

$$
\begin{gathered}
\int_{I \times \Lambda \times \Omega \times Y} v(t, \tau, x, y) \cdot\left(T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} w\right)(t, \tau, x, y) d t d \tau d x d y \\
=\int_{I \times \Omega} \sum_{\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C}\left[\frac{1}{\alpha_{n}^{k} \varepsilon^{2}} \int_{\theta_{\varepsilon} \times \omega_{\varepsilon}} v\left(t, \frac{r_{t}-\left(\varepsilon \alpha_{n}^{k}\right) l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}, x, \frac{r_{x}-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) d t d x \cdot w\left(r_{t}, r_{x}\right)\right. \\
\left.\chi_{\theta_{\varepsilon}}\left(r_{t}\right) \chi_{\omega_{\varepsilon}}\left(r_{x}\right) e^{-2 i \pi k l_{\omega_{\varepsilon}}}\right] d r_{t} d r_{x}
\end{gathered}
$$

Changing the variable names and using the definitions of $S_{k}^{\varepsilon *}$ and $T^{\varepsilon \alpha_{n}^{k} *}$,

$$
\begin{gathered}
\int_{I \times \Omega}\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)(t, x) \cdot w(t, x) d t d x \\
=\int_{I \times \Omega}\left[\sum_{\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C} \frac{1}{\alpha_{n}^{k} \varepsilon^{2}} \int_{\theta_{\varepsilon} \times \omega_{\varepsilon}} v\left(z_{t}, \frac{t-\left(\varepsilon \alpha_{n}^{k}\right) l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}, z_{x}, \frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) d z_{t} d z_{x}\right. \\
\left.e^{2 i \pi k l_{\omega_{\varepsilon}}} \cdot w(t, x) \chi_{\theta_{\varepsilon}}(t) \chi_{\omega_{\varepsilon}}(x)\right] d t d x
\end{gathered}
$$

This establishes the explicit expression of $T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}$.
(ii) Let us derive the expected approximation for $v \in C^{1}(I \times \Lambda \times \Omega \times Y)$ a periodic function in $\tau$ and $k$-quasi-periodic function in $y$. The first order Taylor formula expresses $\left(z_{t}, z_{x}\right)$ in terms of $(t, x)$ as,

$$
v\left(z_{t}, \tau, z_{x}, y\right)=v(t, \tau, x, y)+\partial_{t} v(x, y)\left(z_{t}-t\right)+\partial_{x} v(x, y)\left(z_{x}-x\right)+\varepsilon O(\varepsilon)
$$

in $L^{2}\left(\theta_{\varepsilon} \times \omega_{\varepsilon}\right)$ for a.e. $\tau \in \Lambda$ and $y \in Y$. Hence,

$$
\begin{aligned}
& \left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)\left(\left(\varepsilon \alpha_{n}^{k}\right) l_{\theta_{\varepsilon}}+\left(\varepsilon \alpha_{n}^{k}\right) \tau, \varepsilon l_{\omega_{\varepsilon}}+\varepsilon y\right) \\
= & \frac{1}{\alpha_{n}^{k} \varepsilon^{2}} \int_{\theta_{\varepsilon} \times \omega_{\varepsilon}}\left[v(t, \tau, x, y)+\partial_{t} v(t, \tau, x, y)\left(z_{t}-t\right)\right. \\
+ & \left.\partial_{x} v(t, \tau, x, y)\left(z_{x}-x\right)+\varepsilon O(\varepsilon)\right] d z_{t} d z_{x} e^{2 i \pi k l_{\omega_{\varepsilon}}}
\end{aligned}
$$

for a.e. $(\tau, y) \in \Lambda \times Y$ and all $\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C$. Remarking that

$$
z_{t}-t=\left(z_{t}-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}\right)+\left(\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}-t\right) \text { and } z_{x}-x=\left(z_{x}-\varepsilon l_{\omega_{\varepsilon}}\right)+\left(\varepsilon l_{\omega_{\varepsilon}}-x\right)
$$

with

$$
\int_{\theta_{\varepsilon}}\left(z_{t}-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}\right) d z_{t}=\frac{1}{2}\left(\varepsilon \alpha_{n}^{k}\right)^{2} \text { and } \int_{\omega_{\varepsilon}}\left(z_{x}-\varepsilon l_{\omega_{\varepsilon}}\right) d z_{x}=\frac{1}{2} \varepsilon^{2} .
$$

For a.e. $(\tau, y) \in \Lambda \times Y,(t, x) \in \theta_{\varepsilon} \times \omega_{\varepsilon}$ and all $\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C$, since $\left|\theta_{\varepsilon}\right|=\varepsilon \alpha_{n}^{k}$ and $\left|\omega_{\varepsilon}\right|=\varepsilon$, so

$$
\begin{gathered}
\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)\left(\left(\varepsilon \alpha_{n}^{k}\right) l_{\theta_{\varepsilon}}+\left(\varepsilon \alpha_{n}^{k}\right) \tau, \varepsilon l_{\omega_{\varepsilon}}+\varepsilon y\right) \\
=
\end{gathered}\left[v(t, \tau, x, y)-\varepsilon \alpha_{n}^{k}\left(\frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}-\frac{1}{2}\right) \partial_{t} v(t, \tau, x, y) .\right.
$$

From the explicit expressions of $T^{\varepsilon \alpha_{n}^{k} *}$ and $S_{0}^{\varepsilon *}$, also refer to Remark 56,

$$
\begin{gathered}
\frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}-\frac{1}{2}=\frac{1}{\varepsilon \alpha_{n}^{k}} \int_{\theta_{\varepsilon}}\left(\frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}-\frac{1}{2}\right) d z_{t}=\left(T^{\varepsilon \alpha_{n}^{k} *}\left(\tau-\frac{1}{2}\right)\right)\left(\varepsilon \alpha_{n}^{k}\right) l_{\theta_{\varepsilon}}+\left(\varepsilon \alpha_{n}^{k}\right) \tau, \\
\text { and } \frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}-\frac{1}{2}=\frac{1}{\varepsilon} \int_{\omega_{\varepsilon}}\left(\frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}-\frac{1}{2}\right) d z_{x}=\left(S_{0}^{\varepsilon *}\left(y-\frac{1}{2}\right)\right)\left(\varepsilon l_{\omega_{\varepsilon}}+\varepsilon y\right),
\end{gathered}
$$

so,

$$
\begin{gathered}
=\left(v(t, \tau, x, y)-\varepsilon \alpha_{n}^{k} T^{\varepsilon \alpha_{n}^{k} *}\left(\tau-\frac{1}{2}\right) \partial_{t} v(t, \tau, x, y)-\varepsilon S_{0}^{\varepsilon *}\left(y-\frac{1}{2}\right) \partial_{x} v(t, \tau, x, y)\right) \\
\chi_{\theta_{\varepsilon}}(t) \chi_{\omega_{\varepsilon}}(x) e^{2 i \pi k l_{\omega_{\varepsilon}}}+\varepsilon O(\varepsilon)
\end{gathered}
$$

in the $L^{2}\left(\theta_{\varepsilon} \times \Lambda \times \omega_{\varepsilon} \times Y\right)$ weak sense. Therefore,

$$
\begin{gathered}
\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)(t, x)=\sum_{\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C}\left[v\left(t, \frac{t}{\varepsilon \alpha_{n}^{k}}-l_{\theta_{\varepsilon}}, x, \frac{x}{\varepsilon}-l_{\omega_{\varepsilon}}\right)\right. \\
-\varepsilon \alpha_{n}^{k} T^{\varepsilon \alpha_{n}^{k} *}\left(\tau-\frac{1}{2}\right) \partial_{t} v\left(t, \frac{t}{\varepsilon \alpha_{n}^{k}}-l_{\theta_{\varepsilon}}, x, \frac{x}{\varepsilon}-l_{\omega_{\varepsilon}}\right) \\
\left.-\varepsilon S_{0}^{\varepsilon *}\left(y-\frac{1}{2}\right) \partial_{x} v\left(t, \frac{t}{\varepsilon \alpha_{n}^{k}}-l_{\theta_{\varepsilon}}, x, \frac{x}{\varepsilon}-l_{\omega_{\varepsilon}}\right)\right] \chi_{\theta_{\varepsilon}}(t) \chi_{\omega_{\varepsilon}}(x) e^{2 i \pi k l_{\omega_{\varepsilon}}}+\varepsilon O(\varepsilon) .
\end{gathered}
$$

Using the periodicity in $\tau$ and $k$-quasi-periodicity in $y$ of function $v$,

$$
\begin{align*}
= & v\left(t, \frac{t}{\varepsilon \alpha_{n}^{k}}, x, \frac{x}{\varepsilon}\right)-\varepsilon \alpha_{n}^{k} T^{\varepsilon \alpha_{n}^{k} *}\left(\tau-\frac{1}{2}\right) \partial_{t} v\left(t, \frac{t}{\varepsilon \alpha_{n}^{k}}, x, \frac{x}{\varepsilon}\right)  \tag{1}\\
& -\varepsilon S_{0}^{\varepsilon *}\left(y-\frac{1}{2}\right) \partial_{x} v\left(t, \frac{t}{\varepsilon \alpha_{n}^{k}}, x, \frac{x}{\varepsilon}\right)+\varepsilon O(\varepsilon)
\end{align*}
$$

in the $L^{2}(I \times \Omega)$ weak sense. Hence the formula (1.21) follows.
From (1.20), Equation (1) is equivalent to

$$
\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)(t, x)=\mathfrak{B}_{n}^{k} v-\varepsilon \alpha_{n}^{k} T^{\varepsilon \alpha_{n}^{k} *}\left(\tau-\frac{1}{2}\right) \mathfrak{B}_{n}^{k}\left(\partial_{t} v\right)-\varepsilon S_{0}^{\varepsilon *}\left(y-\frac{1}{2}\right) \mathfrak{B}_{n}^{k}\left(\partial_{x} v\right)+\varepsilon O(\varepsilon) .
$$

Applying the approximation (1.21) to $\partial_{t} v$ and $\partial_{x} v$ with any function $v \in C^{2}(I \times \Lambda \times$ $\Omega \times Y)$,

$$
=\mathfrak{B}_{n}^{k} v-\varepsilon \alpha_{n}^{k} T^{\varepsilon \alpha_{n}^{k} *}\left(\tau-\frac{1}{2}\right) T^{\varepsilon \alpha_{n}^{k *}} S_{k}^{\varepsilon *}\left(\partial_{t} v\right)-\varepsilon S_{0}^{\varepsilon *}\left(y-\frac{1}{2}\right) T^{\varepsilon \alpha_{n}^{k *}} S_{k}^{\varepsilon *}\left(\partial_{x} v\right)+\varepsilon O(\varepsilon)
$$

Thanks to the explicit expression of $T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v$, also refer to Remark 56, we get

$$
\begin{gather*}
\alpha_{n}^{k} T^{\varepsilon \alpha_{n}^{k} *}\left(\tau-\frac{1}{2}\right) T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\left(\partial_{t} v\right)=T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\left(\alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} v\right),  \tag{2}\\
\text { and } S_{0}^{\varepsilon *}\left(y-\frac{1}{2}\right) T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\left(\partial_{x} v\right)=T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\left(\left(y-\frac{1}{2}\right) \partial_{x} v\right)
\end{gather*}
$$

We see more detail for (2) in (3), (4) and (5) of Remark 56. Hence,

$$
=\mathfrak{B}_{n}^{k} v-\varepsilon T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\left(\alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} v\right)-\varepsilon T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon *}\left(\left(y-\frac{1}{2}\right) \partial_{x} v\right)+\varepsilon O(\varepsilon) .
$$

Finally,

$$
\mathfrak{B}_{n}^{k} v=T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v+\varepsilon T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\left(\alpha_{n}^{k}\left(\tau-\frac{1}{2}\right) \partial_{t} v+\left(y-\frac{1}{2}\right) \partial_{x} v\right)+\varepsilon O(\varepsilon)
$$

Remark 56 For any $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$, let $v \in L^{2}(I \times \Lambda \times \Omega \times Y)$ be a periodic function in $\tau$ and $k$-quasi-periodic function in $y$, then

$$
\begin{equation*}
T^{\varepsilon \alpha_{n}^{k} *}(\tau)\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)=\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\right)(\tau v), \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{0}^{\varepsilon *}(y)\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}(v)\right)=T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}(y v) . \tag{4}
\end{equation*}
$$

Consequently, for any $\mu_{0} \in \mathbb{R}^{*}$,

$$
\begin{equation*}
\left(\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\right)\left(\mu_{0} v\right)\right)(t, x)=\mu_{0}\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)(t, x) . \tag{5}
\end{equation*}
$$

Indeed, from the explicit expression of $T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}$,

$$
\begin{aligned}
& \quad\left(\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\right)(\tau v)\right)(t, x) \\
& =\sum_{\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C} \frac{1}{\alpha_{n}^{k} \varepsilon^{2}} \int_{\theta_{\varepsilon} \times \omega_{\varepsilon}}\left(\frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}\right) v\left(z_{t}, \frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}, z_{x}, \frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) d z_{t} d z_{x} \chi_{\theta_{\varepsilon}}(t) \chi_{\omega_{\varepsilon}}(x) e^{2 i \pi k l_{\omega_{\varepsilon}}} \\
& =\sum_{\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C}\left(\frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}\right) \frac{1}{\alpha_{n}^{k} \varepsilon^{2}} \int_{\theta_{\varepsilon} \times \omega_{\varepsilon}} v\left(z_{t}, \frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}, z_{x}, \frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) d z_{t} d z_{x} \chi_{\theta_{\varepsilon}}(t) \chi_{\omega_{\varepsilon}}(x) e^{2 i \pi k l_{\omega_{\varepsilon}}} .
\end{aligned}
$$

We observe that

$$
\frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}} \chi_{\theta_{\varepsilon}}(t)=\frac{1}{\alpha_{n}^{k} \varepsilon} \int_{\theta_{\varepsilon}}\left(\frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}\right) d z_{t} \chi_{\theta_{\varepsilon}}(t)=T^{\varepsilon \alpha_{n}^{k} *}(\tau)\left(\left(\varepsilon \alpha_{n}^{k}\right) l_{\theta_{\varepsilon}}+\left(\varepsilon \alpha_{n}^{k}\right) \tau\right) .
$$

Therefore,

$$
\begin{equation*}
\left(\left(T^{\varepsilon \alpha_{n}^{k *}} S_{k}^{\varepsilon *}\right)(\tau v)\right)(t, x)=\left(T^{\varepsilon \alpha_{n}^{k *}}(\tau)\right)(t)\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)(t, x) \tag{6}
\end{equation*}
$$

Similarly, we apply to the function yv the adjoint operator $T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}$

$$
\begin{gather*}
=\left(\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\right)(y v)\right)(t, x) \\
=\sum_{\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C} \frac{1}{\alpha_{n}^{k} \varepsilon^{2}} \int_{\theta_{\varepsilon} \times \omega_{\varepsilon}}\left(\frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) v\left(z_{t}, \frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}, z_{x}, \frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) d z_{t} d z_{x} \chi_{\theta_{\varepsilon}}(t) \chi_{\omega_{\varepsilon}}(x) e^{2 i \pi k l_{\omega_{\varepsilon}}} \\
=\sum_{\theta_{\varepsilon} \in D, \omega_{\varepsilon} \in C}\left[\frac{1}{\varepsilon} \int_{\omega_{\varepsilon}}\left(\frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) d z_{x} \frac{1}{\alpha_{n}^{k} \varepsilon^{2}} \int_{\theta_{\varepsilon} \times \omega_{\varepsilon}} v\left(z_{t}, \frac{t-\varepsilon \alpha_{n}^{k} l_{\theta_{\varepsilon}}}{\varepsilon \alpha_{n}^{k}}, z_{x}, \frac{x-\varepsilon l_{\omega_{\varepsilon}}}{\varepsilon}\right) d z_{t} d z_{x}\right. \\
\left.\chi_{\theta_{\varepsilon}}(t) \chi_{\omega_{\varepsilon}}(x) e^{2 i \pi k \omega_{\omega_{\varepsilon}}}\right]=\left(S_{0}^{\varepsilon *}(y)\right)(x)\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *} v\right)(t, x) . \tag{7}
\end{gather*}
$$

Moreover, for any $\mu_{0} \in \mathbb{R}^{*}$, we get

$$
S_{0}^{\varepsilon *} \mu_{0}=\mu_{0} \text { and } T^{\varepsilon \alpha_{n}^{k} *} \mu_{0}=\mu_{0}
$$

Finally, (廌) is obtained thank to (6) and (7).
Proof. [Proof of Lemma 10] The proof is carried out in two steps. First the explicit expression of $S_{k}^{\varepsilon^{*} v}$ is derived, then the approximation is deduced.
(i) Let us prove that

$$
\left(S_{k}^{\varepsilon *} v\right)(x)=\sum_{j \in J} \int_{\omega_{1 \varepsilon}^{j}} \varepsilon^{-1} v\left(z, \frac{x-\varepsilon l_{\omega_{\varepsilon}^{j}}}{\varepsilon}\right) d z \chi_{\omega_{\varepsilon}^{j}}(x) e^{2 i \pi k j} .
$$

From the definition of the modulated-two-scale transform with $r=\varepsilon l_{\omega_{\varepsilon}^{j}}+\varepsilon y \in \omega_{\varepsilon}^{j}$ and $d r=\varepsilon^{2} d y$,

$$
\begin{gathered}
\int_{\omega_{1} \times Y} v\left(x_{1}, y\right) \cdot\left(S_{k}^{\varepsilon} w\right)\left(x_{1}, y\right) d x_{1} d y \\
=\sum_{j \in J} \int_{\omega_{1} \times \omega_{\varepsilon}^{j}} \varepsilon^{-2} v\left(x_{1}, \frac{r-\varepsilon l_{\omega_{\varepsilon}^{j}}}{\varepsilon}\right) \cdot w(r) \chi_{\omega_{1 \varepsilon}^{j}}\left(x_{1}\right) e^{-2 i \pi k j} d x_{1} d r
\end{gathered}
$$

or equivalently,

$$
=\int_{\Omega} \sum_{j \in J} \varepsilon^{-2} \int_{\omega_{1 \varepsilon}^{j}} v\left(x_{1}, \frac{r-\varepsilon l_{\omega_{\varepsilon}^{j}}}{\varepsilon}\right) d x_{1} \cdot w(r) \chi_{\omega_{\varepsilon}^{j}}(r) e^{-2 i \pi k j} d r .
$$

Changing the variable names $z=x_{1}, x=r$ and using the definition of $S_{k}^{\varepsilon *}$,

$$
\frac{1}{\varepsilon} \int_{\Omega}\left(S_{k}^{\varepsilon *} v\right)(x) \cdot w(x) d x=\int_{\Omega} \sum_{j} \varepsilon^{-2} \int_{\omega_{1 \varepsilon}^{j}} v\left(z, \frac{x-\varepsilon l_{\omega_{\varepsilon}^{j}}}{\varepsilon}\right) d z e^{2 i \pi k j} \cdot w(x) \chi_{\omega_{\varepsilon}^{j}}(x) d x .
$$

This establishes the explicit expression of $S_{k}^{\varepsilon *}$.
(ii) Let us derive the expected approximation for $v \in C^{1}\left(\omega_{1} \times Y\right)$ and $k$-quasiperiodic in $y_{1}$. Since $\left|\omega_{1 \varepsilon}^{j}\right|=\varepsilon$ and

$$
v(z, y)=v\left(x_{1}, y\right)+\partial_{x_{1}} v\left(x_{1}, y\right) \cdot\left(z-x_{1}\right)+\varepsilon O(\varepsilon) \text { in } L^{2}\left(\omega_{1}\right) \text { for a.e. } y \in Y,
$$

then

$$
\left(S_{k}^{\varepsilon *} v\right)\left(\varepsilon l_{\omega_{\varepsilon}^{j}}+\varepsilon y\right)=\left(\varepsilon^{-1} \int_{\omega_{1 \varepsilon}^{j}} v\left(x_{1}, y\right)+\partial_{x_{1}} v\left(x_{1}, y\right) \cdot\left(z-x_{1}\right) d z\right) e^{2 i \pi k j}+O(\varepsilon),
$$

for a.e. $y \in Y$ and all $j \in J$. Remarking that $z-x_{1}=(z-\varepsilon j)+\left(\varepsilon j-x_{1}\right)$ and

$$
\int_{\omega_{1 \varepsilon}^{j}}(z-\varepsilon j) d z=\frac{1}{2} \varepsilon O(\varepsilon) .
$$

So for all $\omega_{1 \varepsilon}^{j}$ and $y \in Y$,

$$
\varepsilon e^{-2 i \pi k j}\left(S_{k}^{\varepsilon *} v\right)\left(\varepsilon l_{\omega_{\varepsilon}^{j}}+\varepsilon y\right)=\left|\omega_{1 \varepsilon}^{j}\right| v\left(x_{1}, y\right)+\left(\frac{1}{2} \varepsilon O(\varepsilon)+\left(\varepsilon^{2} y\right)\right) . \partial_{x_{1}} v\left(x_{1}, y\right)+\varepsilon O(\varepsilon) .
$$

Therefore,

$$
\left(S_{k}^{\varepsilon *} v\right)(x)=\sum_{j \in J} v\left(x_{1}, \frac{x}{\varepsilon}-l_{\omega_{\varepsilon}^{j}}\right) \chi_{\omega_{\varepsilon}^{j}}(x) e^{2 i \pi k j}+\varepsilon O(\varepsilon) .
$$

Using the $k$-quasi-periodic of $v$ in $y_{1}$,

$$
\left(S_{k}^{\varepsilon *} v\right)(x)=\sum_{j \in J} v\left(x_{1}, \frac{x}{\varepsilon}\right) \chi_{\omega_{\varepsilon}^{j}}(x)+\varepsilon O(\varepsilon),
$$

in $L^{2}(\Omega)$, hence the formula (1.31) follows.
Proof. [Proof of Lemma 12 For $u \in L^{2}(\Omega)$ such that $u$ is bounded in $L^{2}(\Omega)$, for $\vartheta=0$, the definition (1.32) of $S_{b}^{0} u$ gives

$$
\int_{Y_{\infty}^{+}}\left|S_{b}^{0} u\right|^{2}(y) d y=\int_{Y_{\infty}^{+}}|u|^{2}(\varepsilon y) \chi_{(0,1 / \varepsilon)}\left(y_{1}\right) d y=\int_{Y_{2}} \int_{(0, \alpha / \varepsilon)}|u|^{2}\left(\varepsilon y_{1}, \varepsilon y_{2}\right) d y_{1} d y_{2}
$$

By changing variable $x=\varepsilon y$, so $d y=d x / \varepsilon^{2}$ and

$$
=\varepsilon^{-2} \int_{\omega_{2}} \int_{\omega_{1}}|u|^{2}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}=\varepsilon^{-2} \int_{\Omega}|u|^{2}(x) d x .
$$

Similarly, for $x_{1}=\alpha$, the definition (1.33) of $S_{b}^{\alpha} u$ implies that

$$
\begin{gathered}
\int_{Y_{\infty}^{+}}\left|S_{b}^{\alpha} u\right|^{2}(y) d y=\int_{Y_{\infty}^{+}}|u|^{2}\left(-\varepsilon y_{1}+\alpha, \varepsilon y_{2}\right) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) d y_{1} d y_{2} \\
=\int_{Y_{2}} \int_{(0, \alpha / \varepsilon)}|u|^{2}\left(-\varepsilon y_{1}+\alpha, \varepsilon y_{2}\right) d y_{1} d y_{2}
\end{gathered}
$$

By changing variables $x_{1}=-\varepsilon y_{1}+\alpha$ and $x_{2}=\varepsilon y_{2}$, so $d y=-d x / \varepsilon^{2}$ and

$$
\begin{aligned}
& =-\varepsilon^{-2} \int_{\omega_{2}} \int_{\alpha}^{0}|u|^{2}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \\
& =\varepsilon^{-2} \int_{\omega_{2}} \int_{\omega_{1}}|u|^{2}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}=\varepsilon^{-2} \int_{\Omega}|u|^{2}(x) d x .
\end{aligned}
$$

Proof. [Proof of Lemma 13] For $v(y) \in C^{1}\left(Y_{\infty}^{+}\right)$, we prove that

$$
\begin{equation*}
\left(S_{b}^{0^{*}} v\right)(x)=v\left(\frac{x}{\varepsilon}\right) \text { and }\left(S_{b}^{\alpha *} v\right)(x)=v\left(\frac{\alpha-x_{1}}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right) . \tag{8}
\end{equation*}
$$

First, for $\vartheta=0$, let $w \in L^{2}(\Omega)$, from the definition (1.32) of $S_{b}^{0}$,

$$
\begin{gathered}
\int_{Y_{\infty}^{+}} v(y) \cdot\left(S_{b}^{0} w\right)(y) d y=\int_{Y_{\infty}^{+}} v(y) \cdot w(\varepsilon y) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) d y \\
=\int_{Y_{2}} \int_{(0, \alpha / \varepsilon)} v\left(y_{1}, y_{2}\right) \cdot w\left(\varepsilon y_{1}, \varepsilon y_{2}\right) d y_{1} d y_{2}
\end{gathered}
$$

Using the definition (1.35) of the adjoint operator $S_{b}^{0 *}$,

$$
\frac{1}{\varepsilon} \int_{\Omega}\left(S_{b}^{0^{*}} v\right)(x) \cdot w(x) d x=\varepsilon \int_{Y_{2}} \int_{(0, \alpha / \varepsilon)} v\left(y_{1}, y_{2}\right) \cdot w\left(\varepsilon y_{1}, \varepsilon y_{2}\right) d y_{1} d y_{2}
$$

and changing the variable names $x_{1}=\varepsilon y_{1}$ and $x_{2}=\varepsilon y_{2}$,

$$
=\varepsilon^{-1} \int_{\omega_{2}} \int_{\omega_{1}} v\left(\frac{x_{1}}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right) \cdot w\left(x_{1}, x_{2}\right) d x_{1} d x_{2} .
$$

Therefore,

$$
\begin{equation*}
\int_{\Omega}\left(S_{b}^{0^{*}} v\right)(x) \cdot w(x) d x=\int_{\Omega} v\left(\frac{x}{\varepsilon}\right) \cdot w(x) d x \tag{9}
\end{equation*}
$$

Second, at $\vartheta=\alpha$, let $w \in L^{2}(\Omega)$, similarly to the case of $\vartheta=0$, we get

$$
\begin{gathered}
\int_{Y_{\infty}^{+}} v(y) \cdot\left(S_{b}^{\alpha} w\right)(y) d y=\int_{Y_{\infty}^{+}} v(y) \cdot w\left(-\varepsilon y_{1}+\alpha, \varepsilon y_{2}\right) \chi_{(0, \alpha / \varepsilon)}\left(y_{1}\right) d y \\
=\int_{Y_{2}} \int_{(0, \alpha / \varepsilon)} v\left(y_{1}, y_{2}\right) \cdot w\left(-\varepsilon y_{1}+\alpha, \varepsilon y_{2}\right) d y_{1} d y_{2} .
\end{gathered}
$$

So, the definition (1.35) of the adjoint operator $S_{b}^{\alpha *}$ implies,

$$
\frac{1}{\varepsilon} \int_{\Omega}\left(S_{b}^{\alpha *} v\right)(x) \cdot w(x) d x=\varepsilon \int_{Y_{2}} \int_{(0, \alpha / \varepsilon)} v\left(y_{1}, y_{2}\right) \cdot w\left(-\varepsilon y_{1}+\alpha, \varepsilon y_{2}\right) d y_{1} d y_{2}
$$

By changing the variable names $x_{1}=-\varepsilon y_{1}+\alpha$ and $x_{2}=\varepsilon y_{2}$, it remains,

$$
=\varepsilon^{-1} \int_{\omega_{2}} \int_{\omega_{1}} v\left(\frac{\alpha-x_{1}}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right) \cdot w\left(x_{1}, x_{2}\right) d x_{1} d x_{2} .
$$

Therefore,

$$
\begin{equation*}
\int_{\Omega}\left(S_{b}^{\alpha *} v\right)(x) \cdot w(x) d x=\int_{\Omega} v\left(\frac{\alpha-x_{1}}{\varepsilon}, \frac{x_{2}}{\varepsilon}\right) \cdot w\left(x_{1}, x_{2}\right) d x_{1} d x_{2} . \tag{10}
\end{equation*}
$$

Then, from (9) and (10), the formula (8) follows. Finally, (1.37) is deduced from (8) and (1.36).

Remark 57 Here we explain the the reason why we defined the $(n, k)$-model two-scale approximation (3.14) of $u^{\varepsilon}$ instead of using $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon}$ directly as in [36] and [94]. For a given $k \in Y^{*}$ and $n \in \mathbb{N}^{*}$, we restart with the very weak formulation (3.62) in the proof of Lemma 34 by choosing test functions as in (3.61, 3.59, (3.60) but such that $w_{0}=0$ in $I \times \Omega$ and $w_{1} \in L^{2}\left(C_{c}^{\infty}(I \times \Omega) ; \Lambda \times Y\right)$. Multiplying by $\varepsilon^{2}$, the equation (3.63) is equivalent to,

$$
\begin{gathered}
\int_{I \times \Omega}\left[u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\varepsilon\left(\frac{1}{\alpha_{n}^{k}}\right)^{2} Q^{2} w_{1}-\varepsilon P^{2} w_{1}+\varepsilon^{2} \frac{1}{\alpha_{n}^{k}} Q^{1} w_{1}-\varepsilon^{2} P^{1} w_{1}+\varepsilon^{3} Q^{0} w_{1}-\varepsilon^{3} P^{0} w_{1}\right)\right. \\
\left.-\varepsilon^{3} f^{\varepsilon} \cdot \mathfrak{B}_{n}^{k} w_{1}\right] d t d x=0 .
\end{gathered}
$$

Equivalently,

$$
\int_{I \times \Omega} u^{\varepsilon} \cdot \mathfrak{B}_{n}^{k}\left(\varepsilon\left(\frac{1}{\alpha_{n}^{k}}\right)^{2} Q^{2} w_{1}-\varepsilon P^{2} w_{1}+\varepsilon^{2} \frac{1}{\alpha_{n}^{k}} Q^{1} w_{1}-\varepsilon^{2} P^{1} w_{1}\right) d t d x=\varepsilon^{2} O(\varepsilon) .
$$

According to the relation between $\mathfrak{B}_{n}^{k}$ and $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon *}$ in Lemma © , it remains,
$\int_{I \times \Omega} u^{\varepsilon} \cdot\left(T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}+O(\varepsilon)\right)\left(\varepsilon\left(\frac{1}{\alpha_{n}^{k}}\right)^{2} Q^{2} w_{1}-\varepsilon P^{2} w_{1}+\varepsilon^{2} \frac{1}{\alpha_{n}^{k}} Q^{1} w_{1}-\varepsilon^{2} P^{1} w_{1}\right) d t d x=\varepsilon^{2} O(\varepsilon)$
Or equivalently,
$\int_{I \times \Omega} u^{\varepsilon} \cdot T^{\varepsilon \alpha_{n}^{k} *} S_{k}^{\varepsilon *}\left(\varepsilon\left(\frac{1}{\alpha_{n}^{k}}\right)^{2} Q^{2} w_{1}-\varepsilon P^{2} w_{1}+\varepsilon^{2} \frac{1}{\alpha_{n}^{k}} Q^{1} w_{1}-\varepsilon^{2} P^{1} w_{1}\right) d t d x=\varepsilon O(\varepsilon)$.
Then,
$\int_{I \times \Lambda \times \Omega \times Y} T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon} \cdot\left(\varepsilon\left(\frac{1}{\alpha_{n}^{k}}\right)^{2} Q^{2} w_{1}-\varepsilon P^{2} w_{1}+\varepsilon^{2} \frac{1}{\alpha_{n}^{k}} Q^{1} w_{1}-\varepsilon^{2} P^{1} w_{1}\right) d t d \tau d x d y=\varepsilon O(\varepsilon)$.
Using the decomposition (3.52) of $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon} u^{\varepsilon}$, the equation becomes,

$$
\begin{gathered}
\int_{I \times \Lambda \times \Omega \times Y}\left(\chi_{0}(k) u_{n}^{0, k}+\varepsilon \bar{u}_{n}^{1, k}\right) \cdot\left(\varepsilon\left(\frac{1}{\alpha_{n}^{k}}\right)^{2} Q^{2} w_{1}-\varepsilon P^{2} w_{1}\right. \\
\left.+\varepsilon^{2} \frac{1}{\alpha_{n}^{k}} Q^{1} w_{1}-\varepsilon^{2} P^{1} w_{1}\right) d t d \tau d x d y=\varepsilon O(\varepsilon)
\end{gathered}
$$

Using (3.82), the equation yields

$$
\int_{I \times \Lambda \times \Omega \times Y} \chi_{0}(k) u_{n}^{0, k} \cdot \varepsilon^{2} P^{1} w_{1}+\varepsilon \bar{u}_{n}^{1, k} \cdot\left(\varepsilon\left(\frac{1}{\alpha_{n}^{k}}\right)^{2} Q^{2} w_{1}-\varepsilon P^{2} w_{1}\right) d t d x=\varepsilon O(\varepsilon) .
$$

Finally, dividing by $\varepsilon^{2}$, we get the equation

$$
\int_{I \times \Lambda \times \Omega \times Y} \chi_{0}(k) u_{n}^{0, k} \cdot P^{1} w_{1}+\bar{u}_{n}^{1, k} \cdot\left(\left(\frac{1}{\alpha_{n}^{k}}\right)^{2} Q^{2} w_{1}-P^{2} w_{1}\right) d t d x=\frac{O(\varepsilon)}{\varepsilon}
$$

but we can not pass to the limit of $\frac{O(\varepsilon)}{\varepsilon}$ when $\varepsilon \rightarrow 0$. Therefore, we can not obtain the HF-microscopic equation by applying $T^{\varepsilon \alpha_{n}^{k}} S_{k}^{\varepsilon}$ to $u^{\varepsilon}$ directly.

Here we also bring the similar result to Lemma 37 about the strong convergence of test function in the case of Neumann Boundary condition. For $k \in Y^{*} /\left\{0,-\frac{1}{2}\right\}$, $n \in \mathbb{N}^{*}$ and $\sigma \in I^{k}$, we consider the two functions $\varphi_{n}^{k}(t, x), \varphi_{n}^{-k}(t, x) \in H^{2}(I \times \Omega)$ such that

$$
\begin{equation*}
\varphi_{n}^{k}(t, x) \partial_{y} \phi_{n}^{k}(0) e^{2 i \pi l^{k} \frac{x}{\alpha}}+\varphi_{n}^{-k}(t, x) \partial_{y} \phi_{n}^{-k}(0) e^{-2 i \pi l l^{k} \frac{x}{\alpha}}=0 \text { on } I \times \partial \Omega \tag{11}
\end{equation*}
$$

where $l^{k}$ is defined in (1.40).
Lemma 58 For $k \in Y^{*} /\left\{0,-\frac{1}{2}\right\}$, let $\varepsilon \in E_{k}$, there exist $\varphi_{n}^{k, \varepsilon}, \varphi_{n}^{-k, \varepsilon} \in H^{2}(I \times \Omega)$ satisfying
i) the boundary conditions

$$
\begin{equation*}
\sum_{\sigma \in I^{k}} \partial_{x} \varphi_{n}^{\sigma, \varepsilon}(t, x) \phi_{n}^{\sigma}(0) e^{2 i \pi \sigma \frac{x}{\varepsilon}}+\frac{1}{\varepsilon} \varphi_{n}^{\sigma, \varepsilon}(t, x) \partial_{y} \phi_{n}^{\sigma}(0) e^{2 i \pi \sigma \frac{x}{\varepsilon}}=0 \text { on } I \times \partial \Omega, \tag{12}
\end{equation*}
$$

ii) and the strong convergence

$$
\begin{equation*}
\varphi_{n}^{\sigma, \varepsilon} \rightarrow \varphi_{n}^{\sigma} \text { in } H^{2}(I \times \Omega) \text { when } \varepsilon \rightarrow 0 \text { for } \sigma \in I^{k} . \tag{13}
\end{equation*}
$$

Before starting the proof, we denote

$$
\zeta^{\varepsilon}(t, x)=-\varepsilon \sum_{\sigma \in I^{k}} \partial_{x} \varphi_{n}^{\sigma, \varepsilon}(t, x) \phi_{n}^{\sigma}\left(\frac{x}{\varepsilon}\right) \text { on } I \times \partial \Omega
$$

and remark that $\zeta^{\varepsilon}(t, x)$ converges to 0 in $H^{2}(I)$ when $\varepsilon$ tends to 0 at $x \in \partial \Omega$. Similarly to the case of Dirichlet boundary condition, to avoid the case that boundary conditions are vanishing, we assume that $\partial_{y} \phi_{n}^{-k}(0) \neq 0$.
Proof. For any $\varepsilon \in E_{k}$ and let the two functions $\varphi_{n}^{k}(t, x), \varphi_{n}^{-k}(t, x) \in H^{2}(I \times \Omega)$ satisfy (11), we choose

$$
\begin{align*}
\varphi_{n}^{k, \varepsilon}(t, x) & =\varphi_{n}^{k}(t, x) \in H^{2}(I \times \Omega)  \tag{14}\\
\text { and } \varphi_{n}^{-k, \varepsilon}(t, x) & =\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x) \text { where } \mu^{\varepsilon}(t, x) \in H^{2}(I \times \Omega) .
\end{align*}
$$

i) Let us prove that

$$
\mu^{\varepsilon}(t, x)=-\left(\varphi_{n}^{-k}(t, \alpha)\left(1-e^{4 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right)}\right)+\frac{\zeta^{\varepsilon}(t, \alpha) e^{2 i \pi l_{k}^{\varepsilon}}}{\partial_{y} \phi_{n}^{-k}(0)}\right) \frac{x}{\alpha}+\frac{\zeta^{\varepsilon}(t, 0)}{\partial_{y} \phi_{n}^{-k}(0)}
$$

where $l_{\varepsilon}^{k}$ and $l^{k}$ is defined in (1.39) and (1.40).
Replacing (14) in (12), the boundary conditions are
$\varphi_{n}^{k}(t, x) \partial_{y} \phi_{n}^{k}(0) e^{2 i \pi k \frac{x}{\varepsilon}}+\left(\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x)\right) \partial_{y} \phi_{n}^{-k}(0) e^{-2 i \pi k \frac{x}{\varepsilon}}=\zeta^{\varepsilon}(t, x)$ on $I \times \partial \Omega$.
Using (1.39) and (1.40) with remarking that $e^{2 i \pi h_{k}^{\varepsilon} \frac{x}{\alpha}}=1$ at $x \in \partial \Omega$,
$\varphi_{n}^{k}(t, x) \partial_{y} \phi_{n}^{k}(0) e^{2 i \pi l_{k}^{\varepsilon} \frac{x}{\alpha}}+\left(\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x)\right) \partial_{y} \phi_{n}^{-k}(0) e^{-2 i \pi l_{k} \frac{x}{\alpha}}=\zeta^{\varepsilon}(t, x)$ on $I \times \partial \Omega$.
Or equivalently,
$\varphi_{n}^{k}(t, x) \partial_{y} \phi_{n}^{k}(0) e^{2 i \pi\left(l^{k}+l_{\varepsilon}^{k}-l^{k}\right) \frac{x}{\alpha}}+\left(\varphi_{n}^{-k}(t, x)+\mu^{\varepsilon}(t, x)\right) \partial_{y} \phi_{n}^{-k}(0) e^{-2 i \pi\left(l^{k}+l_{\varepsilon}^{k}-l^{k}\right) \frac{x}{\alpha}}=\zeta^{\varepsilon}(t, x)$
on $I \times \partial \Omega$. From (11),

$$
\varphi_{n}^{k}(t, x) \partial_{y} \phi_{n}^{k}(0) e^{2 i \pi l^{k} \frac{x}{\alpha}}=-\varphi_{n}^{-k}(t, x) \partial_{y} \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} \text { on } I \times \partial \Omega
$$

After replacement, the equation remains,

$$
\begin{gathered}
\varphi_{n}^{-k}(t, x) \partial_{y} \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}}\left(e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}-e^{2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}\right) \\
+\mu^{\varepsilon}(t, x) \partial_{y} \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}=\zeta^{\varepsilon}(t, x) \text { on } I \times \partial \Omega .
\end{gathered}
$$

Since $\partial_{y} \phi_{n}^{-k}(0) \neq 0$ and $e^{-2 i \pi l^{k} \frac{x}{\alpha}} \neq 0$ at $x \in \partial \Omega$, then the function $\mu^{\varepsilon}$ is defined at $x \in \partial \Omega$ as,

$$
\begin{aligned}
\mu^{\varepsilon}(t, x)= & -\varphi_{n}^{-k}(t, x)\left(e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}-e^{2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}\right) e^{2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}} \\
& +\frac{\zeta^{\varepsilon}(t, x)}{\partial_{y} \phi_{n}^{-k}(0) e^{-2 i \pi l^{k} \frac{x}{\alpha}} e^{-2 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right) \frac{x}{\alpha}}} \text { on } I \times \partial \Omega,
\end{aligned}
$$

i.e.,

$$
\mu^{\varepsilon}(t, 0)=\frac{\zeta^{\varepsilon}(t, 0)}{\partial_{y} \phi_{n}^{-k}(0)} \text { and } \mu^{\varepsilon}(t, \alpha)=-\varphi_{n}^{-k}(t, \alpha)\left(1-e^{4 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right)}\right)+\frac{\zeta^{\varepsilon}(t, \alpha) e^{2 i \pi l_{k}^{\varepsilon}}}{\partial_{y} \phi_{n}^{-k}(0)} .
$$

Finally, we choose the function $\mu^{\varepsilon} \in H^{2}(I \times \Omega)$ by

$$
\mu^{\varepsilon}(t, x)=-\left(\varphi_{n}^{-k}(t, \alpha)\left(1-e^{4 i \pi\left(l_{k}^{\varepsilon}-l^{k}\right)}\right)+\frac{\zeta^{\varepsilon}(t, \alpha) e^{2 i \pi l_{k}^{\varepsilon}}}{\partial_{y} \phi_{n}^{-k}(0)}\right) \frac{x}{\alpha}+\frac{\zeta^{\varepsilon}(t, 0)}{\partial_{y} \phi_{n}^{-k}(0)}
$$

ii) For $\sigma=k$, the strong convergence is true since $\varphi_{n}^{k, \varepsilon}$ is independent on $\varepsilon$. For $\sigma=-k$, the strong convergence of $\mu^{\varepsilon}(t, x)$ in $H^{2}(I \times \Omega)$ is trivial, i.e. $\mu^{\varepsilon}(t, x) \rightarrow 0$ in $H^{2}(I \times \Omega)$ strongly when $\varepsilon \rightarrow 0$. Therefore, $\varphi_{n}^{-k, \varepsilon} \rightarrow \varphi_{n}^{-k}$ in $H^{2}(I \times \Omega)$ strongly when $\varepsilon \rightarrow 0$.

Finally, an example is provided of a sequence $\varepsilon$ corresponding to Assumption 14 , Example 59 i) For a given $\varepsilon_{0} \in \mathbb{R}^{+}$, according to (1.39), $\frac{\alpha k}{\varepsilon_{0}}$ is decomposed as,

$$
\begin{equation*}
\frac{\alpha k}{\varepsilon_{0}}=h_{\varepsilon_{0}}^{k}+l_{\varepsilon_{0}}^{k} \text { with } h_{\varepsilon_{0}}^{k}=\left[\frac{\alpha k}{\varepsilon_{0}}\right] \text { and } l_{\varepsilon_{0}}^{k} \in[0,1) . \tag{15}
\end{equation*}
$$

For a subsequence $\varepsilon_{n}$, we can decompose

$$
\frac{\alpha k}{\varepsilon_{n}}=h_{\varepsilon_{n}}^{k}+l_{\varepsilon_{n}}^{k}
$$

Here we need to choose a subsequence $\varepsilon_{n}$ such that $l_{\varepsilon_{n}}^{k}=l_{\varepsilon_{0}}^{k}+O\left(\varepsilon_{n}\right)$. Choosing a subsequence $\varepsilon_{n}=\frac{\varepsilon_{0}}{n}$ for $n \in \mathbb{N}^{*}$,

$$
\frac{\alpha k}{\varepsilon_{n}}=\frac{\alpha k}{\frac{\varepsilon_{0}}{n}}=n h_{\varepsilon_{0}}^{k}+n l_{\varepsilon_{0}}^{k},
$$

hence, a sequence $n$ satisfies

$$
n l_{\varepsilon_{0}}^{k}=n^{\prime}+l_{\varepsilon_{0}}^{k}+O\left(\varepsilon_{0}\right) \text { or }(n-1) l_{\varepsilon_{0}}^{k}=n^{\prime}+O\left(\varepsilon_{0}\right) \text { with } n^{\prime} \in \mathbb{N} \text {. }
$$

We approximate $l_{\varepsilon_{0}}^{k}$ by a fraction $\frac{r}{s} \in \mathbb{Q}, \frac{r}{s} \geq 0$, i.e. $l_{\varepsilon_{0}}^{k}=\frac{r}{s}+O\left(\varepsilon_{0}\right)$. It is equivalent to,

$$
(n-1)\left(\frac{r}{s}+O\left(\varepsilon_{0}\right)\right)=n^{\prime}+O\left(\varepsilon_{0}\right) \text { with } n^{\prime} \in \mathbb{N} .
$$

If $l_{\varepsilon_{0}}^{k}=\frac{r}{s}$ then

$$
(n-1) \frac{r}{s}=n^{\prime}+O\left(\varepsilon_{0}\right) \text { with } n^{\prime} \in \mathbb{N}
$$

therefore,

$$
n=n^{\prime} \frac{s}{r}+1+\frac{s}{r} O\left(\varepsilon_{0}\right) \text { with } n^{\prime} \in \mathbb{N} \text {. }
$$

Since $n \in \mathbb{N}^{*}$ so $n^{\prime} \frac{s}{r}+1+\frac{s}{r} O\left(\varepsilon_{0}\right) \in \mathbb{N}^{*}$ then $n^{\prime} \frac{s}{r} \approx n_{0} \in \mathbb{N}$.
If $l_{\varepsilon_{0}}^{k}=\frac{r}{s}+O\left(\varepsilon_{0}\right)$ then

$$
n=\frac{n^{\prime}+O\left(\varepsilon_{0}\right)}{\frac{r}{s}+O\left(\varepsilon_{0}\right)}+1=\frac{n^{\prime}}{\frac{r}{s}+O\left(\varepsilon_{0}\right)}+1+O\left(\varepsilon_{0}\right) \text { with } n^{\prime} \in \mathbb{N} \text {. }
$$


ii) For a given $\varepsilon_{0}$, a given $k \in Y^{*}$ and

$$
\frac{\alpha k}{\varepsilon_{0}}=p\left(\varepsilon_{0}\right)+l\left(\varepsilon_{0}\right) \text { with } p\left(\varepsilon_{0}\right)=\left[\frac{\alpha k}{\varepsilon_{0}}\right] \text { and } l\left(\varepsilon_{0}\right)=0.2=\frac{1}{5} \text {, }
$$

then a sequence $n$ is chosen such that

$$
n=5 n^{\prime}+1+5 O\left(\varepsilon_{0}\right) \text { and } 5 n^{\prime} \approx n_{0} \in \mathbb{N} \text { with } n^{\prime} \in \mathbb{N}
$$

So,

$$
\begin{gathered}
n^{\prime}=0 \text { so } n=1 . \\
n^{\prime}=1 \text { so } n=6 . \\
n^{\prime}=2 \text { so } n=11 .
\end{gathered}
$$

Finally, the sequence $\varepsilon_{n}$ can be chosen by $\varepsilon_{n}=\frac{\varepsilon_{0}}{n}$ with $n=1+5 n^{\prime}$ for $n^{\prime} \in \mathbb{N}$.
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## Résumé :

Dans cette thèse, nous présentons des résultats d'homogénéisation périodique d'un problème spectral et de l'équation d'ondes avec des coefficients périodiques variant rapidement dans un domaine borné. Le comportement asymptotique est étudié en se basant sur une méthode d'homogénéisation par ondes de Bloch. Il permet de modéliser les ondes à basse et haute fréquences. La partie du modèle à basse fréquence est bien connu et n'est pas donc abordée dans ce travail. A contrario, la partie à haute fréquence du modèle, qui représente des oscillations aux échelles microscopiques et macroscopiques, est un problème laissé ouvert. En particulier, les conditions aux limites de l'équation macroscopique à hautes fréquences établies dans [36] n'étaient pas connues avant le début de la thèse. Ce dernier travail apporte trois contributions principales. Les deux premières contributions, portent sur le comportement asymptotique du problème d'homogénéisation périodique du problème spectral et de l'équation des ondes en une dimension. La troisième contribution consiste en une extension du modèle du problème spectral posé dans une bande mince bidimensionnelle et bornée. Le résultat d'homogénéisation comprend des effets de couche limite qui se produisent dans les conditions aux limites de l'équation macroscopique à haute fréquence.
Mots-clés: Homogénéisation, Ondes de Bloch, Décomposition en ondes de Bloch, Problème spectral, Equation des ondes, Transformée à deux-échelles, Convergence à deux échelles, Méthode d'éclatement périodique, Couches limites, Transformation à deux échelles pour des couche limites.

## Abstract:

In this dissertation, we present the periodic homogenization of a spectral problem and the wave equation with periodic rapidly varying coefficients in a bounded domain. The asymptotic behavior is addressed based on a method of Bloch wave homogenization. It allows modeling both the low and high frequency waves. The low frequency part is well-known and it is not a new point here. In the opposite, the high frequency part of the model, which represents oscillations occurring at the microscopic and macroscopic scales, was not well understood. Especially, the boundary conditions of the high-frequency macroscopic equation established in [36] were not known prior to the commencement of thesis. The latter brings three main contributions. The first two contributions, are about the asymptotic behavior of the periodic homogenization of the spectral problem and wave equation in one-dimension. The third contribution consists in an extension of the model for the spectral problem to a thin two-dimensional bounded strip $\Omega=(0, \alpha) \times(0, \varepsilon) \subset \mathbb{R}^{2}$. The homogenization result includes boundary layer effects occurring in the boundary conditions of the high-frequency macroscopic equation.

Homogenization, Bloch waves, Bloch wave decomposition, Spectral problem, Wave equation, Two-scale transform, Two-scale convergence, Unfolding method, Boundary layers, Boundary layer two-scale transform, Macroscopic equation, Microscopic equation, Boundary conditions.


[^0]:    Abstract. In this chapter, the asymptotic behavior of a one-dimensional spectral problem with periodic coefficient is addressed for HF-modes by a method of Bloch wave homogenization. The analysis leads to a spectral problem including both HFmicroscopic and HF-macroscopic eigenmodes. Numerical simulation results are provided to corroborate the theory. This work has been published in 95.

[^1]:    Abstract In this chapter, we present a method for periodic homogenization of the one-dimensional wave equation in a bounded domain. It allows modelling both the low and high frequency waves. The high frequency model part includes oscillations occurring at the microscopic scale which amplitudes are governed by a well posed hyperbolic system of macroscopic equation. This model was already presented in 36] but for entire $n$-dimensional spaces, so the formulation of the boundary conditions were left as an open problem.

