
HAL Id: tel-01148820
https://theses.hal.science/tel-01148820

Submitted on 5 May 2015

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Ultrafast electron dynamics in Mott materials
Gabriel Lantz

To cite this version:
Gabriel Lantz. Ultrafast electron dynamics in Mott materials. Strongly Correlated Electrons [cond-
mat.str-el]. Université Paris Sud - Paris XI, 2015. English. �NNT : 2015PA112014�. �tel-01148820�

https://theses.hal.science/tel-01148820
https://hal.archives-ouvertes.fr


Universit

´

e Paris-Sud

Ecole Doctorale Physique en Ile de France

Laboratoire de Physique des Solides

Discipline : Physique

Th

`

ese de doctorat

Soutenue le 09/02/2015 par

Gabriel Lantz

Ultrafast electron dynamics in
Mott materials

Directeur de thèse : Marino Marsi
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Introduction

Condensed matter physics consists in the study of matter in its solid form.
When atoms are arranged in ordered patterns, new physical properties arise for
phenomena such as electric conductivity, or magnetism. Theoretical models using
statistical and quantum mechanics as well as electromagnetism are able to account
for these emerging properties, which are very diverse. When increasing the inter-
actions among the electrons, atoms, and spins, the emerging properties become
even more exotic. Numerous phases arise such as superconductivity, charge density
waves, multiferroics, and Metal-to-Insulator transitions. These emerging proper-
ties have extensively been studied near equilibrium, but what happens when the
material is strongly excited and is far from equilibrium? This highly excited ma-
terial evolves in time with characteristic timescales, related to the di↵erent inter-
actions among the various degrees of freedom. In order to view this time evolution
of the excited material, the observation has to be faster than these characteristic
timescales, which is in the order of tens of femtoseconds for the electron-lattice
interaction. Therefore observing materials faster than the time needed to reach
thermodynamic equilibrium can lead to the discovery of new out-of-equilibrium
phases, which emerge from pure particle interactions.

The exotic phases at equilibrium occur in a class of materials called strongly
correlated materials, which are materials that can not be described with non in-
teracting particles. One of the most striking consequences of these interactions
are Metal-to-Insulator transitions, especially the Mott transition where each elec-
tron localizes alone on an atomic site because of on site Coulomb repulsion. This
Mott insulating phase is a corner stone for strongly correlated materials and is
present in many materials including high temperature superconductors. Although
this transition is viewed as purely electronic, the interaction between the lattice
and the electrons is still an open question. The electron-phonon coupling is a
fairly hard value to estimate with standard near equilibrium experiments and is
crucial for the superconductivity theory. In this thesis, I performed ultrafast time-
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resolved experiments that observe the di↵erent degrees of freedom faster than their
relaxation time between each other. The materials are highly excited and in an
out-of-equilibrium state. They are then observed on an ultrafast timescale. These
ultrafast experiments have been for the last 30 years a very successful way to esti-
mate the electron-phonon coupling. Femtosecond laser pulse excites the electrons,
which are decoupled from the lattice for a few tens of femtoseconds. The relaxation
rate provides a way to estimate experimentally the electron-phonon coupling. The
coupling between di↵erent degrees of freedom can also be disentangled since the
electrons, phonons, and spins have di↵erent characteristic timescales.

Originally photoexcitation of materials was done to study the relaxation chan-
nels to recover the initial state. More recently, it has been demonstrated that light
can act as an equivalent thermodynamic variable. The laser pulse can photodope
or act as an intense field that transforms the material. The photons act as an
ultrafast control parameter for the properties of the material, laying the path for
ultrafast electronic devices such as switches. Di↵erent phase transitions have been
observed with intense laser pulses but the driving force has not yet been clearly
identified. The question is: are the electrons or the lattice responsible for the
phase transition?

In order to try to answer these questions, I have studied a very well known ma-
terial, V2O3, which is a Mott-Hubbard insulator prototype. It has been extensively
studied near equilibrium and existing theories can explain most of its properties.
To disentangle the e↵ects of temperature, the phase specificity, and the universal
behavior, the whole phase diagram was explored in out-of-equilibrium conditions.
The time-resolved experimental techniques used to probe the material were optical
reflectivity, X-ray di↵raction, THz spectroscopy, and Angle Resolved Photoelec-
tron Spectroscopy (ARPES). Although none of these experimental techniques are
newly developed, the use of many di↵erent probes to study a same phenomenon in
out-of-equilibrium is rarely done. Comparing the di↵erent results is crucial since
X-ray di↵raction views mostly the lattice while ARPES observes mostly the elec-
trons. The electron-lattice interplay could therefore be precisely mapped. Another
Mott insulator, BaCo1�xNixS2, has also been studied with time-resolved ARPES
in this thesis in order to identify the general trends of out-of-equilibrium Mott
insulators.

This thesis is separated into 6 chapters, the first three introduce general con-
cepts about the physics of the material and the experimental methods used. The
last three present the results obtained on V2O3 and BaCo1�xNixS2 during the
course of my Ph.D.

The first chapter introduces the equilibrium view of Mott insulators, starting
with the Mott transition and then presenting the properties of the materials V2O3

and BaCo1�xNixS2. The second chapter evokes the prior work done in out-of-
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equilibrium physics, looking at the experimental and theoretical progresses done
in the recent years. No presentation of ultrafast phenomenon in magnetic materi-
als will be presented since magnetic e↵ects have not been explored in this thesis.
In the next chapter the time-resolved experimental methods are presented. The
experimental results are shown in two separate chapters: the former looks at the
lattice evolution after photoexcitation using optical reflectivity and X-ray di↵rac-
tion; the latter shows the electronic behavior using THz spectroscopy and ARPES.
The last chapter summarizes all the experimental results and compares the lattice
and electronic evolution. Finally, I will summarize the main findings and look at
the perspectives they open.
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Chapter 1
Physics of Mott materials

1.1 The Mott transition

One of the fundamental properties of solids is the electric resistivity, which is
as high as 1022 ⌦/cm for good insulators and as low as 10�10 ⌦/cm for metals
or even 0 ⌦/cm for superconductors. The total range is one of the largest ones
for an everyday physical property. It is fairly easy to measure experimentally
but much harder to predict theoretically. A first approximation is to neglect the
interaction among electrons: this approximation is the free electron model, which
describes electronic crystal structures in terms of electronic bands. These bands
can be constructed using Bloch wave functions introduced by Felix Bloch in 1928
[19]. Felix Bloch received the Nobel prize in 1952. Looking at the occupancy of
the electronic band, one can determine if the material is going to be metallic or
insulating [102]. The last occupied band is called the valence band and the first
empty one is the conduction band. Fig.1.1 shows the di↵erent cases: if the valence
and the conduction bands overlap, the material will be metallic; on the contrary if
there is a gap between them the system will be insulating. Insulators with a gap
smaller than 3 eV are commonly called semiconductors. The free electron model
was very successful but failed in certain cases to predict the correct properties.

1.1.1 Metal to insulator transitions

In 1937, De Boer and Verwey pointed out that the transition metal oxides
with partially filled 3d and 4d orbitals had a very low electronic conductivity and
they suggested that the free electron model could not explain their properties [48].
These observations led N.F. Mott to introduce an electrostatic interaction between
electrons in order to understand these compounds [135, 132]. The Coulomb re-
pulsion introduced can explain the discrepancy between experiments and the free
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Fig. 1.1: Band structure of a metal, semiconductor, and insulator. The gap of the
metal is 0, for the semiconductor less than 3 eV and for the insulator more than
3 eV.

EF

Metal

Fig. 1.2: Band structure of a Mott insulator. The gap is created because of the
Coulomb repulsion U.

electron model predictions. In a Mott insulator, the majority of the electrons are
localized near the atoms and the moving electrons find the atoms occupied there-
fore the conductivity is significantly lowered. This can be viewed as a competition
between the kinetic energy of the electrons and the Coulomb repulsion. If the
Coulomb repulsion is higher, the material becomes insulator. Fig.1.2 shows the
splitting of the bands because of Coulomb repulsion resulting in a full lower band
and a empty upper band called lower and upper Hubbard band.

Since the competition is between two energies, one can cross the metal-to-
insulator transition (MIT) by varying the kinetic energy or the Coulomb repulsion.
Numerous transition metal oxides exhibit this kind of transition, for example ti-
tanium oxides, vanadium oxides, or even the copper oxides [130, 133, 90]. Fig.1.3
shows the two ways to cross the transition either by changing the filling (FC-MIT),
which changes the number of occupied sites hence the Coulomb repulsion, or by
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find therefore all the other atoms occupied, and in
order to get through the lattice have to spend a long
time in ions already occupied by other electrons.
This needs a considerable addition of energy and so
is extremely improbable at low temperatures.’’

These observations launched the long and continuing
history of the field of strongly correlated electrons, par-
ticularly the effort to understand how partially filled
bands could be insulators and, as the history developed,
how an insulator could become a metal as controllable
parameters were varied. This transition illustrated in
Fig. 1 is called the metal-insulator transition (MIT). The
insulating phase and its fluctuations in metals are indeed
the most outstanding and prominent features of strongly
correlated electrons and have long been central to re-
search in this field.

In the past sixty years, much progress has been made
from both theoretical and experimental sides in under-
standing strongly correlated electrons and MITs. In the-
oretical approaches, Mott (1949, 1956, 1961, 1990) took
the first important step towards understanding how
electron-electron correlations could explain the insulat-
ing state, and we call this state the Mott insulator. He
considered a lattice model with a single electronic or-
bital on each site. Without electron-electron interac-
tions, a single band would be formed from the overlap of
the atomic orbitals in this system, where the band be-
comes full when two electrons, one with spin-up and the
other with spin-down, occupy each site. However, two
electrons sitting on the same site would feel a large Cou-
lomb repulsion, which Mott argued would split the band
in two: The lower band is formed from electrons that
occupied an empty site and the upper one from elec-
trons that occupied a site already taken by another elec-
tron. With one electron per site, the lower band would
be full, and the system an insulator. Although he dis-
cussed the magnetic state afterwards (see, for example,

Mott, 1990), in his original formulation Mott argued that
the existence of the insulator did not depend on whether
the system was magnetic or not.

Slater (1951), on the other hand, ascribed the origin of
the insulating behavior to magnetic ordering such as the
antiferromagnetic long-range order. Because most Mott
insulators have magnetic ordering at least at zero tem-
perature, the insulator may appear due to a band gap
generated by a superlattice structure of the magnetic pe-
riodicity. In contrast, we have several examples in which
spin excitation has a gap in the Mott insulator without
magnetic order. One might argue that this is not com-
patible with Slater’s band picture. However, in this case,
both charge and spin gaps exist similarly to the band
insulator. This could give an adiabatic continuity be-
tween the Mott insulator and the band insulator, which
we discuss in Sec. II.B.

In addition to the Mott insulating phase itself, a more
difficult and challenging subject has been to describe
and understand metallic phases near the Mott insulator.
In this regime fluctuations of spin, charge, and orbital
correlations are strong and sometimes critically en-
hanced toward the MIT, if the transition is continuous
or weakly first order. The metallic phase with such
strong fluctuations near the Mott insulator is now often
called the anomalous metallic phase. A typical anoma-
lous fluctuation is responsible for mass enhancement in
V2O3, where the specific-heat coefficient g and the Pauli
paramagnetic susceptibility x near the MIT show sub-
stantial enhancement from what would be expected
from the noninteracting band theory. To understand this
mass enhancement, the earlier pioneering work on the
MIT by Hubbard (1964a, 1964b) known as the Hubbard
approximation was reexamined and treated with the
Gutzwiller approximation by Brinkmann and Rice
(1970).

Fermi-liquid theory asserts that the ground state and
low-energy excitations can be described by an adiabatic
switching on of the electron-electron interaction. Then,
naively, the carrier number does not change in the adia-
batic process of introducing the electron correlation, as
is celebrated as the Luttinger theorem. Because the
Mott insulator is realized for a partially filled band, this
adiabatic continuation forces the carrier density to re-
main nonzero when one approaches the MIT point in
the framework of Fermi-liquid theory. Then the only
way to approach the MIT in a continuous fashion is the
divergence of the single-quasiparticle mass m* (or more
strictly speaking the vanishing of the renormalization
factor Z) at the MIT point. Therefore mass enhance-
ment as a typical property of metals near the Mott insu-
lator is a natural consequence of Fermi-liquid theory.

If the symmetries of spin and orbital degrees of free-
dom are broken (either spontaneously as in the mag-
netic long-range ordered phase or externally as in the
case of crystal-field splitting), the adiabatic continuity
assumed in the Fermi-liquid theory is not satisfied any
more and there may be no observable mass enhance-
ment. In fact, a MIT with symmetry breaking of spin and
orbital degrees of freedom is realized by the vanishing of

FIG. 1. Metal-insulator phase diagram based on the Hubbard
model in the plane of U/t and filling n . The shaded area is in
principle metallic but under the strong influence of the metal-
insulator transition, in which carriers are easily localized by
extrinsic forces such as randomness and electron-lattice cou-
pling. Two routes for the MIT (metal-insulator transition) are
shown: the FC-MIT (filling-control MIT) and the BC-MIT
(bandwidth-control MIT).

1041Imada, Fujimori, and Tokura: Metal-insulator transitions

Rev. Mod. Phys., Vol. 70, No. 4, October 1998

Fig. 1.3: Di↵erent paths to cross the Mott transition (from [90])

varying the bandwidth (BC-MIT), which changes the kinetic energy. Since the
number of free carriers is discontinuous through the transition, it is therefore a
first order transition without any symmetry breaking. This leads to a latent heat
and phase coexistence near the transition [151].

Correlated materials refer to all the systems where the interactions between
di↵erent degrees of freedom have to be taken into account to reflect their properties.
These interactions lead to interesting phases such as superconductivity, charge
density waves, and Mott insulators. The orbitals involved in these compounds
are usually d and f orbitals. The d electrons have a small radius of the wave
function compared to the crystal lattice parameter. Therefore the smaller overlap
of the orbitals decreases the bandwidth and diminishes the kinetic energy. The
ligands with p orbitals help increase the cohesive energy for the formation of the
solid. Their overlap with the d orbitals creates the transfer between the di↵erent d
orbitals. This overlap can increase or diminish the energies of the di↵erent d and p
orbitals. When the band gap is between two d orbitals the material is viewed as a
Mott insulator, like V2O3. If the band gap is between p and d orbitals the material
is a charge transfer insulator [212], such as NiS2 [67]. The overlap between the d
orbitals is extremely sensitive to the crystal field that can induce MITs [90]. We
will see that the crystal field is essential for the MIT in V2O3 but we will first
discuss the theoretical models to describe general Mott insulators.

1.1.2 The Hubbard Model

The most widely used model to represent the interaction among particles in
solids was developed by Hubbard in 1963 [88]. The Hamiltonian consists of two
terms, one is the kinetic energy defined by the hopping t and the other is the
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Coulomb repulsion U . The tight binding Hamiltonian for a single band is :

HHub = �t
X

<i,j>,�

(c†
i,�cj,� + c†

j,�ci,�) + U
NX

i=1

ni"ni# (1.1)

where < i, j > is the nearest neighbor interaction, ni� is the number of electrons
at site i and with spin �. This model corresponds to the free electron model if
U = 0 which is metallic, and if U ! 1 and band is half filled, it renders the
atomic limit. This simple model is able to predict many properties and especially
Mott insulators. The main defect of the Hubbard model is the lack of long range
order, that can be added using the extend Hubbard model, which considers the
interaction with neighbors. The other problem is the lack of coupling to the lattice
which is added in the Hubbard-Holstein model [86, 50].

Although simple, solving the problem with the Hubbard Hamiltonian can be
challenging. For small U/t or t/U , one can use perturbation approximations and
solve the problem with Hartree-Fock methods. But for intermediate interactions,
the Hubbard model can not be solved analytically and numerical method have
to be used. Dynamical Mean Field Theory (DMFT) [70, 71, 105] is a well know
method to solve the Hubbard model. Another approach is being investigated,
which is the Gutzwiller approximation [77, 198, 168], that is numerically cheaper.
I will briefly examine these two approaches in the next section.

1.1.3 Theoretical methods

DMFT provides an excellent description of Mott compounds. Standard mean
field theory maps a many body problem onto a single site problem. The average
e↵ect of the environment should be the average e↵ect of the single site problem,
where the average e↵ect is taken self consistently. DMFT does the same: it maps
the Hubbard Hamiltonian onto a single site problem which is the Anderson Impu-
rity model [70]:

HAIM = Un"n# � µ(n" + n#)| {z }
H
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+
X

i

✏ia
†
i�ai�

| {z }
H

bath

+
X

i�

(V �
i c†

�ai� + h.c)

| {z }
H

mix

(1.2)

where Hatom is the atomic Hamiltonian containing the on site Coulomb repulsion U ,
Hbath is the electron bath with energies ✏i, V �

i the hybridization between the atom
and the bath electrons. ✏i and V �

i have to fulfill the self-consistency conditions.
The Anderson impurity model is the interaction between a single site and a bath
of electrons. The atom has its own energies where the double occupancy costs
U , and the bath has energy levels ✏i. They interact through Hmix where V �

i
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small, the electron is almost entirely localized at a lattice
site and moves only virtually, at short durations compati-
ble with the Heisenberg uncertainty principle. On the
other hand, when it is large, the electron can move
throughout the crystal. 

We thus obtain a simple local picture for the competi-
tion between itinerant and localized tendencies underly-
ing the rich phenomena that correlated materials exhibit.
The mapping of the lattice model onto an impurity model—
the basis of the dynamical mean-field theory—simplifies
the spatial dependence of the correlations among electrons
and yet accounts fully for their dynamics—that is, the local
quantum fluctuations missed in static mean-field treat-
ments like the Hartree–Fock approximation. 

Besides its conceptual value of providing a quantum
analog of the classical mean field, the mapping of a lattice
model onto the Anderson impurity model has had great
practical impact. Applications of DMFT have led to a lot of
progress in solving many of the problems inherent to
strongly correlated electron systems, such as the Mott
metal–insulator transition, doping of the Mott insulator,
phase separation, and the competition of spin, charge, and
orbital order. 

The potential for system-specific modeling of materi-
als using DMFT was recognized early on.7 But actual im-
plementation required combining ideas from band theory
and many-body theory.8 Vladimir Anisimov’s group in Eka-
terinburg, Russia, and one of us (Kotliar) first demon-
strated the feasibility of this approach using a simplified
model of a doped three-dimensional Mott insulator, 
La1⊗xSrxTiO3. The electrons in that material are divided
into two sets: weakly correlated electrons, well described
by a local-density approximation (LDA) that models the ki-
netic energy of electron hopping, and strongly correlated
(or more localized) electrons—the titanium d orbitals—
well described using DMFT. The one-body part of the
Hamiltonian is derived from a so-called Kohn–Sham
Hamiltonian. The on-site Coulomb interaction U is then
added onto the heavy d and f orbitals to obtain a model
Hamiltonian. DMFT (or more precisely, “LDA + DMFT”) is
then used to solve that Hamiltonian. 

Just as the Kohn–Sham equations serve as a reference
system from which one can compute the exact density of a

solid, the Anderson impurity model serves as a reference
system from which one can extract the density of states of
the strongly correlated electrons. The parallel between
DFT and DMFT is best seen in the functional approach to
DMFT,9 outlined in box 2. It constructs the free energy of
the system as a function of the total density and the local
Green function. Finding the extrema of the functional
leads to a self-consistent determination of the total energy
and the spectra. These and related efforts to combine
many-body theory with band-structure methods are an ac-
tive area of research.10,11

The metal–insulator transition
How does an electron change from itinerant to localized be-
havior within a solid when a control parameter such as
pressure is varied? The question gets at the heart of the
Mott transition problem, which occurs in materials as var-
ied as vanadium oxide, nickel selenium sulfide, and layered
organic compounds.1,11 Those materials share similar high-
temperature phase diagrams, despite having completely
different crystal structures, orbital degeneracies, and band
structures: In each, a first-order phase transition separates
a high-conductivity phase from a high-resistivity phase. At
low temperatures, in contrast, the materials exhibit very
different ordered phases: Organics are superconducting,
vanadium oxide forms a metallic and an antiferromagnetic
insulating phase, and nickel selenium sulfide forms a broad
region of itinerant antiferromagnetism. 

The Mott transition is central to the problem of mod-
eling strongly correlated electrons because it addresses di-
rectly the competition between kinetic energy and corre-
lation energy—that is, the wavelike and particlelike
character of electrons in the solid. Indeed, systems near
the Mott transition display anomalous properties such as
metallic conductivities smaller than the minimum pre-
dicted within a band picture, unconventional optical con-

56 March 2004    Physics Today http://www.physicstoday.org

1

0.5

0

1

0.5

0

D
E

N
SI

T
Y

 O
F

 S
TA

T
E

S

a

b

c

1

0.5

0

U = 0

U W/ = 0.5

U W/ = 1.2

EF

ENERGY
+EF

U
2

W

⊗EF
U
2

1

0.5

0

U W/ = 2
U

d

Figure 2. The density of states (DOS) of electrons in a 
material varies as a function of the local Coulomb interac-
tions between them. This series illustrates how the spectral

features—as measured by photoemission or tunneling 
experiments, say—evolve in the dynamical mean-field 

solution of the Hubbard model at zero temperature and
half filling (the same number of electrons as lattice sites).

U is the interaction energy and W is the bandwidth of
noninteracting electrons. (a) For the case in which elec-

trons are entirely independent, the DOS is assumed to
have the form of a half ellipse with the Fermi level EF, lo-
cated in the middle of the band, characteristic of a metal.

(b) In the weakly correlated regime (small U), electrons
can be described as quasiparticles whose DOS still resem-

bles free electrons. The Fermi liquid model accounts for
the narrowing of the peak. (c) In strongly correlated met-

als, the spectrum exhibits a characteristic three-peak struc-
ture: the Hubbard bands, which originate from local

“atomic” excitations and are broadened by the hopping of
electrons away from the atom, and the quasiparticle peak
near the Fermi level. (d) The Mott metal–insulator transi-

tion occurs when the electron interactions are sufficiently
strong to cause the quasiparticle peak to vanish as the

spectral weight of that low-frequency peak is transferred to
the high-frequency Hubbard bands. 

Fig. 1.4: Density of states for di↵erent U/W values in the case of the Hubbard
model at half filling (from [105])

is the probability that an electron from the bath goes to the single atom. If
V �

i is large the material is metallic and respectively if it is small the material
is insulating. In DMFT, the self-consistency condition varies with time and the
hybridization parameters ✏i and V �

i have to define the same Green’s function for the
lattice problem and the single site problem. Since the Green function is frequency
dependent, the theory is dynamic.

Once the Anderson impurity model is set, one has to solve it. Several ways
exist to find the solution and many introduce approximations [71]. The numerical
solutions are numerical renormalization group, Quantum Monte Carlo method,
and exact diagonalization. The analytic methods rely on perturbation theory.
Rozenberg et al. were able to solve the Hubbard model for half filling using
DMFT [166, 165]. Fig.1.4 shows the density of state for di↵erent U/W values. At
U/W = 0 the system is metallic. For U/W = 1.2 a quasiparticle peak appears
near the Fermi energy. The quasiparticle peak is a narrow band that lies near the
Fermi level and which is the coherent part of the spectrum. The rest of the spectral
weight is transferred to lower and higher energies forming the Lower and Upper
Hubbard band (LHB and UHB). When U/W = 2 the entire spectral weight is in
the LHB, and UHB is empty, the system is insulating. The qualitative agreement
with experiments on Mott insulators is a great success of DMFT.

Nevertheless, the main approximation in DMFT is supposing that each atomic
site has infinite coordination [124]. Therefore it neglects spatial fluctuation and
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is not able to predict the surface e↵ects in V2O3 [21, 157]. The other successful
theoretical approach is done by Gutzwiller approximation.

The Gutzwiller approximation was developed by Gutzwiller in the sixties [78,
77] and first applied to the Hubbard problem in 1970 by Brinkman and Rice [30].
Gutzwiller constructs a test wave function using the uncorrelated ground state
| 0i and minimizes the number of double occupied sites. The test wave function
is [193]:

| i =
Y

i

[1 � (1 � g)ni"ni#]| 0i = gD| 0i (1.3)

where ni"ni# is the double occupancy of site i, g is the variational parameter, and
D is the average number of double occupied sites. If g = 1 the wave function is
the non interacting state and if g = 0 | i 6= 0 only if D = 0, thus one electron per
site. The parameter g is given by minimizing the ground state energy :

E =
h |HHub| i

h | i (1.4)

This model computes a fairly good approximation for the ground state (T=0 K)
but is more complicated for higher temperature. Nevertheless Wang et al. man-
aged to compute the phase diagram for the single band Hubbard model [198].
Fig.1.5 is the theoretical phase diagram computed by DMFT and using the Gutzwiller
approximation. The two phase diagrams qualitatively agree. There is a param-
agnetic Insulating phase (PI), a paramagnetic metallic phase (PM), a crossover
regime, and, in the case of DMFT, there is an antiferromagnetic insulating phase
(AFI).

The advantage of DMFT is its good practical use: it is used for many correlated
problems. Its limitations are the high computational cost, the lack of spatial res-
olution, and the limitation to high temperature. Whereas Gutzwiller method has
spatial resolution and is less numerically demanding, it is also for now less handy
and performs better at low temperature. The single band Hubbard model is very
useful to understand the Mott transition but it is still an approximation because
most Mott insulators have two bands close to the Fermi level. The extension to a
two band model gives better agreement with the experiments [168]. Both theories
cited above have their out-of-equilibrium extension that I will present in chapter
2. The material most commonly used to compare experiments and theories is
vanadium sesquioxide V2O3, which I will present in the next section.

1.2 V203 : a Mott-Hubbard prototype

In 1969, MCWhan et al. were able to grow high quality monocrystal of (V1�xCrx)2O3

and perform resistivity and X-ray di↵raction measurements. They observed a first
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DMFT% Gutzwiller%
a)% b)%

Fig. 1.5: Phase diagram of the Metal-Insulator transition computed using a)
DMFT, here D is equivalent to the bandwidth W (from [164]) and b) Gutzwiller
approximation (from [198])

order transition at 180 K for the pure compound accompanied with a structural
phase change. A second first order transition was also seen at 300 K for the 1%
Cr doped compound but this time with no structural symmetry breaking [122].
Fig.1.6 shows the phase diagram they found and the resistivity measurements done.
They concluded that the material was a Mott insulator.

The phase diagram is composed of three phases, a paramagnetic metal (PM),
a paramagnetic insulator (PI), and an antiferromagnetic insulator (AFI). When
doping with Cr, the material crosses from PM to PI for a 1% Cr doping at 300
K: this transition is a true Mott transition since there is no symmetry breaking.
It is also crossed by temperature for the 1.1% Cr doping at 220 K. The electrons
go from being delocalized to being localized, the resistivity changes by mode than
one order of magnitude. Note that the PM is a poor conductor and the PI is
a bad insulator. The transition can also be crossed using pressure starting from
PI. The transition from PM to AFI has a much sharper change in resistivity; it
jumps 6 orders of magnitude. The AFI can be suppressed when doping with Ti:
at 0 K the transition happens for 5% Ti doping. A phase mixture between PI and
PM phases, called the crossover region, happens above the critical point at around
400 K. This critical point follows the universal properties of a liquid-gas transition
[108].

Over 500 papers were published on V2O3 and there are still many groups work-
ing on the subject. Over the years many theoretical and experimental e↵orts have
been made to understand in detail the behavior of vanadium sesquioxides. Dif-
ferent review papers from the eighties until now can be found [32, 134, 81]. It
represents today a perfect test bed for new theoretical models and new experi-
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a)# b)#

Fig. 1.6: a) Phase diagram of V2O3, three phases are present PM, PI, and AFI
b) resistivity measurements, the abrupt changes are the phase transitions (from
[120])
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a)# b)#

Fig. 1.7: a) Crystal lattice unit cell in the hexagonal representation, b) usual
numbering of the atoms (from [167])

mental techniques as I will describe in chapter 4 and 5. I will first present the
crystal structure and then the electronic structure as it is understood today.

1.2.1 Crystal structure

The crystal structure from the di↵erent phases were resolved in the seventies
[122, 51, 121, 120]. In the PI and PM phase the material has a corundum crystal
structure with a rhombohedral unit cell. However the usual unit cell taken is the
hexagonal unit cell which contains 18 oxygen atoms and 12 vanadium atoms. The
symmetry space group is R3̄c (group number 167). Fig.1.7 a) shows the hexagonal
unit cell and b) shows the usual numbering of the atoms that I will use in this
thesis. The structure can be viewed as the stacking of octahedra with 6 oxygens
and a vanadium in the middle. The octahedra create in the ab-plane a honeycomb
lattice. The octahedra are imperfect due to a trigonal distortion illustrated in
Fig.1.9. This distortion is increased by a tilt of the c axis when crossing from the
PM phase to the AFI phase. The AFI phase crystal structure is monoclinic and
its symetry group is I2/a (group number 15).

The most crucial distance in order to understand the Mott transition is the
vertical V1-V4 distance, which is smaller than the basal V1-V2 distance. In order
to calculate this distance we need the position of the vanadiums inside the unit
cell, which are given by the Wycko↵ positions. Using the Wycko↵ position for the
vanadium, this distance is d(V1 � V4) = (2zV � 0.5)c. The next table summarizes
the di↵erent values of lattice parameters, Wycko↵ position, and V1-V4 distance
[42]:
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Fig. 1.8: Temperature evolution of the lattice parameters through the Mott transi-
tion. The variation of c/a during the phase transition show the complex interplay
between the lattice and the electronic structure.

Sample T (K) Phase a (Å) b (Å) c (Å) zV V1-V4 (Å)
V2O3 300 K PM 4.95 4.95 14.00 0.3463 2.697
V2O3 100 K AFI 7.255 5.00 5.55 / 2.745
(V0.989Cr0.01)2O3 300 K PI 4.99 4.99 13.93 0.3485 2.744
(V0.989Cr0.01)2O3 200 K PM 4.94 4.94 13.94 0.3465 2.690
(V0.972Cr0.028)2O3 300 K PI 4.99 4.99 13.91 0.34867 2.745
(V0.944Cr0.056)2O3 300 K PI 5.01 5.01 13.89 0.34866 2.74

The more insulating the material gets, the larger the distance V1-V4 is. For the
1.1% Cr doping the c lattice parameter increases at the transition from PI to PM
as seen in Fig.1.8 but it is compensated by a decrease of the Wycko↵ position.
Therefore the V1-V4 distance contracts. This is the only structural change oc-
curring during the Mott transition which has no symmetry breaking with a small
latent heat[99].

Since the Mott transition is a first order transition, there is a large hysteresis
and a phase coexistence. Powder di↵raction on the 1.1% Cr doping shows that
the hysteresis is about 60 K as shown in Fig.1.8. The phase coexistence has also
been seen using microscopic photoemission and displays a pinning of the phases
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Fig. 1.9: a) a1g and e⇡
g orbital representations (from [167]), b) V2O3 electronic

structure, each vanadium atom brings 2 electrons to the bond, that lye in the e⇡
g

and a1g orbitals.

on the crystal defects [113, 112]. These properties of the phase transition are very
important when trying to photoinduce a phase transition as we will see in chapter
4 and 5.

1.2.2 Electronic structure

Many theoretical approaches have been used to understand the electronic struc-
ture of V2O3. The vanadium atoms are in a three valent oxidation state therefore
each vanadium brings 2 electrons to the V-V bond. Octahedral field splitting
yields to the separation of d orbital into a lower t2g band and an upper e�

g band.
Since the octahedra has a trigonal distortion the t2g are split into a lower doubly
degenerate e⇡

g and a single bonding a1g state. The hybridization between the two
vanadium atoms (V1-V4) leads to a strong bonding a1g and an antibonding a⇤

1g

state. The main question concerning the electronic structure is whether the a1g

states are lower than the e⇡
g states, and the e↵ect of the Coulomb repulsion on the

bands.
In 1978, Castellani et al. made an important e↵ort to calculate the band struc-

ture. They concluded that the a1g states should be lower than the e⇡
g states because

of the strong hopping integral of the two a1g orbitals. Therefore one electron is
used for the chemical bond between the two vanadium atoms and the other is in the
twofold degenerate localized e⇡

g orbitals. This vision should lead to a quarter filled
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Both the diagonal and off-diagonal !hybridization-induced"
components of the Green’s function are, thus, renormalized
by the denominator containing the self-energy, and the cor-
responding eigenvectors adjust at each cycle of the DMFT
self-consistently. The fixed hybridization approximation con-
sists instead in replacing the Hamiltonian matrix by its di-
agonalized version while keeping the self-energy in the form
above.
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denote the eigenvalues of the LDA Hamiltonian. Technically,
this form is easier to handle because k sums can be taken by
simply integrating over the LDA partial densities of states.
There is, however, no way of updating the orbital character
that, in general, will be modified under the influence of the
correlations. In fact, assuming two bands split by a crystal-
field splitting % but otherwise degenerate !i.e., $k

1 =$k
2 +%",

the eigenvectors of the full matrix problem !14" depend on
the self-energy via the renormalized crystal-field splitting
%ef f =%+#1!0"−#2!0". The eigenvectors read

sin!&1/2"(1) + cos!&1/2"(2) ,

with
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2Vk
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+ 1.

The orbital character, thus, depends on the ratio of the renor-
malized crystal-field splitting over the hybridization, as an-
nounced above. In the fixed hybridization approximation,
however, the renormalized crystal-field splitting %ef f in the
above decomposition of the eigenvectors onto the basis of
the noninteracting nonhybridized single-particle states (1), (2)
is replaced by the bare crystal-field splitting %. Thus, the
orbital characters are fixed once and for all by the LDA
Hamiltonian and cannot respond to the correlations.

This approximation is particularly severe in the present
case, since the strong enhancement of the crystal-field split-
ting profoundly modifies the effective hybridization.

F. Paramagnetic insulating phase

We have performed a LDA+DMFT calculation using the
expanded crystal structure of the 3.8% Cr-doped material
using the same value U=4.2 eV as the one used in our study
of pure V2O3. We note, however, that because the screening
in the PI phase is expected to be somewhat less efficient than
in the PM phase, it might have been appropriate to also con-
sider a value of U slightly larger. We, nevertheless, keep the
same value for the sake of comparison.

The momentum-integrated, orbitally resolved, spectral
functions resulting from this calculation !after a MAXENT
treatment of the data" are displayed in Fig. 9. It is seen that,

indeed, the quasiparticle features at the Fermi level are al-
most entirely suppressed. Close examination of the figure
!and of the quasiparticle bands—not shown" reveal that the
low-frequency spectral weight is small but finite.

Finally, we comment on a technical aspect of this calcu-
lation of the PI phase. Because of the almost complete orbital
polarization, it proved to be essential to allow for global
updates in the QMC calculation. In contrast to the calcula-
tions in the PM phase which used the Hirsch-Fye algorithm,
we have employed the continuous-time Rubtsov algorithm35

in the PI phase, with global updates, in order to overcome the
tendency of the Hartree-Fock algorithm with local updates to
get trapped in a given fully polarized configuration.

G. Comparison with polarization-dependent x-ray absorption

From polarization-dependent x-ray-absorption !XAS"
measurements analyzed by means of cluster calculations,
Park et al.13 concluded that the PI phase is a 3:2 mixture of
the two-electron configurations !eg

' ,eg
'" and !eg

' ,a1g", and
that the PM phase is a 1:1 mixture. This means that in the
V 3p core region, the ratio of eg

' to a1g electrons should be
4:1 in the PI phase and 3:1 in the PM phase. This ratio is
between V 3d electrons whose wave functions have different
angular, but identical radial behaviors, e.g., the ratio between
partial-wave eg

' and a1g occupations as defined in Paper I,
where Fig. I.9 showed such partial-wave characters for the
LDA O 2p and V 3d bands in the PM phase.

Now, for the O 2p band, we do use the LDA and find—by
integrating the respective fatness in Fig. I.9 up to the pd
gap—that there are 0.32 local eg

' electrons and 0.18 local a1g
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FIG. 9. !Color online" Spectral function for insulating
!V0.962Cr0.038"2O3 at T=580 K !(=20 eV−1" calculated by DMFT
using the LDA t2g Wannier functions specified in Tables I and II of
Paper I. Solid !red" line represents total spectral function, dashed
!green" and dot-dashed !blue" lines represent eg

' and a1g orbitals,
respectively. The inset shows a comparison of recent experimental
PES at T=175 K of Mo et al. !Ref. 9" !green dots" with the total
spectral function, convoluted with the Fermi function for T
=175 K and broadened with the experimental resolution of
90 meV. U=4.2 eV and J=0.7 eV. The chemical potential is at
zero energy.
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Fig. 1.10: Photemission spectra for a) V2O3 with temperature dependence,
the QP peak increases with decreasing temperature b) (V0.972Cr0.028)2O3 with
LDA+DMFT calculations, in the PI phase the a1g orbital is almost empty (from
[150])

spin 1/2 Hubbard model [37, 36, 35]. In 1995, Rozenberg et al. used DMFT and
found that this vision was able to capture the metal-to-insulator transition [164].
Nevertheless in 2000, Park et al. used polarized X-ray absorption and found that
the vanadium atoms are in a spin one state with the e⇡

ge⇡
g :e⇡

ga1g occupation ratio
that varies from phase to phase, 2:1 for the AFI, 1:1 for the PM, and 3:2 for the
PI [145]. Local Density Approximation (LDA) combined with DMFT calculations
were able to reproduce these results [83, 100].

Fig.1.9 shows the electronic structure as understood today. The e⇡
g states lie

under the a1g states, the Coulomb repulsion has the e↵ect of increasing the trigonal
distortion that splits the e⇡

g and the a1g, and reduces the coherent weight of the
a1g. It is important to notice that the bonding orbital a1g is unoccupied, which
is unusual since it normally tends to lower the system’s energy. The a1g orbital is
along the c axis and can be seen in Fig.1.9 a). The work from Saha-Dasgupta et al
using LDA+DMFT really refined the understanding of V2O3 electronic structure
[167, 150] and showed that the trigonal distortion is responsible for the MIT. The
Coulomb repulsion can be considered constant. Hard X-ray photoemission have
confirmed this vision [69].

Theoretical calculations predicted a strong quasiparticle peak (QP) near the
Fermi energy. But photoemission spectroscopy measurements were unable to see
it [181, 180]. It was only until high energy photoemission spectroscopy was done
that a strong quasiparticle peak was seen [127, 129, 128, 144]. Since high energy
photoemission probes deeper into the volume (see chapter 3 Fig.3.16), the quasi-
particle surface sensitivity can be inferred as was discussed in [21, 157]. Fig.1.10
shows the photoemission spectra for V2O3 and (V0.972Cr0.028)2O3. The quasipar-
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ticle peak for PM is reduced with increasing temperature. This reduction of the
quasiparticle peak is due to the crossing into the crossover regime. Mo et al were
able to see the same crossing to the crossover regime for the PI [128]. The slight
change of lattice parameter with temperature changes the e⇡

g a1g orbital splitting,
the a1g becomes less coherent with temperature [11, 189].

In the Hubbard model the main driving force of the MIT is the electrons but
as we have seen in V2O3 this transition is extremely sensitive to the crystal lattice
parameters. Which is the driving force of the MIT, the lattice or the electrons?
The consensus today is that the lattice structure drives the transition, but the
electron-lattice interplay is still an open question today. The way to answer it
would be to decouple the lattice and the electron temperature in order to force
the transition in the 1.1% Cr doped V2O3 from lower temperature PM to the high
temperature PI. We will try to answer this question using ultrafast experiments.

1.3 BaCo1�xNixS2 : a moderately ionic Mott in-
sulator

I will now present the Mott insulator BaCo1�xNixS2. We have chosen this com-
pound because it presents several di↵erences with respect to V2O3. BaCo1�xNixS2

is mostly a 2D material with a moderately ionic d-p bonds system, and has 3 ac-
tive orbitals near the Fermi level, whereas V2O3 is 3D with very strong d-p bonds
mixing, and only has 2 orbitals near the Fermi energy. Since these materials are
very di↵erent, the comparison of their transient properties will allow us to under-
stand the general trends of out-of-equilibrium behavior of Mott insulators. The
out-of-equilibrium properties will be shown in chapter 6.

The BaCo1�xNixS2 system is an interesting example of a MIT controlled by
doping. Its phase diagram is similar to that of cuprates (see Fig.1.11) but no
superconductivity is found. At low doping, the system is a paramagnetic insulator
which orders antiferromagnetically at about 305 K. The MIT is crossed for a doping
of x=0.16 at 300 K and can also be crossed using pressure [171, 207]. I will first
present the crystal structure then its electronic structure.

1.3.1 Crystal Structure

The system is isostructural in the whole phase diagram. No symmetry breaking
is seen at the MIT, which is why the transition is a Mott transition. The structure
is tetragonal formed by a square lattice of pyramidally coordinated Co or Ni ions.

Fig.1.12 shows the unit cell of BaNiS2 and its first Brillouin zone. The lattice
parameter are a=4.44 Å and c=8.93 Å and its symmetry is P4/nmm [118]. The
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Fig. 1.11: Phase diagram of BaCo1�xNixS2, three phases are present: PI, PM, and
AFI.

Figure 1. (color online). (a) Tetragonal crystal structure of BaNiS2. (b) Three-dimensional

Brillouin zone (BZ) [X= (�/a, 0, 0), M= (�/a, �/a, 0) and Z=(0, 0, �/c) ]. (c) Results of band-

structure calculations (U = 3eV ) with Ni 3d orbital character. The contribution of the orbital is

represented by the color scale. The dotted lines indicates Fermi level.

on figures 2(c) and 2(d) (s polarization) along �X (ZR) - �M (ZA) directions. The s and

p polarizations reveal the odd and even character of the orbital [14]. The overall agreement

between ARPES spectra and the calculated electronic structure is significant : all features

in the APRES data can be identified from the DFT calculations. It appears that some

bands from the calculation are shifted in energy as compared to ARPES bands. We shall

discuss this point later. Because the dxy orbital’s lobes are directed in between the planar

sulfur atoms the corresponding dxy bad fals at low energy without any contribution at EF .

We then associate the orbital character of other bands with multiple contributions labeled

(↵, �, �, �, ✏) on figure 1(c). A strong photoemission intensity is observed in s polarization

along �X (ZR) close to � for the ↵ band and everywhere except close to � for the � band.

This behavior indicates a dxz/dyz contribution in accordance with GGA calculations (Figure

4

Fig. 1.12: a) Unit cell of BaNiS2 b)First Brillouin zone
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lattice parameter, a, increases to 4.57 Å when substituting Ni by Co. The change
of lattice parameter is also seen in V2O3 when the MIT is crossed.

The crystals were grown using self-flux method [178] by the laboratory IMPMC
at Université Pierre et Marie Curie. The typical crystal dimensions are 500x500x100
µm. The c axis is along the thickness and the ab-plane in the surface. The natu-
ral cleavage plane is the ab-plane, therefore the c axis is towards the analyzer in
ARPES experiments.

1.3.2 Electronic Structure

The electronic structure of BaCo1�xNixS2 is still not fully understood. A few
theoretical calculations have been carried out but none of them can really account
for the MIT [119, 82, 213]. On the experimental side only one ARPES study was
performed on compounds near the transition [172]. The quality of the experimental
data was fairly poor and the bands were hard to distinguish.

In order to understand the compound we performed ARPES experiments on
the two extreme dopings for x=0 and x=1. The results presented hereafter are the
first high resolution ARPES experiments done on these compounds. This work
is a collaboration with David Santos-Cottin, Michele Casula, Yannick Klein, and
Andrea Gauzzi (IMPMC at Université Pierre et Marie Curie). The aim was to first
understand the Ni compound, which is the less correlated thus the band structure
is easier to calculate using DFT+U. And then use the calculated band structure
to understand the Co compound, which is more correlated. These strongly corre-
lated calculations have to be done using more complex many body theories such
as DMFT. The Co compound calculations have not yet been performed but the
ARPES experiments allow us to understand the basic electronic properties.

Fig.1.13 shows the ARPES spectra at 100 K on BaNiS2 along �M and �X
directions for s and p polarizations. The data show a very strong dispersion with
very narrow bands. The experiments were performed at the BaDELPh beamline
at the ELETTRA synchrotron (Trieste, Italy). The photon energy was 26 eV and
the energy resolution was limited by the temperature broadening, which is 37.6
meV for 100 K. The analyser slits were in the plane of the incident beam and the
surface normal. Therefore the symmetry character of the orbitals could be easily
seen using s and p polarization.

The 3d orbital of the Ni atoms has three active bands near the Fermi level,
dxz/dyz, dx2�y2 , and dz2 . The symmetry of the orbitals compared to the scattering
plane are:

Orbital dz2 dxy dx2�y2 dyz/dxz

�M even even odd odd
�X even odd even even
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1(c)). A strong photoemission intensity is also observed in s polarization along �M (ZA)

and in p polarization along �X (ZR) close to � for these two ↵ and � bands. This is in

agreement with a dx2�y2 character of the ↵ band but in disagreement with predominant

dxz/dyz character of the � band predicted by the calculation. The calculated � band at the

center of the BZ, shown in Figure 1(c), is observed in the s polarization along �M (ZA) and in

the p polarization along �X (ZR) in Figure 2, while this band disappear in the p polarization

along �M (ZA) and in the s polarization along �X (ZR). This indicates that the � band is

attributed to the dx2�y2 orbital, in good accordance with the band-structure calculations.

The � band crossing EF at midway between � and M is predicted to show a strong dz2 orbital

contribution. On Figure 2, this � band is not observed along �M by using s polarization but

appears in p polarization thus confirming its dz2 character. A similar observation as for the

� band can be made for the ✏ band, for which the dx2�y2 character seems to be predominant.

As a conclusion about the orbital contribution to the band structure, this study shows a

good agreement between DFT and APRES methods.
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Figure 2. Band dispersion in BaNiS2 measured by ARPES along �M (ZA) and �X (ZR) direction

for p polarization 2(a), 2(b) and s polarizations 2(c), 2(d).

Next, we discuss the band renormalization for the hole and the electron bands. In

Figure 3, DFT band-structure, plotted for kz = 0 and kz = ⇡/c, is compared to the ARPES

one along �M (ZA) and �X (ZR) directions, where the intensity is given by the average of

the s and p polarizations spectra from Figure 2. There is a much better agreement between

the experimental dispersion curves and the calculated band at kz = ⇡/c (Z-A-R) than at

kz = 0 (�-X-M). This suggests that the incident photon energy of 26 eV is probing a kxky

5

Fig. 1.13: Band dispersion in BaNiS2 measured by ARPES along �M (ZA) and
�X (ZR) direction for p polarization (a), (b) and s polarizations (c), (d)

As explained in 3.4.2, s polarization sees mostly odd symmetries and p polarization
sees mostly even symmetries. For example the band near 0.6 Å�1 in the �M
direction has a dz2 or dxy character for p polarization and a dx2�y2 character for
s polarization. The calculations in Fig.1.14 agree well with the symmetries found
using ARPES. The orbitals at 0.6 Å�1 in the �M direction are dz2 and dx2�y2 . The
orbitals at the � point are mostly dxz/dyz and dx2�y2 .

In order to account for the band dispersion found with ARPES, the best U
value for the DFT+U calculations was found to be 3 eV. Indeed with this U value,
DFT+U finds the existence of the electron pocket at � and the hole pocket in
the middle of �M. However the calculations find an electron pocket at R and a
dispersion along kz in the �Z direction. Fig.1.15 shows the kz dispersion along �M
direction. No dispersion is seen while varying the photon energy. Therefore we can
conclude that the material is mostly 2D. Nevertheless according to the calculations
the biggest dispersion along kz should be at the X point and we have unfortunately
not done the measurements along that direction. However the experimental data
strongly suggest that this material is 2D.

The Fermi surface of BaNiS2 is shown in Fig.1.16. The electron and the hole
pockets are clearly visible. We now look at the ARPES measurements on the
Mott compound BaCoS2. The experiment was performed using 100 eV photons
with a resolution of 10 meV at the Cassiopée beamline located in the SOLEIL
synchrotron. The ARPES data on BaCoS2 were taken with no specific sample ori-
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Figure 1. (color online). (a) Tetragonal crystal structure of BaNiS2. (b) Three-dimensional

Brillouin zone (BZ) [X= (�/a, 0, 0), M= (�/a, �/a, 0) and Z=(0, 0, �/c) ]. (c) Results of band-

structure calculations (U = 3eV ) with Ni 3d orbital character. The contribution of the orbital is

represented by the color scale. The dotted lines indicates Fermi level.

on figures 2(c) and 2(d) (s polarization) along �X (ZR) - �M (ZA) directions. The s and

p polarizations reveal the odd and even character of the orbital [14]. The overall agreement

between ARPES spectra and the calculated electronic structure is significant : all features

in the APRES data can be identified from the DFT calculations. It appears that some

bands from the calculation are shifted in energy as compared to ARPES bands. We shall

discuss this point later. Because the dxy orbital’s lobes are directed in between the planar

sulfur atoms the corresponding dxy bad fals at low energy without any contribution at EF .

We then associate the orbital character of other bands with multiple contributions labeled

(↵, �, �, �, ✏) on figure 1(c). A strong photoemission intensity is observed in s polarization

along �X (ZR) close to � for the ↵ band and everywhere except close to � for the � band.

This behavior indicates a dxz/dyz contribution in accordance with GGA calculations (Figure

4

Fig. 1.14: Band structure calculations for BaNiS2 using DFT+U (U=3 eV).
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entation therefore the symmetry analysis can not be properly performed. Fig.1.16
shows the isoenergy surface at E-EF =-0.7 eV. A reminiscence of the hole pocket
of BaNiS2 at the middle of the �M direction is present in BaCoS2, as well as the
electron pocket at �. The symmetry operation was not performed on the isoenergy
surface image, only the lower right corner was plotted.

Looking at the ARPES dispersion image in Fig.1.17, one can identify the same
bands as for BaNiS2. The dxz/dyz and dx2�y2 at the � point are shifted to lower
energies and are much broader. The bands at the middle of the �M direction
are also shifted to lower energies. The band gap is about 0.4 eV. In presence of
electronic correlations, an incoherent part is added to the non interaction spectral
function [46]. The e↵ect of this incoherent part is to increase the e↵ective mass
of the quasiparticle, as well as shifting the bands to lower energies. The lifetime
of the quasiparticle also increases when coming closer to the Fermi level, instead
of being independent of the distance to the Fermi energy. The limited lifetime
of the quasiparticle under the Fermi energy broadens the electronic bands, the
renormalization of the mass diminishes the dispersion, and the shift of the bands
makes the material become an insulator. All these e↵ects are seen in the band
structure of BaCoS2. This compound really shows how the correlation e↵ects tend
to broaden the bands, reduce their dispersion, as well as open a band gap.

The di↵erence with V2O3 is striking. V2O3 band structure has almost no dis-
persion and very broad bands even in the PM phase, which proves that the pure
V2O3 has strong correlations. The narrow band of BaNiS2 suggest a rather small
correlation e↵ect.
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Fig. 1.17: Band dispersion in BaCoS2 measured by ARPES along �M and �X.
The band structure shows reminiscence of the metallic compound dispersion but
the bands are shifted to lower energies and are broader due to correlation e↵ects.
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Chapter 2
Physics of ultrafast phenomena

2.1 Introduction

Physics of ultrafast phenomena has two main objectives: the former is better
understanding the ground state of the material as well as its excited states, and
the latter is manipulating its physical properties. In terms of input power, the first
one aims at perturbating the system as little as possible using the lowest possible
power and the second one, on the contrary, pushes the material to its limit by
highly exciting it. Note that if one can manipulate the properties of the material,
a lot of information on the ground state and the excited state can be obtained.

The main idea of this kind of ultrafast experiments is to probe the response
function of the material after an optical excitation. The system is excited by a
pump and is then observed after a controllable delay with a probe. The relaxation
processes will give useful information on the coupling between the di↵erent degrees
of freedom. In the eighties, the first ultrafast experiments were done to study the
electron-phonon coupling in metals [7]. The optical pump excites only the elec-
trons that are decoupled from the lattice for a short instant and then relax their
energy through phonons. The experiment can be modeled by taking two ther-
mal baths and introducing a coupling between them. This model is called the two
temperature model. In the nineties, semiconductors were investigated to study the
Coulomb correlation in excited free carriers [10]; many theoretical developments
took place to explain the coherent phenomena. The next logical step was to study
correlated materials in out-of-equilibrium [143]. These materials are very appeal-
ing to study with time-resolved techniques because they contain many degrees of
freedoms therefore many relaxation paths can be identified and give insight on
the di↵erent correlations. Since strongly correlated materials exhibit a rich phase
diagram with many competing or intertwined phases [66], the energy promiscuity
of the phases makes them an ideal playground to induce phase transitions with
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light.
In this chapter I will first present the optical excitation and relaxation processes

in solids. The behavior of metals and semiconductors under optical excitation will
be presented before introducing out-of-equilibrium physics in strongly correlated
materials. Finally I will examine the emerging out-of-equilibrium theories of corre-
lated materials. In this review chapter I will not show any study done on magnetic
materials [101, 27].

2.2 Ultrafast experiments

2.2.1 Light matter interaction

2.2.1.1 Excitation processes

When a photon reaches a material, it can be either reflected, transmitted, or
absorbed. The sum of the probability of these three contributions is one. The
light intensity after the penetration of a thickness z of the material is [203]:

I(z) = I0e
�↵

abs

(!)z (2.1)

Where ↵abs(!) is the absorption coe�cient, which depends strongly on the light
frequency and the material, defined as :

↵abs =
2!k(!)

c
(2.2)

where k(!) is the imaginary part of the the complex index of refraction. The
relation between the dielectric function and the refractive index is ✏1 + i✏2 =
(n + ik)2. We will stay in the linear regime for the dielectric function. Therefore
there is no dependence on the electric field strength. For optical wavelengths,
the photon can be absorbed by the material by interband transition or intraband
transition as shown in Fig.2.1. An interband transition is an optical transition
between the valence band and the conduction band, and an intraband transition
is an optical transition inside the same band. These transitions have to obey
energy and momentum conservation rules :

~! = Ef � Ei ± ~!q (2.3)

~k~! = ~kf � ~ki ± ~q (2.4)

where Ef and Ei are respectively the energies of the final and initial electron states

with wave vector ~kf and ~ki. The ± signs refer to the emission or absorption of
a phonon with energy ~!q and wave vector ~q. An interband transition with a
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phonon that is absorbed or emitted is called indirect, which underlines that the
initial and final states do not have the same wave vector. An intraband transition
always involves a phonon because there is no final state available with the same
wave vector.

The transition probability is given by the Fermi golden rule [44]:

Pi!f = |hf |H|ii|2 (2.5)

H =
1

2m
[P � qA(R, t)]2 + V (R) � q

m
S · B(R, t) (2.6)

where A is the vector potential, B the magnetic field, V (R) the atomic potential,
P, S, q, and m are respectively the momentum, the spin, the charge, and the mass
of the electron, |ii and |fi are the initial and final wave functions. In order for
the transition probability be di↵erent from zero, the total symmetry of equation
2.5 should be even. Therefore, if |ii and |fi are even, H has to be even for the
probability to be di↵erent from zero. If |ii is odd and |fi even, H has to be odd.
Analyzing the symmetry of the initial and final wave functions and the transition
operator one can find the following selection rules [44]:

Transition operator � l � m
Electric Dipole ±1 0,±1
Magnetic Dipole 0 0,±1
Electric Quadrupole 0,±2 0,±1,±2
Magnetic Quadrupole ±1 0,±1,±2

Where the operators are the di↵erent perturbation terms for the electric and mag-
netic field in equation 2.6, and �l, �m are the second and third quantum numbers
di↵erences between |ii and |fi. Using these conservation and selection rules, the
pump wavelength can be adapted to selectively excite a particular transition from
one band to another. Two kind of pump methods exist, which are incoherent or
coherent pumping. Incoherent pumping is nowadays the most common: it sup-
poses that the pump excites every band and no particular optical transition is
triggered, the photon energy is usually between 1 and 3 eV. One can view it as
injecting energy in a system and observing the relaxation processes. Incoherent
pumping is usually applied to materials with a large band structure continuum
such as metals, see section 2.2.2.1. However the domain is evolving more towards
coherent pumping, which tries to selectively provoke a specific optical transition
between two bands or excite a collective mode. For optical wavelength the pump
excites a transition between electronic bands. For lower wavelengths, the pump
can be tuned to resonate with a specific collective mode such as phonons. This
technique is often used to try to photoinduce phase transitions by enhancing a
structural vibration mode that is thought to increase a certain competitive phase
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EF

Fig. 2.1: a)Direct interband transition b) Indirect interband transition c) Intra-
band transition
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[64, 87, 154]. For insulators, pumping above or below the gap produces di↵erent
e↵ects, the first one creates an electron hole pair and the second one acts as an
AC electric field [139]. Incoherent or coherent pumping might result in a di↵erent
pathway of relaxation processes, which I will present in the next section.

2.2.1.2 Relaxation processes

The absorption of the pump happens through electron excitation since the mass
of the electron is much smaller than the mass of the atom, which leads to much
higher transition probability as seen in equation 2.5. This excitation is very fast;
it is faster than 90 attoseconds [38]. Therefore it can be viewed as instantaneous
compared to the pump time length, which is usually around 10 to 100 fs. Since the
electrons absorb the energy, there will be a transfer of energy from the electrons
to the lattice. Once the material is photoexcited, its energy will dissipate into the
lattice starting by coupling to the higher energy quasiparticle and finishing by the
lower energy processes, as seen in the energy scale of Fig.2.2. The heat capacity
of electrons is much smaller than the heat capacity of the lattice [102]. Therefore,
in order for the electrons and the lattice to be at equilibrium, the original energy
injected has mostly ended up in the lattice. Fig.2.2 shows the timescales for the
di↵erent relaxation processes as well as the energy involved. The time is equivalent
to the delay between the pump and the probe.

The fastest interaction is electron-electron scattering, which has a characteristic
time of a few femtoseconds. This timescale is the time for the Coulomb repulsion to
take e↵ect between two charge carriers. Using Fermi liquid theory, the estimation
of the time of an electron of excess energy ✏e to relax is :

⌧e�e =
1

!p

✏e
EF

(2.7)

where !p is the plasma frequency, and EF the Fermi energy. For example, in
graphene the electron-electron scattering thermalizes the electronic structure in the
order of 10 fs [111]: one can consider that after 10 fs the electrons follow a Fermi-
Dirac distribution with a higher temperature than the lattice temperature. The
relaxation processes can then be described using the two temperature model that
will be presented in the following section. The pump excitation is not homogeneous
inside the sample as seen in equation 2.1, the excited electrons create an electric
field gradient parallel to the photon propagation, which is usually referred to as
the z direction. This field promotes electron transport from to surface to the bulk,
which can take place in a di↵usion or ballistic regime. The characteristic time of
the di↵usion can be as fast as few tens of femtoseconds [23], or in the picosecond
range [204].
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Fig. 2.2: Characteristic timescales for relaxation processes

The electron coupling to the lattice starts by the coupling to the optical phonons.
The higher the energy of the phonon the more e↵ective the relaxation is, see equa-
tion 2.10. The relaxation through the lattice is guided by the electron-phonon
coupling. The higher the coupling, the faster the relaxation. The electron-phonon
coupling is an important value because it estimates the interaction between the
electrons and the lattice, which is an essential component for conventional super-
conductivity theory (BCS theory [12]). The timescale of the electron-phonon scat-
tering depends on the phonon frequency and the coupling, if the optical phonon
is energetic and the coupling strong, the relaxation due to the electron-phonon
coupling will be seen earlier, usually starting after 100 fs.

Once the energy is relaxing through the lattice, acoustic phonons evacuate
the energy through the sample creating strain di↵usion. Strain di↵usion can be
characterized by the sound velocity, which is very material dependent. In V2O3

the sound velocity is in the order of 5 105 cm/s or period of tens of picoseconds.
The recombination of electron-hole pairs happens around the same time.
We have seen how electrons are excited by a laser pulse and how they relax through
the lattice. The di↵erent timescales of the relaxation processes give an insight on
the coupling of di↵erent phenomena. We will now look at these phenomena in
materials with robust band structure and then review the experiment done on
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correlated materials.

2.2.2 Non correlated materials

2.2.2.1 Metals

The band structure of metals is continuous near the Fermi energy therefore no
particular optical transition is excited, all the processes seen in Fig.2.1 can occur.
The general accepted view is that the energy of the pump is given to the electrons
that soon after relax through the lattice. At first approximation, the electrons
and the lattice can be viewed as two thermalized interacting baths with a coupling
constant between them. The thermalization supposes that the electrons follow
a Fermi-Dirac distribution with a certain temperature and the phonons follow
a Bose-Einstein distribution with a di↵erent temperature. This model was first
described in 1957 by Kaganov et al. [97] and reintroduced to describe laser heating
in 1974 by Anisinov et al [7]. The main equation for the two temperature model
is :

Ce
@Te(t)

@t
= P (t) � g(Te(t) � TL(t)) (2.8)

CL
@TL(t)

@t
= g(Te(t) � TL(t)) (2.9)

where Te, Ce, TL, and CL are respectively the electronic temperature and its heat
capacity, the lattice temperature and its heat capacity. P (t) is the power source,
which is given by a Gaussian function with the pump time length. g is the coupling
constant, which is a function of the phonon frequency and the electron phonon
coupling [2]:

g =
3�!2

~⇡kBTe
(2.10)

where �!2 is the second momentum of the Eliashberg coupling function [58], � is
the electron-phonon coupling, and ! is the phonon energy. Many metals have been
studied using the two temperature model [59, 174, 208, 68]. The typical relaxation
rate for metals is usually 1-4 ps, the peak electronic temperature is 1000-2000 K
for about 1-2 mJ/cm2 and the lattice heats only about 20 K once the electrons
have relaxed their energy to the lattice.

Since the two temperature model is phenomenological, many variations of the
two temperature model exist. A new term is added for each physical process.
For bulk samples, an electronic di↵usion term is added [187, 23]. The lattice
temperature can be divided into two phonon baths with one more coupled to the
electrons, introducing a third temperature[147]. For magnetic materials, a third
temperature for the spin is added [16]. Since the model is phenomenological, no
real prediction can be made therefore the model can not be invalidated and its
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Fig. 2.3: a)�R/R for gold (from [186]), b) E↵ective temperature for the electrons
and the lattice after a short laser pulse excitation.

implications have sometimes been overinterpreted in the recent years. The model
really serves as a standard to compare di↵erent materials between each other. The
faster the relaxation, the stronger the electron-phonon coupling.

In 1993, Sun et al. observed that the electron distribution in gold takes 500 fs
to reach a Fermi-Dirac distribution thus the first hypothesis of a thermalized bath
is invalid [187, 186]. A new model was created to account for the non thermalized
state by [75]. It is important to notice that the notion of temperature can not be
used if the electrons do not follow a Fermi-Dirac distribution. Fig.2.3 shows the
di↵erential reflectivity �R/R for a gold thin film and a corresponding temperature
change for the electrons and the lattice. The first 500 fs the electrons are still
thermalizing and the energy is then relaxed through the lattice, which takes about
4 ps. Theoretical thermalization process in metals can be calculated using time-
dependent Botlzmann equation and it is shown that at low temperature electron-
electron and electron-phonon scattering happen at the same time [96, 136].

Although the two temperature model has many limits, it gives a physical insight
on the ultrafast phenomena occurring in metals. However, one should be careful
when estimating the electron-phonon coupling with a two temperature model. The
idea of raising only the electronic temperature while keeping the lattice cold is the
main motivation for studying correlated materials where the density of state is
extremely sensitive to the di↵erent degrees of freedom including the electronic
temperature. Before doing so, we will examine highly excited semiconductors.

2.2.2.2 Semiconductors

The physics of ultrafast phenomena in semiconductors is extremely rich. The
main reason is that the pump pulse creates excitons that are long lived and can
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interact with the di↵erent degrees of freedom of the material. Since semiconductor
fabrication is very well controlled the di↵erent degrees of freedom can be fine tuned,
for example suppressing acoustic phonon relaxation pathways by creating quantum
wells [22]. I will only give a brief overview of semiconductors far from equilibrium
focusing on the short time scales, a more complete review can be found in [10].

There are three excitation regimes: the first is with a pump energy below the
band gap which produces no absorption. The second is in resonance with the
band gap that produces a strong absorption because of an interband transition:
the electron-hole pairs created are long lived because the excitons are fairly robust.
The third regime is with an energy above the gap which also creates many excitons
but their coherence disappears faster because of e�cient electron-electron and
electron-phonon interaction in the continuum states. The excited electrons gather
at the lowest part of the conduction band while the holes gather at the highest
part of the valence band.

Once the photons are absorbed, the electrons first relaxation process is to
reach a quasi-equilibrium state where the valence and the conduction band can be
viewed as thermalized. Then the material relaxes through recombination processes.
Fig.2.2 shows the di↵erent relaxation processes that are present in semiconductors:
they are the same as for metals. The electron-electron scattering and the electron-
phonon scattering enable the dissipation of the energy inside the conduction and
the valence band. The energy dissipation between the valence and conduction
band is mostly done by recombination processes. The most interesting part of
highly excited semiconductors is the many body interaction that happens before
the loss of coherence. The quasiparticles are governed by Coulomb interaction and
many-body physics. The main results can be found in [41].

For low excitation density, the Coulomb interaction between two excited par-
ticles is important because electron-electron scattering is reduced. The excited
particles keep their coherence for longer time and mean field theory does not
capture the scattering processes [103]. For higher excitation density, the electron-
electron scattering rate is much higher and there is a build up of screening of the
Coulomb potential that then creates a collective mode, a plasmon, like in a metal
[34]. Fig.2.4 shows the inverse dielectric function for highly excited GaAs. There
is an apparition of a Drude peak after 175 fs, the Coulomb interaction is then
screened and the excited carriers behave like in a metal [89]. The fact that the
Coulomb screening is not instantaneous shows that the screening processes are
not inherent to the band but are built by the electrons inside it. Extremely strong
THz pulse can also create free carriers in semiconductors by Franz-Keldysh e↵ect
[139].

In the next section I will present time-resolved measurements on Mott insula-
tors, which have band gaps in the same order of magnitude as semiconductors. In
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Fig. 2.4: Build-up of Coulomb screening and plasmon scattering. a) and b) are the
imaginary and real part of the inverse dielectric function of GaAs. A Drude peak
appears which implies that the material has become a metal after 175 fs, which is
the time needed for the Coulomb screening to build-up (from [89])

Mott insulators there is also strong Coulomb interaction but it changes the band
structure therefore the e↵ect of a time dependent change of Coulomb interaction
could lead to a more drastic e↵ect. Metals and semiconductor have robust band
structures compared to correlated materials therefore out-of-equilibrium physics in
correlated materials is even more complex. Can photoexcited correlated metals be
modeled by a two temperature model? Does the conduction band of a correlated
insulator reach a quasi-equilibrium state?

2.2.3 Correlated materials

We have seen that the physics of ultrafast phenomena gives an estimation of the
electron-phonon coupling and the build up of the Coulomb screening. These two
ingredients are very important in correlated materials and are the main motivation
to study them. Time-resolved measurements give the ability of tracking in real
time the quasiparticle recombination and measure the electron-phonon coupling,
which is essential for superconductors. It is logical that cuprates were among the
first materials to be studied by ultrafast techniques, since the standard supercon-
ductivity theory (BCS) does not seem to apply. The investigation of the pairing
mechanism with time-resolved measurements started in 1990 [80] and is an ex-
tremely active field. A Mott phase is present in the phase diagram of cuprates.
Therefore Mott insulators might be an important ingredient for high-Tc super-
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often used to test the validity of the different models
for metal-insulator transitions; also, several advances in
experimental methods such as X-ray absorption [10,11],
transport [12], bulk-sensitive photoemission [13–15] or
optical spectroscopy [16], especially when combined with
microscopic methods [17,18], have recently revived the
interest on its Mott transition.
As already mentioned, time-resolved spectroscopies

offer appealing perspectives for the investigation of
strongly correlated systems, since they give access to the
dynamical excitation and relaxation of electrons close to
the Fermi level. The possibility of exciting coherent optical
or acoustic phonons and of observing them in real time is
also of great interest, since they are tightly related to the
electronic and structural properties of the material. All
these possibilities have been already extensively applied
to study a prototype material for metal-insulator transi-
tions accompanied by structural transitions, the sibling
compound VO2 [19,20]. For vanadium sesquioxide, the
first time-resolved reflectivity measurement was performed
on the undoped compound [21], thus not exploring the
Mott insulating part of the phase diagram; these results
were confirmed in a more recent study on complex oxides,
where the effects of crytallographic orientation with
respect to the light polarization were discussed [22]. In
this letter, we clarify the effects on the ultrafast response
of the most notable property of (V1−xCrx)2O3, namely
the isostructural metal-insulator transition between its
Paramagnetic Metallic (x= 0, PM) and Paramagnetic
Insulating (x= 0.028, PI) phases: the fact that the crystal
structure is maintained is critically important in our
experiment, because if a break in symmetry occurred, its
disruptive effects on the coherent phonons [20] would not
allow an unambiguous comparative analysis. Moreover,
our study covers the range from the femtosecond to
the picosecond time scale, and is performed in a very
large excitation density range, from 0.09 to 36.6mJ/cm2.
The systematic nature of our experiments vs. various
parameters (thermodynamic phase, initial temperature,
laser fluence and wavelength) and the relative simplicity
of the V2O3 phase diagram, allowed us to disentangle
genuine phase difference from other effects. We found
that it is particularly important to know the behaviour
of the transient reflectivity over a wide time range (40 ps)
to correctly interpret the response of the sub-ps window
in its various components. These results, obtained on a
prototype isostructural metal-insulator transition, clarify
the role of the correlated electron density of states in
some features of the ultrafast response, and provide solid
ground for the interpretation of other, more complex
phase transitions in other materials.

Experimental. – Time-resolved reflectivity measure-
ments have been carried out on single crystals of
(V1−xCrx)2O3, x= 0, 0.028. High-quality single crystals
from Purdue University were carefully oriented using Laue
diffraction and mechanically polished to obtain mirror-like
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Fig. 1: (Colour on-line) Time-resolved reflectivity in two
different time windows on (V1−xCrx)2O3, x= 0 and (110)-
oriented surface (a) at λ= 800 nm (b) at λ= 800 and 1550 nm
(the reflectivity scale, vertical, is cut in order to expand the
coherent acoustic oscillation).

surfaces. We used two different setups, both of them based
on a mode-locked Ti : Sapphire laser system. The first one,
described in [22,23], uses a 1 kHz repetition rate system,
providing pulses of ≈40 fs at 800 nm wavelength and
high pump fluences ranging from 6.9 to 36.6mJ/cm2; the
probe fluence was fixed at 0.95mJ/cm2 —well below the
pump fluence— to avoid any perturbation of the system
induced by the probing process. For this setup, the angle
of incidence of the pump beam was almost normal with
respect to the sample surface, while the probe arrived
approximately at 15◦. The spot diameters (full width at
half maximum) on the sample surface were 100µm for
the pump and 25µm for the probe. The second setup was
based on an optical parametric oscillator, delivering pulses
of ≈150 fs at ≈1550 nm. For this setup, the incidence
angle of both pump and the probe beams was normal to
the sample surface; the excitation densities ranged from
0.09 to 0.35mJ/cm2 and the probe fluence was fixed
at 3.2µJ/cm2. Pump and probe diameter (FWHM) on
the sample surface were 2µm. Both setups used optical
choppers and orthogonal polarisations between pump and
probe in order to maximize the signal-to-noise ratio.

Results and discussion. – In fig. 1 we present
a typical example of a time-resolved reflectivity curve
on (V1−xCrx)2O3 at λ= 800 nm, taken on an undoped
sample, oriented so that the (110) direction in real-space
hexagonal notation was perpendicular to the surface (and
hence almost parallel to the laser light wave vector). The
transient response can be decomposed in three parts.
First, at zero time delay, so just after the arrival of the

excitation pump on the system, we observe an ultrashort
negative peak, lasting about 100 fs. This ultrafast drop of
reflectivity (the minimum value is labelled R1 in fig. 1(a))
corresponds to the excitation and relaxation of electrons,
and we found that its amplitude is about twice as large
in the metallic phase with respect to the insulating one,
since the presence of a gap in the Mott insulator reduces
the number of photoexcited electrons. This peak ended at
a reflectivity value labeled R2 in figs. 1(a) and (b).
It is followed by two coherent oscillations. The first one,

shown in fig. 1(a), is due to the presence of a coherent
optical phonon [21]. R2 somehow establishes the frontier

37007-p2

Fig. 2.5: �R/R for V2O3, the first peak is a purely electronic excitation and the
oscillation are coherent phonons (from [115])

conductivity and the interplay between the lattice and the electrons is also being
extensively studied with time-resolved techniques [13]. In this section I will first
present work done in Mott insulators and review a few results on cuprates.

2.2.3.1 Mott insulators

In Mott insulators the electron-phonon coupling is extremely strong therefore
the relaxation times are very fast. In V2O3 the first excitation lasts less than 200
fs [125, 115]. Fig.2.5 shows a typical time-resolved optical reflectivity for V2O3:
the first peak is the initial electronic excitation. The briefness of this first state
can arise from either very strong electron-phonon coupling, fast electron di↵usion
towards the non excited part of the sample, or a build up of the screening like
in semiconductors. The oscillations in the line shape are the coherent optical
phonons that give information on the lattice dynamics and the bond strength (see
chapter 3). In Metals the band structure is very robust therefore the relaxation
times are linked mostly to the electron-phonon coupling. In correlated materials
the bandwidth W and the Coulomb repulsion U are very sensitive to their local
environment. To really understand the origin of the first excitation, one has to
understand the perturbation of the Hubbard model by a short laser pulse. Once the
e↵ect of the laser pulse is understood the relaxation pathways can be interpreted,
which could di↵er from only electron-phonon interaction.

The laser pulse creates electron-hole pairs if the energy of the photon is higher
than the gap. If the band structure is robust such as in semiconductors, the
excitons will evolve according to the system’s equilibrium parameters. In 1D Mott
insulators and for low excitation fluences, it seems that the band structure does
not change. Each atom has only 2 neighbors and the Coulomb screening is less
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important compared to the other energies involved. M. Mitrano et al. were able to
tune the hopping parameter using pressure in an 1D Mott insulator while keeping
the other parameters constant [126]. They showed that the relaxation rate is a
function of the hopping and there was no need to change the other parameters
of the system. More subtle phenomena can be seen in 1D chains at very short
time scales such as a fast oscillatory component in the first 100 fs. This oscillation
can be seen as an oscillation between two quantum wells where the oscillation
is a function of the Coulomb repulsion and the hopping parameter [195]. When
raising the dimension, the coordination increases therefore the interaction between
neighboring sites becomes more complex. The Hubbard model becomes harder to
solve and the relaxation rate can not be simply calculated. Many approximations
have to be made.

The first approximation is to consider that the excited electrons are heated to a
very high temperature while the other parameters of the system are left untouched,
the same mechanism as in metals. L. Perfetti et al. showed using for the first
time time-resolved ARPES that the excited spectral function of 1T-TaS2 was very
similar to the higher temperature spectral function calculated using DMFT with a
frozen lattice approximation [146], the Born-Oppenheimer approximation. Fig.2.6
shows the time-resolved ARPES spectra and the spectral function calculated for
di↵erent temperature. The two qualitatively agree but there are strong di↵erences.
For the 100 fs spectrum, significant spectral weight can be seen lower than -0.2
eV, which is not present for the calculated 1320 K spectrum. On the opposite
for 550 fs at -0.2 eV there is no more spectral weight, which is present for the
calculated 1100 K spectrum. These large discrepancies point towards a change in
other parameters than only the electronic temperature.

There can be two other parameters that can vary after an electronic excitation,
the Coulomb repulsion U or the Bandwidth W. The bandwidth is equivalent to
the hopping parameter. In G. De Filipis et al. model, they take the laser pulse as
a perturbation of the hopping parameter [49]. The other interesting addition to
this model is the coupling to a bosonic bath to account for the electron-phonon
coupling. This will be analyzed in more details in section 2.3. Using this, F.
Novelli et al. were able to account for the di↵erence between pumping above or
under the charge transfer gap in La2CuO4 [138]. When pumping above the gap,
the materials reaction is similar to an increase of temperature. However when
pumping under the gap, there is the apparition of a quasiparticle dressed by a
bosonic field. The e↵ect is similar to a small hole doping. A hole doping is also
equivalent to a change in the Coulomb repulsion parameter or the filling of the
bands.

Contrary to 1T-TaS2, experiments on UO2 have shown that spectral weight is
present in the upper Hubbard band when it is excited [72]. The authors conclude
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shift arises from photoinduced doping, inasmuch as the
nonequilibrium occupation of the UCO deviates from half
filling. We perform a numerical simulation of the spectra in
order to estimate the effective temperature of the electrons
and the UCO filling factor n after excitation. The UCO
band and its correlation energy are described by the
Hubbard model:

 He ! "t
X

hi;ji;!
#cyi;!cj;! $ cyj;!ci;!% $U

X
i
ni;"ni;#; (1)

where ci;! and cyi;! are the destruction and creation opera-
tors of an electron at site i and with spin !, ni;! ! cyi;!ci;!
the occupation operator, t is the hopping matrix element
between nearest neighbors, and U ! 0:4 eV is the UCO
Coulomb repulsion. Figure 3(c) plots the spectral function
calculated with dynamical mean field theory [20] for suit-
able Te and filling factor n. The best agreement to the
spectrum measured at " ! 100 fs is obtained for Te !
1320 K and n ! 0:48. It follows that the electronic tem-
perature exceeds the MI stability range of Fig. 1(d),
whereas n decreases by only a few percents. This finding
proves that the elevated Te dominates the breakdown of the
Mott insulator.

Besides the ultrafast collapse of the MI phase, we also
observe periodic modulation of the time-resolved ARPES
spectra. The intensity map of Fig. 4(a) shows that large
oscillations of the electronic spectra start abruptly at zero
delay and endure for many picoseconds. The period of

these oscillations corresponds closely to the breathing
mode of the stars, also called the amplitude mode of the
CDW [21]. In the cluster picture of Fig. 1(a), the short
pump pulse transfers part of the electronic density towards
the outer ring of the stars, leading to the displacement of
the nuclear coordinate of the CDW amplitude mode. This
collective and coherent excitation of the clustered atoms
initiates a spectral oscillation of the coupled electronic
states. We exploit the different response time of electrons
and phonons to disentangle their contribution to the mea-
sured spectra. One picosecond after the absorption of the
pump pulse, the electrons have already cooled down, and
only the nuclear motion persists. The latter acts on the elec-
tronic structure in a remarkably simple way. Figure 4(b)
compares the spectra acquired on a maximum and mini-
mum of an oscillating period, at " ! 1:2 ps and 1.6 ps,
respectively. The two spectra display a rigid shift of
18 meV, proving that the oscillation of the CDW amplitude
changes the mean binding energy of the lower Hubbard
band without perturbing the Mott phase. Similar modula-
tions of the binding energy are expected whenever phonons
or magnons are strongly coupled to the electrons. The
dynamics is analyzed by plotting in Fig. 4(c) the shift
"!"H#"% of the lower Hubbard peak as a function of the
pump-probe delay. Two modes with frequency #B !
2:45 THz and #S ! 2:51 THz generate a beating response
that decays with a time constant of "C ! 9:5 ps. The
frequency #B is in excellent agreement with the bulk
CDW oscillations measured by transient reflectivity [21]
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shift arises from photoinduced doping, inasmuch as the
nonequilibrium occupation of the UCO deviates from half
filling. We perform a numerical simulation of the spectra in
order to estimate the effective temperature of the electrons
and the UCO filling factor n after excitation. The UCO
band and its correlation energy are described by the
Hubbard model:
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where ci;! and cyi;! are the destruction and creation opera-
tors of an electron at site i and with spin !, ni;! ! cyi;!ci;!
the occupation operator, t is the hopping matrix element
between nearest neighbors, and U ! 0:4 eV is the UCO
Coulomb repulsion. Figure 3(c) plots the spectral function
calculated with dynamical mean field theory [20] for suit-
able Te and filling factor n. The best agreement to the
spectrum measured at " ! 100 fs is obtained for Te !
1320 K and n ! 0:48. It follows that the electronic tem-
perature exceeds the MI stability range of Fig. 1(d),
whereas n decreases by only a few percents. This finding
proves that the elevated Te dominates the breakdown of the
Mott insulator.

Besides the ultrafast collapse of the MI phase, we also
observe periodic modulation of the time-resolved ARPES
spectra. The intensity map of Fig. 4(a) shows that large
oscillations of the electronic spectra start abruptly at zero
delay and endure for many picoseconds. The period of

these oscillations corresponds closely to the breathing
mode of the stars, also called the amplitude mode of the
CDW [21]. In the cluster picture of Fig. 1(a), the short
pump pulse transfers part of the electronic density towards
the outer ring of the stars, leading to the displacement of
the nuclear coordinate of the CDW amplitude mode. This
collective and coherent excitation of the clustered atoms
initiates a spectral oscillation of the coupled electronic
states. We exploit the different response time of electrons
and phonons to disentangle their contribution to the mea-
sured spectra. One picosecond after the absorption of the
pump pulse, the electrons have already cooled down, and
only the nuclear motion persists. The latter acts on the elec-
tronic structure in a remarkably simple way. Figure 4(b)
compares the spectra acquired on a maximum and mini-
mum of an oscillating period, at " ! 1:2 ps and 1.6 ps,
respectively. The two spectra display a rigid shift of
18 meV, proving that the oscillation of the CDW amplitude
changes the mean binding energy of the lower Hubbard
band without perturbing the Mott phase. Similar modula-
tions of the binding energy are expected whenever phonons
or magnons are strongly coupled to the electrons. The
dynamics is analyzed by plotting in Fig. 4(c) the shift
"!"H#"% of the lower Hubbard peak as a function of the
pump-probe delay. Two modes with frequency #B !
2:45 THz and #S ! 2:51 THz generate a beating response
that decays with a time constant of "C ! 9:5 ps. The
frequency #B is in excellent agreement with the bulk
CDW oscillations measured by transient reflectivity [21]
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shift arises from photoinduced doping, inasmuch as the
nonequilibrium occupation of the UCO deviates from half
filling. We perform a numerical simulation of the spectra in
order to estimate the effective temperature of the electrons
and the UCO filling factor n after excitation. The UCO
band and its correlation energy are described by the
Hubbard model:

 He ! "t
X

hi;ji;!
#cyi;!cj;! $ cyj;!ci;!% $U

X
i
ni;"ni;#; (1)

where ci;! and cyi;! are the destruction and creation opera-
tors of an electron at site i and with spin !, ni;! ! cyi;!ci;!
the occupation operator, t is the hopping matrix element
between nearest neighbors, and U ! 0:4 eV is the UCO
Coulomb repulsion. Figure 3(c) plots the spectral function
calculated with dynamical mean field theory [20] for suit-
able Te and filling factor n. The best agreement to the
spectrum measured at " ! 100 fs is obtained for Te !
1320 K and n ! 0:48. It follows that the electronic tem-
perature exceeds the MI stability range of Fig. 1(d),
whereas n decreases by only a few percents. This finding
proves that the elevated Te dominates the breakdown of the
Mott insulator.

Besides the ultrafast collapse of the MI phase, we also
observe periodic modulation of the time-resolved ARPES
spectra. The intensity map of Fig. 4(a) shows that large
oscillations of the electronic spectra start abruptly at zero
delay and endure for many picoseconds. The period of

these oscillations corresponds closely to the breathing
mode of the stars, also called the amplitude mode of the
CDW [21]. In the cluster picture of Fig. 1(a), the short
pump pulse transfers part of the electronic density towards
the outer ring of the stars, leading to the displacement of
the nuclear coordinate of the CDW amplitude mode. This
collective and coherent excitation of the clustered atoms
initiates a spectral oscillation of the coupled electronic
states. We exploit the different response time of electrons
and phonons to disentangle their contribution to the mea-
sured spectra. One picosecond after the absorption of the
pump pulse, the electrons have already cooled down, and
only the nuclear motion persists. The latter acts on the elec-
tronic structure in a remarkably simple way. Figure 4(b)
compares the spectra acquired on a maximum and mini-
mum of an oscillating period, at " ! 1:2 ps and 1.6 ps,
respectively. The two spectra display a rigid shift of
18 meV, proving that the oscillation of the CDW amplitude
changes the mean binding energy of the lower Hubbard
band without perturbing the Mott phase. Similar modula-
tions of the binding energy are expected whenever phonons
or magnons are strongly coupled to the electrons. The
dynamics is analyzed by plotting in Fig. 4(c) the shift
"!"H#"% of the lower Hubbard peak as a function of the
pump-probe delay. Two modes with frequency #B !
2:45 THz and #S ! 2:51 THz generate a beating response
that decays with a time constant of "C ! 9:5 ps. The
frequency #B is in excellent agreement with the bulk
CDW oscillations measured by transient reflectivity [21]
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FIG. 4 (color online). (a) Photoelectron intensity map mea-
sured in the MI phase (Tl ! 30 K) as a function of pump-probe
delay and binding energy. (b) Two spectra acquired on a maxi-
mum (" ! 1:4 ps) and minimum (" ! 1:6 ps) of one CDW
oscillation period display a rigid shift with respect to each other.
(c) Measured shift of the Hubbard peak (diamonds) and the
calculated gX#"% (solid line). The inset displays the Fourier
transform of the oscillations as a function of frequency.
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FIG. 3 (color online). (a) Spectra acquired at " ! 100 fs
(green curve) and " ! 550 fs (blue curve) are compared to the
spectrum collected before the arrival of the pump pulse (black
curve). Although Te reaches high values, the lattices temperature
remains roughly at 30 K. (b) Time-resolved ARPES intensity of
the Hubbard peak normalized to the equilibrium value. The
exponential fit (black line) provides the decay time "H !
680 fs. (c) Spectral function of the Hubbard model calculated
at the center of the Brillouin zone for U ! 0:4 and W !
0:29 eV. The electronic temperature and filling factor are Te !
1350 K, n ! 0:48 (green curve), Te ! 1100 K, n ! 0:49 (blue
curve), Te ! 60 K, n ! 0:5 (black curve).
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Fig. 2.6: a) 1T-TaS2 Time-resolved photoemission spectra for a delay of 100 fs, 550
fs and -200 fs. b) Spectral function calculated with DMFT for electrons heated at
1320 K, 1100 K, and 60 K (from [146])

that UO2 is a robust Mott insulator. The distance between the lower and upper
Hubbard band gives directly the Coulomb repulsion U. S. Gilberston et al. ob-
served that there is no breakdown of the Mott gap when UO2 is excited as opposed
to other narrow band Mott insulators. They explain that this might be due to
the large gap of 2.3 eV. Nevertheless the upper Hubbard band shifts with time,
which is di↵erent from a thermalization of the electrons in the upper Hubbard
Band that would produce an accumulation in the lowest part of the band. This
shift can portrait a change of the Coulomb repulsion in the material during the
relaxation process. I will present a study on V2O3 in whole phase diagram in
chapter 5 and 6 in order to try to disentangle the di↵erent parameters, which are
the electronic temperature T2, the lattice temperature TL, the Coulomb repulsion
U , the bandwidth W , and the specific orbital filling.

In every phase transition the lattice structure changes during the transition.
Either the symmetry is broken like in VO2 [73] or the symmetry is constant but
there is nevertheless a jump of lattice parameter like in V2O3 [122]. In N.F. Mott
views, the transition should be only driven by the electrons and the lattice structure
should be fixed but it seems that a small structural variation is needed to stabilize
the insulating phase. Indeed near equilibrium experiments have shown that during
the Metal-to-Insulating transition the lattice is distorted [156, 158]. In theoretical
models a change in the lattice parameters is needed to stabilize the di↵erent phases
[150]. In physics of ultrafast phenomena, the electrons are decoupled from the
lattice for brief instant therefore a pure electronic phase could be observed. If one
can follow the electronic structure and the lattice structure in real time during a
phase transition, one could possibly observe whether the electronic or the lattice
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transition is a precursor to the other or if both are simultaneous. In the past few
years there has been many reports of photoinduced phase transition. I will now
give a few examples focusing on Mott insulators.

V. Guiot et al. showed that the Mott family GaV4S8 could be switched from in-
sulator to metal using a microsecond electric pulse of a few kV/cm [76]. Although
the timescales of these pulses are much longer than a laser pulse, they also inject
hot electrons. The switching can either be irreversible or reversible according to
the pulse strength. The whole material does not transit entirely but filamentary
metallic paths are created [52]. Therefore the stable metallic phase is stabilized
by the structure. They were able to show that this breakdown was universal to all
narrow band Mott insulators and that it was similar to an avalanche mechanism
[184, 185]. Unfortunately electric pulses are long and it is not possible to decouple
the lattice and the electron dynamics. The same switching was seen in the man-
ganese oxide Pr0.7Ca0.3MnO3 with a ns laser pulse [65]. This observation supposes
that the electric and the laser pulse play a similar role. To avoid lattice heating
fs pulses have to be used. The switching from insulator to metal was observed
in 1T-TaS2 at 10 K using a 35 fs 1mJ/cm2 800 nm laser pulse [183]. They infer
that a new phase arises called the H phase that is a reorganization of the cluster
of electrons. They argue that the nature of the transition is di↵erent from the
time-resolved ARPES measurements done by L. Perfetti et al. and other transient
metallic states seen in Mott insulators [91]. In irreversible transition the nature
of the transition is hard to track since the transition happens only once and the
specific time scales can not be distinguished. The photoinduced phase transition
in VO2 is very interesting because the structural and the electronic dynamics can
be observed since the materials transits back to insulator after heat dissipation.

In 2001, A. Cavalleri et al. were able to photoinduce the high temperature
metallic state from the low temperature insulating state in VO2 [40]. The op-
tical reflectivity and the time-resolved X-ray di↵raction were able to show that
the photoinduced state was the metallic high temperature phase. The question
was whether the transition was structurally or electronically driven. A structure
transition is limited by the speed of the phonons while an electronic transition
can happen much faster. Therefore probing the time scale of the transition can
give insight on the driving force. Fig.2.7 shows a schematic view of the insulator
to metal transition. Path 1 is a transition where the transition is driven by the
electrons along the electronic state Se and path 2 is a transition driven by the
lattice along SL that then drives the electronic state. The transition in VO2 was
originally thought to follow path 2 [39, 14] because the switching time given by
the reflectivity showed a bottleneck of 80 fs, the time needed for the structure
to react. More recent experiment have shown that this transition is not limited
by this bottleneck [197, 196]: especially a time-resolved ARPES study, where it
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Fig. 2.7: Schematic view of a photoinduced phase transition in VO2. SL and Se are
the lattice and the electronic state. The two paths 1 and 2 represent respectively
the scenario where the electrons trigger the phase transition or the lattice.

is seen that the system becomes metallic almost instantaneously therefore faster
than the bottleneck [200]. Another time-resolved study using high harmonics ar-
gue that the instantaneous metallization is di↵erent from the equilibrium metallic
phase and the system takes 1 ps to evolve towards the equilibrium metallic state
[211]. A similar transient metallic state is seen in V2O3 and the interpretation of
mechanism will be discussed in chapter 6.

2.2.3.2 High-Tc superconductors

Time-resolved measurements done on High-Tc superconductors are extremely
rich. Since it is not the main topic of my thesis, I will only review briefly the
experiments done using time-resolved ARPES and try to relate them to pure
Mott insulators. The idea behind these measurements is breaking the Cooper
pairs in order to track the repairing process that is governed by the hypotheti-
cal glue. Unfortunately the ground state is very complex and many competing
orders are present therefore the observations are very di�cult to allocate to a
certain phenomenon. Using a three temperature model with a temperature for
the electrons, the phonons coupled to the electrons, and the other phonons, the
electron-phonon coupling was found to be too small to stabilize the superconduc-
tivity phase by itself [147]. The dynamic response is still much faster than in low
temperature BCS superconductors and depends on the phase observed whether
it’s in the superconductivity phase, the Fermi liquid phase, or the pseudogap
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Figure 4 | Equilibrium and non-equilibrium photoemission. (a) The YBi2212 Fermi 
surface (FS), measured by conventional ARPES at 100 K, is reported. The two FS replicas 
surrounding the main FS are due to surface reconstruction. The Γ point and the FS k-space 
regions where the TR-ARPES measurements have been performed are indicated by full dots. 
Φ is the FS angle from the antinode. (b) The normalized integrated variation of the TR-
ARPES intensity above EF, ΔIΦ(t)/IΦ, is reported for different points along the Fermi arcs 
(Φ=18°, 27°, 37°, 45°). Solid lines are the fit to the data with a single exponential decay, 
ΔIΦ0exp(-t/ ). In the top panel, the δR/R(t) trace at 1.55 eV is reported for comparison. (c and 
d) The maximum intensity variation, ΔIΦ0, and the decay time, Φ, of the non-equilibrium 
transient population measured by TR-ARPES are reported as a function of Φ. The error bars 
include the experimental uncertainty related to the possible alignment errors of the sample 
angle. 
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Fig. 2.8: a) Fermi surface of optimally doped Bi2Sr2Y0.08Ca0.92Cu2O8+� at 100 K
(T>Tc), N is referred to as the nodal region and AN as the antinodal region b)
Time-resolved reflectivity and time-resolved ARPES intensity taken at the di↵erent
points in a) (from [43])

phase [98, 45, 74, 179, 216]. Therefore time-resolved measurements are able to
reconstruct the phase diagrams of cuprates. The advantage of using time-resolved
APRES is that it directly probes the electron dispersion. Fig.2.8 shows a Fermi
surface for Bi2Sr2Y0.08Ca0.92Cu2O8+� and the time-resolved signal taken from the
spectra.

Outside the superconducting phase, the physics is mostly governed by Mott
physics in the underdoped sample which has di↵erent momentum region. F.
Cilento et al. have shown that in the antinodal momentum region has a more
Mott insulating character than the nodal region [43]. They argue that the photo-
excitation actually delocalizes the quasiparticles of the antinodal region. The
observation of a collapse of the Mott gap is similar to the one observed in TaS2

and to the initial metallic state in VO2. A more precise analysis of the momentum
distribution was done by J. D. Rameau et al. shown in Fig.2.9. The momentum
distribution curves according to the delay show that the e↵ective mass of the band
is reduced and the Fermi vector shifts. They argue that this is equivalent to a
hole-doping. The laser excitation therefore tends to drive the system away from
the antiferromagnetic Mott insulating phase. Is this mechanism the same as in
standard Mott insulators? We will discuss this point in chapter 6.

Like in Mott insulators, photoinduced phase transitions have been tried in
cuprates. The goal is to try to photoinduce a superconductor. We have seen that
hitting the superconductor with 1.5 eV pump breaks the Cooper pairs therefore
more subtle pumping is needed. M. Rini et al. showed that exciting a phonon mode
in a manganite creates a metastable metallic phase [154]. The photon energy was
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FIG. 2. (Color online) (a)–(d) Laser-pump-induced photoemission intensity difference I (t) − I (t0) as a function of momentum and energy in
a blue-white-red false color representation at indicated delay times. (e)–(h) show the respective dispersions E(k) determined from MDC maxima
in red. In black, the dispersion before optical excitation at t0 is shown for comparison. Dotted lines through EF, kF, and E − EF = −70 meV
are guides to the eye.

difference color maps !I (E,k,t) = I (E,k,t) − I (E,k,t0),
where t0 = −5 ps, show that spectral depletion occurs pre-
dominantly in the energy range of the coherent quasiparticles
at energies between the 70-meV kink and EF. The intensity
increase is found to occur in an E(k) region adjacent to the
unperturbed band and shifted to higher E and smaller k. We
conclude that there exists a well-defined dispersion in the
intermediate excited state, even though the system experiences
intense optical excitation generated by the pump-laser field.
Comparing intensity difference maps for 0 and 100 fs, we
recognize a change in the effective mass. An analysis of
pump-induced changes in E(k) is carried out by fitting
MDCs at different delays. E(k), given by the MDC peak
positions, is shown in Figs. 2(e)–2(h) as a function of energy
and momentum and demonstrates our essential findings of
a photoinduced reduction in m* and a reduction/shift in kF
[21]. At t = 0, kF and m*, which are both determined in the
vicinity of EF, are clearly reduced compared to their values
before pumping. At the same time, the discontinuity in !k(E)
that is observed here at the kink energy for delays before
pumping is significantly reduced [Fig. 1(e)] and the coherent
weight at low energies is significantly disrupted. At t = 50 fs,
the shift in kF has increased, whereas, the dispersion E(k)
has partially recovered. At t = 100 fs, the modified kF is
maximized, but m* has recovered its equilibrium value. It is
not before t = 0.5 ps that kF has nearly relaxed to its initial
value. Figure 3 shows the relative changes in the effective
mass m∗

%(t) = m∗(t)/m∗(t0) = vF(t0)/vF(t), where vF is the
Fermi velocity, for different pump fluences as a function of
time delay.

Within the experimental uncertainties, changes in m∗
% are

observed for fluences above 35 µJ/cm2. However, this does
not necessarily imply a threshold due to the finite statistics
available in the experiments. A remarkable finding is that the

ultrafast change essentially occurs instantaneously, without
any recognizable time delay compared to the optical excitation
and a recovery of the initial value within the cross-correlation
width. Therefore, we conclude that the pump-induced change

T

FIG. 3. (Color online) Relative photoinduced change in the
effective mass m∗

% for different optical excitation densities. The
effective mass m*(t) determined at time delay t is normalized to
m*(t0) before optical excitation. This practice eliminates ambiguity
associated with the unknown “bare” noninteracting dispersion. The
pink line indicates the pump-probe cross correlation of 100-fs
temporal XC width.

115115-3

Fig. 2.9: a-d) Time-resolved ARPES spectra di↵erences between positive and neg-
ative time delay; e-h) maxima of the momentum distribution curve extracted from
a-d in red, the black line is before excitation. There is a clear renormalization
of the elecron mass and a shift of Fermi wave vector, which indicate a similar
behavior than a hole doping (from [152]).

exactly tuned to a specific phonon mode and it induced a five order resistivity drop.
The same coherent phonon pumping has been applied on La1.675Eu0.2Sr0.125CuO4

and a Josephson plasma resonance was seen outside the superconducting dome,
which is a feature of the superconducting phase [64]. This observation is very
debated in the community since it has been shown that phonons can not be the
only ingredient needed for superconductivity. The observation of the Josephson
plasma is not equivalent to superconductivity especially if the system is out-of-
equilibrium. The same strategy was used in YBa2Cu3O6.5 and the probe covered
a broader region of the optical spectrum [87]. It was shown that below and above
Tc the coherent phonon pumping increased the inter-bilayer coupling while re-
ducing the intra-bilayer coupling. The result points towards an enhancement of
superconductivity even above Tc. Further investigations are needed since the main
ingredient of superconductor is zero resistivity and the Meissner e↵ect, which have
not yet been observed with time-resolved techniques. Coherent pumping is ex-
tremely attractive and these days many experimentalists are going towards that
direction.
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2.3 Out-of-equilibrium theoretical models

The equilibrium state of Mott insulators is already a very di�cult problem
therefore out-of-equilibrium Mott insulators is an even harder one. In order to
explain experimental results out-of-equilibrium theories have to take into account
the way the materials are excited by the laser pulse. The excitation of the material
is not homogeneous; it follows an exponential decay from the surface to the bulk.
The second spatial problem to take into account is for the photoinduced transition.
When a transition is photoinduced the entire material is not switched but only
part of it is transformed [131]. Since most experimental probes look at an average
between the switched parts and the non perturbed areas, the results di↵er from a
total switching. The same problem can occur even if there is no metastable phase
transition. These spatial problems are dealt with by taking an average between
the excited state and the ground state.

There are two approaches that theorists have taken to describe out-of-equilibrium
Mott insulators. The first is to artificially create holes in the valence band and
electrons in the conduction band. This transcribes an optical transition done by
the laser pulse and it can be seen as photodoping. The new artificial state can be
calculated using standard many-body theories but the di↵erent filling has to be
explicitly taken. The state calculated is a steady state and no time evolution can
be really calculated. The second approach is to take the complete problem with
the arrival of the pump and the relaxation processes. This method is much more
complex and more computational intensive. I will describe both methods in the
next two sections.

2.3.1 Steady state approach

In the density functional theory (DFT), the calculations are done by relaxing
the entire crystal structure. The orbital occupancy can vary significantly according
to the crystal lattice parameters. As we have seen in chapter 1, the occupancy of
the a1g orbital in V2O3 is very sensitive to the trigonal distortion. B. Mansart et
al. used a “trick” to photodope the a1g orbital [117]; the orbital occupancy was
tuned by the lattice parameter ratio c/a. The ratio c/a was fixed at a certain value
and the Wycko↵ positions were let to relax. The occupancy of the orbitals and
the phonon frequency were then calculated for this relaxed structure. The results
of these calculations are shown in figure Fig.2.10. The change of the ratio c/a was
able to tune the occupancy of the a1g orbital and account for the experimentally
observed phonon hardening, see chapter 4.

DFT does not account well for correlation e↵ects, especially Coulomb screen-
ing problems. More sophisticated many body approaches such as DMFT or GW
approximation can account better fore these correlations [210]. GW approxima-
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of the
hexagonal crystallographic parameters in units of its value at
the experimental setup.

Using Quantum ESPRESSO, it is straightforward

to calculate phonon frequencies in the framework of den-

sity functional perturbation theory (see e.g. Ref. 11).

Among the phonons with A1g symmetry at the �-point

that can be obtained within this procedure, one (i.e. the

lowest) can be identified as the phonon in question. Its

b) a) 

Fig. 2.10: a) Calculated variation of the orbital occupancy in V2O3 for the a1g

and the eg orbitals versus relative ratio c/a; b) calculated phonon frequency versus
relative ratio c/a. These results show that a lattice modification has an e↵ect on
the orbital occupancy. (from [117])

tion accounts well for the screened Coulomb interaction and is able to reproduce
correctly the transition in VO2. D. Wegkamp et al. showed that the collapse of
the gap can be achieved by distributing holes in the valence band of VO2 and
electrons in the conduction band [200] while the lattice is kept frozen. The holes
in the valence band enhance the screening and create a metallic phase. These the-
oretical results show that the important ingredient during the VO2 photoinduced
phase transition is the change of the Coulomb screening e↵ects in the valence band.
These results will be compared in chapter 6 to the experimental observation done
in V2O3.

2.3.2 Full dynamical approach

The previous section showed theoretical results used to reproduce e↵ects seen
just after the pump excitation but they lacked temporal resolution, no relaxation
processes or timescales can be calculated. In this section I will present results that
use a full dynamic approach where time is explicitly taken as a parameter. During
an ultrafast experiment, energy is brought to the system and therefore the system
needs to dissipate this extra energy. This is not the case in cold atoms experiment
where the out-of-equilibrium conditions are created by varying a parameter with
no external force [215, 20, 149]. In order to dissipate the energy in condensed
matter, the system can be coupled to a thermostat. A. Amaricci et al. showed
that the Hubbard model coupled to a thermostat leads to a new stationary state
for any coupling values [3]. The addition of a new dissipation term changes also
the equilibrium state. Therefore the equilibrium phase diagram has to be reviewed
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before any dynamical approach. Another option is to consider an explicit coupling
to a bosonic bath, which can be viewed as phonons. The coupling can be a↵ected
by the perturbation pulse. The model used is the Hubbard-Holstein model [50]:

HHub = �t
X

<i,j>,�

(c†
i,�cj,� + c†

j,�ci,�) + U
X

i

ni"ni# + !0

X

i

a†
iai + g

X

i

ni(a
†
i + ai)

(2.11)
where the first two terms are the Hubbard Hamiltonian as described in equation
1.1, !0 is the phonon frequency, a†

i and ai are the creation and annihilation phonon
operators, and g is the electron-phonon coupling. The time dependent Hubbard-
Holstein model has been solved using various techniques, such as double phonon
cloud method [49, 138], time dependent Gutzwiller approximation [4], or time
dependent Dynamical Mean Field Theory (DMFT) [8]. These calculations are
quite complex and are being done on simplified models that do not always reflect
the complexity of the di↵erent orbital interactions.

The first test for these methods was to see the evolution of the system after a
quench of the Coulomb repulsion U, going from 0 to a fixed U. It was seen that for
medium values of U, the system returns fast to a thermalized state but for small and
large U values the system is trapped in a metastable state [53, 173]. Fig.2.11 shows
the double occupation calculated with nonequilibrium DMFT and time dependent
Gutzwiller approximation. At the critical Uc the double occupation is zero: it is
the same as for equilibrium. These results show that the system has a memory
of its original state. This is underlined by the di↵erence between starting from
two di↵erent U values in Fig.2.11.b). With the same parameter values the system
thermalization depends on its initial state.

Although these results are very interesting, a U quenching is very di↵erent from
a laser excitation. The laser excitation can be modeled by simply injecting dou-
blons [4] or by explicitly tuning the hopping parameter with the AC electric pulse
[54, 49]. If the hopping is increased it favorizes double occupancy thus creating
an electron hole pair. P. Werner and M. Eckstein calculated using nonequilibrium
DMFT the evolution of a single band Hubbard-Holstein model under DC electric
field and AC electric pulses [202]. Fig.2.12 shows the photoemission spectra cal-
culated for a single band Hubbard-Holstein model using nonequilibrium DMFT.
Fig.2.12 a-c show the time evolution after a laser pulse of the upper Hubbard
band for di↵erent electron-phonon coupling g. Fig.2.12 d) shows the e↵ect of a
DC electric field as a comparison. During the excitation, spectral weight is seen
in the entire upper Hubbard band and then it relaxes very quickly to the bottom
of the band. Increasing the electron-phonon coupling creates phonon side bands
already in the equilibrium state (see E=0). In-gap states are created with in-
creasing DC electric field thus creating a collapse of the gap, which is seen in real
Mott insulators with electric pulses [76]. An interesting feature is that the upper
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Uf ¼ Ui, these equations admit a nontrivial stationary
solution ! ¼ 0 and cos2" ¼ Uf=Uc ¼ uf, which is com-
patible with the initial conditions only when uf ¼ ufc ¼
ð1þ uiÞ=2. It turns out that ufc identifies a dynamical
critical point that separates two different regimes similarly
to a simple pendulum. When uf < ufc, 2"ðtÞ oscillates
around the origin, while, for uf > ufc, it performs a cyclic
motion around the whole circle.

In order to characterize the different regimes, we focus
on three physical quantities, the double occupancy DðtÞ ¼
ð1% cos!ðtÞÞ=4, the quasiparticle residue ZðtÞ ¼
sin2!ðtÞcos2"ðtÞ and their period of oscillation, T .

While detailed calculations will be presented elsewhere
[23], in the rest of the Letter we just sketch the results of
the mean-field dynamics. Let us start from the weak cou-
pling side ui < uf < ufc, see top panel in Fig. 1, where
both DðtÞ and ZðtÞ display small oscillations. Their ampli-
tude and period increase with the strength of the quench

#u ¼ uf % ui, the latter reading T ¼ 4
ffiffi
2

p
KðkÞffiffiffiffiffiffiffi
Zð0Þ

p , where

KðkÞ is the complete elliptic integral of the first kind
with argument k2 ¼ 4uf#u=Zð0Þ. For #u ! 0 we find a

linear increase T ’ T 0ð1þ ui#u=Zð0ÞÞ with T 0 ¼
4$=

ffiffiffiffiffiffiffiffiffiffi
Zð0Þ

p
.

Conversely, when quenching above the critical value,
uf > ufc, a novel strong-coupling dynamical behavior
emerges. Here oscillations become faster, their period
T ¼ 4Kð1=kÞ= ffiffiffiffiffiffiffiffiffiffiffi

uf#u
p

now decreases as a function of
#u. In particular, for uf & ui, we get T ’ 2$

uf
smoothly

matching the atomic limit result. The oscillation amplitude
of DðtÞ decreases with uf, which results into a frozen
dynamics in the infinite quench limit [7], while quasipar-

ticle weight ZðtÞ still shows large oscillations even for
uf ! 1, mainly reflecting the unbounded dynamics of
the phase "ðtÞ.
Remarkably, the weak and the strong-coupling regimes

are separated by a critical quench line ufc at which mean-
field dynamics exhibits exponential relaxation. Indeed,
upon approaching this line from both sides, the period T
diverges logarithmically, T ’ 4ffiffiffiffiffiffiffi

Zð0Þ
p logð 1

juf%ucfj
Þ. Right at

criticality, uf ¼ ufc, the mean-field dynamics can be inte-
grated exactly. The result gives DðtÞ ¼ Dð0Þð1%
tgh2ðt=%?ÞÞ; the double occupation relaxes exponentially
to !D ¼ 0 pushing also !Z ! 0, with a characteristic time

scale %? ¼ 2=
ffiffiffiffiffiffiffiffiffiffi
Zð0Þ

p
that increases upon approaching the

Mott Insulator.
We now turn to discuss long-time average properties of

the Gutzwiller mean-field dynamics that we define as !O ¼
limt!1

1
t

R
t
0 dt

0Oðt0Þ. The analytical expressions [23] of !D

and !Z are shown in Fig. 2. At weak coupling, we find !D ¼
Dð0Þ½1þ ucf

uf
ðEðkÞ%KðkÞ

KðkÞ Þ(, where EðkÞ is the complete elliptic

integral of the second kind and k2 is the same as before. In
addition, due to energy conservation, the knowledge of !D
completely fixes the average quasiparticle weight !Z ¼
Zð0Þ þ 8ufð !D%Dð0ÞÞ.
It is interesting to consider first the small quench limit

#u ! 0. We find that, given Dð0Þ ¼ ð1% uiÞ=4 the initial
equilibrium value, !D ’ Dð0Þ % #u=4 ¼ ð1% ufÞ=4,
namely, tends to the equilibrium value corresponding to
the final interaction. Hence the prethermalization result
[17] for the quasiparticle weight !Z immediately follows.
Indeed, quenching from a noninteracting Fermi sea, ui ¼ 0
hence Zð0Þ ¼ 1, we find that the nonequilibrium !Z is
reduced twice more than its equilibrium value at Uf.
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FIG. 1 (color online). Left Panels: Gutzwiller mean-field dy-
namics at half-filling for quasiparticle weight ZðtÞ (black line)
and double occupation DðtÞ (dashed red line) for quantum
quenches from ui ¼ 0:25 to uf ¼ 0:35 (top panel) and uf ¼
1:25 (bottom panel). Right Panel: Period of oscillations at half-
filling and for a finite doping # ! 0. Note the logarithmic
singularity at ufc for # ¼ 0 (see main text) which is cut-off by
finite doping.
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ture equilibrium results for # ¼ 0 (red points).
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Uf ¼ Ui, these equations admit a nontrivial stationary
solution ! ¼ 0 and cos2" ¼ Uf=Uc ¼ uf, which is com-
patible with the initial conditions only when uf ¼ ufc ¼
ð1þ uiÞ=2. It turns out that ufc identifies a dynamical
critical point that separates two different regimes similarly
to a simple pendulum. When uf < ufc, 2"ðtÞ oscillates
around the origin, while, for uf > ufc, it performs a cyclic
motion around the whole circle.

In order to characterize the different regimes, we focus
on three physical quantities, the double occupancy DðtÞ ¼
ð1% cos!ðtÞÞ=4, the quasiparticle residue ZðtÞ ¼
sin2!ðtÞcos2"ðtÞ and their period of oscillation, T .

While detailed calculations will be presented elsewhere
[23], in the rest of the Letter we just sketch the results of
the mean-field dynamics. Let us start from the weak cou-
pling side ui < uf < ufc, see top panel in Fig. 1, where
both DðtÞ and ZðtÞ display small oscillations. Their ampli-
tude and period increase with the strength of the quench

#u ¼ uf % ui, the latter reading T ¼ 4
ffiffi
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p
KðkÞffiffiffiffiffiffiffi
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p , where

KðkÞ is the complete elliptic integral of the first kind
with argument k2 ¼ 4uf#u=Zð0Þ. For #u ! 0 we find a

linear increase T ’ T 0ð1þ ui#u=Zð0ÞÞ with T 0 ¼
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Conversely, when quenching above the critical value,
uf > ufc, a novel strong-coupling dynamical behavior
emerges. Here oscillations become faster, their period
T ¼ 4Kð1=kÞ= ffiffiffiffiffiffiffiffiffiffiffi

uf#u
p

now decreases as a function of
#u. In particular, for uf & ui, we get T ’ 2$

uf
smoothly

matching the atomic limit result. The oscillation amplitude
of DðtÞ decreases with uf, which results into a frozen
dynamics in the infinite quench limit [7], while quasipar-

ticle weight ZðtÞ still shows large oscillations even for
uf ! 1, mainly reflecting the unbounded dynamics of
the phase "ðtÞ.
Remarkably, the weak and the strong-coupling regimes

are separated by a critical quench line ufc at which mean-
field dynamics exhibits exponential relaxation. Indeed,
upon approaching this line from both sides, the period T
diverges logarithmically, T ’ 4ffiffiffiffiffiffiffi

Zð0Þ
p logð 1

juf%ucfj
Þ. Right at

criticality, uf ¼ ufc, the mean-field dynamics can be inte-
grated exactly. The result gives DðtÞ ¼ Dð0Þð1%
tgh2ðt=%?ÞÞ; the double occupation relaxes exponentially
to !D ¼ 0 pushing also !Z ! 0, with a characteristic time

scale %? ¼ 2=
ffiffiffiffiffiffiffiffiffiffi
Zð0Þ
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that increases upon approaching the

Mott Insulator.
We now turn to discuss long-time average properties of

the Gutzwiller mean-field dynamics that we define as !O ¼
limt!1

1
t

R
t
0 dt

0Oðt0Þ. The analytical expressions [23] of !D

and !Z are shown in Fig. 2. At weak coupling, we find !D ¼
Dð0Þ½1þ ucf

uf
ðEðkÞ%KðkÞ

KðkÞ Þ(, where EðkÞ is the complete elliptic

integral of the second kind and k2 is the same as before. In
addition, due to energy conservation, the knowledge of !D
completely fixes the average quasiparticle weight !Z ¼
Zð0Þ þ 8ufð !D%Dð0ÞÞ.
It is interesting to consider first the small quench limit

#u ! 0. We find that, given Dð0Þ ¼ ð1% uiÞ=4 the initial
equilibrium value, !D ’ Dð0Þ % #u=4 ¼ ð1% ufÞ=4,
namely, tends to the equilibrium value corresponding to
the final interaction. Hence the prethermalization result
[17] for the quasiparticle weight !Z immediately follows.
Indeed, quenching from a noninteracting Fermi sea, ui ¼ 0
hence Zð0Þ ¼ 1, we find that the nonequilibrium !Z is
reduced twice more than its equilibrium value at Uf.
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damped to a nonthermal quasistationary value on the time
scale 1=V, while full thermalization can only happen on
much longer time scales.

We now show that this prethermalization regime is a
general feature of fermionic Hubbard-type models at
strong coupling and calculate the double occupation in
the quasistationary state. We use the standard unitary
transformation !A ¼ e"SAeS [30] for which the double
occupation !D ¼ P

i !ni" !ni# of the dressed fermions !ci! is
conserved, ½H; !D$ ¼ 0. After decomposing the hopping
term [31], K ¼ P

ij!ðVij!=VÞcþi!cj!, into parts Kp that

change the double occupation by p, i.e., Kþ ¼P
ij!ðVij!=VÞcþi!cj!ð1" nj !!Þni !! ¼ ðK"Þþ and K0 ¼ K "

Kþ " K", the leading order transformation is S ¼
ðV=UÞ !Kþ þ ðV=UÞ2½ !Kþ; !K0$ " H:c:þOðV3=U3Þ. For
the double occupation, dðtÞ ¼ heiHtDe"iHti0=L, we obtain

dðtÞ ¼ dstat "
2V

U
Re½eitURðtVÞ$ þO

!
V2

U2 ;
tV3

U2

"
; (4)

where RðtVÞ ¼ heitVK0Kþe
"itVK0i0=L and dstat ¼

dð0Þ þ ð2V=UÞRehKþ=Li0. The error OðtV3=U2Þ, which
is due to omitted terms in the exponentials e(iHt, is ir-
relevant in comparison to the leading terms if t ) U=V2.
Here we do not consider the dynamics for t * U=V2. In
fact, dðtÞ remains close to h !Di, which is constant on ex-

ponentially long time scales [18]. It remains to show that
(i) the envelope function RðtVÞ of the oscillating term
decays to zero for t * 1=V, and (ii) the quasistationary
value dstat differs from the thermal value dth. (i) Insert-
ing an eigenbasis K0jmi ¼ kmjmi yields RðtVÞ ¼P

m;nhjnihmji0eitVðkm"knÞhnjKþjmi. In this expression all
oscillating terms dephase in the long-time average
[13,15], so that only energy-diagonal terms contribute to
the sum. But from ½K0; D$ ¼ 0 it follows that D is a good
quantum number of jni so that hnjKþjni ¼ 0, and thus
RðtVÞ vanishes in the long time limit (if it exists and if
accidental degeneracies between sectors of different D are
irrelevant). From Eq. (4) we therefore conclude that dðtÞ
equals dstat for times 1=V ) t ) U=V2, up to corrections
of order OðV2=U2Þ. (ii) For the quasistationary value we
obtain dstat ¼ dð0Þ ""d,

"d ¼ "
X

ij!

Vij!

UL
hcþi!cj!ðni !! " nj !!Þ2i0; (5)

which applies to arbitrary initial states. For noninteracting
initial states the expectation value in this expression fac-
torizes; in DMFT Eq. (5) then evaluates to "d ¼ nð1"
n=2ÞðV=UÞhK=Li0; i.e., it is proportional to the kinetic
energy in the initial state. For the thermal value dth we
expand the free energy in V=T+, because the effective
temperature T+ is much larger than V after a quench to
U * V. At half-filling we obtain dth ¼ dð0Þ þ ðV=UÞ,
hK=Li0; for noninteracting initial states in DMFT we thus
find that "d ¼ dð0Þ " dstat ¼ ½dð0Þ " dth$=2, i.e., at times
1=V ) t ) U=V2 the double occupation has relaxed only
halfway towards dth.
The strong-coupling predictions for the prethermaliza-

tion regime agree with our numerical results, for which the
center of the first oscillation in dðtÞ approaches dstat for
large U [inset in Fig. 2(b)]. The scenario also applies to
interaction quenches in the half-filled Falicov-Kimball
model in DMFT [12] and the 1=r Hubbard chain [15],
although thermalization is inhibited in these models: in
both models the long-time limit of dðt ! 1Þ can be ob-
tained exactly and indeed agrees with dstat for U * V. For
quenches to large U in the free 1=r chain (with bandwidth
2"V) Eq. (5) yields "d ¼ ðV=UÞð1" 2n=3Þ". For the
Falicov-Kimball model in DMFT "d is half as big as for
the Hubbard model because only one spin species contrib-
utes to the kinetic energy in the initial state.
Fast thermalization, U - Udyn

c ¼ 3:2V.—The charac-
teristic collapse-and-revival oscillations of the strong-
coupling regime disappear for quenches to U between
3:3V and 3V, as is apparent from the Fermi surface dis-
continuity"n1 at its first revival maximum [Fig. 3(a)]. This
change in the short-time dynamics reflects a change in the
nature of single-particle excitations [Eq. (3)]. It occurs also
in equilibrium even at very high temperatures, because
jGret

#!ðt" t0Þj2 becomes oscillatory as a result of the transfer
of spectral weight to the Hubbard subbands at (U.
Additionally the prethermalization plateau at "nstat disap-
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FIG. 2 (color online). Fermi surface discontinuity "n and
double occupation dðtÞ after quenches to U . 3 (left panels)
and U / 3:3 (right panels). Horizontal dashed lines in the lower
left panel are at the quasistationary value "nstat ¼ 2Z" 1 pre-
dicted in Ref. [14], with the T ¼ 0 quasiparticle weight Z taken
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corresponding thermal values dth of the double occupation,
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black dashed lines are the respective results from the strong-
coupling expansion (see text).
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damped to a nonthermal quasistationary value on the time
scale 1=V, while full thermalization can only happen on
much longer time scales.

We now show that this prethermalization regime is a
general feature of fermionic Hubbard-type models at
strong coupling and calculate the double occupation in
the quasistationary state. We use the standard unitary
transformation !A ¼ e"SAeS [30] for which the double
occupation !D ¼ P

i !ni" !ni# of the dressed fermions !ci! is
conserved, ½H; !D$ ¼ 0. After decomposing the hopping
term [31], K ¼ P

ij!ðVij!=VÞcþi!cj!, into parts Kp that

change the double occupation by p, i.e., Kþ ¼P
ij!ðVij!=VÞcþi!cj!ð1" nj !!Þni !! ¼ ðK"Þþ and K0 ¼ K "

Kþ " K", the leading order transformation is S ¼
ðV=UÞ !Kþ þ ðV=UÞ2½ !Kþ; !K0$ " H:c:þOðV3=U3Þ. For
the double occupation, dðtÞ ¼ heiHtDe"iHti0=L, we obtain

dðtÞ ¼ dstat "
2V

U
Re½eitURðtVÞ$ þO

!
V2

U2 ;
tV3

U2

"
; (4)

where RðtVÞ ¼ heitVK0Kþe
"itVK0i0=L and dstat ¼

dð0Þ þ ð2V=UÞRehKþ=Li0. The error OðtV3=U2Þ, which
is due to omitted terms in the exponentials e(iHt, is ir-
relevant in comparison to the leading terms if t ) U=V2.
Here we do not consider the dynamics for t * U=V2. In
fact, dðtÞ remains close to h !Di, which is constant on ex-

ponentially long time scales [18]. It remains to show that
(i) the envelope function RðtVÞ of the oscillating term
decays to zero for t * 1=V, and (ii) the quasistationary
value dstat differs from the thermal value dth. (i) Insert-
ing an eigenbasis K0jmi ¼ kmjmi yields RðtVÞ ¼P

m;nhjnihmji0eitVðkm"knÞhnjKþjmi. In this expression all
oscillating terms dephase in the long-time average
[13,15], so that only energy-diagonal terms contribute to
the sum. But from ½K0; D$ ¼ 0 it follows that D is a good
quantum number of jni so that hnjKþjni ¼ 0, and thus
RðtVÞ vanishes in the long time limit (if it exists and if
accidental degeneracies between sectors of different D are
irrelevant). From Eq. (4) we therefore conclude that dðtÞ
equals dstat for times 1=V ) t ) U=V2, up to corrections
of order OðV2=U2Þ. (ii) For the quasistationary value we
obtain dstat ¼ dð0Þ ""d,

"d ¼ "
X

ij!

Vij!

UL
hcþi!cj!ðni !! " nj !!Þ2i0; (5)

which applies to arbitrary initial states. For noninteracting
initial states the expectation value in this expression fac-
torizes; in DMFT Eq. (5) then evaluates to "d ¼ nð1"
n=2ÞðV=UÞhK=Li0; i.e., it is proportional to the kinetic
energy in the initial state. For the thermal value dth we
expand the free energy in V=T+, because the effective
temperature T+ is much larger than V after a quench to
U * V. At half-filling we obtain dth ¼ dð0Þ þ ðV=UÞ,
hK=Li0; for noninteracting initial states in DMFT we thus
find that "d ¼ dð0Þ " dstat ¼ ½dð0Þ " dth$=2, i.e., at times
1=V ) t ) U=V2 the double occupation has relaxed only
halfway towards dth.
The strong-coupling predictions for the prethermaliza-

tion regime agree with our numerical results, for which the
center of the first oscillation in dðtÞ approaches dstat for
large U [inset in Fig. 2(b)]. The scenario also applies to
interaction quenches in the half-filled Falicov-Kimball
model in DMFT [12] and the 1=r Hubbard chain [15],
although thermalization is inhibited in these models: in
both models the long-time limit of dðt ! 1Þ can be ob-
tained exactly and indeed agrees with dstat for U * V. For
quenches to large U in the free 1=r chain (with bandwidth
2"V) Eq. (5) yields "d ¼ ðV=UÞð1" 2n=3Þ". For the
Falicov-Kimball model in DMFT "d is half as big as for
the Hubbard model because only one spin species contrib-
utes to the kinetic energy in the initial state.
Fast thermalization, U - Udyn

c ¼ 3:2V.—The charac-
teristic collapse-and-revival oscillations of the strong-
coupling regime disappear for quenches to U between
3:3V and 3V, as is apparent from the Fermi surface dis-
continuity"n1 at its first revival maximum [Fig. 3(a)]. This
change in the short-time dynamics reflects a change in the
nature of single-particle excitations [Eq. (3)]. It occurs also
in equilibrium even at very high temperatures, because
jGret

#!ðt" t0Þj2 becomes oscillatory as a result of the transfer
of spectral weight to the Hubbard subbands at (U.
Additionally the prethermalization plateau at "nstat disap-
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Fig. 2.11: a) Double occupation versus time after a quenching from U=0 to U calcu-
lated with nonequilibrium DMFT (from [53])b) Average double occupation in the
metastable state after a U quenching calculated using time dependent Gutzwiller
approximation. The blue curve is starting with U=0 and the black starting at
U=0.5 (from [173]). Both calculations show the apparition of a metastable state
that depends on the initial conditions.

Hubbard band has always residual weight and never really disappears contrary to
experiments.

These time-resolved many body theories are very interesting and are encourag-
ing for future development. The di↵erence between the theories and the experi-
ments is that they consider mostly a one band Hubbard model but in reality most
Mott insulators are two band Hubbard models, for example the a1g and the eg or-
bitals in V2O3. This approach is being investigated with Gutzwiller approximation
[17]. The spatial problem is also an issue, since in experiment the excitation is not
uniform and only the surface is observed in photoemission. Electron di↵usion and
coordination problems can occur and impact the dynamic of the system. Recent
calculations have also explored these issues and are able to see the di↵usion of the
carriers from the surface to the bulk [5, 55].

The hardest problem in modeling Mott insulators is the calculation of the
Coulomb repulsion U even at equilibrium. In the early years of DMFT the U
was tuned to fit with the experiment. More recently e↵ort has been made to cal-
culate the U using ab initio methods [190, 210], but it seems that the use of a
frequency dependent U gives a better result than a static U [201]. The inherit
problem of DMFT is the long range Coulomb screening that is not well accounted
for, since DMFT is a purely local scheme. GW approach on the contrary is better
adapted for the long range Coulomb screening e↵ects, which can explain why D.
Wegkamp et al. have found such a drastic e↵ect in VO2 when it is hole doped.
In experiments the usual pump energy is 1.5 eV, which is fairly big compared to
the energy region looked at using DMFT. Therefore the screening e↵ect of the
Coulomb repulsion might be considerably changed during the photoexcitation.
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FIG. 5: Time-resolved spectral function Aret during and
shortly after a pulse excitation. The interaction is U = 12
and the pulse frequency is �pulse � 15 (i.e. doublons are
inserted at the upper edge of the Hubbard band).

tially on the gap size [18, 33]. In the model with strong

phonon-coupling, the doping-induced in-gap states lead

to a doping-dependent doublon-hole life-time. If we plot

the recombination rate (�d/dt)d as a function of doublon

concentration d � deq [34] for di�erent pulse amplitudes

(doping concentrations), we find that the rate grows with

the concentration approximately like (d � deq)
2
, see bot-

tom right panel of Fig. 4. This quadratic dependence

indicates that the rate is determined by the probability

of electron-like polarons meeting hole-like polarons. The

relaxation mechanism in the presence of phonons is thus

entirely di�erent from the kinetically blocked, exponen-

tially slow decay in the Hubbard model. (The decay rate

for g = 0 scales linearly with d � deq.)

To illustrate the cooling of the photo-doped carriers

due to electron-phonon scattering we consider a large-gap

insulator (U = 12) subject to an intensive few-cycle pulse

with �pulse � 15, which creates a population at the upper

edge of the upper band. Plots of A<
(�, t) for di�erent

values of g are shown in Fig. 5. In the absence of electron-

phonon coupling only a small number of doublons is in-

serted (due to the small overlap of the upper Hubbard

band with the power-spectrum of the pulse), and these

photo-doped carriers remain confined to the upper edge

of the band up to times t � 10. For g = 0.5, the spectral

weight shifts to lower energies and piles up at the lower

band edge already at t � 8. For weak coupling, the re-

laxation (energy dissipation rate) can be estimated from

the drift velocity of the spectral weight from the upper

band edge to the lower band edge. Our simulations indi-

cate that this velocity is determined by the ratio g2/�0

(see Supplementary Material). For even larger electron-

phonon coupling the Hubbard bands broaden due to pro-

nounced phonon sidebands and the appearance of in-gap

states. In the simulation for g = 1 one observes a rapid

population of these side-bands by the cooled polarons.

The cooling of photo-induced doublons from an energy

�/2 � 7.5 to the lowest phonon-peaks in the upper Hub-

bard band (� � 4) occurs already during the application

of the pulse (before t = 4), and the subsequent relaxation

and polaron-formation (appearance of doping induced in-

gap states) is also a very fast process.

Finally, the spectral weight plots in Fig. 5 also sug-

gest that the number of carriers produced by the high-

frequency pulse is enhanced by the phonon coupling. We

analyzed the g-dependence of the doping concentration,

and compared it with the result expected for a rigid spec-

tral function which does not respond to the pulse. If

the field-strength is in the linear regime, we expect a

number of doped carriers proportional to the convolution

Nnaive =

�
d��d�Aret

(�)p(�)Aret
(� � ��

)f(� � ��
)(1 �

f(�)), where p(�) is the powerspectrum of the pulse and

f(�) is the fermi distribution function for � = 5. While

Nnaive increases by a factor 1.7 if g is increased from 0

to 1, due to the broadening of the spectral function, the

number of doped carriers in the linear regime increases

by a factor of about 4.4. This must be due to matrix ele-

ment e�ects. Outside the linear regime, the absorption in

the phonon coupled system becomes much larger than in

the Hubbard model: for pulse amplitude 20 (Fig. 5), the

number of photo-doped carriers is about 17 times larger

for g = 1 than for g = 0.

In conclusion, we have shown that field-induced car-

riers in the Holstein-Hubbard model cool down through

the interaction with phonons and form polaronic states,

which leads to characteristic changes in the time-resolved

photoemission spectrum. The appearance of dressed

electron and hole-like carriers also has a significant ef-

fect on the carrier recombination time. Even without

doublon-hole production, electric fields can induce pola-

ronic features because the electron localization in strong

fields enhances the e�ect of the phonon coupling. Our

results demonstrate that electron-phonon scattering and

dynamical lattice e�ects can lead to a response of the

system to external fields which is qualitatively di�erent

from that of a Hubbard model, and even of a Hubbard

model coupled to an equilibrium phonon bath. These ef-

fects may be observable in time-resolved photo-emission

measurements or optical conductivity measurements on

organic Mott insulators.
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FIG. 1: Time-evolution of the double occupancy d and cur-
rent j for di�erent static fields E. The parameters are U = 5,
g = 1 and the inverse temperature of the initial state is � = 5.

where the electrons couple to molecular vibrations.

An approximate treatment of the Holstein-Hubbard

model is possible within the framework of nonequilibrium

dynamical mean field theory (DMFT) [25–27]. The pre-

cise formalism has been detailed in Refs. [27, 28]. Electric

fields can be incorporated via the DMFT self-consistency

equations in the same manner as without phonons [26].

To solve the DMFT equations, we use a strong-coupling

impurity solver based on the non-crossing approximation

[27, 29]. This solver has been shown to capture the com-

petition between on-site repulsion and phonon-mediated

attraction, and is expected to give qualitatively correct

results if applied to the Mott phase.

Static fields. We first study the dielectric break-

down in a Mott insulating Holstein-Hubbard model with

U = 5 and g = 1. To reduce transients, we smoothly

switch on the electric field to the value E within a time

tswitch � 8. Figure 1 plots the time-evolution of the

double occupancy d(t) = hn�(t)n�(t)i and the current

j(t) � j� = h 1
L

�
k �k�k+A(t)nk�(t)i for di�erent values

of E. At short times and for weak fields, one observes

a steady increase in d(t), which reflects the field-induced

increase of the carrier density. Because these carriers are

cooled by phonon-scattering, the current j(t) increases

roughly linearly with the number of carriers (i.e. here the

phonons act essentially as a heat bath [5]). For E � 1.5 a

dielectric breakdown occurs, which is marked by a rapid

increase in the current and number of doublons. Despite

the strong field, the nonequilibrium Holstein-Hubbard

model quickly settles into a quasi-steady state charac-

terized by a large doublon and hole density, and by a

large current. In this state, energy is continuously flow-

ing to the lattice. For the largest currents in Fig. 1

about 4 phonons per site are excited by t = 60. (In a

real material, anharmonic e�ects will eventually become

important, so that the Hubbard-Holstein description is

appropriate only for su�ciently short time.)

Further insights into the quasi-steady state can be

obtained from the nonequilibrium spectral functions

Aret,<
(t) = � 1

�

� �
t dt�ei�(t��t)

ImGret,<
(t, t�). The top

four panels in Fig. 2 plot Aret
(�, t = 30) for g = 0.5 and
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g = 1. The spectrum shows an interplay between field-

induced sidebands of the Hubbard bands (Wannier-Stark

peaks), whose positions depend linearly on the field, and

phonon sidebands, which are spaced by �0 = 1 and do

not shift with the field. Interestingly, prominent phonon

side-bands appear in the presence of an electric field even

in the weakly coupled system, where the initial density

of states shows no phonon features. The field strength

E � 1 needed to induce well-separated phonon bands is

approximately the same as the field strength which leads

to clearly separated Wannier-Stark peaks in the absence

of electron-phonon coupling. We thus interpret the ob-

served changes in the spectral function as an e�ective

enhancement of the electron-phonon coupling due to the

field-induced localization of the electrons, in analogy to

the enhancement of Coulomb interaction e�ects in the

Wannier-Stark states in metals [30, 31].

This e�ect might be observable in Mott insulators such

as (ET-F2TCNQ) [10], if the material is driven by intense

THz pulses (frequency � gap). To illustrate this, we
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FIG. 5: Time-resolved spectral function Aret during and
shortly after a pulse excitation. The interaction is U = 12
and the pulse frequency is �pulse � 15 (i.e. doublons are
inserted at the upper edge of the Hubbard band).

tially on the gap size [18, 33]. In the model with strong

phonon-coupling, the doping-induced in-gap states lead

to a doping-dependent doublon-hole life-time. If we plot

the recombination rate (�d/dt)d as a function of doublon

concentration d � deq [34] for di�erent pulse amplitudes

(doping concentrations), we find that the rate grows with

the concentration approximately like (d � deq)
2
, see bot-

tom right panel of Fig. 4. This quadratic dependence

indicates that the rate is determined by the probability

of electron-like polarons meeting hole-like polarons. The

relaxation mechanism in the presence of phonons is thus

entirely di�erent from the kinetically blocked, exponen-

tially slow decay in the Hubbard model. (The decay rate

for g = 0 scales linearly with d � deq.)

To illustrate the cooling of the photo-doped carriers

due to electron-phonon scattering we consider a large-gap

insulator (U = 12) subject to an intensive few-cycle pulse

with �pulse � 15, which creates a population at the upper

edge of the upper band. Plots of A<
(�, t) for di�erent

values of g are shown in Fig. 5. In the absence of electron-

phonon coupling only a small number of doublons is in-

serted (due to the small overlap of the upper Hubbard

band with the power-spectrum of the pulse), and these

photo-doped carriers remain confined to the upper edge

of the band up to times t � 10. For g = 0.5, the spectral

weight shifts to lower energies and piles up at the lower

band edge already at t � 8. For weak coupling, the re-

laxation (energy dissipation rate) can be estimated from

the drift velocity of the spectral weight from the upper

band edge to the lower band edge. Our simulations indi-

cate that this velocity is determined by the ratio g2/�0

(see Supplementary Material). For even larger electron-

phonon coupling the Hubbard bands broaden due to pro-

nounced phonon sidebands and the appearance of in-gap

states. In the simulation for g = 1 one observes a rapid

population of these side-bands by the cooled polarons.

The cooling of photo-induced doublons from an energy

�/2 � 7.5 to the lowest phonon-peaks in the upper Hub-

bard band (� � 4) occurs already during the application

of the pulse (before t = 4), and the subsequent relaxation

and polaron-formation (appearance of doping induced in-

gap states) is also a very fast process.

Finally, the spectral weight plots in Fig. 5 also sug-

gest that the number of carriers produced by the high-

frequency pulse is enhanced by the phonon coupling. We

analyzed the g-dependence of the doping concentration,

and compared it with the result expected for a rigid spec-

tral function which does not respond to the pulse. If

the field-strength is in the linear regime, we expect a

number of doped carriers proportional to the convolution

Nnaive =

�
d��d�Aret

(�)p(�)Aret
(� � ��

)f(� � ��
)(1 �

f(�)), where p(�) is the powerspectrum of the pulse and

f(�) is the fermi distribution function for � = 5. While

Nnaive increases by a factor 1.7 if g is increased from 0

to 1, due to the broadening of the spectral function, the

number of doped carriers in the linear regime increases

by a factor of about 4.4. This must be due to matrix ele-

ment e�ects. Outside the linear regime, the absorption in

the phonon coupled system becomes much larger than in

the Hubbard model: for pulse amplitude 20 (Fig. 5), the

number of photo-doped carriers is about 17 times larger

for g = 1 than for g = 0.

In conclusion, we have shown that field-induced car-

riers in the Holstein-Hubbard model cool down through

the interaction with phonons and form polaronic states,

which leads to characteristic changes in the time-resolved

photoemission spectrum. The appearance of dressed

electron and hole-like carriers also has a significant ef-

fect on the carrier recombination time. Even without

doublon-hole production, electric fields can induce pola-

ronic features because the electron localization in strong

fields enhances the e�ect of the phonon coupling. Our

results demonstrate that electron-phonon scattering and

dynamical lattice e�ects can lead to a response of the

system to external fields which is qualitatively di�erent

from that of a Hubbard model, and even of a Hubbard

model coupled to an equilibrium phonon bath. These ef-

fects may be observable in time-resolved photo-emission

measurements or optical conductivity measurements on

organic Mott insulators.
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a) b) 

c) d) 

Fig. 2.12: Photoemission spectra calculated using nonequilibrium DMFT, red is
more intensity and white is less. a-c) Upper Hubbard band evolution after an
electric pulse excitation for di↵erent electron-phonon coupling g, the pulse is taken
as shown in inset of a). d) Lower and upper Hubbard band for the metastable
state arising from a DC electric field. (from [202])
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An interesting theoretical approach would be to combine nonequilibrium GW and
DMFT or Gutzwiller approximation in a two band Hubbard-Holstein model, to
account for the dissipation pathways and the true band structure of real materials.



48 Physics of ultrafast phenomena



Chapter 3
Experimental methods

3.1 Introduction

Interactions among electrons happen at the femtosecond or even at the attosec-
ond timescale. The electron-phonon coupling occurs faster than a few picoseconds.
Therefore experimental techniques have to be able to capture these fast dynamics.
The fastest electronic detection systems are as fast as 50 GHz which corresponds
to a 20 ps time resolution and thus they can not observe non-thermal phenomena
[31]. There are two options to access these timescales, the first one is using laser
systems and the second one is using particle accelerators. In order to perform
time-resolved measurements, equilibrium techniques using light or fast particles
have to be adapted. These setups generally use the pump-probe scheme where
the pump pulse excites the system and the probe pulse detects the system after
a controllable delay, by varying the delay between the pump and the probe one
can access the time-resolved evolution of the material after photoexcitation, as
seen in Fig.3.1. Usually these experiments are carried out at high repetition rate
in order to acquire enough statistics but the time between two pulses is limited
by the complete relaxation time of the material. The probe used can be light of
di↵erent wavelengths or particles such as electrons [148]. In this thesis, I will only
show work done with photons.

The important part of experimental work is defining where and what we are
observing. Is it the surface or the bulk? Are we observing the electrons, the lattice,
or both? According to the wavelength, light can be used to probe the electronic
structure or the lattice structure. Between 0 and 6 eV the transmission or the
reflectivity probes the dielectric function of the material which gives information
mostly on the band structure but also contains lattice information. In this region
the probed depth depends strongly on the material. Above 2 keV, one can per-
form X-ray di↵raction which probes mostly the lattice structure and has a typical



50 Experimental methods

Pump%

Probe%

delay%

Fig. 3.1: Pump-probe scheme. The pump excites the material and the probe
observes the material after a controllable delay.

probing depth of a few microns. Photoelectron spectroscopy can be perform using
photons above 6 eV, it probes the electronic structure and it observes the surface
but can also study the bulk at higher energy. Other techniques using photons like
RIXS or EXAFS can be carried out but I will not present them in this thesis.The
pump probe is usually between 0 and 6 eV.

All the techniques cited above have been used for many years but only for the
past 30 years have they started to be adapted for time-resolved measurements.
The advent of stable femtosecond laser systems has been the key ingredient of the
emergence of time-resolved experiments. Fig.3.2 shows the di↵erent probes that
are used in this work, and specifies for each the properties observed and the probing
depth. The most common experiment is the time-resolved optical spectroscopy. I
will present this technique in 3.2 for single color, white light, and THz time domain
spectroscopy. In order to deconvolute the electronic and the lattice dynamics more
direct techniques can be used. I will first present time-resolved X-ray di↵raction
to probe the lattice in 3.3 and then time-resolved photoemission spectroscopy in
3.5.

3.2 Time-resolved optical spectroscopy

Optical spectroscopy is a very old experimental method. It consists of analyzing
for each wavelength the transmission or the reflection of a material. The first to do
this was Isaac Newton (1666-1672) with his observation of the dispersion of white
light through a prism. A material’s optical properties can be entirely described
with its dielectric function, which is related to its electronic band structure [203].
Time-resolved optical spectroscopy is based on the observation of the change in
the dielectric function after a pump pulse. One can either probed one wavelength
or a broader range. The first time-resolved reflectivity measurement was done
by Von der Linde et al. and Alfano et al. in 1971 [194, 1]. Since then, the



Experimental methods 51

!Probe:!Op#cal'wave'length'
!!!(!probed!depth!=!100!nm!
!!!(!info!on!electrons!and!la8ce!

!Probe:!X0ray'diffrac#on'
!!!(!probed!depth!=!100!nm!
!!!(!info!on!la8ce!!

!Probe:'Photoemission'
!!!(!probed!depth!=!3!nm!
!!!(!info!on!electrons!!

!Probe:!THz'spectroscopy'
!!!(!en:re!sample!is!probed!
!!!(!info!on!electrons!and!la8ce!!

e0'

R! 2θ!

1.5!eV!

1(3!eV!

6!eV!

RX!6!keV!

Bragg!(113)!

THz!(2(10!meV)!

!Pump:!1.5!eV!
!!!(!probed!depth!=!100!nm!
!!!(!excites!electrons!!

Material!

Fig. 3.2: Scheme of the di↵erent pumps and probes used in this work. The pump is
always a 1.5 eV laser pulse. The probes are optical reflectivity, THz spectroscopy,
X-ray di↵raction, and photoemission spectroscopy.

domain has grown and probes ranging from the entire visible spectrum to the
THz spectrum can be used. Single color time-resolved reflectivity is ideal to probe
coherent phonons and relaxation times because of its very good signal to noise
ratio. Whereas white light spectroscopy o↵ers a broader view of the dielectric
function [140] and THz spectroscopy probes almost the DC conductivity [15].

3.2.1 Single color reflectivity

3.2.1.1 Detecting relaxation times and phonons

Single color time-resolved reflectivity is used to observe the transient change
in reflectivity at a certain wavelength. A pump pulse excites the system and a
monochromatic probe pulse is reflected after a controllable delay. Fig.3.3 shows
a typical transient response of a material in terms of �R/R. The di↵erent relax-
ation times can be allocated to di↵erent degrees of freedom, electron scattering,
phonons, spins, or di↵usion through the sample. Their assignment is done by vary-
ing the temperature, fluence, pump and probe polarization, and etc. On top of this
decay, an oscillatory signal can be seen which is due to optical coherent phonons.
The phonons are said to be coherent when they oscillate in phase. Two theories
exist to explain the excitation of coherent phonons, Impulsive Stimulated Raman
Scattering (ISRS) and Displacing Excitation of Coherent Phonons (DECP). I will
very briefly explain both theories.
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Fig. 3.3: Typical time-resolved reflectivity trace(from [116])

Let us consider the general equation of motion of an atom that is projected
along a normal coordinate q [123]:

d2q

dt2
+ 2�

dq

dt
+ !2

0q =
F (t)

m
(3.1)

where !0 is the phonon frequency, � the damping constant, m the mass of the
atom, and F (t) the driving force. The ISRS and DECP theories diverge on the
underlying mechanism of the driving force. Since the femtosecond laser pulse has
a large bandwidth, the di↵erence between frequencies inside the pulse can be the
frequency of a phonon. Therefore the laser pulse can stimulate Raman scattering.
The ISRS theory uses this to explain the excitation of phonons and supposes
that the polarisability of the material ↵ depends on the inter-atomic distance and
therefore q. The driving force can be written as [206, 194, 1]:

F (t) =
1

2
N

✓
@↵

@q

◆

0

: E2(z, t) (3.2)

where N is the density of excited oscillator, and E the electric field. The DECP
theory supposes that the laser pulse creates a sudden change in the electronic
temperature and in the density of electron in the conduction band, that results in
a sudden change of the equilibrium position that starts the oscillatory movement.
If the force is due to the sudden change of conducting electrons one can write [214]:

F (t) / !2
0j(t) (3.3)

where j(t) is the density of conduction electrons. q can be linked to �R/R with
the following equation [214, 26]:

�R

R
(t) = AeTe(t) + ALTL(t) + Aphq(t) (3.4)
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Fig. 3.4: Time-resolved single color reflectivity experimental setup

where Ae, AL, and Aph are constants, Te and TL are respectively the electronic
and the lattice temperature. The two theories are similar in that they explain the
observation of the coherent phonon by an abrupt change in either the polarisability
or by a change of equilibrium atomic position, DECP can be viewed at a simplified
case of ISRS. The frequency of the phonon is key because it gives an insight on
the lattice structure at the femtosecond timescale.

3.2.1.2 Experimental setup

I will describe the setup of the Salle Bordeaux in LOA. The in house laser
system delivers a 35 fs, 10 mJ, 800 nm (1.5 eV) laser pulse with a repetition rate
of 1 kHz. Fig.3.4 shows the experimental setup for the time-resolved single color
reflectivity experiment. The laser pulse is separated into a probe and a pump
pulse. The pump pulse goes directly to the sample or is used to generate another
wavelength with an Optical Parametric Amplifier (OPA). The probe is directly
sent to the sample and its reflection is detected by a slow photodiode. The probe
spot size is always kept much smaller than the pump spot size. The pump pulse
is either filtered out using a filter if the wavelength is di↵erent from the probe or
crossed polarized with a polarizer in front of the photodiode.

The most crucial part of the setup is the detection system. The pump is chopped
at 500 Hz in order to have one of two probe pulses that detects the excited material.
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To compensate the long fluctuation, part of the probe beam is used as a reference
and a lock-in amplifier at 500 Hz is used to detect the di↵erence between the signal
and the reference. The output of the lock-in is directly �R/R. This technique
is able to obtain a signal to noise ratio of 5 108 which is close to the shot noise
limit[25].

3.2.2 White light reflectivity

3.2.2.1 Optical spectroscopy

The idea behind time-resolved white light spectroscopy is to track in real time
the optical conductivity at all frequency. Fig.3.5 shows the density of state of
a correlated metal and a Mott insulator with its respective optical conductivity.
With the optical conductivity one can retrieve the Coulomb repulsion and the
electronic bandwidth. However the experimental observable is usually not directly
the optical conductivity �(!) but the reflectivity R(!) which is the amplitude of
the complex reflectivity

p
R(!)ei⇢(!). The causality relation links the real and

imaginary part of a causal response function. This relationship is given by the
Kramer-Kronig relation [203] :

<eG(!) =
1

⇡
}

Z inf

� inf

=mG(!)

!0 � !
d!0 (3.5)

=mG(!) = � 1

⇡
}

Z inf

� inf

<mG(!)

!0 � !
d!0 (3.6)

where } is Cauchy’s principal value. With this relation we can recover the phase
of the reflectivity and write the real and imaginary part of the dielectric constant
✏1(!), ✏2(!) [203] :

✏1(!) =
(1 � R(!))2 � 4R(!)sin2⇢(!)

1 + R(!) � 2
p

R(!)cos2⇢(!)
(3.7)

✏2(!) =
4(1 � R(!))

p
R(!)sin⇢(!)

1 + R(!) � 2
p

R(!)cos2⇢(!)
(3.8)

The relationship between the real part of the optical conductivity and the dielec-
tric function is �1(!) = !✏2(!)/4⇡.

The most di�cult part of this analysis method is recovering the phase of the
reflectivity because in order to apply the Kramer-Kronig relations one has to con-
sider the values for all the frequencies which is experimentally very hard. To
circumvent this problem, we use the property that the integral over all frequencies
is a conserved quantity for optical properties of material since the total charge
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a) 

b) 

DOS 

�(�)

Fig. 3.5: a) Density Of States (DOS) for a correlated metal and a Mott insulator
b) Optical conductivity for the DOS from a). The metallic and the insulating state
can be clearly identified with their optical conductivity probed by spectroscopic
techniques (from [163]

is conserved. This leads to di↵erent sum rules that can be found in [203, 13].
Time-resolved reflectivity is the same as time-resolved single color reflectivity but
looking at all the frequency. All the mechanisms described in section 3.2.1 are still
valid however a more spectroscopic analysis can be done.

3.2.2.2 Experimental setup

I will describe the experiment situated in the T-Rex Laboratory at Elettra
(Italy).The experimental setup, shown in Fig.3.6, is very similar to single color
reflectivity setup. The laser is a Ti:Sapphire that delivers a 800 nm (1.5 eV), 5
µJ, 80 fs pulse at a repetition rate of 250 kHz. The probe pulse is focalized in
a Sapphire crystal and produces a super continuum pulse between 1.2 and 3 eV.
The pulse is then focalized on the sample and then dispersed with a prism on a
photodiode array; a reference is extract before the sample. The pump pulse is
chopped at 2 kHz in order for the probe pulse to detect the material with the
pump and without the pump. A parity detector records when the pump is passing
through. Fast electronics compare the di↵erence between pump on and pump o↵.
The output signal is �R(!)/R(!) for frequency between 1.2 and 3 eV.

Time-resolved optical reflectivity is a powerful method to track properties of
materials. However the range probed has to contain spectroscopic information like
a Hubbard exciton [140]. If no real spectroscopic features are present in the region,
the analysis will not give any useful information. Therefore other regions of the
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Fig. 3.6: White light setup

optical conductivity have to be probed as for example in the THz region.

3.2.3 THz spectroscopy

3.2.3.1 THz time domain spectroscopy

The THz region is the electromagnetic spectrum between 0.4 meV (0.1THz)
and 125 meV (30 THz). These energies probe very close to the gap and can well
distinguish between an insulator and a metal, as seen in the optical conductivity
in Fig.3.5. This region is also where collective modes lie for example phonons,
magnons or even Josephson plasma modes [87]. These modes create absorption
or emission peaks in the THz region and can be tracked while the material is
photoexcited. In our case we are mainly interested in the broadband response
which is an information on the gap of the material. Time domain spectroscopy
consists of recording in time a THz pulse which is composed of di↵erent frequencies.
The Fourier transform will give the amplitude and the phase for each frequency. We
can derive the loss function Loss(!) from the Fourier transform of the transmitted
signal:

Loss(!) = �ln

✓����
T (!)

Tref (!)

����

◆
(3.9)
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Fig. 3.7: Step to calculate the loss function.

where T (!) is the Fourier transform of the time domain THz signal transmitted
through the sample and Tref (!) is the reference spectrum. The Loss function is
a measure of the absorption for each frequency. If this quantity is flat, it is a
signature of the Drude response in the case of a metal or the gap in the case
of an insulator. If this quantity presents features, these can be assign to certain
collective modes.

Fig.3.7 shows the procedure to calculate the loss function. For time-resolved
measurements, the whole THz pulse should be resolved for each delay, thus a 2D
scan should be performed. If the spectrum contains resonances the 2D scan is
very important because the resonances can move and create changes in the phase
of certain frequencies [15]. Only monitoring the THz pulse peak intensity will
not allow the whole spectral information to be retrieve, since the phase can vary.
However if the spectrum is flat which reflects the broadband response, one can sit
on the peak of the THz signal and only change the pump delay. This supposes
that all the frequencies change with the same amplitude and their phases do not
change. This hypothesis should be carefully verified by performing a resolving
the THz pulse for a few pump delays, in order to ensure that the phase does not
change.

3.2.3.2 Experimental setup

The THz spectroscopy experiments in this thesis were performed in Radboud
University in Nijmegen (The Netherlands). Fig.3.8 shows the experimental setup.
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Fig. 3.8: THz time domain spectroscopy setup

The Laser was a Ti:sapphire at 1 kHz repetition rate with a 4 mJ pulse of 40 fs
duration centered at 1.55 eV. The beam was split into 3 pulses, a pulse to generate
THz waves in a ZnTe crystal, a probe pulse to perform the electro-optical sampling
to record the transmitted THz pulse, and a pump pulse to excite the material. The
electro-optical sampling is a THz detection method where the 800 nm pulse and
the THz pulse are focalized in a ZnTe crystal. The THz electric field changes the
polarization of the 800 nm light, which is then detected using a balance detector.
The THz pulse and the pump pulse are focused on the sample illuminating it
entirely. The entire THz generation and the detection are done under nitrogen
flux to avoid water absorption.

To perform equilibrium time domain spectroscopy, chopper two should be turn
on and the pump pulse turn o↵. By varying the delay line 2, the THz pulse is
detected using electro-optical sampling with a lock-in amplifier at the frequency
of chopper 2 rendering the transmitted signal as shown in Fig.3.7. To perform the
2D scan, one should turn on chopper one and o↵ chopper two, for each delay 1 the
entire THz pulse should be detected by varying delay 2. To look at the broadband
response, delay 2 can be set to the maximum of the THz pulse.
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These spectroscopic techniques are very powerful but since they probe optical
transitions (white light spectroscopy) or free carriers (THz spectroscopy) their
interpretation changes when the system is out-of-equilibrium. For example silicon
at equilibrium is transparent for THz frequencies therefore one can infer that there
is a gap. When free carriers are excited to the conduction band using a pump
pulse, the free carriers in the conduction band and valence band block the THz
pulse but the gap is still present. The THz pulse is absorbed by the electrons in
the conduction band as well as the holes in the valence band. Therefore in a Mott
insulator THz spectroscopy can not di↵erentiate between a collapse of the gap or
the excitation of free carriers. Time-resolved X-ray di↵raction and time-resolved
ARPES provided a more direct visualization of the lattice and band structure of
the out-of-equilibrium material.

3.3 Time-resolved X-ray di↵raction

X-ray di↵raction is the fundamental method that enables the resolution of crys-
tal structures. The technique probes directly the periodicity of the lattice and is
the keystone of all condensed matter physics. In 1895, X-rays were discovered by
Röntgen in Würzburg (Germany) and in 1912 Von Laue, Friedrich, and Knipping
did the first di↵raction experiment with X-rays [153]. In 1913, the Braggs, fa-
ther and son, gave the first interpretation of the di↵raction patterns using lattice
planes. Since 1912, X-ray were produced using X-ray tubes then, in 1970, syn-
chrotron radiation was used [153].
In this section, I will first present standard X-ray di↵raction than a brief presenta-
tion on synchrotron radiation. And finally I will present the time-resolved version
of X-ray di↵raction.

3.3.1 X-ray di↵raction

When X-rays hit a crystal, light is di↵racted only in certain directions. The
Braggs, father and son, explained this in their 1913 paper [28] or in the son’s Nobel
prize speech in 1922 [28, 29], (they received the noble prize 1915 but could not go
because of the war). The Bragg law is as follow:

2dh,k,lsin(✓) = n� (3.10)

where d is the distance between two lattice planes, ✓ is the angle between the
incident beam and the plane, n� is n times the incident wavelength. Fig.3.9 shows
the vector version of the Bragg law that can be written as [199]:

~kd � ~ki = ~qh,k,l = h.~a⇤ + k.~b⇤ + l.~c⇤ (3.11)
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Fig. 3.9: Vector version of Bragg’s law.

where ~ki the incident beam wave vector, ~kd the di↵racted beam wave vector,~qh,k,l is
the direction in the reciprocal space of the plane observed with the Miller indexes
h, k, and l. In order to be in di↵raction condition, the reciprocal direction has to
be the bisector of the incident and di↵racted beams and have its norm equal to
the norm of the di↵erence between the vector of the two beams.

A geometric interpretation of the di↵raction conditions was proposed by Ewald
[61], shown in Fig.3.10. The crystal is placed in the center of the Ewald sphere
of radius 2⇡/�. The incident beam is horizontal going from the left part of the
circle to the middle and the refracted beam has its origin at the center. The origin
of the reciprocal space is O, when a spot touches the Ewald sphere the direction
observed is the vector going from O to the spot and the refracted beam goes from
the center to the spot.

In order to calculate the distance between two planes, it is easier to use the
norm of the reciprocal vector ~qh,k,l which is perpendicular to the hkl-planes [199].
We have dh,k,l = 2⇡/|~qh,k,l|. The reciprocal vector are:

~a⇤ = 2⇡
~b ^ ~c

v
, ~b⇤ = 2⇡

~c ^ ~a
v

, ~c⇤ = 2⇡
~a ^~b

v
(3.12)

where v is the unit cell volume. In experiments, the monocrystal is placed at the
center of rotation of a di↵ractometer with several rotations and the detector has
also several rotations. One can project the crystal’s axes on the di↵fractometer’s
axes and construct the orientation matrix. In this thesis I use the angle convention
described in [33]. The Bragg di↵raction conditions can be rewritten:

(
Y

i

Si).UB.~h = (
Y

j

Dj � Id).~ki (3.13)
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Fig. 3.10: Ewald’s sphere

Where Si are the rotation matrix of the sample, k!, , k�, UB is the orientation
matrix of the sample, ~h the vector h,k,l and Dj the rotation matrix for the detector
�, �. The conditions for a direction to cut the Ewald sphere are:

kR.UB.~h + ~kik =
2⇡

�
(3.14)

In the Bragg conditions, the intensity of the Bragg reflection for one type of
atom can be written as:

I( ~qh,k,l)(t) / kF (t)k2e�2W (t) (3.15)

where F is the norm of the structure factor and e�2W the Debye-Waller factor.
The time dependence show that the atomic position can vary according to the
pump-probe delay. The structure factor is the discrete Fourier transform of the
positions of the atoms in the unit cell. These positions are given by the Wycko↵
positions, they can be found for each space group on the Bilbao crystallographic
Server [9]. The structure factor is:

F ( ~qh,k,l)(t) =
X

j

fje
�2i⇡(hx

j

(t)+ky
j

(t)+lz
j

(t)) (3.16)
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where j is the atom in the unit cell, fj its atomic di↵usion factor, and xj, yj, zj

its position in the unit cell. The structure factor is important in order to detect
displacement inside the unit cell, for example phonons in Bismuth [95]. Note that
Bismuth is the test bed for observing coherent phonons with new techniques, as
time-resolved X-ray di↵raction [94], time-resolved optical reflectivity [24], or time-
resolved ARPES [62]. The second term that acts on the intensity of the Bragg
peak is the Debye-Waller factor :

W (t) = 1/2h( ~qh,k,l · ~un(t))2i (3.17)

where ~un is the second moment of the atomic distribution. This quantity is linked
to thermal excitation of the crystal. A theory based on dynamical di↵raction has
been applied to time-resolved experiments by P. Sondhauss and J. Wark [182]
but this theory supposes perfect crystals which is not the case with our samples.
Nowadays, most detailed crystal structures are refined using Synchrotron radiation
described in the next section.

3.3.2 Synchrotron radiation

When a charge particle is accelerated radially it emits an electromagnetic ra-
diation called synchrotron radiation. This radiation was first observed by Iwa-
nenko and Pomeranchuk in 1944 [92] but formalized in 1947 by Elder, Gurewitsch,
Langmuir, and Pollock [57]. Synchrotron radiation was first viewed as a parasite
phenomenon because the main research was done for particle physics. Only in
1968 was an accelerator built to maximize the synchrotron radiation. The Syn-
chrotron Radiation Center (SRC), located in Stoughton Wisconsin, operated the
first dedicated storage ring, Tantalus, that was designed by Ed Rowe [162]. Over
30 synchrotrons exist today and many are third generation, which means that the
synchrotron radiation is produced using either bending magnets or insertion de-
vices. The light that is emitted is extremely bright and can attain the brightness of
1020 photons/s/mm2/mrad2/0.1% bandwidth, which is about 1014 higher than X-
ray tubes. Besides the advantage of being brighter than X-ray tubes, synchrotron
radiation is tunable in wavelengths. The light emitted covers the entire spectral
range from infrared to hard X-rays, which is an advantage compared to lasers that
only work at specific wavelength. Synchrotron radiation is used in many research
area such as material science or even protein crystallography because the light is
extremely bright and tunable especially in the X-ray region.

Fig.3.11.a) shows a scheme of a synchrotron center. 1. The electrons are pro-
duced and accelerated in the LINAC, 2. They are then accelerated in the Booster,
3. They attain 0.99% of the speed of light and are stored in the storage ring. 4. is a
bending magnet, 5. is a quadrupole to keep the electron bunch collimated, 6. is an



Experimental methods 63

a) b) 

Fig. 3.11: a) Synchrotron laboratory b) Synchrotron radiation

insertion device called an ondulator, which is an alternation of dipoles that make
the electron bunch oscillate to produce even brighter light. 7. is a beam line that
uses the synchrotron radiation. A beam line usually consists of a monochromator
that selects one specific wavelength, mirrors to focus the light on the sample, slits
to stop the unwanted light, and an end station to perform the experiment.
In this thesis, I will present work done on the beamlines: Cristal, and Cassiopée at
the Synchrotron SOLEIL (France), Badelph at Synchrotron Elettra (Italy), Beam-
line 6.0.1 in ALS (USA). I performed di↵erent types of photoemission spectroscopy
and time-resolved di↵raction experiments.

3.3.3 Time-resolved X-ray di↵raction

Time-resolved di↵raction is the time-resolved version of the equilibrium tech-
nique. Using the time structure of the synchrotron, the first nanosecond experi-
ment was done by Larson et al. in 1982 [107]. The best time resolution achievable
today is 10 ps [191]. In many cases this is not good enough to really observe
the the fast electron or atomic dynamics that arise during the first picosecond.
Achieving better time resolution is very challenging. The first subpicosecond X-
ray pulse was produced using the K↵ from a plasma generated by a femtosecond
laser [160, 161]: this approach produces very few photons, is not very stable, and
it is not continuously tunable in wavelength. The other technique to produce sub-
picosecond pulses was developed by Schoenlein et al. It consists of slicing part
of the picosecond electron bunch in a synchrotron storage ring using the inter-
action between a femtosecond laser pulse and the electron bunch in an insertion
device[176, 175]. The photon flux is also very small but tunable in wavelength.
The only high flux femtosecond X-ray pulse is produced by Free Electron Lasers
(FEL) that deliver 2 1012 photons per pulse with a time duration shorter than 80
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Fig. 3.12: a) Diagram of the synchrotron with a synchronized laser system b) Time
structure of the synchrotron hybrid filling mode, an isolated electron bunch can be
gated using a boxcar c) acquisition scheme, one out of two X-ray pulse is pumped
in order to have an unpumped reference.

fs. During the course of my thesis we weren’t able to gain access to any femtosec-
ond X-ray sources. Therefore I will only present work done with the time structure
of the synchrotron, which gives a resolution of 100 ps. The experiments were done
at the beamline 6.0.1 at ALS and at beamline Cristal at SOLEIL.

Fig.3.12.a) shows a diagram of the synchrotron with synchronized laser. The
laser is usually in a hutch next to the X-ray hutch and the laser beam is trans-
ported to the sample that is placed at the center of rotation of the di↵ractometer.
Fig.3.12.b) shows the time structure of the hybrid filling mode of the synchrotron.
A single electron bunch is isolated from the multibunch part to enable the temporal
gating. A boxcar is used to temporally gate the detector on the isolated bunch in
order to observe only the signal coming from it. The X-ray acquisition repetition
rate is 2 kHz while the laser’s is 1 kHz as shown in Fig.3.12.c). The direct com-
parison between the X-ray pulse with the laser pulse and the one without it makes
it possible to compensate the rapid X-ray fluctuations. The laser is triggered with
the synchrotron RF signal to insure a minimum jitter. The delay is controlled
either electronically or with a delay line. The two crucial settings are the spatial
and temporal overlap. The zero delay is done roughly with a fast photodiode, and
the spatial overlap is done using a fluorescent paper and the laser spot is kept large
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to ensure a homogeneous excitation. No 2D detector exists with a acquisition rate
of 2 kHz therefore only Avalanche Photodiodes (APD) can be used. The crystal
is oriented using a 2D detector and the time-resolved measurements are done with
an APD. The APD is fairly large therefore it integrates over a large portion of the
Ewald sphere. The precise 2✓ value of the Bragg reflection can therefore not be
observe. The only equation that can be used is then equation 3.14 because the
detector angles are unknown. A shift in the rocking curve angle will translate to
a change of lattice parameters. A change of intensity is either due to a change of
the Debye-Waller factor or due to a change of structure factor.

The penetration length between the laser and the X-rays is usually very di↵erent
therefore the X-ray beam has to be in a grazing condition and the laser in normal
incidence to compensate this di↵erence. In order to detect a Bragg peak in grazing
incidence, the angle between the surface direction and the observed one has to be
larger than the angle ✓ from Bragg’s law. Therefore not all Bragg reflection can be
measured in grazing incidence. Time-resolved X-ray di↵raction is a very powerful
technique to track the change in a crystal structure but is very di�cult to perform
experimentally.

3.4 Angle resolved photoelectron spectroscopy

When photons with su�ciently high energy hit a material, electrons are ejected
from its surface. This e↵ect was first observed by Hertz in 1887 [85]. It was later
explained theoretically by Einstein in a paper of 1905 [56], for which he received
his Nobel prize in 1921. These ejected electrons contain a lot of information on the
electronic structure of the material. Analyzing their kinetic energy and direction
enables one to recover the binding energy and the momentum of the electrons
before their emission. In 1957, the Swedish scientist Kai Siegbahn was the first
one to turn this e↵ect into a real spectroscopic method, called photoemission, by
using X-rays to study the binding energy of electrons [137]. He received a Nobel
prize in 1981 for his work. David W. Turner did the same using UV light in 1961
[192]. The technique has since then gained precision especially with the use of
synchrotron radiation, (the energy resolution can be better than 2 meV and the
angular resolution better than 0.2� [47, 46]), and is now called Angle Resolved
Photoelectron Spectroscopy (ARPES). The limitation today is the limited energy
resolution and the surface sensitivity. To tackle the first problem scientists are
exploring the use of lasers to obtain a perfect monochromatic light, as good as
70µeV [141, 142]. The second limitation is being solved by using higher energy
X-ray photons which are more bulk sensitive, this technique is called Hard X-ray
Photoelectron Spectroscopy (HAXPES).

I will first present the fundamental principle of ARPES in 3.4 and then present
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a) b) 

Fig. 3.13: a) Geometry of the emission of the photoelectron. b) representation of
the photoelectron detector (from [46])

its time-resolved version in 3.5.

3.4.1 Fundamental principle

The experimental quantities observed in ARPES are the emission angle and
the kinetic energy of the electron. Fig.3.13.a shows the geometry of the photo-
electron detection, the angles ✓ and ' characterize the emission angle and the
energy of the electron is Ekin. Fig.3.13.b represents the detector which is usually
a hemispherical analyzer. The electrostatic lens collects the photoelectrons. They
then pass through the entrance slit which will select only one ' angle and cut the
others. The hemispherical analyzer will disperse the photoelectrons in energy in
order to detect them on a 2D detector the ✓ angle along one direction and the
kinetic energy along the other. Since this technique only allows one ' angle to be
detected, the sample has to be rotated around its surface’s normal to obtain all
the photoelectron directions. The entire experiment has to be done under ultra
high vacuum (UHV) in order for the electron to propagate in vacuum and keep
the surface clean.

Each detected photoelectron carries information on its initial state before be-
ing ejected from the material. We can recover it using energy and momentum
conservation rules, that are given by:

Ef � Ei = h⌫ (3.18)

~kf � ~ki = ~kh⌫ (3.19)
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Fig. 3.14: Conservation laws for the photoelectron process (from [46]).

where E is the energy, k the momentum, the indexes i and f refer to the initial
and final state. Note the importance of having a monochromatic light to define
uniquely the initial electron state. For low energy photons, their momentum can
be neglected. Equation 3.18 can be rewritten in terms of binding energy and
equation 3.19 by using the momentum of a electron in vacuum K = p/~:

Ekin = h⌫ � �� EB (3.20)

Kx =
1

~
p

2mEkinsin(✓)cos(') (3.21)

Ky =
1

~
p

2mEkinsin(✓)sin(') (3.22)

Kz =
1

~
p

2mEkincos(✓) (3.23)

where EB is the binding energy, � is the work function of the material which
corresponds to the energy between the Fermi energy (EF ) and the vacuum level
as depicted in Fig.3.14.

In order to get more insight on the momentum of the electron in the solid, one
has to consider the three step model to describe the photoemission process:
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1) excitation to a bulk final state
2) transport to the surface
3) transmission through the surface
The first two steps do not break any symmetry but the last one does. The symme-
try is broken along the z direction therefore we can separate K into two components
the first which is conserved Kk = Kx + Ky = kk along the surface and the second
one perpendicular to the surface K? 6= k? which is not conserved because of the
abrupt change along the z direction, k refers to the initial momentum and K the
final one. We introduce the surface potential V0 to account for the extra source of
the momentum at the surface. We can rewrite kk and k? as follows:

kk =
1

~
p

2mEkinsin(✓) (3.24)

k? =
1

~
p

2m(Ekincos2(✓) + V0) (3.25)

The surface potential V0 is usually unknown therefore the most used method is to
vary the photon energy to detect the periodicity along k?. We used this technique
for the compound BaNiS2 [170]. These relations are very useful to retrieve the
band structure of the material but the first process in the three step model has an
e↵ect on the intensity observed and can add some more information.

3.4.2 Photoemission intensity

The photoemission intensity can be calculated using the three step model de-
scribed above. The first step is the optical excitation of an electron in the N-
electron ground state. The interaction can be treated as a pertubation, Fermi’s
golden rule gives:

wi,f =
2⇡

~ |h N
f |Hint| N

i i|2�(EN
f � EN

i � h⌫) (3.26)

Hint =
e

2mc
(A · p + p · A) =

e

mc
A · p (3.27)

where | N
f i and | N

i i are respectively the final and initial wave function of the
N-particle system, p is the momentum operator and A the electromagnetic vector
potential, the interaction is written using the dipole approximation. The excited
electron leaves the system therefore the final state actually has N-1 particles. We
can described this using the one-particle spectral function that accounts for the
subtraction or addition of one particle to a N-particle system:

A(k,!) = A+(k,!) + A�(k,!) = �(1/⇡)ImG(k,!) (3.28)
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Fig. 3.15: Polarization dependence of ARPES intensity. The mirror plane contains
the surface’s normal, the incident beam, and the emitted electron. The polarization
s and p are respectively in plane and out of plane (from [46]).

A±(k,!) =
X

m

|h N±1
m |c±

k | N
i i|2�(! � EN±1

m + EN
i ) (3.29)

where A±(k,!) is the partial spectral function for addition or substraction of one
particle, A(k,!) is probed by ARPES. The index m is for the excited state; c±

k

creates (or annihilates) an electron with energy !, momentum k, and spin � in the
N-particle initial state  N

i . We can then write the total measured intensity as:

I(k,!) = I0(k,!,A)f(!)A(k,!) (3.30)

where f(!) is the Fermi function, and I0(k,!,A) is proportional to the square
of the one electron matrix element defined in equation 3.26. This matrix element
depends strongly on the momentum and electron energy ,the photon energy, and
its polarization. The latter can give insight on the symmetry of the probed orbitals.

Fig.3.15 shows the geometry of an ARPES setup. We will only consider the
electron emitted from the mirror plane. The matrix element is defined as |Mk

f,i|2 =
|h�k

f |" ·x|�k
i i|2, where " is the unit vector along the polarization direction of A and

x is the electronic position. The integration of the function is done perpendicular
to the mirror plane. Therefore the function has to be even under the reflection
with the mirror plane to be di↵erent from zero. The detected electron is the final
state, which is a plane wave state eikr with its momentum in the mirror plane thus
its symmetry is even under the reflection with the mirror plane. Therefore " ·x|�k

i i
has to be even in order for the whole function to be even. If the initial state is
odd then " · x has to be odd (the polarization has to be s because s is odd under
the reflection with the mirror plane) on the contrary if the initial state is even " ·x
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Fig. 3.16: Mean Free Path of excited electrons in solids versus their kinetic energy
(from [177]).

has to be even (polarization p). An illustration of these symmetry properties can
be seen in [170].

3.4.3 Probing depth

The second step of the three step model is essential to understand the probing
depth of ARPES. The excited electron is transported to the surface therefore its
mean free path gives the probing depth. This mean free path varies significantly
according to its kinetic energy because of inelastic scattering. Fig.3.16 shows the
mean free path of electrons in matter versus their kinetic energy. The variation of
the ARPES intensity with the direction perpendicular to the surface, z, is given
by:

I(z) / e
�z

�cos(✓) (3.31)

where � is the mean free path of the excited electron.
When choosing a photon energy one has to consider di↵erent aspects. For

lower energy, less than 10 eV, the angle resolution is better and the probed depth
is larger but the whole Brillouin zone can be too large to explore. Between 10
and 300 eV the intensity comes mostly from the surface and the angle resolution
is preserved. For energy higher than 300 eV, more core levels can be reached and
the probing depth increases with energy but the angular resolution worsens. One
has to consider also k? to choose the correct energy to be in a specific plane in
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the Brillouin zone. Because ARPES is a surface technique, surfaces have to be
extremely clean and therefore they have to be prepared in situ.

We have seen that ARPES is a very powerful technique to visualize the band
structure of a material. Analyzing its intensity can give insights on the symmetry
of the orbitals. In the next section I will present the time-resolved version of
ARPES.

3.5 Time-resolved ARPES

Time-resolved ARPES (tr-ARPES) consists of using a pump pulse and probing
with another light pulse to perform ARPES. The energy of the probe pulse has
to be higher than the work function of the material, typically above 4.5 eV. Ex-
periments can be done using synchrotron radiation [18] as the probe pulse but the
time resolution is intrinsically limited by the electron bunch width, about 100 ps.
In order to obtain better time resolution laser systems have to be used to produce
the pump and the probe pulse. Unfortunately, the highest energy achievable using
nonlinear optics in solids is 6.994 eV [142]. J. Koralek et al. and M. Lisowski et al.
proved that using a probe at 6 eV gives a spectral function similar to the one at
higher photon energies [104, 109]. The major inconvenience of this type of probe
is that only 0.5 Å�1 of the reciprocal space can be explored. Other systems using
high harmonic generation exist but the generation of the probe pulse is done in
gases which necessitates a more complicated setup. These setups generate higher
energy photons, that enable a larger exploration of the Brillouin zone as well as a
larger energy range [159, 84]. ARTEMIS is an open facility using high harmonic
generation, which enables the exploration of a larger reciprocal space, for example
the Dirac cone in graphene at the K point (1.6 Å�1) [93]. One of the major chal-
lenges of all tr-ARPES setups is to obtain a high enough repetition rate for the
light source, to avoid problems related to excessive acquisition time. In this thesis
I will only describe tr-ARPES using a 6 eV probe.

3.5.1 Fundamental principle

The fundamental principle is very similar to the other time-resolved techniques
described earlier. A pump pulse excites the system and a probe pulse of 6 eV is
used to perform conventional ARPES. This enables to directly probe the excited
electrons and to unequivocally disentangle the electronic response from the other
degrees of freedom. For example one can extract the exact electronic temperature
for all delays as we did in [79]. In order to observe fast transient electron dynamics,
the cross correlation between the pump and the probe has to be as small as possible
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but the energy resolution is limited by the Fourier limit of a gaussian pulse by :

�!�t � 0.441 (3.32)

where �! is the light frequency bandwidth and �t the duration of the pulse. For
example if the time resolution is 50 fs then the energy resolution can not be better
than 73 meV.

There are two other limiting factors to tr-ARPES. The first is space charge
that arises if too many electrons are emitted at the same time from the surface.
This happens more frequently when the beam intensity per pulse is high. The
electron bunch emitted from the sample is large and the electrons repel each other,
therefore there can’t be more than a certain number of photons per pulse. In order
to increase the statistics the laser repetition rate must be kept high enough (at
least 1 kHz). The second limitation is the pumping fluence. If the pump fluence
is too high photoemission with 3 or more photons (multiphoton processes) can
happen and the spectra are di↵erent from the one particle spectral function. All
these factors have been accounted for in the FemtoARPES setup, described in the
next section.

3.5.2 FemtoARPES setup

The FemtoARPES setup is the tr-ARPES experiment installed in the syn-
chrotron SOLEIL. It is a collaboration among the LSI (école polytechnique), the
LPS, (université Paris-Sud), and Synchrotron SOLEIL. Detailed information on
the setup can be found in [63]. Fig.3.17 shows the photoemission chamber with
the arrival of the two laser pulses. The manipulator consists of 5-axis (x-y-z-✓-')
which enables to probe the entire Brillouin zone up to 0.5 Å�1 from the � point.
The hemispheric analyzer is a SPECS Phoibos 150 which has an energy resolution
of 10 meV and an angular resolution of 0.15�. The temperature can go from 30 K
to 600 K. The vacuum is around 5 10�11 mbar.

Fig.3.18 shows the laser setup with the fourth harmonic generation. The laser
system is a commercial Ti:Sapphire COHERENT laser, consisting of a MICRA
oscillator and a RegA amplifier. A liquid crystal pulse modulator, called Silhou-
ette, is used after the oscillator to correct the phase of the pulse in order to obtain
a Fourier transform limited pulse as described in equation 3.32. The repetition
rate of the system is 250 kHz and delivers a 35 fs, 6 µJ pulse at a wavelength of
790 nm (1.55 eV). The fundamental frequency is then separated into two pulses,
one is used to pump the material and the other one is used to produce the fourth
harmonic for probe pulse.

In non linear optics, the two input waves and the output wave have to interfere
constructively in order to produce the highest output intensity. The constructive
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Fig. 3.17: Experimental chamber of the FemtoARPES setup.

790$nm$(1.55$eV)$$
35$fs,$6μJ,$250$kHz$

Fig. 3.18: FemtoARPES laser setup to produce the fourth harmonic
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interference imposes a phase matching of the three waves. In order to obtain the
highest photon energy for the probe pulse it was calculated that the generation of
the fourth harmonic using the fundamental plus the third harmonic would be better
than just doing two frequency doubling in cascade because of phase matching. All
frequency mixing or doubling are done in BBO crystals. First the fundamental is
doubled then the third harmonic is created using the second harmonic plus the
fundamental. Finally the fourth harmonic is produced using the third harmonic
and the fundamental. The final pulse has an energy of 6.28 eV with a duration of
55 fs therefore an energetic resolution of 56 meV. The overall temporal resolution
of the experiment considering also the pump pulse is 70 fs. These conditions
are achieved when the laser and the harmonic generation are perfectly aligned,
the most common temporal resolution is a 100 fs and 80 meV for the energety
resolution.

The FemtoARPES setup was used to study the ultrafast electron dynamics of
V2O3 described in the Chapter 5. The good time resolution enabled the resolution
of the very fast dynamics. Since the photons used are around 6 eV, the mean free
path of the photoelectrons is large therefore the bulk properties are probed (see
Fig.3.16).



Chapter 4
Tracking the Lattice

The major advantage of time-resolved experiments is to decouple for a few
hundred of femtoseconds the electrons and the lattice. The relaxation pathways
will be guided by the coupling between them. Therefore the responses of the
electrons and the lattice after a photoexcitation have to be probed separately in
order to deconvolute them. In correlated material a change in the lattice structure
has a big impact on the electronic structure. Therefore probing the lattice is
essential to understand the properties of the excited state. In this chapter, I will
look at the lattice response of V2O3 upon photoexcitation using time-resolved
single color reflectivity and time-resolved X-ray di↵raction.

4.1 Time-resolved optical reflectivity study of V2O3

As we have seen in chapter 1, the band structure of V2O3 is extremely sensitive
to its trigonal distortion which is related to the frequency of the A1g phonon.
Fig.4.1 shows the A1g phonon, which is a breathing symmetric optical phonon
mode. At equilibrium, the PI phase has a higher Raman phonon frequency than
the PM phase [188]. Tracking this frequency in time can provide a probe to
understand the structural changes that occur during photoexcitation or during a
phase transition.

O. Misochko et al. performed time-resolved optical reflectivity on V2O3 and
showed that the A1g phonon was blue shifted compared to the Raman frequency
[125]. A photoinduced blue shift is very rare because an equilibrium heating e↵ect
would produce a red shift because of the lattice expansion. A hardening of the
bonds also exists in gold and graphite. The one in gold only happens for extremely
high fluences [60]. For graphite, the hardening is due to a reduction of the electron-
phonon coupling at high electronic temperature [205]. B. Mansart et al. carried out
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FIG. 1: Time-resolved reflectivity results and ex-
perimental geometry. a. Transient reflectivity in
(V1�x

Cr
x

)2O3 (x=0.028) for di�erent pump fluences; b.
V2O3 molecular octahedron; the arrows represent the atomic
vibrations of the A1g

phonon mode. c.schematics of the empty
a1g

electronic antibonding orbital. d. V2O3 unit cell and ex-
perimental geometry for E//a, k//c.

The transient reflectivity of (V1�xCrx)2O3 at x =

0.028 (PI) is shown in Fig. 1. As noted in previous

studies, [5, 7] the transient response consists of an ultra-

fast excitation-related dip followed by a slower relaxation

back to the initial equilibrium conditions, the latter ex-

hibiting regular oscillations clearly due to coherent acous-

tic and optical phonons. The initial ultrafast response is

mostly caused by electrons, while the subsequent relax-

ation occurs through the equilibration between electronic

and lattice subsystems, brought about by a substantial

electron-phonon coupling.

Among the coherent optical modes, only the fully sym-

metric A1g mode is excited and detected in every ex-

perimental geometry. This mode is known to be highly

sensitive to the electronic properties of (V1�xCrx)2O3.

Raman spectroscopy shows that its frequency increases

by 6.5 % when going from the metallic state to the in-

sulating one [10]. The e�ect is due to a slight atomic

displacement [4, 11, 12]: specifically, the bond between

the two nearest neighbor V’s along the c-axis lengthens

in the insulating phase. At the same time, the c-axis lat-

tice parameter actually shortens, but the resulting con-

traction is overcompensated by the increase of a, so that

the unit cell volume overall grows as expected across a

metal-to-insulator Mott transition.

The dependence of the A1g phonon dynamics on the

electronic phase, either metallic or insulating, as well as

on the experimental geometry is shown in Fig. 2. Com-

paring the transient signals in PM and PI phases (Fig. 2

c.), one first observes that, somewhat unexpectedly, the

coherent A1g phonon frequency is similar in both cases,

unlike conventional Raman measurements.[10] The role

played by the pump-pulse polarization is instead shown

in Fig. 2 a-b.

The phonon frequency mainly depends on the direc-

tion of the light wavevector k with respect to the c-
axis. When they are parallel, the A1g phonon frequency

strongly hardens and reaches values up to 8.1 THz in the

PM phase, which is 14 % larger than in the unperturbed

system. Although phonon hardening upon photoexcita-

tion had been observed in graphite [13, 14], none of these

studies reported such a strong sti�ening. It should also

be noted that other studies showed evidence of lattice

hardening in gold [15] but only under extremely high ex-

citation fluencies.

The transient reflectivity curves were fitted using a

polynomial baseline superimposed to one or two damped

oscillations [16]; an example of such a fit is shown in

fig. 2 d. The phonon frequencies obtained for the dif-

ferent sample phases, fluences and experimental geome-

tries are summarized in Fig. 3. The equilibrium limit

frequency assumed are 7.31 THz for x = 0.028 (from our

Raman scattering measurements, [16]) and 7.015 THz for

x = 0 [10, 17]).

Several aspects of the experimental data are worth

highlighting. First, the hardening is highly non linear

as a function of fluence, as shown by Fig. 3, indicating

that light induces excitations that are not weak devia-

tions from equilibrium. Next, we note that the observed

hardening is not a thermal e�ect. The A1g frequency

actually red-shifts with temperature; [10, 17] we in fact

cannot exclude that some heating e�ects actually prevent

the frequency from rising further with fluence. That pos-

sibility would also explain why the laser repetition rate

is another critical factor, as we found that at MHz repe-

tition rates the A1g frequency is much closer to its equi-

librium value [16], and that could be explained if sample

heating compensated hardening e�ects of the photoexci-

tation, the sample not given enough time to dissipate the

excess power between one pulse and the following one.

Another notable feature is the unusual dependence

upon the light wavevector k besides its polarisation. We

observe, see Fig. 3, that the hardening is larger when

both electric and magnetic fields lie on the hexagonal

plane, i.e. k k c. When instead either E k c or B k c the

A1g frequency blue-shift is roughly halved.

In order to understand the mechanism that produces

the transient phonon hardening phenomenon, we must

first identify the light-induced electronic excitations re-

sponsible for it. In the trigonal crystal field, the t2g or-

bitals of a vanadium are split into a lower e�
g doublet and

a higher a1g singlet. The latter forms a relatively strong

covalent bond with its nearest-neighbour vanadium along

Fig. 4.1: A1g optical phonon mode (from [117])
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the unit cell volume overall grows as expected across a
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electronic phase, either metallic or insulating, as well as

on the experimental geometry is shown in Fig. 2. Com-

paring the transient signals in PM and PI phases (Fig. 2
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coherent A1g phonon frequency is similar in both cases,

unlike conventional Raman measurements.[10] The role

played by the pump-pulse polarization is instead shown
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tion of the light wavevector k with respect to the c-
axis. When they are parallel, the A1g phonon frequency

strongly hardens and reaches values up to 8.1 THz in the

PM phase, which is 14 % larger than in the unperturbed

system. Although phonon hardening upon photoexcita-

tion had been observed in graphite [13, 14], none of these

studies reported such a strong sti�ening. It should also

be noted that other studies showed evidence of lattice

hardening in gold [15] but only under extremely high ex-

citation fluencies.

The transient reflectivity curves were fitted using a

polynomial baseline superimposed to one or two damped

oscillations [16]; an example of such a fit is shown in

fig. 2 d. The phonon frequencies obtained for the dif-

ferent sample phases, fluences and experimental geome-

tries are summarized in Fig. 3. The equilibrium limit

frequency assumed are 7.31 THz for x = 0.028 (from our

Raman scattering measurements, [16]) and 7.015 THz for

x = 0 [10, 17]).

Several aspects of the experimental data are worth

highlighting. First, the hardening is highly non linear

as a function of fluence, as shown by Fig. 3, indicating

that light induces excitations that are not weak devia-

tions from equilibrium. Next, we note that the observed

hardening is not a thermal e�ect. The A1g frequency

actually red-shifts with temperature; [10, 17] we in fact

cannot exclude that some heating e�ects actually prevent

the frequency from rising further with fluence. That pos-

sibility would also explain why the laser repetition rate

is another critical factor, as we found that at MHz repe-

tition rates the A1g frequency is much closer to its equi-

librium value [16], and that could be explained if sample

heating compensated hardening e�ects of the photoexci-

tation, the sample not given enough time to dissipate the

excess power between one pulse and the following one.

Another notable feature is the unusual dependence

upon the light wavevector k besides its polarisation. We

observe, see Fig. 3, that the hardening is larger when

both electric and magnetic fields lie on the hexagonal

plane, i.e. k k c. When instead either E k c or B k c the

A1g frequency blue-shift is roughly halved.

In order to understand the mechanism that produces

the transient phonon hardening phenomenon, we must

first identify the light-induced electronic excitations re-

sponsible for it. In the trigonal crystal field, the t2g or-

bitals of a vanadium are split into a lower e�
g doublet and

a higher a1g singlet. The latter forms a relatively strong

covalent bond with its nearest-neighbour vanadium along

Fig. 4.2: Time-resolved reflectivity in the PI phase. The oscillation represent the
coherent optical phonon (from [117])

an extensive study on V2O3 in the PI and PM phase looking at the frequency of the
A1g according to the crystal directions [117]. The experimental setup used is the
one described in section 3.2.1. Fig.4.2 shows a time trace of �R/R. The first peak
is a pure electronic response that lasts less than 200 fs. The oscillatory component
is the A1g phonon, which can be extracted by subtracting the non oscillatory
background and fitting or performing the Fourier transform of the oscillation.

All the traces were fitted with a single frequency for the A1g phonon, and
one for the Eg phonon, when it was observed. Fig.4.3 shows the frequencies for
di↵erent fluences, dopings, and crystal direction. All directions show a hardening
compared to the Raman frequency but the strongest shift occurs when the photon
propagation vector k is parallel to the c axis. For c in plane and the electric field
E is parallel to a or b crystal axis, the hardening is clearly fluence dependent. At
higher fluence all the frequencies tend to lower, which is consistent with a heat
increase that softens the bonds. We have seen that the a1g orbitals are bonding.
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phonon frequencies. De-
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k k c, as suggested by the experiment. We observe that

a conventional Peierls approximation, where the electro-

magnetic field enters only via a phase in the hopping

amplitude between di�erent sites, does not exhaust all

contributions to the electric current operator projected

onto the e�
g -a1g Wannier orbitals [19]. The reason is that

intra-site e�
g ! a1g transitions are electric dipole (ED)

(due to d-p mixing in the corundum structure), elec-

tric quadrupole (EQ) as well as magnetic dipole (MD)

active. Specifically, if L is the l = 2 angular momen-

tum operator projected onto the t2g sub-manifold of the

3d-orbitals of vanadium, the main contribution to the

intra-site electric dipole coupling to the electromagnetic

field can be written as ED / ±
�
E ^ L

�
· c, where the

sign refers to the two inequivalent vanadiums, V(1) and

V(4) according to the notation of Ref. [20] (see also de-

tails in the Supplementary information), while the mag-

netic dipole coupling is simply MD = �µB B · L. The

electric quadrupole EQ coupling has two contributions:

EQ1 / ±i (�xkx � �yky) Lx � i (�xky + �ykx) Ly, where

the sign refers as before to V(1) and V(4), respectively,

and EQ2 / i (�xkz + �zkx) Ly � i (�ykz + �zky) Lx. The

sign-alternating terms, i.e. ED and EQ1, do not inter-

fere with the others, i.e. EQ2 and MD. Since only the

components of L � c allow for e�
g ! a1g transitions,

we conclude that the transition rate is maximum when

k k c, i.e. when both E and B are � c. This result well

explains the experimental data in Fig. 3. There we note

that if either E or B are k c, the A1g phonon frequency

saturates at high fluence to � 7.4 THz, faster, as usual,

when only ED is active, E � c k B, than when only

EQ and MD are, B � c k E. On the contrary, when all

are active, E � c � B, the saturation value � 8 THz is

larger.

The next question is whether an excess population of

a1g electrons should indeed provoke the observed A1g

blue-shift. This is intuitively reasonable. Let us assume,

as is well accepted, that � 1/2 electrons occupy the a1g

orbital of each vanadium. [8, 21, 22] The bonding com-

bination of the a1g orbitals of two neighboring V’s along

the c-axis is thus less than half-filled. Any additional

electron promoted into the a1g orbital will occupy such a

�-state and strengthen the covalent bond that becomes

harder.

To support this expectation, we carried out DFT-

GGA [23] calculation in an ultrasoft pseudopotential ba-

sis as implemented in the Quantum ESPRESSO code.

Herein, the change of a1g occupancy can be modeled

by a change of the c/a ratio at fixed unit-cell volume.

Note that this is not exactly the process that happens

across the MIT, since a reduction of c/a with respect to

its experimental value [24] at fixed unit-cell volume pro-

duces a decrease of the V-V distance along the c-axis.

Allowing for atomic-position relaxation enables us to ob-

tain phonon frequencies directly within the framework of

Density-Functional Perturbation Theory [25]. We have

found that, as the V-V distance decreases, the relative

occupancy of a1g increases along with the A1g phonon

frequency. In Fig. 4 we plot the A1g frequency as func-

tion of �na1g =na1g� n0
a1g

, the change of a1g occupation

relative to its equilibrium value, n0
a1g

� 0.51 as obtained

within DFT-GGA. An increase of 11% of a1g population

is su�cient to rise the A1g frequency to the maximum

value observed experimentally. We can get a rough esti-

mate of �na1g caused by a fluence F through

�na1g =

AF

ls�E

�

12

, (1)

with A the absorption coe�cient (A = 0.773 [26]), ls the

optical penetration depth (ls = 118 nm [26]), and � the

hexagonal unit cell volume, containing six V2O3 entities

(� = 297.32

˚A3
[24]).

Here �E is the energy of the e�
g ! a1g excitation,

which we approximate with the light frequency 1.55 eV

as if each absorbed photon corresponds to a single elec-

tron transferred into the a1g. By means of Eq. (1), we

estimate the fluence F that raises the A1g frequency to

a desired value, see Fig. 4. This fluence estimate is

larger than the experimental value (Fig. 3), hardly sur-

prising given the crudeness of the estimate, Eq. (1), as

well as the DFT-GGA inadequacy to account for strong-

correlations, known to a�ect substantially the a1g occu-

pancy. [8]

The blue-shift of A1g phonon frequency upon ultrafast

photoexcitation is therefore a clear signature of an ex-

cited state in which electrons are promoted in the a1g

electronic orbital. Further insight on the lifetime of this

excited state can be extracted from time-resolved ter-

ahertz transmission measurements, that we performed

in the PI phase. These experiments indicate the pres-

ence of an excited electronic state lasting few picoseconds

(see Supplementary information), which can correspond

to the scenario described by our model. In fact, the tera-

hertz response is compatible with a transient excess pop-

Fig. 4.3: Coherent A1g optical phonon frequency for di↵erent fluences, dopings,
and crystal directions. The photoinduced frequencies are all blue shifted compared
to Raman frequency. (from [117])

1.5 eV is exactly the energy needed for the e⇡
g to a1g transition. As we have seen,

the a1g orbitals are bonding and can explain the hardening seen. The e⇡
g to a1g

transition is a d-d transition, therefore according to the selection rules electric
dipole transition should be forbidden; but since there is significant d-p mixing
with the oxygen atoms they are allowed. The transition is also enabled by electric
quadrupole and magnetic dipole. Projecting the momentum operator on the t2g

orbitals, one finds that the most e�cient transition rate is when the crystal axis
c is parallel to the photon propagation vector k, which is what is seen in the
experiment.

The observation of coherent phonons lasts only for 1.5 ps and the hardening
seems to still be present. Time-resolved optical reflectivity can only probe co-
herent phonons therefore when the phonons lose their coherence they can not be
observed anymore. The structural information is available as long as the phonons
are observed, which in our case is 1.5 ps. Since this phenomenon is structural, its
lifetime can be relatively long. The question is how long does this hardening lasts?
The hardening supposes that the V1-V4 distance is reduced and thus changes the
trigonal distortion. The electronic structure of V2O3 is extremely sensitive to it
therefore the electronic structure might be a↵ected by the structural change. In
the next section we tried to observe exactly the lattice deformation using time-
resolved X-ray di↵raction, and tackle the question of the lifetime of the hardening.
The e↵ect of the hardening on the electronic structure will be investigated in the
next chapter.
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Time-resolved X-ray diffraction 
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!  Point detector: time resolved measurements 

! Large area: No detector angle 

September 16, 2014    Group Meeting 

Fig. 4.4: Time-resolved X-ray di↵raction geometry. The X-rays are grazing to
match the penetration depth of the laser.

4.2 Time-resolved X-ray di↵raction study of V2O3

We performed time-resolved X-ray di↵raction on V2O3 in the PI and PM phase.
The experiment were performed on the beamline 6.0.1 at ALS (Berkeley) and
on the beamline Cristal at Soleil (Saint-Aubin). The temporal resolution was
about 100ps. Fig.4.4 shows the experimental setup. The spatial overlap in depth
was achieved by di↵racting in grazing incidence at 1�, which gives a penetration
length at 7 KeV of 115 nm [9]. The pump laser is in normal incidence and has a
penetration length of 112 nm [106]. The spreading of the focal spot of the X-ray is
about 2 mm. Since the pump and the probe wavefronts are not colinear, the X-ray
does not see a temporal homogeneous excitation. The pump-probe delay at the
two extremities of the sample are di↵erent. This delay di↵erence is 6.6 ps, which
can be neglected compared to the time resolution of the experiment. As explained
in 3.3.3, we first looked at the average heating e↵ect with the 2D detector and
then performed time-resolved measurements using a point detector.

The position of the Bragg peak on the 2D detector can be seen in Fig.4.5. The
unit cell is hexagonal therefore only 2 non collinear Bragg reflections are necessary
to obtain the change of the lattice parameters a and c. We use the (113) and the
(116) Bragg reflections that can be obtained in grazing incidence with a crystal that
is cut with the (110) direction perpendicular to the surface. Using the position of
the Bragg peaks on the 2D detector, which gives a directly a 2✓ value, and using
equation 3.10, we calculate the lattice deformation �a = 0.00153 Å and �c =
�0.002 Å for 10mJ·cm�2. The thermal expansion of a and c are ↵a=6.5 10�6Å·K�1

and ↵c=-2.9 10�6Å·K�1. The lattice parameter deformations are equivalent in
temperature to �Ta=46 K and �Tc=49 K for 10mJ·cm�2 and �Ta=18 K and
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Fig. 4.5: Position of the Bragg peak on the 2D detector with and without the pump
laser. The shift of the Bragg reflection corresponds to a dilatation of the lattice
parameters because of a heat increase of 50 K due to laser heat accumulation.

�Tc=19 K for 5 mJ·cm�2. This heat accumulation is surprisingly high because
the thermal conductivity of V2O3 is 0.03 W·cm�1·K�1 [6] not much lower than
other materials that don’t present this e↵ect (Bismuth is 0.08 W·cm�1·K�1). This
e↵ect is seen in the PM phase and the PI phase. The data shown were done for
a 5.6% Cr doped sample but the same results were obtained for the pure V2O3

sample.
Since the use of the 2D detector gives the direct value of the lattice parameter,

we can use the new values of the peak position to see if the orientation matrix
has changed. Fig.4.6 shows the rocking curve according to the K� angle (angle
that rotates the sample keeping the surface direction constant) with and without
the pump laser. The shift of the peak is opposite to the one expected with a
temperature change. We can conclude that the crystal axis direction changes when
the laser is turned on therefore the sample rotates. We recompute the orientation
matrix for the sample with the laser turned on to account for the sample rotation.

We carried out time-resolved experiments on the pure V2O3 sample with dif-
ferent grazing incidence angles and looking at the (113), (116), and (024) Bragg
reflections. Fig.4.7 shows the K! rocking curve of the (113) Bragg reflection for
various delays and incidence angles. The K! angle is the standard ✓ angle of the
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Fig. 4.6: K� Rocking curve wih and without pump laser. The laser heat accumu-
lation makes the the crystal turn, which related to a peak shift.

difractometer. Varying the incidence angle changes the penetration length of the
X-ray, the larger the angle the deeper the probing depth. The di↵erences between
positive and negative delay are plotted beside. As seen before there is always a
shift of the peak between the negative delay and the pump laser o↵. The di↵er-
ences in negative delays are always flat indicating that our normalization is well
performed. For all the incidences, the 2 ns delay is typical of a peak shift, which
is an odd function compared to the point were the di↵erence crosses zero. The
shift is smaller and smaller with increasing incidence. The 0.06 ns is very di↵erent:
for small incidences the di↵erence is very asymmetric and for larger incidence it
becomes more symmetric. Very similar features are seen in the (116) and the (024)
Bragg reflection.

In order to better understand the short timescales we look at the di↵erences
according to delay. The di↵erences for the (113) Bragg reflection are represented
in Fig.4.8. We again notice that at the short time scales the di↵erences are more
asymmetric for the small incidence angle. Moreover this first state is shorter in time
for small incidence angles than for large incidence angles. For 1� incidence the first
state lasts 100 ps and for 4� incidence it lasts 400 ps. The integral of the peaks
and their center of mass are shown in Fig.4.9. The integrated Bragg reflection
intensity is a↵ected by the Wycko↵ positions and the Debye-Waller factor. The
center of mass gives the shift of the peak if the shape of the rocking curve does not
vary significantly. We have seen that the di↵erence is very asymmetric for short
timescales therefore the center of mass does not give a precise indication of the
shift of the peak for those delays. But the center of mass is very precise for longer
timescales since the di↵erence is symmetric.

The first intriguing feature concerning the integral curves is the first initial peak.
The intensity increases which is completely di↵erent than a temperature increase.
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Fig. 4.7: K! rocking curve of the (113) Bragg reflection for various delays and
incidence angles. The di↵erence at 60 ps is asymmetric whereas at 2 ns is sym-
metric.
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A Debye-Waller factor only diminishes the intensity with increasing temperature.
The second factor that a↵ects the intensity is the structure factor that is calculated
with the Wycko↵ position for the Oxygen XO and the Vanadium ZV , for which
the variation of intensity is shown in Fig.4.11. The structure factor of the (113)
Bragg does not depend on the ZV position therefore one can calculate directly the
XO change. The ZV position is calculated with the (116) intensity variation. We
then calculate the intensity of the (024) which is smaller than one while it is found
experimentally that it is bigger than one, as seen in Fig.4.9. A change of the Debye-
Waller factor nor a variation of the Wycko↵ positions can explain the increase of
intensity seen. The maximum of the intensity shifts according to the incidence
angle. Fig.4.10 plots the delay of the maximum intensity versus penetration depth
of the X-ray taking the zero delay for the most grazing incidence. The linear
regression gives a slope of 6.8 105 cm/s, very close to the sound velocity along the
(110) direction which is 7.2 105 cm/s [209]. We can conclude that the first peak is
due to a shock wave propagation in the z direction, similar to the acoustic phonons
observed using time-resolved reflectivity [115].

The intensity at a delay of 2 ns can also be analyzed using a structure factor
change. The first approximation is to neglect the Debye-Waller factor. We perform
the calculation for an incident angle of 1.5�. Using the intensity of the Bragg re-
flection (113) and (116) we find the relative Wycko↵ positions of XO=0.99522 and
ZV =1.00036. The calculated intensity for the (024) reflection, with XO=0.99522
and ZV =1.00036, is 1.01657 to compare to the experimental value of 1.0136, which
is very satisfying. The variation of the intensity versus the relative Wycko↵ po-
sition is shown in Fig.4.11. At equilibrium, the Wycko↵ positions change with
temperature and the time-resolved variation observed is equivalent to 31 K, which
is calculated with the positions found in [155].

The intensity gives a value of the change of the Wycko↵ position but not the
ratio of c/a. The orientation matrix can be used to calculate the change in the
lattice parameters for the 2 ns delay. In Fig.4.7 the peak at 2 ns is shifted compared
to the negative delay. Since the di↵erence is not asymmetric the center of mass
gives a good value for the position shift. The change of the lattice parameter can
be captured by equation 3.14. We rewrite the equation using a metric change
which changes the orientation matrix:

UB0 =

0

@
a⇤x b⇤x c⇤x

a⇤y b⇤y c⇤y

a⇤z b⇤z c⇤z

1

A .

0

B@

a⇤
pos

a⇤
neg

0 0

0 b⇤
pos

b⇤
neg

0

0 0 c⇤
pos

c⇤
neg

1

CA (4.1)

where UB0 is the new orientation matrix. a*x, a*y, and a*z are the projection
of the a* reciprocal vector on the axis of the di↵ractometer. a⇤pos and a⇤neg are
the reciprocal lattice parameters for a positive and negative delay. We suppose
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Fig. 4.9: Integral of the peak and center of mass of the peak in K! for di↵erent
incidence angles and Bragg reflection. The increase in intensity during the first
300 ps is not compatible with heat nor with a modification of the structure factor.
At 2 ns, the change is equivalent to an increase of temperature of 30 K.
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that a*=b*. The hypothesis is that the lattice directions ~a⇤ and ~c⇤ do not rotate
in time and only their norm change, which is reasonable for short delays. Using
the shift for the 1.5� incidence for the 3 Bragg reflections we find the new lattice
parameter �a = 6.4610�4 Å and �c = �5.77910�4 Å for 5mJ·cm�2, which gives
an equivalent temperature raise of �Ta=19.5 K and �Tc=14.3 K. There are only
2 lattice parameters therefore theoretically only 2 Bragg reflections are su�cient.
We verify the results by using only the (113) and the (116), which gives �Ta=19.2
K and �Tc=10 K. The error using this method to analyze the shift of the peaks
is quite big but still gives an order of magnitude. Therefore we can conclude that
there is an increase of temperature of about 20 K at 2 ns delay, similar to the
analysis using the Wycko↵ position.

The heating seen can be compared to the theoretical heat deposited by the
pump laser. The calculated change of temperature due to the energy deposited by
the pump laser is :

�TL =
AF⌦

lsCp
(4.2)

where A the absorption coe�cient (A = 0.773 [11]), ls the optical penetration
depth (ls = 118 nm [11]), ⌦ the molar volume of the hexagonal unit cell, (⌦ =
3.010�5m3·mol�1 [51]), F the fluence of the pump laser, and Cp the heat capacity of
V2O3 (Cp = 102 J·Mol�1·K�1 [99]). For a fluence of 5 mJ·cm�2 we find �TL= 96 K
which is higher than the experimental value of 20-30 K. The main approximation
is the overlook of the electron di↵usion, which can be quite significant in bulk
materials [23]. The di↵erence between the calculated value and the measured
value suggest that more than half the energy of the pump is evacuated by electron
di↵usion and the shock wave during the first 300 ps.

At 2 ns the relative ratio change of c/a is 0.99983, which is significantly di↵erent
from what is expected from the phonon hardening data of time-resolved reflectivity.
It is most likely that the phonon hardening has disappeared at 2 ns and even after
100 ps since a change of the c/a ratio of 4% would produce a drastic e↵ect on
the peak position. Time-resolved X-ray di↵raction might be unable to detect the
hardening because of the lack of temporal resolution or because of the perturbation
by the shock wave. These measurements have shown that the phonon hardening
is not present at 2 ns and a shock wave is present for the first 300 ps. Further
investigations using free electron laser are needed in order to observe the phonon
hardening with the required time resolution. The incidence angle should be kept
very small to avoid the detection of the shock wave.



Chapter 5
Tracking the electrons

In the previous chapter we have seen the evolution of the lattice after a laser
excitation. We have seen that the lattice presents a hardening at short timescales
and then the energy is relaxed through the lattice, which leads to an equivalent
temperature increase of about 20-30 K for 5 mJ/cm2. Since the electron-phonon
coupling in correlated materials is extremely strong, a change of the lattice a↵ects
the electronic structure. Probing directly the electronic structure provides the
means to understand the cause or the consequence of the structural change.

In this chapter we will focus on the electronic structure evolution of the ma-
terial. In the first section, I will look at the possibility of photoinducing a phase
transition between the PM to the PI phase in V2O3. The probe used will be
time-resolved THz spectroscopy. In the second section, I will track precisely the
electronic structure using time-resolved ARPES in V2O3 and in BaCo1�xNixS2.

5.1 Time-resolved THz spectroscopy study of V2O3

THz time domain spectroscopy is a very good method to probe the gap of a
material as seen in chapter 3. The Thz pulse is blocked if the material is metallic
and is transmitted if it is insulating. Fig.5.1 shows the loss function for di↵erent
points in the phase diagram. The di↵erence between the PM phase and the PI
phase is clearly visible and no resonances are seen therefore in this THz region
the property probed is the presence of free carriers. For a 1.1% Cr doping V2O3

crosses the PI-PM phase transition with temperature. This transition is a pure
Mott transition with no symmetry breaking therefore if the transition is purely
electronic one should be able to photoinduce extremely rapidly the transition.
If the transition is structurally driven the transition should be slower. Previous
experiments have shown that for pure V2O3 thin films, it is possible to go from the
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Fig. 5.1: The loss function derived from THz transmission spectroscopy for
(V1�xCrx)2O3 (x=0.011) at 300 K (PI phase) and 200 K (PM phase) and for
(V1�xCrx)2O3 (x=0.028) at 200 K (PI phase). Positions of the di↵erent measure-
ments points on the phase diagram. The flat loss function is a good signature of
the gap since there are no resonances in this THz range. The loss function is low
in the PI phase because the THz pulse is well transmitted and high in the metallic
phase.

AFI phase to the PM phase with a laser pump pulse [110] or an electric pulse [31].
The induced transition is shown to be thermally induced because the incubation
time is slow. This transition is accompanied by a symmetry breaking therefore it
can not be considered as a pure Mott transition. To my knowledge, there has been
no report trying to photoinduce a Mott insulator from a correlated metal where
no symmetry breaking is seen.

The V2O3 samples were cut from high quality single crystals from Purdue Uni-
versity and were oriented using Laue di↵raction in order to have the (110) direction
in the hexagonal notation perpendicular to the surface.

(V1�xCrx)2O3 (x=0.011) goes through the Mott transition at around 230K. The
enthalpy of this transition is very small because there is no symmetry breaking [99],
therefore the energy needed to transit is also small. Fig.5.2 shows the equilibrium
THz transmission versus temperature. The hysteresis loop is clearly visible and
the transition is very abrupt because the sample is a monocrystal. In powders the
transition is smoother because di↵erent crystal domains have di↵erent transition
temperature [112].

Fig.5.3 shows the THz transmission when pumping the material. The black
triangles are the starting points at di↵erent temperatures in the PM phase where
the system was pumped. In order to verify the starting point of the measurements
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Fig. 5.2: The equilibrium THz transmission in the hysteresis cycle of (V1�xCrx)2O3

(x=0.011), red being the heating and blue the cooling.

we monitored the transmission at negative time delays. When the fluence was
increased the system transits to the PI phase. If the starting temperature is below
the hysteresis loop when the pump is turned o↵ the material transits back to
the metallic phase. However if the starting temperature is inside the hysteresis,
the system stays insulating and only transits back if the temperature is lowered
outside the hysteresis. The fluence needed to transit from metallic to insulator is
proportional to the distance between the starting temperature and the transition
temperature of the heating cycle. The transition can be incomplete if the fluence is
not high enough, these e↵ects are surely due to domain formation [112]. All these
transitions are due to heat accumulation from the 1 kHz pump: the sample does
not have time to evacuate the heat between two pulses. The grey area represents
the energy needed for the transition. No time-resolved signal was seen at any
temperature using fluences lower than the one used to transit completely. No
sign of a purely electronic photoinduced phase transition is seen starting in the
PM phase. The electronic bath is initially heated at extremely high temperature,
which would trigger the phase transition if the electrons were the motor of this
phase transition. The non observation of the purely electronic phase transition
shows that only heating the electron is not enough for the phase transition to be
triggered or that another phenomenon pushes the material in another direction,
such as the hardening. As we have seen in the previous chapter, when the laser
is turned on there is heat accumulation of 20 K for 5 mJ/cm2 plus a pulse to
pulse heat increase of 20 K. In order for the material to transit back to the lower
temperature state the accumulated heated state should be outside the hysteresis
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thus at 220 K. The pulse to pulse temperature increase should then be around
60 K for the material to transit back and forth. Using the observation of the
X-ray di↵raction, a 60 K pulse to pulse temperature increase is accompanied by a
60 K heat accumulation. Therefore the original temperature state should be 160
K, which lies in the AFI phase. Unfortunately bulk V2O3 breaks when passing
through the AFI transition. Thus the photoinduced phase transition with the
sample that retransits after each pulse is not possible with a 1 kHz laser system.
Moreover it was observed that the material takes about 1 s to transit back when
turning o↵ the pump laser. The solution to observe the photoinduced transition
with a time resolution is to perform the experiment at 1 Hz but the signal to noise
ratio of our experiment is too low to be able to do experiments at 1 Hz.

The time-resolved measurement in the PI phase were performed by varying the
pump delay while sitting on the peak of the THz pulse. We verified that the
loss function stayed flat at di↵erent delays. Fig.5.4 is the time-resolved change in
transmission of the (V1�xCrx)2O3 (x=0.011) at 300 K (PI phase). The change is
negative suggesting that the THz pulse is more reflected or absorbed after photo
excitation, thus suggesting a metallization of the material. At 0.5 mJ/cm2, the
first sharp peak is limited by the time resolution of our experiment (300 fs) and
is surely a pure electronic excitation. This feature is also seen in time-resolved
optical reflectivity [115]. The signal reaches a plateau with ⌧1=2.7 ps same as
for the 1.6 mJ/cm2 curve, which does not have a sharp first peak maybe because
of heat accumulation. The phonon hardening supposes that the V1-V4 distance
reduces therefore pushing the system towards a metallized state. The relaxation
with ⌧1=2.7 ps could be the result of the hardening e↵ect but unfortunately an
increase of temperature would produce the same e↵ect. An increase of temperature
also creates more free carriers near the Ferrmi level that can block the THz pulse.
In order to distinguish between an increase of temperature or a consequence of
the hardening, we probe the spectral function of the material using time-resolved
ARPES.

To my knowledge, all previous experiments photoinducing phase transitions
have been carried out on materials where the high temperature phase was a metal.
We have shown for the first time that a laser pulse is able to switch a metal
to an insulator. Although the mechanism of the switching is surely due to heat
accumulation from the kHz laser pump, using a single high fluence pulse would
enable the photo switching. As we have seen in the previous section the heated
state is already present at 1 ns. Therefore the photo switching should be faster
than 1 ns.
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Fig. 5.3: Negative time delay transmission of (V1�xCrx)2O3 (x=0.011) with a
pump laser. The black triangles show the initial transmission before pumping the
sample. The green circles are the transmission at negative delays. The arrows
indicate the e↵ect of the optical pump. The phase transition is triggered by the
accumulation of heat of the 1 kHz pump pulse. The fluence threshold is linear with
the distance from the starting point to the heated line of the phase transition.
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Fig. 5.4: Time-resolved variation of the transmission in (V1�xCrx)2O3 (x=0.011)
at 300 K (PI phase). The negative sign means that there are more free carriers
due to heat or a metallization. The first relaxation time could be related to the
phonon hardening seen with optical reflectivity.

5.2 Time-resolved ARPES study of V2O3

We now look at the measurements done with time-resolved ARPES, which
is the most direct method to probe the electronic structure. The entire phase
diagram was investigated at 200 K and 300 K. The probed points in the phase
diagram are represented in Fig.5.5. The aim of this study was to understand the
fast initial electronic response of V2O3 and the e↵ect of the phonon hardening on
the electronic structure. The comparison inside the same phase was carried out to
disentangle the temperature e↵ect from the phase specific response.

All the bulk samples were oriented along the hexagonal c direction and cleaved
in situ. The c direction was always kept towards the analyzer. The surface is
very robust to contamination and can last 2 days in a vacuum of 10�10 mbar.
Unfortunately the bulk material is very hard to cleave correctly and the surfaces
presented many defects. Multiphoton photoemission is amplified by surface de-
fects, thus preventing high fluence pumping. Most of the measurements were done
under 2 mJ/cm2 and no significant heat accumulation was seen since the pump
spot size is very small and the sample touched large parts of copper. The cross sec-
tion of V2O3 is very poor at 6.3 eV and the time-resolved signal very small. Very
long acquisition time were needed to acquire enough statistics. For the sake of
grasping the data quality, most of the spectra are presented without any smooth-
ing technique in order to allow the reader to make his own opinion on whether the
di↵erences seen are significant or not.
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Fig. 5.5: Phase diagram of V2O3. The di↵erent markers represent where the
measurements were done.

Fig.5.6 shows the spectra in the PI phase with the laser’s 6.3 eV photons for
di↵erent dopings as well as in the PM Phase. In the PI phase, all the spectra
are not identical and more surprisingly the 5.6% Cr doped has a smaller gap than
the 2.8 % Cr doped. The 5.6% Cr doped has a higher electric resistance than the
2.8% Cr doped [121]. The relation between the gap given by photoemission and
the electric resistance is not direct since in the AFI phase the gap becomes smaller
with Cr doping but the electric resistance increases [121, 129]. The dotted lines
are a guide to the eye to estimate the gap and to compare to the photoinduced
response of the system. In the PM phase, the lineshapes are fairly similar to the
spectra in [157] at low photon energies. At these low energies the quasiparticle
peak (QP), which the region between -1 eV and 0 eV of the PM spectrum, is weak.
The closer the Mott transition is to the observed point, the smaller the QP. The
1.1% Cr doped has a smaller QP peak than the pure sample at 290 K or at 205
K, this is consistent with the literature [129].

V2O3 photoemission spectra has been proven to be very sensitive to the photon
energy [127] because the bulk QP is weakened at the surface [157, 21]. The coor-
dination number changes at the surface which changes the local electronic density.
Only using high energy photons or low energy photons can the real bulk QP weight
be seen because at those energies the photoemission spectra are more bulk sensi-
tive. The photon dependence of the probed depth can be seen in Fig.3.16. Fig.5.7
shows the temperature dependence of the 2.8% Cr doped sample (PI phase) and
the pure sample (PM phase). In the PM phase the QP weight increases with
decreasing temperatures thus proving that the 6.3 eV probe is able to capture
information about the bulk properties of the material. In the PI phase, the tem-
perature increase fills states in the gap: this is consistent with the results from Mo
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Fig. 5.6: Photoemission spectra for di↵erent dopings in the PI and PM phase. The
dashed lines represent en estimation of the gap. PI phase spectra have clear gaps
whereas the PM spectra have some weight near the Fermi level.

et al. [128]. The temperature spectra di↵erences will be used to compare with the
photoinduced e↵ects.

Fig.5.8 shows the photoemission spectra for di↵erent delays in the PI phase and
PM phase at a fluence of 1.8 mJ/cm2. The di↵erences are very small therefore the
di↵erences between negative and positive delays are shown hereafter. A negative
delay was taken after each delay step to assure the correct normalization.

The di↵erences in the PI phase can be seen in Fig.5.9. The vertical cut between
-0.2 eV and 0 eV under the Fermi level shows a first peak that lasts less than 200
fs. The peak is asymmetric towards the positive delays suggesting that the time
resolution barely enables to resolve the electron relaxation. The system reaches a
plateau after 300 fs. The first excitation is also seen in optical reflectivity and THz
spectroscopy, which is attributed to a pure electronic excitation and it’s briefness
demonstrates an extremely strong electron-phonon coupling. The phonon energies
in the material are as high as 75 meV [188]. Since the electron-phonon coupling
depends on the frequency of the phonon squared [2], materials with high energy
phonons are more prone to very fast relaxation rates. The quasi steady state that
is reached after 300 fs is therefore a thermalized state where the lattice and the
electrons have the same temperature. In order to understand the nature of the
two characteristic time scales we compare the horizontal cut at 50 fs and 400 fs
with the temperature di↵erence.

The 50 fs delay spectrum has weight under and above the Fermi level, which are
in-gap states. In band insulator, in-gap states are impossible without a complete
collapse of the band gap. This seems to be very di↵erent in narrow band Mott
insulators. The upper part of the spectrum is flat supposing a non Fermi liquid
like behavior. A Fermi liquid has a tail that decreases exponentially. Therefore
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Fig. 5.8: Photoemission spectra for di↵erent delays in the PI and PM phase. In
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at 50 fs the system is in a purely out-of-equilibrium state where an electronic
temperature can not be defined. The 400 fs delay spectrum has no weight at the
Fermi level which confirms the thermalized hypothesis. In order to quantify the
change of the spectrum, the center of mass is calculated for the 50 fs delay, the
400 fs delay, and the temperature di↵erence of 65 K. All three spectra are the
di↵erence between a heated or a photoinduced state with the same negative delay
spectrum. The center of mass of the 50 fs spectra is -0.265 eV, for the 400 fs it is
-0.277 eV, and the temperature -0.344 eV. Therefore the changes seen are di↵erent
from a simple temperature increase. In order to confirm further more that the 400
fs spectrum is di↵erent from an equilibrium temperature increase, the spectra are
normalized to have the maximum di↵erence at the same level. Fig.5.10 shows the
photoemission spectra di↵erences for the 2.8% Cr and 5.6% Cr doped at 200 K.
There is a slight di↵erence near the Fermi energy for both dopings between the
equilibrium temperature di↵erence and the 400 fs delay. This di↵erence might be
induced by the phonon hardening phenomenon.

The same analysis can be done in the PM phase using the pure sample. Fig.5.11
shows the photoemission spectra di↵erences versus delay. Two vertical cuts can be
done, above and under the Fermi level. The time trace above the Fermi level tracks
the excited electrons and is very similar to the dynamics seen in the PI phase, with
an initial peak that relaxes to a thermalized state. On the other hand the time
trace under the Fermi level tracks the QP peak. There is an ultrafast melting of the
QP, which partly recovers after 100 fs. Afterwards it vanishes again and reaches
a plateau after 300 fs. This clearly indicates two distinct mechanisms of the QP
melting. One that arises when the system is in a completely out-of-equilibrium
state and another that is slower. The QP is very sensitive to the distance to
the Mott transition. Mo et al. showed that at 200 K the spectrum of the pure
sample has the highest QP peak compared to a Cr doped or Ti doped samples
[129]. The temperature also e↵ects the QP as seen in Fig.5.7. The comparison of
the spectra at 50 fs and 400 fs delay with the temperature shows a similar trend
as in the PI phase. The 50 fs spectrum has significantly more hot electrons than
the temperature di↵erence and these electrons also do not present any exponential
decrease in energy. The 400 fs does have an exponential decrease but still has
much more weight above the Fermi level than the temperature di↵erence. The
main question is whether these are long lived excited QP electrons or a change in
the spectral function.

We now compare the spectra inside the same phase. Only the 50 fs and the 400
fs spectra will be compared because all the time traces have the same dynamics
and no interesting information can be extracted from them. We have seen that the
equilibrium spectra inside the same phase are di↵erent. Therefore when comparing
the spectra, one has to keep in mind that the gaps and the QP are di↵erent. A
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Fig. 5.9: Photoemission spectra di↵erences versus delay in the PI phase. The
arrows represent the center of mass of the spectrum. In-gap states appear that are
di↵erent from an equilibrium temperature increase.
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Fig. 5.11: Photoemission spectra di↵erences versus delay in the PM phase. The
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Fig. 5.12: Photoemission spectra di↵erences for di↵erent dopings in the PI phase
for a delay of 50 fs and 400 fs. The photoinduced di↵erence are very similar to the
di↵erence during the phase transition for the 1.1% Cr doping.

comparison between di↵erent dopings of the occupied states is di�cult for that
reason. Fig.5.12 shows the spectra for the 50 fs delay and the 400 fs delay for
1.1% Cr, 2.8% Cr, and 5.6% Cr dopings in the PI phase. The dashed lines show
where the equilibrium gaps are. We notice that above the gaps all the spectra
have the same behavior suggesting a universal property in the PI phase. The 1.1%
Cr doped sample crosses the Mott transition with temperature. The equilibrium
di↵erence for the 1.1% Cr doped sample between the PI and the PM phase is
plotted above the 50 fs delay spectra. The photoinduced response of 1.1% Cr
doped sample and its equilibrium di↵erence are very similar, suggesting that the
photoinduced material in the PI phase is more metallic than at equilibrium. Of
course the hot electrons quantity does di↵er between the two spectra because of
its out-of-equilibrium distribution.

In the PM phase, the QP varies significantly therefore the loss of spectral weight
with the pump pulse di↵ers as seen in Fig.5.13. The 1.1% Cr, the pure compound
at 300 K, and at 200 K have more and more QP weight and lose proportionally.
At 400 fs delay the lineshape of the pure compound sprectrum at 200 K is di↵erent
from the 300 K spectrum maybe reflecting the presence of a more pronounce QP.
The behavior above the Fermi levels is very similar for the 3 points. The 50 fs
delay has a non Fermi liquid like trend and the 400 fs delay is more thermalized.

The fluence dependence was investigated to understand the nature of the changes
seen. The lineshape does not change with fluence at 50 fs nor at 400 fs as seen
in Fig.5.14. The other samples have similar behavior. To quantify better this
change we integrate the spectra di↵erences in the gap in the PI phase and above
the Fermi level in the PM phase. The integrated intensity change versus fluence is
plotted in Fig.5.15. The fluence range studied is fairly small since we are limited
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Fig. 5.13: Photoemission spectra di↵erences for di↵erent dopings in the PM phase
for a delay of 50 fs and 400 fs. The hot electron di↵erences are very similar for all
doping and temperature but the loss of QP is di↵erent, which can be explained by
the fact that the QP is di↵erent for all the di↵erent temperature and doping.

by the noise level in the low fluences and by the multiphoton e↵ects for higher
fluences. However the linear behavior is clearly visible. This indicates that for the
fluences used the system is in the linear regime. The fact that the lineshape stays
the same for all the fluences for 50 fs and 400 fs supposes a non Fermi liquid like
behavior even for the PM phase because an increase of temperature in a Fermi
liquid renders di↵erent lineshape where the maximum of the di↵erence is shifted
to higher energies when the temperature is increased. A linear mechanism could
be domain formation that are a↵ected by the pump pulse. Each domain could
have di↵erent transition threshold that is obtained with di↵erent fluences.

We have seen the fluence dependence of the hot electrons. Now we turn to the
fluence dependence of the QP loss in the PM phase. Fig.5.16 shows the integrated
loss under the Fermi energy for 300 K and 200 K for the pure compound. At
300 K the loss is linear and the 400 fs delay loses less weight than at 50 fs. It
is the opposite at 200 K, the 400 fs spectra loses more QP weight than for 50 fs.
Moreover the fluence dependence is non linear, which is challenging to interpreted
since the QP weight versus temperature is a non linear function as seen in Fig.5.7
or theoretically in [150]. The higher loss of QP weight at 400 fs than at 50 fs is
another proof of the two di↵erent mechanisms that occur at 50 fs and 400 fs as
illustrated in the time trace of Fig.5.11.

The 1.1% Cr doped sample has the same behavior as the other points in the
same phases whether it is in the PI phase or in the PM phase. When inside the
hysteresis, the sample also switched to insulator when the fluence was increased
similar to what was observed with THz spectroscopy with heat accumulation.
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Fig. 5.14: Fluence dependence of the photoemission spectrum di↵erence for 50 fs
and 400 fs delay. The di↵erences are perfectly linear with fluence in the PI phase.
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Fig. 5.15: Fluence dependence of the integrated photoemission di↵erence in the PI
and PM phase. The intensity was integrated in the estimated gap in the PI phase
and above the Fermi level for the PM phase. All the fluence dependences of the
hot electrons are linear with fluence.
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Fig. 5.16: Fluence dependence of the integrated photoemission di↵erence under
the Fermi level for the PM phase. The e↵ect on the QP is not linear with fluence
at 200 K.

Outside the hysteresis the switching was not observed because the fluence used in
tr-ARPES was too low. Nevertheless the time-resolved behavior was similar to the
pure compound suggesting that no purely electronic phase transition was seen.

We have proven that at 400 fs the spectra in the PI phase are di↵erent from
a thermal state. The question is how long does this non thermal state lasts. We
performed long time scans to observe the evolution of this state. Fig.5.17 and
Fig.5.18 show spectra for longer delays for the 2.8% Cr doped and the 5.6% Cr
doped samples. The time scans near -0.1 eV show a relaxation that is completely
finished after 2 ps. The spectra shift towards lower energies that are closer to
the equilibrium thermal di↵erence. Interestingly the intensity di↵erence does not
change after 500 fs but only the position. This supposes that the number of excited
electrons is constant. The time scans show two relaxation rates one is around 70 fs,
which corresponds to the relaxation of hot electrons while the other is longer. For
the 2.8% Cr doped sample the second timescale is 1.7 ps which is longer than the
observation of the phonon hardening. For the 5.6 % Cr doped sample the second
timescale is 370 fs, much shorter than for the 2.8% Cr doped. This discrepancy
might be due to the fact that the gaps are di↵erent. The smaller the gap the
faster the relaxation. These relaxations towards the equilibrium thermal spectra
is surely linked to the end of the phonon hardening e↵ect.

In this chapter we have seen that a photo switching to an insulator is possible
from a metallic phase. The mechanism involved is surely due to heat accumulation
but could be done using a single high fluence laser pulse. The time-resolved ARPES
proved a universal behavior of the material in the whole PI phase. During the first
100 fs, a complete out-of-equilibrium phase exists with in-gap states, which relax
to a thermalized state that is di↵erent from a temperature increase. The e↵ects
are linear in fluence. In the PM phase a similar dynamic exists: the QP presents
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Fig. 5.17: Photoemission spectra di↵erences for di↵erent delays for a 2.8% Cr
doped sample. Time scan integrated near -0.1 eV. The two relaxation times cor-
respond respectively to the relaxation of the hot electrons and to the relaxation of
the non-thermal state.
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Fig. 5.18: Photoemission spectra di↵erences for di↵erent delays for a 5.6% Cr
doped sample. Time scan integrated near -0.1 eV. The two relaxation are similar
to the 2.8% Cr doped sample
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an ultrafast melting that partly recovers and then disappears again. The melting
of the QP is non linear at 200 K but linear at 300 K. The hot electrons on the
other hand present a perfectly linear behavior. The non-thermal state lasts less
than 2 ps in the PI state thus giving a relaxation time for the phonon hardening
phenomenon. We will analyze the physical meaning of these observations in the
next chapter.

5.3 Time-resolved ARPES study of BaCo1�xNixS2

Time-resolved ARPES was carried out on BaCo1�xNixS2 for x=1 and x=0. The
dynamics of the two compounds were compared in order explore the di↵erence be-
tween the metal and the Mott insulating phases. This study is really a textbook
case, since the metal compound has rather small correlations and the Mott insu-
lator is very correlated. The correlation range investigated for this compound is
much larger than the correlation range investigated for V2O3. I will first present
the metal then the insulator.

Fig.5.19 shows the time-resolved measurements on BaNiS2 using a s polariza-
tion. The equilibrium spectrum is taken along the �M direction and is very similar
to the synchrotron band dispersion seen in Fig.1.13. The reciprocal region seen
using 6 eV photons is small. The broadening of the bands comes from the limited
energy resolution due to the Fourier limited laser pulse, which is about 60 meV.
Near the � point, BaNiS2 has two active bands, similar to V2O3.

In the time-resolved image, one can define two regions of interest: the valence
band V1 and the conduction band C1. These two regions are both dxz/dyz orbital.
The time trace of these regions are plotted in Fig.5.20. The two regions have
similar dynamics with a time constant of about 600 fs. The time traces have a
standard metallic behavior, which is typical of a Fermi liquid that cools down.
Compared to the metallic phase of V2O3, the dynamics are much slower. We
can use the two temperature model framework to understand the dynamic. The
Eliashberg coupling constant varies as the square of the phonon energy. Therefore
the slower dynamic can be explained by the less energetic phonons in BaNiS2 than
in V2O3. The phonon in V2O3 are as high at 75 meV whereas in BaNiS2 they are
as high as 45 meV [207]. Compared to the PM phase of V2O3, the hot electrons
do not present two time constants and no quasiparticle can be tracked in BaNiS2.
These di↵erences really show that BaNiS2 is much closer to a normal metal than
V2O3.

The Mott insulator BaCoS2 does not present any significant dispersion around
the � point. Therefore we integrate the spectrum between -0.1 and 0.1 Å�1.
Fig.5.21 shows the comparison between the laser spectra at 300 K and 120 K
and the spectrum at 140 K taken with Synchrotron radiation. The laser spectra
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Fig. 5.21: Photoemission spectra near � for BaCoS2 using laser and synchrotron.
Spectra for di↵erent delay times. The laser spectra are similar to the Synchrotron
spectra. The photoexcited spectra show in-gap states.

are larger due to the lower energy resolution of the pulsed laser ARPES. The
temperature di↵erence shows a spectral weight transfer from -0.4 eV to -0.8 eV
and more electrons near the Fermi level when raising the temperature. The spectra
at various delays show a spectral weight transfer from -0.8 eV to energies near the
Fermi level.

We now look at the di↵erences between the positive time delays and a negative
one. Fig.5.22 shows the time-resolved measurements on BaCoS2. The spectrum
at 50 fs has many hot electrons above the Fermi level whereas at 500 fs many
of those electrons have disappeared. Under -0.4 eV the spectra at 50 fs and 500
fs are very similar. The time-resolved spectra are completely di↵erent from the
equilibrium temperature di↵erence. Therefore the state created by the laser pulse
is a new out-of-equilibrium state that is not attainable at equilibrium. Similar
to V2O3, states are created in-gap pointing towards a collapse of the gap with
photoexcitation.

The time trace of Fig.5.22 at di↵erent energies show slower dynamics with
lower energies. The fastest dynamics are the hot electrons above 0.2 eV, that
relax with a time constant of 60 fs. The electrons between 0 and 0.2 eV have a
time constant of 225 fs, which is much faster than for the metallic compound. The
two temperature model can not be applied to this material since it is an insulator.
However the comparison with the metallic compound can be done in a qualitative
view. The phonon energy is the same as for the metallic compound therefore the
faster dynamics suggest a stronger electron-phonon coupling. The electrons that
are under the Fermi level are much slower and have a time constant of 1.4 ps, which
is even slower than the holes in metallic compound BaNiS2. This time constant
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can be compared to the non-thermal state seen in the PI phase of V2O3, which is
1.7 ps for the 2.8% Cr doping.

We have shown that BaNiS2 behaves like a normal metal di↵erent from the PM
phase of V2O3. However BaCoS2 has a behavior much closer to the PI phase of
V2O3: fast relaxation of the electrons above the Fermi energy, and in-gap states are
created, which is a non-thermal behavior. The faster dynamics above the Fermi
level of BaCoS2 compared to BaNiS2 suggest a stronger electron-phonon coupling
in the insulating compound.

The two Mott insulators, V2O3 and BaCoS2, point towards some common and
general trends of Mott insulators: fast relaxation of electrons above the Fermi
level, much slower electron dynamics under the Fermi level, and in-gap states are
created in a non-thermal manner. These specific behaviors will be discussed in the
next chapter.



Chapter 6
Discussion

Tracking the lattice and the electrons separately provides a fundamental in-
sight on the electron-phonon coupling. How does the lattice a↵ect the electronic
structure or vice versa? We have probed the lattice using time-resolved optical
reflectivity and time-resolved X-ray di↵raction. The electrons were probed us-
ing time-resolved THz spectroscopy and time-resolved ARPES. The experimental
observations are summarized in Fig.6.1 for V2O3.

During the first few hundreds ps a shock wave propagates through the sample.
The starting point of this shock wave could not be observed with tr-XRD, due
to insu�cient time resolution, but it most likely starts with the relaxation of
the electrons to the lattice at around 100 fs, which may be the beginning of an
acoustic wave related to the c/a deformation. After this shock wave the system
reaches a spatially homogeneous thermal state that corresponds to an increase of
temperature of 20 K for 5 mJ/cm2. On shorter time scales, a hardening of the
A1g phonon is seen. Its maximum happens when the pump propagation vector
is parallel to the c axis. This hardening is associated with the populating by the
pump pulse of the a1g orbital that is bonding, and reduces the V1-V4 distance.
The observation of the phonon only lasts for 1.5 ps because of the strong coherent
phonon damping. The X-ray di↵raction measurements have a resolution of 100 ps
therefore the lifetime of this structural hardening was not clearly identified but it
certainly lasts less than 1 ns. Since the electronic structure is very sensitive to the
trigonal distortion, the shortening of the V1-V4 distance would possibly have an
important impact on the electronic density of states.

The excited electrons in the PI phase and the PM phase have the same dynam-
ics. An out-of-equilibrium distribution is present during the first 200 fs and then
the electrons thermalize. In the PI phase, this is associated with in-gap states for
the first 200 fs and a state di↵erent from a purely heated state in the thermalized
time window. In the PM phase, the QP melts, partly recovers and remelts in the
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Fig. 6.1: Experimental observations in V2O3 using di↵erent pump-probe tech-
niques.

thermalized time window. The two meltings are di↵erent and are most likely the
result of two di↵erent mechanisms. The quantity of electrons above the Fermi level
is di↵erent in the thermalized region than for an equilibrium heated state. The
long dynamic of this non-thermal state was observed in the PI phase and suggests
a relaxation towards the equilibrium heated state after 2 ps.

When comparing the di↵erent experimental observations, a number of questions
arises. For the lattice, is the shock wave a consequence, a cause, or completely
independent from the phonon hardening? Does the similar dynamics in the PM
phase and PI phase correspond to the same physical phenomenon? What is the
origin of the first out-of-equilibrium electronic state? Is the phonon hardening
responsible for the non-thermal electronic state observed after 200 fs? Does the
crystal structure relax the same way as the electronic structure? The last question
concerns the linear or nonlinear fluence behavior of the excited states. I will try
to answer these questions one by one.

Because of the low time resolution of time-resolved X-ray di↵raction, the phonon
hardening was not observed directly. However the shock wave has its origins in
acoustic phonons that creates a quasishear wave as reported in [110, 114]. These
phonons are much slower than the optical A1g phonons. Our tr-Xrd results present
anomalous behavior which may be related to the lattice deformation associated
with the A1g phonon hardening. The pump laser only excites part of the sample,
thus creating a strain gradient that triggers the shock wave. Since the crystal is
anisotropic the acoustic phonons propagate di↵erently according to the crystal’s
directions [114, 115].

The dynamics of the PM phase and PI phase present many similarities and
they both can be described using the Hubbard model or the Hubbard-Holstein
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model. The origin of the observations are most likely due to the same physical
parameter change. Therefore a model has to be able to account for both the PI
and the PM phase using the same description. The parameters that can vary are
the electronic temperature Te, the lattice temperature TL, the Coulomb repulsion
with its screening Ueff , the bandwidth W, the electron-phonon coupling �, and
the orbital specific filling.

During the first 100 fs the lattice most likely has not moved therefore the
bandwidth can not have changed. The photoemission spectra before 100 fs are
very di↵erent from a heated equilibrium spectra thus indicating that a raise of Te

can not account for these changes. After the photoexcitation the average electron
energy has increased. However the energy distribution does not follow a Fermi-
Dirac distribution and therefore we can not define an electronic temperature. The
fluence independence of the lineshape confirms this. Experimentally in-gap states
are seen in the PI phase and a QP melting in the PM phase. In the PI phase there is
no dependence on the distance to the Mott transition nor to the crossover region.
The photoemission spectra di↵erences are very similar to the phase transition
between the PI and PM phase. A change of the Coulomb screening would lead to
a new Ueff and the changes should be more significant closer to the Mott transition
but this is not the case. The behavior is similar for the entire PI phase. Exciting
an electron creates a hole in the valence band thus enabling its neighbors to hop
to this site creating free carriers. Changing the filling of the valence band moves
it away from the half filled Hubbard model which leads to the collapse of the
gap in the PI phase and loss of coherence in the PM phase. The new state does
not correspond to any equilibrium points in the phase diagram since the phase
diagram is for the half filled bands. In V2O3, the excited electrons are excited to
the a1g orbital therefore there is a real change of the specific orbital filling of the eg

orbitals and the a1g orbital. This e↵ect should be general in all narrow band Mott
insulators with two bands, which is generally the case in most Mott insulators.
The same in-gap states are seen in VO2 and in TaS2 [200, 146]. On the opposite,
larger band gap insulators such as UO2 do not present a collapse of the gap since
the gap is much more robust and can be seen more as band insulator. Cuprates
present a change of the band filling, that is directly seen by a hole doping [152].
The laser excitation creates holes and therefore the transition is a filling controlled
phase transition as seen in Fig.1.3.

As seen in the PM phase the first state relaxes very fast and another state
appears after 300 fs. In both the PI phase and the PM phase, the electrons are
thermalized. However this thermalized state is di↵erent from a heated equilibrium
state, in the PI phase the di↵erence is shifted to higher energies and in the PM
phase electrons are still present above the Fermi level. The phonon hardening is
seen starting 200 fs, the c/a ratio is reduced. A reduction of the V1-V4 distance
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Fig. 6.2: Scheme of the proposed mechanisms happening after a photoexcitation.
The pump laser excites electrons from the eg orbitals to the bonding a1g orbital. At
short time delay the filling of the orbitals changes inducing a closure of the gap.
On longer timescales, the electrons in the bonding a1g orbital induce a phonon
hardening that increases the bandwidth of the system, thus inducing a non-thermal
state.

would increase the a1g orbital overlap between the two vanadium atoms thus in-
creasing the bandwidth. An increase of the bandwidth would induce a change of
the electronic structure by lowering the a1g and eg orbitals in energy. The DFT
calculations show this e↵ect, see supplementary material of [117]. The change in
the spectra seen in the PI phase and PM phase qualitatively agrees. We have
proven that populating bonding orbitals changes the lattice structure that induces
an electronic structure change. Fig.6.2 shows a scheme of the proposed mecha-
nism. The laser pulse excites electrons to the a1g orbital, which changes the specific
filling of the orbitals. My results indicate that the change of the filling makes the
gap collapse in the PI phase and induces a loss of coherence in the PM phase.
Afterwards the V1-V4 distance is reduced because of the populated a1g orbitals,
which increases the bandwidth hence changes the density of state, pushing the
material towards the PM phase.

The relaxation of the non thermal state seen using tr-ARPES takes about ⌧=1.7
ps whereas the relaxation time in the time-resolved THz spectroscopy is about
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⌧=2.7 ps. The main di↵erence between the THz and the tr-ARPES experiment is
the thickness probed. The surface might have a di↵erent relaxation time than the
bulk material: the strain are easier to relax at the surface. However the time con-
stants in both experiments are in the same order of magnitude. The experimental
changes seen in the photoemission spectra are very close to what is expected from
reducing the V1-V4 distance therefore a relaxation of this di↵erence should also
be accompanied by a relaxation of the lattice. Although the electronic structure
relaxation strongly suggests that the lattice has also relaxed, the experimental
observation of this relaxation has not yet been seen.

In the time-resolved ARPES experiments, the lineshape and the intensity dif-
ferences of the PI phase are linear with fluence. Although the linear intensity
behavior is expected, the lineshape linearity is more surprising. During the PI-PM
phase transition with temperature, metallic domains are formed inside an insu-
lating matrix [113]. Similarly, the filling can vary spatially and causes electronic
domains to form since the photons are absorbed locally. In the PI phase, the num-
ber of domains is linear with fluence. In the PM phase, the electrons above the
Fermi energy are also linear, while the QP melting is non linear. This non linearity
of the melting of the QP is surely linked to the coherence length of the a1g and the
eg orbitals. Further investigation are needed to understand the dynamics of the
coherence lengths of the a1g and the eg orbitals versus temperature and fluence.

The comparison of the PI phase of V2O3 and BaCoS2 have pointed out a few
general trends of Mott insulators:
- Fast relaxation of electrons above the Fermi level
- In-gap states are created
- Non-thermal states lasting a few picoseconds
- Fluence linearity
BaCoS2 and V2O3 have two bands near the Fermi energy, with a gap that is
formed between two di↵erent orbitals. Therefore the valence and the conduction
bands have two di↵erent orbital characters. The pump pulse excites electrons from
one orbital to another thus changes the orbital specific filling. Since the electron-
phonon coupling in these materials is very strong, populating a bonding or an
antibonding orbital can change the lattice structure, as seen in V2O3. The lattice
change stabilizes the new electronic structure by lowering under the Fermi level
the energy of the newly occupied orbital. The electrons above the Fermi level relax
quickly while the electrons in the newly occupied state take a few picoseconds to
relax. The second relaxation time is surely due to the lattice relaxation. The
fluence linearity points towards local change of the filling.

A recent theoretical calculation using time-dependent Gutzwiller approximation
in a two band Hubbard model has found that populating the higher orbital leads
to a gap-collapse [169]. Their model shows that a quasi-stable state arises after
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photoexcitation, which is very similar to what we have observed. However the
model used does not have any relaxation pathways nor a coupling to the lattice
structure, therefore the stabilization of this non-thermal state is not discussed.
Nevertheless this model is very promising for future development and agrees well
with the experimental observation.



Conclusions and outlook

In this thesis I have used ultrafast time-resolved experiments to investigate
the electronic response of Mott materials, V2O3 and BaCo1�xNixS2. The whole
phase diagram was explored to distinguish the phase specificity from the thermal
response. Before the reaction of the lattice, the photoexcitation changes the orbital
specific filling creating in-gap states in the PI phase. The hot electrons relax in
less than 200 fs because of the strong electron-phonon coupling. However a non-
thermal state survives for a few picosecond.

Combining time-resolved optical reflectivity, time-resolved X-ray di↵raction,
time-resolved Thz spectroscopy, and time-resolved ARPES we were able to disen-
tangle the lattice and the electronic response of the prototype Mott material V2O3.
The excitation of the electrons in the empty a1g bonding orbital leads to a sti↵en-
ing of the bonds that results in a phonon hardening. The e↵ect of this hardening
is seen on the electronic structure, which has more states near the Fermi level dif-
ferent from a heated state. The non-thermal state relaxes towards a the thermal
state in about 2 ps. On longer timescales, a shock wave propagates through the
sample and after 300 ps the sample is in an equilibrium heated state. The heated
state can be used to photoinduce an insulator from a metal when using the 1.1%
Cr doped sample as seen using THz spectroscopy.

Comparing the excited electronic structure of V2O3 and BaCoS2, we have been
able to identify the key out-of-equilibrium properties of Mott insulators: in-gap
states are created that are di↵erent from a thermal state, the electrons above the
Fermi level relax in less than 200 fs, and the non-thermal states are stable for a few
picoseconds. These properties are surely due to the two di↵erent orbitals present
near the Fermi level. The photoexcitation changes the specific orbital filling thus
the material can not be compared to any point on the equilibrium phase diagram,
which is constructed for a certain filling of the bands. The non-thermal state is
stabilized by the structure in the case of V2O3.

In the case of V2O3, the rather unusual fact that the empty orbital is bonding



116 Conclusions and outlook

leads to a non-thermal lattice modification that in turn changes the electronic
structure. This is the perfect example of the complexity of the electron-phonon
interplay in strongly correlated materials. In quasi steady states, the electronic
structure can not be modified without a lattice change and vice versa. These
findings could be fairly general since most Mott insulators have two bands near
the Fermi energy. The higher energy orbital can be populated by photoexcitation,
which might lead to a structural distortion if the orbital has a di↵erent bonding
strength than the lower orbital. Consequently, the structural distortion stabilizes
a non-thermal state, evacuating the electrons above the Fermi energy and leaving
only in-gap states.

This work has greatly benefited from the technological advances in time-resolved
techniques. The advent of stable femtosecond laser systems has enabled more
complex measurements to be carried out: such as time-resolved ARPES, X-ray
di↵raction, and THz spectroscopy. As the domain of time-resolved measurements
matures, the techniques become more and more stable and smaller e↵ects can be
analyzed. The comprehension of physics of ultrafast phenomena has also evolved:
turning away from the two temperature model, developing more microscopic mod-
els, and coherently pumping certain optical transition.

The domain of time-resolved femtosecond phenomena is fairly young therefore
many studies have still to be performed. The time-resolved lattice and electronic
structure should be investigated in other Mott insulators in order to understand
whether the in-gap states are accompanied by a lattice distortion. In order to get
the complete picture of the electron-lattice interplay in V2O3, a high resolution
time-resolved X-ray di↵raction experiment should be performed for the di↵erent
crystal directions and phases. The precise c/a ratio variation could then be com-
pared to the theoretical values computed with LDA. The lifetime of this structural
change could then be compared to the electronic changes seen. This experiment
should be done using a time resolution better than the phonon frequency thus only
at a free electron laser could this experiment be conducted. The same should be
done for BaCoS2.

Time-resolved ARPES experiments should also be performed using XUV pho-
tons to probe the e↵ective Coulomb repulsion by following the lower Hubbard
band. Since the filling of the band changes during the first 100 fs, the Coulomb
screening should also be a↵ected. The high Harmonic could also be used to pump
at higher fluences in order to see the possible non linear responses. A single pump
laser shot could also be performed on the 1.1% Cr doped sample to see if a single
pulse can trigger the metal to insulator transition as seen with heat accumulation
in chapter 5.

Our work shows the importance of selective excitation, where the optical transi-
tion changes the filling of specific orbitals and hence their bonding strength. These
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selective excitation lead the pathway for ultrafast control of the conductivity of
materials. The pump wavelength and polarization can be tuned to populate a
specific orbital that can act on the lattice in order to push the material towards a
conducting or insulating phase. These wavelength can be either above or under the
band gap. The other solution is to act directly on the lattice by exciting specific
phonons using THz pulses. These studies will have to be done combining X-rays
and ARPES in order to really disentangle the lattice and the electronic behavior.
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