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Everybody is a genius. But if you judge a fish by its ability to climb a tree, it will
live its whole life believing that it is stupid.

ALBERT EINSTEIN
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Résumé

A présent, les bâtiments résidentiels et commerciaux sont en phase de de-
venir le secteur le plus consommateur d’énergie dans de nombreux pays,
comme par exemple en France. Diverses recherches ont été menées de ma-
nière à réduire la consommation énergétiques des bâtiments et augmenter
leur confort thermique. Parmi tous les différentes approches, la technolo-
gie du stockage de chaleur latent se distingue par une très bonne capacité
à stocker la chaleur afin de réduire les écarts entre la disponibilité et la
demande d’énergie.

Dans le cadre de l’un de nos projets, nous avons l’intention d’intégrer
au design des murs des bâtiments un type de brique transparente remplie
de matériaux à changement de phase (MCP). Les MCP à l’intérieur de la
brique sont soumis à des changements de phase liquide-solide. Cette thèse
s’attaque à la problématique du processus de fusion au sein de la brique.

Au cours de cette thèse, une méthode expérimentale non-intrusive a
été développée afin d’améliorer les techniques expérimentales existantes.
La vélocimétrie des images des particules (VIP) et la fluorescence induite
par laser (FIL) ont été couplées pour étudier la convection naturelle et la
distribution de la température. Puisqu’aucun thermocouple n’a été inséré
au sein de la brique, le processus de la fusion a été considéré sans perturba-
tion. Les résultats montrent que cette conception expérimentale a un ave-
nir prometteur, même si elle reste à améliorer. Par la suite, nous présentons
deux simulations numériques. Ces simulations se fondent sur la méthode
de Boltzmann sur réseau à temps de relaxation multiple (LBM MRT), em-
ployée pour résoudre le champ de vitesse, et sur la méthode de différences
finies, pour obtenir la distribution de la température. La méthode d’en-
thalpie a quant à elle été utilisée pour simuler le changement de phase. Les
simulations en deux dimensions et trois dimensions ont toutes deux été
réalisées avec succès. Point important, ces simulations numériques ont été
développées en langage C pour tourner spécifiquement sur un processeur
graphique (GPU), afin d’augmenter l’efficacité de la simulation en profitant
de la capacité de calcul d’un GPU. Les résultats des simulations concordent
bien avec les résultats de nos expériences et avec les résultats analytiques
publiés.

Mots-clefs : changement de phase, fusion, convection naturelle, détermi-
nation de l’interface des phases, méthode enthalpique, matériaux à chan-
gement de phase (MCP), stockage de chaleur latent, méthode Boltzmann
sur réseau, calculs avec haute performance, processeur graphique (GPU),
économie d’énergie dans les bâtiments.
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Abstract

The domestic and commercial buildings are currently becoming the
major sector that consumes the biggest share of the energy in many coun-
tries, for example in France. Various researches have been carried out in
order to reduce the energy consumption and increase the thermal com-
fort of builds. Among all the possible approaches, the latent heat storage
technology distinguishes itself because of its excellent heat storage ability
which can be used to efficiently reduce the discrepancy between the energy
consumption and supply.

In one of our project, we intend to integrate a type of transparent brick
filled with phase change material (PCM) into the buildings’ wall design.
The PCM inside the brick undergoes the solid-liquid phase change. This
dissertation addresses the important issues of the melting process inside
the brick.

In this dissertation, a non-intrusive experimental method was propo-
sed to improve the existing experiment technique. The particle image velo-
cimetry (PIV) and the laser-induced fluorescence (LIF) were coupled to in-
vestigate the natural convection and the temperature distribution. Because
there was no thermocouple installed inside the brick, the melting process
was thus considered to be less impacted. The results showed that this ex-
perimental design has a promising future, yet still needs to be improved.

Two sets of efficient numerical simulations were also presented in this
dissertation. The simulations were based on the thermal lattice Boltzmann
method (TLBM), where the natural convection got solved by the LBM and
the temperature equation was solved by the finite difference scheme. The
enthalpy method was employed to simulate the phase change. Both the
2-dimensional and 3-dimensional configurations were successfully simu-
lated. Moreover, the simulation programs were specifically developed -
using the C language - to be run on the graphic processing unit (GPU), in
order to increase the simulation efficiency. The simulation results demons-
trated a good agreement with our experimental results and the published
analytical results.

Keywords : phase change, melting, natural convection, phase interface
determination, enthalpy method, phase change material (PCM), latent heat
storage, lattice Boltzmann method, high performance computing, graphics
processing unit (GPU), building energy saving
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Nomenclature

Symbol Description Unit/definition

General symbols

eα LB velocity
u macroscopic velocity m/s
Cp specific heat J/(kg · ◦C)
k conductivity W/(m · ◦C)
l liquid fraction %
t physical time s
T temperature ◦C
H height of the PCM container
L width of the PCM container or latent heat content
LX, LY, LZ the lattice dimension of calculation domain
fα distribution function
f eq
α Maxwell distribution function

ωα weight coefficient of Maxwell distribution

Greek letters

α thermal diffusivity m2/s
δx discretized space
δt discretized time
ν viscosity m2/s
β thermal expansion coefficient K−1

λ latent heat J/kg
ρ density kg/m3

ξ molecule velocity
τ relaxation time of LBGK or dimensionless time (FoSte)
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XII

Dimensionless numbers

Fo Fourier number
αt
H2

Nu Nusselt number
hH
k

Pr Prandtl number
ν

α

Ra Rayleigh number
gβ∆TH3

να

Ste Stefan number
cp∆T

Lh

Superscript and Subscript

∗ dimensionless value
LB lattice values
x, y, z coordinates on x, y, z axes
α index of discrete value in LBM
w west wall
e east wall
s south wall or solid phase
n north wall
f front wall or melting
b back wall
l liquid phase
init initial condition
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Preface

Background

WE can never emphasize more the crucial role played by energy in
the sustainability of our human society nowadays than whenever

before. This assertion attributes to two reasons. First, in the past decades,
the biggest share of energy we used was from coal, natural gas and raw oil,
known as fossil fuels. Notwithstanding until today we still count on them,
the fact we must face is that these fossil fuels are going to an end. Second,
the large utilization of traditional fossil energy has imposed huge impacts
on our environment, such as notorious CO2 emission as well as the other
sulfides.

Consequently, more and more researchers around the world are en-
gaging themselves in finding new ways to get clean renewable sustain-
able energy. Solar energy is undoubtedly one of the most attractive energy
sources. It is available almost all the time, zero cost, no negative impacts on
the environment. Basically, photoelectric and photothermal are two con-
version methods to utilize solar energy. The main characteristic of solar
energy is its time depending availability, which means only available in
daytime and sunny hours. However, our needs for energy do not vary
according to this. As a result, it needs an efficient heat storage way to col-
lect the relatively abundant solar heat during the sunny daytime and use
it later, for example, in the night.

Except for this significant application of heat storage technology from
sustainable perspective, there exist plenty of other domains which also
have something to do with heat storage technology in order to achieve
their own purposes. Here illustrate two applications:

Electricity consumption varies between days and nights. The quotid-
ian required electricity load for household changes based on the needs for
maintaining the temperature inside a flat as well as cooking. This require-
ment exaggerates especially at those places with notable temperature fluc-
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Preface/Preface

tuation between day and night, as well as at those with extreme hot or
cold environment. By contract, during midnight the requirement for elec-
tricity becomes fable and the electricity price is also lower. The existence
of this peak need for electricity asks for a better design of electricity gen-
eration plants and electrical distribution network, which absolutely will
increase the cost of power plants. Besides, the end-users also need to de-
crease their expenses on electricity. Those two basic requirements invoke
the latent thermal energy storage which is an excellent way to partially
transfer peak-load to another time period. For example, if we just take the
big cities around the world into account, this thermal energy storage im-
plementation could shift 200 to 300 MW every ten years for each of them.

Another phenomenon arises recent years is the so-called cloud calcu-
lation in information domain. The fundamental infrastructure is located
at lieu named data centres (most famous as Google, Facebook, Apple and
Amazon). It has been announced that those data centres might be a huge
black hole for energy especially for electricity. Beyond this, they all waste a
great deal of energy in the form of wast heat mainly from the electronic de-
vices. The heat storage technology can be used to store the waste heat then
be took elsewhere and discharge this amount heat energy, such as heating
up the flats.

Since the heat storage can be so versatile, there is no reason not to have
a deeper understanding about it, such as its realization forms, material
types, heat transfer peculiarities and sustainability etc.

Organization of this thesis
This thesis focuses on the latent heat storage, i.e. heat transfer process

with solid-liquid phase change. In order to make this study self-contained,
both experimental and numerical simulation are employed. Following a
general introduction and bibliography study in chapter 1, chapter 2 dis-
cusses the experimental part, a new experimental design will be proposed;
chapter 3 and chapter 4 depict the numerical simulation, the melting pro-
cess was calculated by thermal LBM method in both two and three dimen-
sions. The solver is designed to run on a graphic process unit (GPU) to
gain higher efficiency. This thesis finishes with the general conclusion and
outlook.
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Chapter 1
General Introduction

1.1 Energy and climate
The world’s overall industrialization process and humans’ increasing

needs for better living conditions threaten the stability and reliability of
the current energy structure. In addition to the conventional fossil fuels,
known as coal, natural gas and crude oil, new energy sources have arisen,
such as nuclear, biomass, wind or solar. What’s more, those unconven-
tional energy sources are becoming more and more significant in the con-
sideration of their environment friendly traits and sustainability.

In 1999, the total amount of energy consumed all over the world was
1.09× 1014 kWh (9.34× 109 tonne of oil equivalent), of which different forms
accounted for: petroleum 4.34× 1013 kWh, natural gas 2.53× 1013 kWh,
coal 2.46× 1013 kWh, nuclear 7.32× 1012 kWh, other energy (including re-
newable energy, hydro, geothermal, solar energy and wind energy) 8.67× 1012 kWh
[1]. The world population in 1999 hit 6 billion, therefore the energy con-
sumption per capita in 1999 was around 1.82× 104 kWh (about 1.56 tonne
of oil equivalent), As a comparison the energy for sustaining basic human
body need is 1.4× 104 kJ/year (about 3.33× 10−4 tonne of oil equivalent).

In 2012, the world energy consumption was shown in table 1.1 [2]. The
primary energy consumption reaches 12476.6 million tonne of oil equiva-
lent, which is 33.6 % higher than that in 1999. At the same time, the renew-
able and hydro energy consumption rises 43.8 % from 1999 to 2012, that is
to say faster than the total primary energy consumption growth rate. We
can see from the Figure 1.1 that the major countries/regions in the world,
the fossil fuels consistently account for more than 80 % of the total energy
consumption, France being a slight exception with less than 55 %.
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Figure 1.1 – Percentages of different energy types in the total energy con-
sumed in 2012

The total energy is roughly consumed by three major sectors, domestic
and commercial buildings, industries, and transportation. Since housings
require more and more energy to satisfy people’s needs for thermal com-
fort, out of the the three means, domestic and commercial buildings are
becoming one of the sector that consumes the most energy, especially in
developed countries. For example, in 2008 the residential buildings con-
sumed between 39.3% to 42.5% of the total energy consumed in France [3],
and 34.17% in Unite States [1]. The detailed energy consumption shares in
France are shown in table Table 1.2.

Table 1.2 – The energy consumed by different domains (France, 2008) [3]

Agriculture Buildings Industry Metallurgy Transportation Others
(excluding metallurgy)

2.9% 39.3% 16.6% 3.8% 28.0% 9.4%

As mentioned before, the traditional fossil fuels are still massively em-
ployed. Unfortunately causes severer environmental problems. The vast
amount of carbon dioxide gas and other green house gasses released into
the atmosphere, results in climate changing, unnatural heat waves and pre-
cipitations, sea level rising and the deterioration of ozone layer. What’s
more, the fossil fuels may still last for a couple of decades, but this period
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1. General Introduction/1.2. Energy storage

of time should not be taken for granted. Whether to preserve our planet or
to insure a reliable energy supply, we must took some measures to solve
this environmental and energy problem.

At present, the thermal energy storage technologies are widely proven
as an effectively way to alleviate the dependency on convectional fossil fu-
els and as well as to increase the energy usage efficiency in the same time.
In the next sections, we will give a detailed introduction about all the as-
pects of energy storage, focusing on thermal energy storage technologies,
from the classification of different heat storage ways, phase change mate-
rials to their applications and so on.

1.2 Energy storage
The concept of energy storage has existed for long time, but the past

recent years have seen an increasing attention being given to the subject.
The principal purpose of energy storage is to enhance the energy utiliza-
tions’ efficiency. It stores energy in one form or another at one time; so that
the stored energy can be later withdrew for a particular need. As can be
seen, this approach successfully separates the energy supply and the need.
In reality, energy availability and demand rarely concur: solar energy is
not available during the nights, wind energy is intermittent over the year.
Besides, as the two examples mentioned above testified, it is in general
more critical for renewable energy sources to decrease the discrepancy of
availability and demand. The energy storage technologies thus are quite
an essential topic in the research domain of the alternative energy.

Apart from the advantages aforementioned, energy storage has extra
merits, such as [4]: reducing energy cost and consumption; reducing en-
ergy system initial and maintenance cost; reducing equipment size and
increasing its operation flexibility; reducing green house gasses; and, last
but not least, decreasing the usage of convectional fossil fuels.

The energy demand in either industrial or domestic sectors vary with
time. The energy suppliers have then to meet this demand. Generally
speaking, there are two ways to achieve this: either by devising a more
flexible energy supply system which adjusts according to the energy de-
mand, or by finding a method to absorb the peak demand. From the eco-
nomic point of view, devising a more complex and adaptable system re-
quires more investment and maintenance. Energy storage, on the contrary,
requires less investment.

In addition to the potential applications in the energy supply-demand
industry, energy storage also exhibits its versatility in other domains. For
commercial and residential buildings, energy storage can be used as an
alternative to air-conditioning, significantly reducing the electricity con-
sumption and alleviating the imbalance between the need and demand.
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1. General Introduction/1.2. Energy storage

Figure 1.2 – Classification of energy storage [4]

At the same time, energy storage technologies also can help reducing the
petroleum used for transportation as more and more cars and trucks will
be driven by batteries in the future.

All in all, energy storage is a promising technology for solving our cur-
rent problems regarding energy crisis, environmental deterioration. Its
highly adaptable applications scenarios make it essential to upgrade the
traditional fossil fuels utilization patterns; and as well to help developing
highly efficient approaches to alternative energy sources. In next section,
we summarize the classification and relevant applications of energy stor-
age.

1.2.1 Classification and applications

The energy storage process is simply based on energy charging, dis-
tributing and discharging on the end-user side. Depending on different re-
alization systems and mechanisms, the energy storage technologies spread
themselves into several distinct categories. Figure 1.2 shows the classifica-
tion of different energy storage approaches.

1.2.1.1 Mechanical energy storage

The fundamental principle is to store the energy in the form of mechan-
ical energy. Generally it includes the potential energy and kinetic energy.
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1. General Introduction/1.2. Energy storage

In some electricity generation plants, during the off-peak hours, the ex-
tra power can be used to pumped up water to a high positioned reservoir.
The electric energy is thus stored in the form of potential energy in the wa-
ter. When there is a rush demand for electricity, the water is released and
flows down trough a turbine to lower position and accordingly generates
electricity. This is a very simple application, but has been largely used in a
good deal of cases. The drawbacks are: 1. that the power plants must be lo-
cated where it it possible to pump up water; 2. that the energy storage has
low energy conversion rate, causing a large amount of energy to dissipate
during the conversion.

Another similar case is the compressed air storage technology. When
compressed by compressor, the air stores the energy with high pressure.
Later, the compressed air can then release this part of energy by driving a
gas turbine to generate electricity. To find the ideal containers to accommo-
date the pressed air is quite a critical work. Currently, the possible choices
are natural or man made caves under ground.

One of the cases that uses kinetic energy storage technology is the usage
of flywheels, which store the energy in rotating flywheels made of either
metals or other materials. The energy stored in flywheels is quantitatively
small. For instance 1 Wh of equivalent energy is equal to the energy pos-
sessed by a flywheel with mass of 1.8 kg at rotating velocity of 600 rpm. The
flywheels can be used to store energy for temporary use. The automobiles,
especially those in public transportation encounter a plenty of acceleration
and deceleration when close to each stop. Normally, the brakes are widely
used to decelerate. In this situation, a large amount of energy is wasted in
the form of heat. However, flywheel can be used to store the energy dur-
ing the deceleration process, and then release the energy when the engines
are fired for acceleration. This substitution can economize at lease 50% of
energy.

1.2.1.2 Chemical energy storage

The energy stored by chemical energy storage is obtained through re-
versible chemical reactions. The reactions used to store energy can be clas-
sified as thermochemical reactions and electrochemical reactions.

The thermochemical reactions which are suitable for energy storage
are in general endothermic reactions. Those reactions must produce some
types of output chemical products which are relatively physical stable and
easily separable as well. This concept is shown as:

A + B + Thermal Energy −⇀↽− C + D

When one reaction starts from left to right, it absorbs thermal energy in
and produce C and D. C and D should have relatively stable forms and
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could be easily separated. Thermal energy is stored after the reaction fin-
ished. When the reaction starts in the opposite direction, the thermal en-
ergy stored will therefore be released, which accomplishes the whole en-
ergy storage cycle.

Oxidation reactions of metals or their oxides such as aluminum and
potassium are good candidates [5]. Their reactions are expressed as:

2 Al2O3 + Heat −⇀↽− 4 Al + 3 O2

and

4 KO2 + Heat −⇀↽− 2 K2O + 3 O2

All of them can store massive amount of energy of the magnitude of MJ/kg.
The operation temperature is also relatively high, between 300 ◦C to 800 ◦C.

The applications of electrochemical reactions are well-known as batter-
ies. The typical value of energy conversion rate of a battery is between
70-80%, which is higher than the one of mechanical energy conversion.
Batteries are widely used in automotive industry, and have the potential to
be implemented into the renewable energy system such as wind or photo-
voltaic electricity generation. Nowadays, the major problems about bat-
teries development remain the high cost, relative short life cycles and low
unit energy capacity and energy density of the batteries.

1.2.1.3 Biological storage

The energy also can be stored in a biological system. Until now, there
are somewhat scarce results published about biological energy storage [6].
Its low conversion rate is most probably the main hindrance.

1.2.1.4 Magnetic storage

The magnetic storage technology is based on the superconducting phe-
nomenon [7]. Metals which have superconducting ability can have a large
electricity current circulating within them without big dissipation. This
is a very promising way to store electricity and transport it, since a large
amount of electricity power is lost during the long-distance transportation.
The key to trigger the superconducting phenomenon is to maintain a tem-
perature close to absolute zero, which requires complex system and main-
tenance. As a result, the high cost to implement large scale magnetic stor-
age remains the main problem to be solved.
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1.2.1.5 Thermal energy storage

In most situations, the energy is consumed in the form of energy flux,
namely energy current. Thermal energy is the ultimate energy form that is
widely used. Even for the electricity generation, heat is also used to gen-
erate high temperature and high pressure stream to drive the generator to
produce electricity. As a result, storing thermal energy is a highly efficient
and fundamental way to store energy. Thermal energy can be stored ei-
ther by rising the substance’s temperature or by changing the substances’
phase. According to the two different ways, thermal energy storage in-
cludes sensible heat storage (SHS) and latent heat storage (LHS). In addi-
tion, some researchers judge thermochemical energy storage as the third
way for thermal energy storage. However in this thesis, thermochemical
energy storage is categorized into the chemical energy storage.

Sensible heat storage

Theoretically, the sensible heat storage is realized by increasing the ma-
terials’ temperature. Its storage ability depends on the materials’ specific
heat capacities and temperature difference, see Eq. (1.1)

Qsen =
∫ T1

T0

mCp dT (1.1)

Where the T0, T1 refer to the initial temperature and final temperature re-
spectively. For same amount of mass(m) and same temperature difference
(∆T = T1 − T0), the whole quantity of heat stored is influenced only by
specific heat Cp. Normally, the specific heat capacity of different materi-
als is quite small, for example, the Cp of water is 4.2 kJ/kg ·K and rock’s
is1.0 kJ/kg ·K, paraffin RT58/RT60’s is even smaller, 0.9 kJ/kg ·K.

Rocks/sands and water are the most widely chosen storage media.
Based on different operation temperature ranges, the heat stored has dif-
ferent exergy quality, so the sensible heat storage has different applica-
tions [8]. For high temperature storage, sensible heat storage can be use
in many industrial activities, such as waste heat recovery in most power
plants and metallurgical factories. Low temperature heat storage has more
applications in domestic life, for example, solar heating, building heating
and cooling, and air-conditioning. The advantage of sensible heat storage
is its relative low cost and easy implementation. Besides in most cases, the
materials used to store sensible heat have high heat conductivity. While its
disadvantage is also prominent. Due to the low specific heat capacity of
the materials, the sensible heat storage systems are always giant in size, as
they encounters a large temperature fluctuation, and needs a better dura-
tion design.
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1. General Introduction/1.3. Latent heat storage

Latent heat storage

As contrast, latent heat storage is based on the phase change heat. When
phase change materials undergo melting, they absorb heat as fusion heat;
when phase change materials become solid, they release the latent heat.
The first advantage of latent heat storage is that , during phase change, the
operation temperature has a narrow fluctuation, and sometimes the oper-
ation temperature is even fixed; another advantage is that latent heat of
fusion of phase change materials is noticeable large. As a result, the la-
tent heat storage system achieves more compact sizes than its sensible heat
storage counterpart. However, its significant weakness is that most phase
change materials have lower heat conductivity. As a result, extra heat
transfer enhancement approaches need to be considered in order to get
better heat performance. The detailed introduction and literature review
about latent heat storage will appear in the following section (Sec. 1.3).

1.3 Latent heat storage
When taking latent heat storage into account, all the drawbacks of sen-

sible heat storage convert to the advantages of latent heat storage. Phase
change consists of solid-liquid phase change, liquid-gas phase change and
gas-solid phase change, called evaporation or condensation, solidification
or melting, sublimation or deposition respectively. Because of the existence
of gas phase, gas-liquid phase change and gas-solid phase change undergo
a considerable volume expansion, so they are not ideal ways for latent heat
storage. As a result, when we talk about latent heat storage in this thesis,
we are solely dealing with solidification and melting processes.

The materials used to store heat and at the same time encountering
solidification and melting are called phase change materials (PCMs). From
temperature T0 lower than its melting temperature Tf to final temperature
T1 > Tf , the heat stored by PCMs can be formulated as follow:

Qlat =Qsen,l +mλ + Qsen,s (1.2)

where the subindex l, s signify liquid phase and solid phase; Qsen and Qlat are
sensible heat and latent heat, respectively. λ is latent heat of fusion.

As we can see from the equation aforementioned, contrasted with sen-
sible heat storage, the latent heat of PCM is generally very large, for in-
stance, the latent heat of fusion of a typical PCM n-octadecane(C18H38) is
125 kJ/kg. To store Q kJ heat under temperature gradient ∆T = 10 ◦C, for
n-octadecane, the mass needed without melting is about 11 times more
than in the process with melting. Thus, in order to store the same quan-
tity of heat, latent heat storage requires lesser amount of material. Further-
more, many kinds of PCM’s have a relatively negligible fusion temperature
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1. General Introduction/1.3. Latent heat storage

fluctuation range, sometimes even isothermal. It means that heat transfer
during the solidification and melting can progress under a high and sta-
ble temperature gradient, and consequently, maintains a high heat transfer
rate.

In the next sections, we will talk about the main aspects of solid-liquid
latent heat storage.

1.3.1 Phase change materials

1.3.1.1 General requirements

Phase change materials (PCMs) are considered as critical element in or-
der to fulfil the latent heat storage process. The phase change materials’
properties required for thermal energy storage vary according to applica-
tion cases. However, there are a number of basic criteria that can be taken
into consideration in order to select suitable substances as PCMs. Those
criteria include thermal, physical, kinetic and chemical properties. One
profound introduction about PCMs can be found in A. Abhat’s article [9].

From the aspect of thermal properties, the candidates should have:

/ high heat conductivity, which ensures high thermal performance;

/ reasonable phase change temperature, which is compatible with the
specific application;

/ high heat of fusion, which reduces the PCMs’ volume when storing
a given amount of heat.

From the viewpoint of kinetic properties, they should have excellent
nucleation ability and rate. This is a very critical index to judge the PCM’s
supercooling effect during solidification. When the ambient temperature
is lower than the fusion temperature, the PCM in the form of liquid will
encounter solidification. The initial stage of solidification is attributed to
nucleation. The nucleation generates small nucleus. Then the liquid PCM
in the vicinity of nucleus starts to aggregate around those nucleus, and fi-
nally, liquid becomes solid. However, PCMs that possess weak nucleation
ability would maintain liquid phase even when the ambient temperature is
lower than the fusion temperature. This phenomenon is called supercool-
ing which is not welcoming when selecting the suitable PCMs.

Furthermore, the favourable physical properties that the PCM candi-
dates should have are [10]:

/ nice phase equilibrium;

/ high density;

/ feeble volume change;

/ low vapour pressure;
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Inorganic 
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Figure 1.3 – The general classification of PCMs

and the favourable chemical properties are [10]:

/ long-term chemical stability;

/ absence of decay on the container materials;

/ absence of toxicity to humans;

/ not being combustible

Among those criteria, some need to be strictly observed, e.g. the chemi-
cal properties; and some are not extremely critical but can give better ther-
mal performance if satisfied, e.g. thermophysical properties.

The next subsection will depict the classification of PCMs.

1.3.1.2 Classification

Basically, the PCMs can be categorized in three major groups [10]: or-
ganic, inorganic and their mixtures (Figure 1.3).

In the category of organic PCMs, they can be subdivided into paraf-
fins and non-paraffins, the latter consisting of fatty acids and other non-
paraffins. Paraffins include mainly n-alkane, as well as some p-alkane,
naphthalene and aromatic. Among them the mostly utilized type as PCMs
is n-alkanes. Paraffins as PCM usually have chemically stable properties in
application temperature range, and are neither toxic nor corrosive; paraf-
fins also have considerably large latent heat of fusion, which can reduce the
geometric size of the containers. In addition, the melting process of paraf-
fins is congruent, has a fast nucleation rate and a very rare supercooling
phenomenon. The shortcomings are also prominent. The paraffins have
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relatively small heat conductivities, and smaller latent heat of fusion than
inorganic PCMs; they can also decay the plastic used as containers; and are
somewhat inflammable. Except for paraffins in the group of organic, the
fatty acids are very common non-paraffin PCMs. The fatty acids in gen-
eral have similar properties to paraffins but have a relatively higher latent
heat of fusion; they also cost more than paraffins and possess noticeable
corrosive ability.

The group of inorganic PCMs is composed of salt hydrates for the most
part. They are the combination of salts with water molecules. Salt hydrates
have high latent heat of fusion, higher heat conductivity than paraffins,
are less corrosive on plastic; and usually can be bought for a reasonably
low price. The drawbacks of salt hydrates is that they have supercooling
phenomena at the beginning of solidification, which can reduce the heat
performance; in addition, their melting process is not congruent, which
can prevent salt hydrates from solidification-fusion recycling.

Another type of inorganic PCMs are pure metallics with low fusion
temperature, for instance galium (Ga). The metallics have very distinct
properties from the other PCMs. They have very high latent heat of fu-
sion per unit mass and high density, as well as high heat conductivity and
low specific heat capacity. Those properties give metallics different phase
change phenomena which require more intense studies.

The third category, in a more strictly point of view, is derived from the
other two categories. In this third group, the PCMs are mixtures of dif-
ferent organic and/or inorganic substances. One special case occurs when
this mixture has a relatively unique lower melting temperature than any
of their ingredients. Consequently, this type of mixtures is called eutectic
system.

Some typical PCMs from the three different categories were shown
in Table 1.3.

1.3.1.3 Thermophysical properties

As in the previous section, the thermophysical properties of PCMs in-
clude heat conductivity, latent heat of fusion, specific heat capacity and
temperature of fusion. In order to perform either experiments or numeri-
cal simulations of phase change, it is of great importance to precisely obtain
the thermophysical properties. However, the relevant properties recorded
in the published references inevitably include some imprecisions and from
time to time even errors. Consequently, it is recommended to perform test
to obtain the thermophysical properties before the analysis a PCM phase
change system.

There is a couple of different methods that could be used to carry out
this measurement. For instance, differential thermal analysis (DTA) and
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Table 1.3 – A selection of PCMs

Inorganic Organic Eutectic
Water-ice
MgCl2 · 4 H2O
MgCl2 · 6 H2O
Mg(NO3)2 · 4 H2O
Zn(NO3)2 · 4 H2O
NaOH ·H2O
Na2CO4 · 10 H2O
CaBr2 · 6 H2O
FeCl3 · 6 H2O
FeCl3 · 2 H2O
NA2SIO3 · 4 H2O
Na2PO4 · 12 H2O
Gallium

Paraffin RT60/RT58
n-Octadecane
Acetic acid
Capric acid
Eladic acid
Lauric acid
Polyethelene glycol
Tristearin
Stearic acid
Phenol
Cetyl alcohol
Oxalate

Lauric-palmitic acid
LiF−CaF2 (80.5:19.5)
ZnCl2−KCL (0.319:0.681)
Bi−Cd−In eutectic
Bi−Pb−In
Bi−Pb−tin
Bi−Pb

differential scanning calorimetry (DSC). The DSC is largely employed. It
has two different configurations: power compensation DSC and heat flux
DSC. Generally, a DSC measures the difference in heat flow rate (common
unit: mW= mJ/s) between a sample (PCM) and inert reference (usually
Al2O3) as a function of time or temperature. The sample size of a DSC test
is very small, depending on the properties of the sample. For PCM, this
value is typically couple of milligram.

The heat flow signal (
dQ
dt

) measured by DSC is defined in Eq. 1.3, where

f (T, t) is the heat flow that is a function of time at an absolute temperature;
dT
dt is the heating rate and C is the sample heat capacity equal to "sample
specific heat Cp × sample weight".

dQ
dt

= C
dT
dt

+ f (T, t) (1.3)

The typical output of a heat flux DSC measurement is one/several heat
flow (mW/g) curve(s) as a function of temperature (◦C) at one/several
heating rate (◦C/min). From those curves, we can obtain latent heat of fu-
sion (the area between the curve peak and the phase change temperature);
the phase change temperature (the intersection between the tangent line of
the biggest slope and the base line), and the specific heat. A typical DSC
curve is illustrated in Figure 1.4.

1.3.2 Application of LHS on buildings

The principal motive behind the employment of PCMs during modern
building design is that the PCMs are able to increase the heat efficiency of
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Figure 1.4 – Typical DSC measurement output curves [11]

Figure 1.5 – Time lag φ and decrement factor f of the indoor temperature
as against the outdoor temperature [12]

modern buildings. One of the most important functions of buildings is to
provide an amiable ambient temperature for us. This amiable temperature
generally ranges from 18 ◦C to 28 ◦C . However, buildings’ inside temper-
ature is considerably impacted by the exterior circumstances, for instance,
the outside temperature, the wind speed, the solar radiation etc. The re-
lation between indoor and outdoor temperatures are shown in Figure 1.5,
from this figure we can find that the inside temperature fluctuates with the
outside ambient temperature but has "time lag φ" and "decrement factor
f " [12].

On a larger scale of time than that in Figure 1.5, e.g. one year, the ex-
terior and interior temperatures evolve as shown in Figure 1.6. When the
indoor temperature passes beyond the amiable temperature range, the ex-
tra heat load must be added or removed either by air-conditioning or by
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Figure 1.6 – The indoor and outdoor temperature evolutions [13]

heating system. Undoubtedly, the PCMs can be used to compensate this
extra heat load, and as a result, to attenuate interior temperature fluctua-
tion.

Furthermore, PCMs can also be used to economize expense by storing
heat generated by electrical heating system during winter night and then
release it in the daytime, since in many countries electricity price has an off-
peak price discount. In addition, in summer, PCMs can be used to absorb
the excessive solar radiation heat and maintain a bracing indoor ambience.

From the brief description above, it is clear that the PCMs have a funda-
mental role in optimization of buildings’ heat performance. Therefore, in
this section we are going to give an account of the main aspects of a viable
application of LHS - by means of PCMs - on buildings. It covers:

/ the possible ways to realize the PCMs implantation into buildings,
their advantages and disadvantages (sec. 1.3.2.1);

/ different application scenarios and their heat performances (sec. 1.3.2.2);

/ the attainable approaches to enhance heat performance (sec. 1.3.2.3);

1.3.2.1 PCM implantation

There exist many ways to implement the PCMs into buildings. One of
the elaborate review articles on the subject of the PCMs implementation in
building walls is given by Frédéric K. et al. [14]. However, we are going to
classify these incorporation approaches from a different point of view.

PCMs without their physical forms In this approach of incorporation, PCMs
lose their original physical forms and mix well with the building envelop
construction materials such as cement, concrete, gypsum and so on. This
method can be called direct method.
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The simplest direct incorporation is to mix the PCMs in liquid phase or
solid powder status with the natural porous materials during the fabrica-
tion process of building envelop, named as direct mixing approach. Feldman
D. et al.made a laboratory scale gypsum board with 21%-22% of commer-
cial butyl stearate. They announced that this new type of gypsum board
had comparable physico-mechanical properties with the tradition gypsum
board [15] but had ten-fold increase in capacity for storing and discharging
of heat. This method of incorporation does not add extra procedure to the
traditional building envelop fabrication process, and thus does not need
additional facilities. Notwithstanding, the leakage is the major imperfec-
tion [16].

Another direct incorporation method is characterized by its immersion
process. The idea is similar to the direct mixing approach, as the PCMs
are stored inside the pores of building materials. However, the incorpora-
tion process is not integrated into the normal fabrication process. Instead,
the traditional building materials are dealt with by being completely im-
mersed into liquid PCMs and until they get saturated with PCMs. After
this treatment, the PCMs can stay inside the porous materials. H. Kaasinen
studied the absorption of different PCMs into the porous building mate-
rials [17], and found that the porous wall-board and gypsum board filled
with PCMs had a considerable increment of heat capacity (Figure 1.7), and
that different types of PCMs can give different heat capacity augmenta-
tions (Figure 1.7a, Figure 1.7b). Regrettably, without post-treatment of the
building materials, such as coating, the leakage still exists.

The common defections of the two methods are that the PCMs leak and
that some PCMs have negative impacts on the mechanical characteristics
of building materials [18,19]. In order to get rid of this leakage trouble and
the interaction between PCMs with building matrix materials, the micro-
encapsulations of PCMs appear as an alternative.

With micro-encapsulation, the PCMs are encapsulated inside polymer
capsules before incorporated into the building materials. Because of the
enclosure of the capsule, the leakage disappears. Those micro-capsules are
incorporated into the building materials with the same process as the direct
mixing approach. From the SEM picture (Figure 1.8), we could see the
micro-capsules scatter homogeneously within a gypsum board and have a
diameter around several µm [19]. Besides, if made of the appropriate inert
materials as the capsule, the micro-encapsulation does not interact with
the building matrix materials. As a results, the micro-encapsulation PCM
materials have not only the same advantages as direct mixing approach, for
instant easy incorporation, but also its proper advantage, such as increased
heat transfer rate [19].

The three basic parameters of micro-encapsulation PCM power are the
mean diameter of the capsule, the thickness of the capsules’ shell and the
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(a) Carbonxylic acid as PCM

(b) Polyalcoholes acid as PCM

Figure 1.7 – The heat capacities of some building materials before and after
the incorporation of PCMs [17]
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Figure 1.8 – SEM image of PCM micro-capsules in gypsum plaster [19]

mass ratio of PCM as against the total mass. All of them can exert im-
pacts on the thermal performance and mechanical characteristics of micro-
encapsulation PCM powder. Yamagishi Y. et al. [20] studied the thermal
properties, rheological properties and the structural integrity of micro-encapsulation
PCM powder. They evaluated the micro-encapsulation PCM powder with
diameters ranging from 5µm to 1000µm; and discovered that the struc-
tural stability of the micro-encapsulation PCM powder had a dependence
on their diameters. In addition, the supercooling of micro-encapsulated
PCM induced by the size was detected through differential scanning calorime-
try (DSC). The supercooling is attributed to the lack of nucleating agent
when the size of micro-encapsulated PCM decreases. By adding 10.0 wt%
of 1-octadecanol as a nucleating agent, X.-X. Zhang announced that the
degree of supercooling of micro-encapsulated n-octadecane decreased ac-
cording to DSC experimental results [21].

In the past couple of years, apart from the previous direct incorpo-
ration methods, an innovative approach using shape-stabilized PCM has
become a hot research topic [16, 22, 23]. A shape-stabilized PCM is a mix-
ture of PCMs and supporting materials. The reported supporting materials
are high-density polyethylene (HDPE) [24] and styrene-butadiene-styrene
(SBS) [16]. The Figure 1.9 illustrates the shape-stabilized PCM and its micro
structure.

A well-fabricated shape-stabilized PCM can incorporate PCMs with a
mass proportion up to 80% and during the working cycles, there are no
leaking cases are reported yet. As a matter of fact, due to the high mass
proportion of PCM, shape-stabilized PCM’s thermophysical properties are
similar to the traditional PCMs. Consequently it inherits both the advan-
tages and disadvantages of traditional PCMs, such as low heat conductiv-
ity. However, published research papers reported that a suitable additive
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1. General Introduction/1.3. Latent heat storage

(a) A piece of shape-stabilized PCM [25] (b) SEM image [22]

Figure 1.9 – Shape-stabilized PCM

can increase this heat conductivity [26].

PCMs with their physical forms In this approaches, the PCMs do not need to
be mixed with neither building materials nor support materials. They are
filled into containers of variable geometrical shapes. Those filled contain-
ers are after embedded into building envelop. The common shapes of those
containers are rectangular and cylindrical. The containers’ materials are,
for example, PVC or metals.

Rectangular shape In general, this type of containers are used as a
panel. Together with other types of panels, they could be employed to
fabricate the building envelop, e.g. [27, 28]. A. Carbonari et al. [29] numer-
ically and experimentally tested this type building walls named as sand-
wich panels. They found this sandwich panels have a good heat perfor-
mance and can also facilitate the fabrication of building envelop. Kim
and Darkwa [30] evaluated another type of PCM multi-layer panels (Fig-
ure 1.10), and found that this panel could achieve 7% more phase change
process and 27% more latent heat than the PCM board from the direct mix-
ing approach. Weinlader [31] filled PCM in a double glazing and said this
type of windows had promising characteristics. This double glazing has
0.4 of light transmittances and 30% less heat loss in south oriented facades.

Cylindrical shape The PCMs are filled inside a cylindrical container
and then built inside the building envelops. Voelker et al. [32] filled PCM
into six tubes (63× 1000 mm) and put them under the ceiling of testing
room. Their results show that in summer the indoor peak temperature
decreased by at least 4 ◦C.
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1. General Introduction/1.3. Latent heat storage

Figure 1.10 – Direct mixing and laminated PCM board [30]

1.3.2.2 Different application scenarios

No matter which type of incorporation and where the PCMs are inte-
grated into building, their essential task is to charge and discharge energy
in the form of latent heat. Depending whether the process of LHS is driven
by electricity or not, the PCM applications on buildings are classified as the
positive system and the negative system.

1.3.2.2.1 The active heat storage system In the active systems, the phase change
latent heat storage is driven by electricity, including building heating and
cooling. Active systems are suitable to and mainly used to economize ex-
pense on electricity, because the electricity consumption varies over day
and night. In general, men consume less electricity during the night than
the day. As a result, in most countries and regions, floating electricity pric-
ing mechanisms are deployed, which means the electricity price adapts to
this consumption variation, cheaper in the off-peak time period.

1.3.2.2.1.1 Electric heating floors One application scenario of the ac-
tive system is floor heating in cold days. M. Amir [33] experimentally
estimated the heat performance of two types of electric heat floors, one
type being filled with water and another with n-octadecane. Two testing
cases were carried out, where heat was stored in the form of sensible heat
and latent heat. The results demonstrated that the concrete containing n-
octadecane had less volumetric size, higher heat mass capacity and could
attenuate the indoor temperature fluctuation more effectively than the con-
crete containing water. Farid and Chen [34] simulated the utilization of a
underfloor PCM layer combined with an electrical heating unit. The main
purpose was to evaluate the possible advantages of increasing the heat
mass of the building floor. The simulation results showed that after 8 hours
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1. General Introduction/1.3. Latent heat storage

preheated by electricity during the off-peak period, this 30 mm thick PCM
layer could continuously discharge heat and maintain the room tempera-
ture for the entire coming daytime. The author also asserted that this type
of underfloor application was also valid when applied to building walls or
ceilings. Lin et al. [35] used the shape-stabilized PCM board in an under-
floor heating system (Figure 1.11). The shape-stabilized PCM consisted of
75 wt ·% paraffin as a dispersed PCM and 25 wt ·% polyethylene as a sup-
porting material (Figure 1.9a). The paraffin’s phase transition temperature
is 52 ◦C and its latent heat of fusion is about 200 kJ/kg. Three conclusions
were drawn: 1. The system increased the indoor temperature without in-
creasing the temperature difference; 2. The temperature of the PCM plates
was kept at the phase transition temperature for a long period after the
heaters stopped working. More than half of the total electric heat energy
was shifted from the peak period to the off-peak period, which would pro-
vide significant economic benefits; 3. Small indoor temperature difference
along vertical direction appeared because the under-floor heating could
warm the indoor air uniformly. The heating system was comfortable and
energy-efficient.

Figure 1.11 – Schematic of electric floor heating system with shape-
stabilized PCM plates [35]

1.3.2.2.1.2 Air-conditioning ceiling On the contrary of electric heat-
ing system which is used in winter to store latent heat during electricity off-
peak time and discharge it over daytime (e.g. Figure 1.12), air-conditioning
ceilings are used mostly in regions where the climate temperature varies
significantly between day and night. During the day, the solar radiation is
stored inside of PCM incorporated in the ceiling in the form of latent heat;
during the night, the PCM is cooled down by, for example, fresh air venti-
lation propelled by electricity driven fans or by compression refrigerators.

M. Koschenz et al. [36] described a thermally activated ceiling panel
which included the compression refrigerators providing the necessary cool-
ing energy. It was demonstrated, by numerical simulations and labora-
tory tests, that a 5 mm layer of micro-encapsulated PCM (25% by weight)
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1. General Introduction/1.3. Latent heat storage

Figure 1.12 – Installation of ceiling panels in building interior as suspended
ceiling [36].

and gypsum suffices to maintain a comfortable room temperature in stan-
dard office buildings. The system’s features also make it ideal for use in
lightweight structures, the incorporation of additional thermal mass offer-
ing an efficient means of moderating temperature amplitudes in this type
of building. M. Jaworski [37] numerically and mathematically studied a
form of PCM ceiling panel made of gypsum and micro-encapsulated PCM.
Relevant experiments were performed to validate the numerical model.
Results confirms that these ceiling panels effectively decrease the air tem-
perature oscillation inside buildings.

1.3.2.2.2 The passive heat storage system The term passive means that, during
the heat storage process, the heat or cold sources are not from artificial
energy, e.g. electricity, but from the nature. Solar radiation is one of the
sources of greatest importance. Low temperature air during the summer
night also is an ideal source of coldness. In a passive system, there is no
commercial energy involved, making this type of system more attractive
than the other.

The roofs and walls, together with the windows, are the most impor-
tant parts that can absorb directly the solar radiation. Many successful
application cases published can be found.

1.3.2.2.2.1 PCM walls One of the most well-applied and well-known
passive system applications is Trombe wall (Figure 1.13). It consists in a
south-oriented masonry wall with a transparent glazing in front. The air
can flow through between the masonry wall and glazing thanks to the nat-
ural convection. The glazing let the solar radiation pass trough and be
finally absorbed by the masonry wall (except for the reflection) during the
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sunny days. When the wall temperature rises, it starts to emit heat to the
inside of the room. The traditional Trombe wall absorbs heat in the form of
sensible heat and discharges it by radiation. Due to their low specific heat
capacity, the Trombe walls are considerably bulky in size. Because of this
shortcoming, the researchers have begun to try utilizing PCM to enhance
the heat performance of Trombe walls. Because of the high latent heat of
fusion, the Trombe walls incorporated with PCM have small and reason-
able size but high heat efficiency. Ghoneim et al. [38] numerically inves-
tigated the use of PCMs as a collector-storage wall, an improved version
of Trombe wall. They concluded that using the PCMs may be a preferable
alternative to the use of sensible storage in a traditional Trombe wall (ma-
sonry or water as material) on the basis of volume, heat mass. The authors
also underlined the importance of appropriately selecting PCMs contain-
ers from the point of view of compatibility and durability. Gracia et al. [39]
experimentally tested a ventilated facade with micro-encapsulated PCM in
the air cavity (similar to the air gap between glazing and Trombe wall) of
a house-like cubic with size 2.4m× 2.4m× 5.1m. A reference experiment
was performed in parallel. Results show that the thermal performance of
the whole cubicle is improved by the use of this ventilated facade under
free floating conditions. While the indoor temperature of the reference cu-
bicle drops daily due to the outer temperature’s oscillations, the use of the
ventilated facade with PCM increases the temperature every day from 9 ◦C
to 18 ◦C under severe winter conditions. Chandra et al. [40] numerically
studied the time-dependent periodic heat transfer of a non-air-conditioned
building having a south-facing wall of phase-changing component mate-
rial (PCCM). Results show that a PCCM wall of small thickness is more
desirable than an ordinary masonry concrete wall for providing efficient
thermal energy storage and excellent thermal comfort in buildings.

Some published papers study the other types of wall boards than mod-
ified Trombe walls. Peippo et al. [41] used a numerical approach to find the
optimum phase transition temperature and thickness of a PCM wall. Their
results indicate that the optimum fusion temperature of PCM is about 1 to 3 ◦C
above the mean room temperature. According to this, in the typical cli-
mates of Helsinki, Finland and Madison, Wisconsin, the ideal candidate
PCMs would be fatty acid and their mixtures. Their simulation results
also show that the energy consumption of this PCM wall in the passive
system reduces by between 5% and 20%, depending on the real climate.
Feldman D. et al. [15] made a laboratory scale gypsum board with 21%-
22% of commercial butyl stearate. They announced that this new type of
PCM gypsum board had comparable physico-mechanical properties with
the tradition gypsum board but had tenfold increase in capacity for storage
and discharging of heat.

Athienitis et al. [42] studied the application of a gypsum wall board im-
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1. General Introduction/1.3. Latent heat storage

(a) A vented Trombe wall heats air con-
vectively as well as heating the space ra-
diatively

(b) Vents can be shut at night to keep the
convection loop moving the right direc-
tion.

Figure 1.13 – Trombe wall a

a. Source: http://sustainabilityworkshop.autodesk.com

pregnated with a PCM. An explicit finite difference model was developed
to simulate the transient heat transfer process in the walls. Experiments
were also carried out. Reasonable agreement between the simulation’s and
the experiment’s results was achieved. It was shown that the utilization of
PCM gypsum board in a passive solar building may reduce the maximum
room temperature by about 4 ◦C during the daytime and can reduce the
heating load at night significantly.

Oliver [43] studied the thermal behaviour of a new construction mate-
rial for building walls: gypsum board containing 45% by weight of phase
change materials (PCMs) reinforced with additives. The thermal storage
capacity of different construction materials with similar use and position
in buildings has been evaluated and compared. The results show that a
1.5 cm thick board of gypsum with PCMs stores 5 times the thermal energy
of a laminated gypsum board, and the same energy as a 12 cm thick brick
wall within the comfort temperature range (20−30 ◦C).

1.3.2.2.2.2 PCM windows and shutters The building walls are in
general light-opaque, we don’t need them to be light transparent. How-
ever, not like the walls, windows must provide two functions in a build-
ing: nice isolation of heat and high light transmittance. Since many kinds
of PCMs are highly transparent for visible part of solar radiation and at
same time absorb the infrared, the two desired functions can be effectively
achieved by double or triple glazing system with PCMs. In addition, this
type of glazing system has also been applied to the Trombe walls system.
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1. General Introduction/1.3. Latent heat storage

Figure 1.14 – Crystallisation process of S27 (upper part of the window). The
material solidifies in the shape of crystal needles which keep growing until
they draw through the whole container (picture sequence up to down) [31].

Weinlader et al. [31] carried out a set of experiments to evaluate a façade
panel with double glazing and PCMs filled in between (Figure 1.14). Light
transmittances in the range of 0.4 can be achieved. Compared to a double
glazing without PCM, a façade panel with PCM shows about 30% less heat
losses in south oriented façades. Solar heat gains are also reduced by about
50%.

In Goia et al.’s work [44], a prototype of a simple PCM glazing system
was proposed and its behaviour was compared with that of a conventional
reference double glazed unit. The thermal conditions of the indoor envi-
ronment have been considerable improved by this PCM glazing system. In
general, it has been observed that the higher the outdoor solar radiation,
the greater the benefits. Apart from an improvement in thermal comfort
conditions, the presence of a PCM in the façade could also positively influ-
ence visual comfort, as it may prevent glare.

Grynning et al.measured the performance of a commercially available
window that integrates PCM using a large scale climate simulator. The
glazing unit consists of a four-pane glazing with an integrated layer that
dynamically controls the solar transmittance (prismatic glass) in the outer
glazing cavity. The innermost cavity is filled with a PCM, contained in
transparent plastic containers. It was found that even for temperatures
similar to a warm day in Nordic climates, the potential latent heat storage
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capacity of the PCM was fully activated. However, lower melting point
temperatures for the PCM could be considered for cold climates in order
for a better utilization of the latent heat storage potential.

Another part of buildings always combined with windows are the shut-
ters. The shutters could be designed with PCM inside and placed outside
of the windows. Esam M. Alawadhi [45] investigated a window shutter
filled with PCM. This was a method for reducing the heat gain in build-
ings during the working hours. Results show that the melting temperature
of PCM should be close to the upper temperature limit of windows during
daytime. The quantity of PCM should be sufficient to absorb large quantity
of heat during the daytime, and PCM should be prevented from complete
melting during the working hours. Heat gain through windows can be
reduced by 23.29% when P116 PCM shutters are used with thickness of
0.03 m.

1.3.2.2.2.3 PCM roofs and ceilings Huann-Ming Chou [46] experi-
mentally and numerically studied a metal sheet roof utilizing phase change
materials to fit its thermal performance with the desired thermal comfort
in the indoor space. When 1 kg of PCM which had melting temperature
of 46.3 ◦C and latent heat capacity of 90 kJ/kg was used to cover 48% of
the roofing surface with ambient temperature 25 ◦C, the energy saving rate
reached 52.7% compared with the rate of 43.1% of the normal insulated
roof.

Jan Kosny [47] evaluated a type of roof made of roof-integrated PV
laminates, air cavities, dense fiberglass insulations with reflective foil fac-
ing, and PCM heat sink. Field-test data were collected between Novem-
ber 2009 and October 2010, and demonstrated that, during winter, without
the phase change contribution, the PV-PCM attic had a 30% reduction in
roof-generated heating loads compared to a conventional shingle attic. On
the other side, during the cooling season, the attic generated cooling loads
from the PV-PCM attic were about 55% lower than the shingle attic. In
addition, about 90% reductions of roof peak heat flux in daytime were ob-
served with the PV-PCM roof.

1.3.2.3 Heat performance enhancement

As mentioned in previous sections, the major hindrance to achieve very
high heat performance of PCMs is their low heat conductivity. In addition,
Cabeza et al. [48] concluded that while unloading a latent heat storage, the
solid-liquid interface moves away from the heat transfer surface and the
heat flux decreases due to the increasing thermal resistance of the growing
layer of the molten/solidified medium.
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One approach is to modify the LHS system structure to get higher heat
performance. Using fins, for instance, has been proven an effective way.
Velraj et al. [49] investigated the different heat transfer enhancement meth-
ods for the latent heat thermal storage system. The heat transfer enhance-
ments with fin configuration for storage tubes and with lessing rings in
storage tanks are appreciable, and these two methods are highly suitable
for solidification enhancements.

Another approach is to modify the PCM incorporation method into the
building envelop. For example, the laminated PCM board (Figure 1.10)
tested by Kim and Darkwa [30] has better heat performance than the direct
incorporated PCM board.

The last but not the least approach is to increase the PCMs’ own heat
conductivity. This can be achieved by adding high heat conductivity ad-
ditives. Ahmed Elgafy and Khalid Lafdi [50] used carbon nanofibers to
enhance the thermal performance of a PCM during its phase change.The
thermal properties of the modified PCM were enhanced significantly by
dispersing carbon nanofibers into it.

In Cabeza et al.’s study [48], three enhancing methods were tested:
stainless steel tubes, copper tubes and graphite matrix. Results show that
the addition of stainless steel does not give much improvement, while cop-
per and the graphite composite material gave an improvement of 120% and
250%, respectively in heating, and of 50% and 150%, respectively in cool-
ing. The main conclusions are:

/ Addition of stainless steel pieces in the PCM does not increase the
heat flux significantly.

/ Addition of copper pieces enhances heat transfer significantly, espe-
cially in the melting period (discharge of the store).

/ The use of graphite composite allows an even larger increase in heat
transfer than with copper. The heat flux is about four times larger on
heating and three times larger on cooling as compared to using pure
ice.

/ With the addition of stainless steel pieces, the melting/freezing front
does not show any change. This corresponds to the unchanged heat
flux.

/ With the addition of copper pieces, the melting/freezing front is not
regular but is strongly influenced but the metal pieces.

/ With the addition of the graphite matrix composite, the movement of
the phase front cannot be seen, because the pores in it are too small.
But it is reasonable that the phase front is also irregular.
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1.3.3 Literature review on natural convection with phase change

Over the past 20 years, solid liquid phase change has been studied
using either numerical or experimental methods. The phase change phe-
nomenon is a very complex non-linear problem which couples three basic
phenomenons: natural convection heat transfer in the liquid phase, heat
conduction in the solid phase and moving liquid-solid interface.

1.3.3.1 Experimental and analytical study

Experiments are carried out to well understand physical phenomenon
of the phase change and to validate the relevant numerical simulation re-
sults or the analytical results. In the publications, a large number of differ-
ent kinds of PCMs with different enclosures are studied. The enclosures
are often of rectangular or cylindrical shapes. The experimental results are
very often formulated in the form of mathematical correlations.

M. Okada [51] analysed a two-dimensional melting in a rectangular en-
closure by means of a finite difference method under the quasi-steady state
assumption. A vertical wall between insulated top and bottom surfaces
was heated so as to provide a step-wise temperature change. The PCM
was initialled as liquid at the fusion temperature. The analytical results
of the melting front and the temperature distribution along the centerline
of the enclosure were compared with his own experimental results. He
concluded correlations of the variation of dimensionless thermal energy
stored as latent heat, and the average Nusselt number on the vertical wall
with the dimensionless time (Eq. 1.4).

Nuw =


1√
2τ

when τ ≤ τt

Nuwt [1 + C(τ − τt)] when τ > τt

(1.4)

where

Nuwt =
1√
2τt

(1.5)

and C is a coefficient and τt is transition time from conduction to convec-
tion. When the melting becomes stable, the average Nu is:

Nuwt = 0.234Ra0.266 (104 ≤ Ra ≤ 5× 106) (1.6)

Since there is no heat conduction in the solid phase, the dimensionless lo-
cation of the melting front equals:

dF
dτ

= Nuw (1.7)
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as a result, the correlation of F is:

F =


√

2τ when τ ≤ τt
√

2τt + Nuwt(τ − τt) {1 + C(τ − τt)/2} when τ > τt

(1.8)

The mains conclusions were:

1. The good agreement between the analytical and experimental results
indicates that the present analytical method which uses the quasi-
steady state assumption and the two-step variable transformation
technique is viable.

2. In the quite early stage of melting, pure heat conduction dominates
the melting process. After this early stage, the natural convection in
the melted region dominates it.

3. In the period of the natural convection domain, the average Nusselt
number on the vertical wall varies linearly with the dimensionless
time but its variation is small. Therefore, the dimensionless thermal
energy stored as latent heat varies almost linearly with the dimen-
sionless time.

4. The average Nusselt number on the solid-liquid interface decreases
with the dimensionless time as the surface area of the solid-liquid
interface increases.

5. Both the average Nusselt number on the vertical wall and the dimen-
sionless thermal energy stored as latent heat were expressed by sim-
ple relations with Rayleigh number and the dimensionless time.

6. Concerning the melting around a vertical cylinder, the Prandtl num-
ber does not affect the melting rate for Pr > 7 when the Rayleigh
number is used.

Bénard C. et al. [52] provided another correlation to describe the melting
fraction F(t) in a rectangular enclosure based on the following hypotheses.

/ the PCM is newtonian, incompressible, and satisfies the Boussinesq
approximation

/ the flow in the liquid cavity is two dimensional (end-wall effects are
negligible)

/ the flow in the liquid cavity is laminar

/ the melting front is smooth

/ the convective flow is not strongly influenced by the movement of
the melting front.

/ the density change upon melting has a negligible effect on the process

/ the quasi-stationary of the melting process
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Before the solid-liquid interface contacts the enclosure wall, the corre-
lation is in the following form:

F(t̂, t̂0) = A(t̂ + t̂0) (1.9)

where

t̂ = 0.33Ra1/4 ρL

ρs

Ste
Pr

t (1.10)

t̂0 = 1/0.66Ra1/4 (1.11)

and A is the aspect ratio of the enclosure.
C.-J. Ho and R. Viskanta [53] performed an experiment with a differ-

ent configuration to obtain the heat transfer data and the information on
solid-liquid interface. The phase change occurred in a rectangular enclo-
sure equipped with a heating wall in copper at the bottom and two con-
ductive vertical aluminium walls. Based on the experimental data, a corre-
lation is deduced by least square. The melting fraction V/V0 is:

V/V0 = 16.8τ0.728
1 (1.12)

where τ1 = SteFo is the dimensionless time.

Figure 1.15 – Four-region model for scale analysis [54]

J. Peter and A. Bejan identified the most basic scales and regimes of
the melting driven by natural convection in an enclosure heated from the
sides [54]. The four-region model used for the scale analysis is shown in
Figure 1.15. The initial temperature of solid PCM is equal to its melting
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temperature 1. A numerical simulation was also carried out to validate the
scaling analysis. The melting domain has square shape, and 0 ≤ Ra ≤ 108,
Pr = 50, the Ste is of the order 0.1. The simulation time is demonstrated
in the dimensionless form θ = SteFo. The correlation of heat transfer rate
(Nu) and melting fraction (Sav) are:

Nu = (2θ)−
1
2 +

[
c1Ra

1
4 − (2θ)−

1
2

] [
1 +

(
c2Ra

3
4 θ

3
2

)n] 1
n

(1.13)

Sav =
{[

(2θ)
1
2

]m
+
[
c1Ra

1
4 θ
]m} 1

m
(1.14)

where the coefficients c1 = 0.35 c2 = 0.0175 n = −2 and m = 5.
When the convection in the melting process dominates, it approaches

pure convection in the same enclosure. According to the pure convection
scaling law,

Nu = c1Ra
1
4 when Pr > 1 (1.15)

A. Bejan et al.proposed another more general correlation of Nu , in order to
consider the impact of Pr, which is compatible with an arbitrary Pr:

Nu =
0.35Ra

1
4[

1 +
( B

Pr

) 9
16

] 4
9

(1.16)

with B = 0.143.
Apart from those pioneering attempts to better understand phase change,

there also exists many other approaches. Bénard C. et al. [55] studied the
effects of conduction in the solid phase when melting. The authors com-
pared their numerical results with the experimental results and found rela-
tively good agreements. Some hypotheses were verified as acceptable: for
example that the melting in the rectangular enclosure is a quasi-stationary
process, the natural convection in the liquid phase is supposed to be lami-
nar etc.

Agyenim F. [56] studied the heat transfer enhancement methods and
the optimized parameters of phase change heat transfer of PCM.

In the relatively recent research carried out by Shmueli H. [57], the melt-
ing of PCM in a cylindrical tube is numerically analysed and compared
with the experimental results. They obtained the local melting fraction;
flow vector map and heat transfer rates.

Compared to abundant researches on melting, publications about so-
lidification of PCMs are quite rare. Kalaiselvam S. [58] analytically and
experimentally studied the solidification and melting of PCM in an encap-
sulated cylinder. They found that the solid-liquid interface could be well

1. The degree of solid subcooling is zero
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1. General Introduction/1.3. Latent heat storage

predicted by their analytical model when solidification occurred. The heat
generation value had a threshold by which we can determine whether the
solidification reached a steady state. They also found that the solidifica-
tion and melting fraction were proportional to the Stefan number. Their
experiments and analysis had 16.11% deviation.

Stritih U. [59] studied the solidification and melting of PCM encapsu-
lated in a rectangular container with fins on the inner surfaces as enhance-
ment method. A new correlation of Nu and Ra numbers during melting is
introduced (Eq. 1.17). For solidification, heat conduction was found to be
the dominant factor.

Nu = 8× 10−12Ra1.0392 (1.17)

As a result, applications of the heat transfer enhancement such as fins
were more effective when solidifying than melting.

1.3.3.2 Numerical study

Precisely designed and performed experiments in most case are the
most reliable approaches to understand the phase change. The numerical
approaches are to a great extent indispensable to evaluate a phase change
system and enable the researcher to optimize the system design, select the
appropriate PCMs and thus reduce the overall system cost. However, to
numerically simulate phase change has been considered as a challenging
task. Phase transition of a material is described by a set of partial differ-
ential equations with time dependent boundary conditions. This type of
phase change problems are generalized by Stephan. It is difficult to get
analytical close solutions due to their non-linear nature and the moving
boundary [60]. Because of the existence of two different phase -solid and
liquid- and solid-liquid interface as well. Three different equations are
needed. For the interface - which connects the solid phase and liquid phase
- the Stephan condition is applied as follow:

ρL f
dS
dt

= ks

(
δTs

δt

)
− kl

(
δTl

δt

)
(1.18)

where subscript s and l indicate solid and liquid phases respectively, T is
temperature, k is heat conductivity, S is the interface location, and t is time.

1.3.3.2.1 Adaptive mesh In order to precisely trace the evolution of the phase
change interface, a very fine meshing is mandatory. However, for most
parts of the calculation domain - in the solid and liquid phases - augment-
ing the mesh density is a waste of computation time. Many researchers
announce that the choice of the mesh size is a compromise between simu-
lation accuracy and computation time. For example, in Hannoun’s [61] re-
port, the 200× 200-grid simulation up to time 2500 s required 2400 CPU hours,
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1. General Introduction/1.3. Latent heat storage

111 runs (restarts), and 3 months of calculations on a Compaq Alpha (667 MHz,
ev67) processor. It requires about 980 CPU hours to check the solution of
the gallium melting of 32 s with 1120× 800 grids.

Consequently, adaptive mesh was invented to help obtain precise in-
terface locations and economize the computation CPU time. Two major
methods are widely used. The first one is called local mesh refinement
method, i.e. h-method and the second is called moving mesh method, i.e.
r-method.

H-method is widely used by commercial applications. The major diffi-
culty in its application is the maintenance of the data structure, which the
r-method does not require. For detailed application cases, one can refer to
the relevant published studies on h-method [62–65] and r-method [66–68].

The adaptive mesh method to simulate phase change bas been proven a
nice approach. Nevertheless, it is hard to solve the cases that have complex
enclosures - after each time step, the coordinate of the calculation domain
must be refreshed - and the governing equations are very complex. Fur-
thermore, Bertrand et al. [69] also noticed that this adaptive mesh method
could fail to simulate the cases where the transition from the liquid to solid
is not a macroscopic surface.

1.3.3.2.2 Fixed mesh Because of its simplicity and mature algorithms, the fixed
mesh method remains an excellent choice, especially when the detailed
solid-liquid interface is less emphasised. Furthermore, thanks to the growth
of modern PCs’ computing potential, the fixed mesh method is becoming
more and more attractive. Finer mesh simulations are no longer extremely
time consuming as they once were.

On fixed mesh, the enthalpy method - being grounded in the weak so-
lution of partial different equations - makes the simulation simpler. The
interface Stefan condition is fulfilled internally. A mushy zone is gener-
ated in the vicinity of the interface to avoid the discontinuity of velocity
between the two phases. This discontinuity is to blame for the numerical
instability.

In the theory of the enthalpy method, the three sets of mathemati-
cal equations used to describe the different phases and interface have no
distinctions anymore. They are unified under a single enthalpy equation
(Eq. 1.19).

∂ρh
∂t

+∇(ρhu) = ∇ · (k∇T) (1.19)

where enthalpy content h is the total enthalpy and is the function of tem-
perature:

h =
∫ T1

T0

Cp dT + λl(T) (1.20)
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1. General Introduction/1.4. Proposition of this research

where ρ is dencity and Cp is specific heat capacity, T is temperature, l(T) is
liquid fraction and λ is latent heat of fusion. The detailed enthalpy method
is depicted in Chapter 3.

In the published papers, this enthalpy method has been applied to dif-
ferent phase change cases [70–76]. V. Voller and M. Cross [74] used an im-
plicit finite difference scheme to solve the enthalpy formulation and obtain
an accurate solution to phase change with a relative accuracy of 0.1%. Their
algorithm is said to to able to simulation the solid-liquid phase change no
matter whether the phase change occurs at a specific temperature or across
a temperature range. They concluded the following advantages regarding
their implementation of enthalpy method:

1. simple in concept and easy to program

2. no starting solution required

3. accurate tracking of the phase change boundary and temperature his-
tory at any point

4. easy coping with not-constant thermal properties

5. able to deal with problems involving any size phase change temper-
ature range (including a single point) and body heating, simultane-
ously

6. easily extendable to multi-dimension problems

M. Costa et al. [77] tested the heat performances of a phase change la-
tent heat storage system with and without fins by employing the enthalpy
method with the fully implicit finite difference scheme.

Heat capacity method is the second numerical approach to simulate
phase change. Its objective is to prevent the possible temperature oscil-
lation of enthalpy method. In the heat capacity method, the latent heat
effect is expressed as a finite temperature dependent specific heat which
occurs over a temperature range [78]. P. Lamberg et al. [78] used both the
enthalpy method and heat capacity method to simulate a PCM heat stor-
age system. Those simulations were performed on FEMLAB. Experiments
were also carried out to validate the numerical results. All the numerical
predictions gave a good estimation of the melting and freezing processes,
while the heat capacity method was more precise when compared to the
experiments.

1.4 Proposition of this research
As explained, among all the possible methods to integrate the PCM into

buildings, the transparent wall bricks filled with PCM can provide build-
ings with not only nice isolation capability and high thermal performance,
but also with better lighting during the day. The transparent brick we used
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1. General Introduction/1.4. Proposition of this research

to construct the Minibât in the CETHIL 2 has the configuration shown in
Figure 1.16

Figure 1.16 – Transparent brick (filled with PCM)

The fundamental physical phenomena occurring in the transparent PCM
brick are melting and solidification. The melting and solidification are
complex processes, because they possess a strong non-linear attribute. They
are the blend of moving boundary, phase change and heat transfer, and in
most cases, they also include the natural convection in the melted liquid
phase. This natural convection could dramatically impact the heat trans-
fer.

This dissertation is proposed grounded in the three purposes:

1. Improving the existing experimental approach
The widely chosen techniques to perform the experiments remain more
or less the same. For instance, the thermocouples are largely employed
to obtain the local discrete temperature information [52, 55, 79–82].
However, the natural convection in the brick during phase change is
quite feeble. Even small factors could disturb it. As one of our goals is to
understand the impact of natural convection on phase change, even this
tiny disturbances introduced by the thermocouples are unacceptable.
Consequently, in our experiment (Chapter 2), we plan to employ a non-
intrusive method to study the melting process inside the transparent
brick. This chapter insists on providing us with the relevant results of
melting, and on evaluating this experimental tactic.

2. Developing an efficient solver to perform the melting simulation
Although various numerical simulations have been performed through
different methods. For example, the h-method and the r-method on the

2. Le Centre d’Energétique et de Thermique de Lyon, CNRS UMR 5008
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1. General Introduction/1.4. Proposition of this research

adaptive mesh; the enthalpy method and the heat capacity method on
the fixed grid. They provide us to some extent quite nice results but
undoubtedly suffer from unbearable long computation time and require
a large amount of computer resources [61, 83, 84].
In this dissertation, we developed a solver which has higher efficiency
than those published. We chose the thermal lattice Boltzmann method
(TLBM) to perform the simulation: the LBM was used to solve the flow
and the energy equation was used to solve the temperature distribu-
tion by finite difference scheme. Additionally, the enthalpy method was
used to simulate the melting phase change. What’s more, our numerical
simulation was specifically designed and optimized to be executed on
graphic processing unit (GPU).

3. Extending the solver to simulate the melting in the 3-dimensional
condition
As for the melting in the rectangular transparent brick with two vertical
isothermal sides and the adiabatic sides, the existing numerical simu-
lations all assume that the melting is a 2-dimensional process. For this
reason and maybe also that it would require a disproportionate aug-
mentation of the demand for computational time and resources, no 3-
dimensional results are actually available. However, when we increase
the Ra number to a relative high value - such as Ra > 108 - this 2-
dimensional assumption may not be true any more.
As a result, we extended our numerical simulation to simulate the 3-
dimensional melting (Chapter 4) in order to discover the similarities
and/or the differences between the 2-dimensional and the 3-dimensional
simulations.
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A scientific truth does not triumph by convincing its opponents and making them
see the light, but rather because its opponents eventually die and a new

generation grows up that is familiar with it.
MAX PLANCK
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Chapter 2
Experimental study

This chapter presents the experiments carried out. We used a non-intrusive
way to investigate the melting process inside the transparent brick: the
particle image velocimetry (PIV) is used to study the natural convection in
the melted liquid phase, and the laser-induced fluorescence (LIF) is used
to obtain the temperature distribution. The chapter commences with the
detailed explanations for the experimental apparatus (Sec. 2.3), including
its configurations and the preliminary on the PIV and the LIF. After follows
the experimental procedure (Sec. 2.4). The chapter then concludes with the
results (Sec.2.5) and the conclusions (Sec. 2.6).

2.1 Introduction
From the literature review of the experiments on solidification and melt-

ing in section 1.3.3.1, we noticed that although many experimental researches
about phase change have been published, the experimental methods still
remained somewhat unchanged. Let us take the most important physical
parameter - the temperature T - in heat transfer process as an example.
Temperature information basically is sampled by thermocouples in mod-
ern experiment designs. The well fabricated and calibrated thermocou-
ples can provide us with stable and precise measurements. However, in a
phase change heat transfer process, there exist both heat transfer and nat-
ural convection flow, which means that implanting those thermocouples
could definitely impact the real physical process.

As we know, image technologies such as the particle image velocime-
try (PIV) and the laser-induced fluorescence (LIF) have become reliable
non-intrusive and precise methods to investigate flow and heat transfer
problems. As for the PIV, there are many application cases. For examples,
Gandhi M. S. et al. [85] used the PIV to obtain the one and two-phase natu-
ral convection flow data, while Someya, S. et al. [86] used the PIV method
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2. Experimental study/2.2. Experimental design

to inspect the natural convection of gas-liquid flow. However there are
few experiments [87, 88] in which the PIV was chosen to analyse the flow
during liquid-solid phase change. As for the LIF, by calibrating the photo
pixel intensity, it can be used to obtain the condensation field or tempera-
ture field [89,90]. The PIV and the LIF are all non-intrusive methods, which
guarantees no impacts on the flow.

Since the PIV and the LIF have such intrinsic advantages, in this exper-
imental study, a combination of PIV and LIF was employed to inspect the
liquid-solid phase change heat transfer process. The apparatus were care-
fully configured, because of the coexistence of solid and liquid at the same
time and the low flow velocity of natural convection.

In this experimental study, the liquid-solid phase change heat trans-
fer occurs within one transparent rectangular brick, two vertical surfaces
maintaining at different but constant temperatures, referring to the tem-
perature difference between the inside and the outside of the building; the
upper and the front sides are kept uncovered to record the inner process by
a camera; the bottom and the back sides were insulated and kept adiabatic.
The experimental set-up will be described in section 2.3.

2.2 Experimental design

2.2.1 Study of the natural convection flow: particle image velocimetry

The particle image velocimetry (PIV) initially emerged in the early 20th
century. It is an indirect and non-intrusive velocity measurement approach.
The distinct characteristic of PIV is that it allows to record a large area of
flow field and obtain the relevant velocity informations. This is different
from the Doppler Global Velocimetry (DGV or called Planar Doppler Ve-
locimetry) which is suitable for high speed flow and Molecular Tagging
Velocimetry (MTV) which is to measure a single point in a flow field. The
PIV has also a large spacial resolution but a relative small temporal reso-
lution -due to the technological restrictions of high speed camera and high
speed laser - whereas the MTV and DGV have very high temporal resolu-
tion.

The PIV is now widely used to obtain the large domain flow informa-
tion. Raffel M. et al. [91] gave a thorough introduction about PIV. A typical
modern PIV system is shown in Figure 2.1. In a PIV system, the flow of
interest is mixed with small particles - known as tracer particles. For some
liquids which already have particles as part of their component, there is no
need for extra particles. An incident luminous light sheet goes through the
flow region and thus lights up the particles in the flow. Usually, the light
source is provided by a laser generator. The sheet of flow is illuminated
at least twice between a short time intervals, this time interval is a very
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Figure 2.1 – Diagram of a modern PIV system a

a. Souce: http://www.dantecdynamics.com

critical parameter that is determined by the mean flow velocity and the
pixel resolution of camera. At each time of illumination, the tracer particles
within the lit up flow sheets scatter light and the their images are recorded
by a CCD or CMOS camera. It is assumed that, if the appropriate tracer
particles have been chosen, the displacements of those tracer particles fol-
low the actual flow homogeneously with a negligible lagging behind. This
means that the flow status can be visualized by displacements of particles.
The velocity vector is as simple as equation 2.1:

V =
∆X
∆t

(2.1)

The ∆X and ∆t respectively are the particles displacements and time inter-
vals between light illuminations.

Each of the captured images of tracer particles in a time sequence is di-
vided into smaller "interrogation areas". For each interrogation area, a veloc-
ity vector can be derived by statical methods - such as auto-correlation and
cross-correlation - by taking into considerations the time interval between
two lighting-ups and the magnification of the images. After calculating
each interrogation area, the entire flow velocity information is obtained.

To successfully perform a PIV experiment, there are several points needed
to be considered.

2.2.1.1 Tracer particles

The entire PIV system is based on the images of tracer particles, which
means No seeding particles, No velocity information; Bad seeding particles
images, Bad velocity results. The essential considerations about the tracer
particles are their ability to follow a flow field (fluid mechanical proper-
ties), their ability to scatter incident light (optical properties), their density
and distribution in the flow field of interest. Those three aspects are con-
trolled by the particles density and size and by the seeding method.
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2.2.1.1.1 Particle density and size If a type of particles in the flow field can-
not faithfully follow the actual flow, it cannot be a good candidate for the
PIV experiments. Generally speaking, small particles follow the flow field
better and have short response time than bigger particles. The principal
impact introduced on particles’ ability to follow the flow is from the gravi-
tational force. For a spherical particle (density: ρp, diameter: dp) depositing
in a still viscous fluid (density: ρ) at a low Reynolds number, its depositing
velocity (ug) caused by the gravitational force is described by Stokes’ drag
law,

ug = d2
p

(
ρp − ρ

)
18µ

g (2.2)

where µ is the dynamic viscosity of fluid.
Thus, in a fluid with an accelerating rate (a), the velocity lag (us) of a

particle is estimated by the Eq. 2.3.

us = up − u = d2
p

(
ρp − ρ

)
18µ

a (2.3)

where up is the particle velocity and u is the flow velocity. If the particle
density is much bigger than the fluid density (ρp � ρ), the particle velocity
has an exponential relation with fluid velocity as a function of time.

up (t) = u
[

1− exp
(
− t

τs

)]
(2.4)

and the relaxation time (τs) is

τs = d2
p

ρp

18µ
(2.5)

Although those equations are derived from a spherical particle in a low
Reynolds flow and the flow acceleration rate is constant, for many practical
cases, those equations are not as simple as Eq. 2.3 and Eq. 2.4. However,
the relaxation time (τs) is still a practical parameter to assess the particles’
ability to follow the fluid flow field.

From Eq. 2.3, we could notice that, in order to minimize the velocity
discrepancy between the particle velocity and the flow velocity, the particle
density should be close to that of the fluid. Fortunately, for liquid flow
cases, it is not difficult to find the particles with approximate density. In
our experiment, the PCM (n-octadecane) is a liquid with a density around
0.8 g/cm3.

Additionally, we can see from Eq. 2.3 that, decreasing the size of par-
ticles is also a way to minimize the velocity discrepancy. Smaller particles
are more sensible to flow. However the size of the particles can impact their
ability to scatter the light. Bigger particles have better ability to scatter light
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(a) Light scattering by a 1µm glass parti-
cle in water.

(b) Light scattering by a 10µm glass par-
ticle in water.

(c) Light scattering by a 30µm glass par-
ticle in water.

Figure 2.2 – Polar distribution of the scattered light intensity of different
particles sizes [92]

than smaller particles. This limits the possibility by forbidding the use of
extreme particles. For a practical case, the particles size is a compromise of
those two considerations.

The final images’ quality (luminosity and contrast) largely depend on
the tracer particles. In general, the light scattered by particles depends on
the ratio of the reflective index of particles to that of the liquid, the particles’
size, shape and orientation, as well as the incident light polarization and
the observation angle [92]. In order to improve the images quality, it is
more convenient and effective to properly choose the tracer particles than
to increase the incident light intensity.

Figure 2.2 shows the typical polar distribution diagrams of the scat-
tered light intensity of different particles sizes in water. They clearly show
that particles of larger size scatter more incident light than smaller ones. In
addition, the particles scatter light almost in every direction, which means
the particles not only scatter the incident light but also the light from the
other particles’ reflections. One conclusion from these diagrams is that,
apart from the method of increasing the size of particles, it is also possible
to increase the scattering efficiency by increasing the particles’ distribution
density, despite the fact that this latter method is prone to increase the im-
ages noise.

2.2.1.1.2 Particles’ seeding In our experiment, the flow of interest happens in
liquid phase. Fortunately, the seeding of particles into liquid flow field
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is quite straightforward. Seeding is done by adding the tracer particles
into the PCM and mixing till the particles distribute homogeneously in
the PCM liquid. In our study, we tried two different types of particles,
one type is commercial particles and another type is the particles naturally
introduced by the laser-induced fluorescence experiment. This will be de-
picted in the next section. Typical tracer particles for liquid media are listed
in Table 2.1.

Table 2.1 – Typical tracer particles for liquid flows [92]

Type Material Mean diameter (µm)
Solid Polystyrene 10-100

Aluminium flakes 2-7
Hollow glass spheres 10-100
Granules for synthetic coatings 10-500

Liquid Different oils droplets 50-500
Gaseous Oxygen bubbles 50-1000

2.2.1.2 Image recording

The images recording technologies have two different categories, which
refer to the single frame/multiple-exposures technologies (see Figure 2.3) and
multiple-frame/single exposure technologies (see Figure 2.4).

The single frame/multiple-exposures technologies record the particles
images at different light flash on a same frame. This obviously has an am-
biguous particle moving directions. This type of technologies was widely
used in the photographic epoch, when the media to record images was the
film. Since the ambiguity of the particles’ displacement directions, some
complimentary methods are necessary to solve this ambiguity, for instance,
images shifting, pulse tagging or colour coding.

The multiple-frames/single exposure technologies however keep the
temporal information of each image. This removes the directional ambigu-
ity occurring in the single frame/multiple-exposures technologies. As the
digital capture equipments -such as CCD/CMOS camera - are becoming
more and more common and less expensive, the multiple-frames/single
exposure is now the preferred choice for a PIV experiment.

2.2.1.3 PIV processing procedures

To extract the velocity information from the raw PIV particles images,
three basic procedures are suggested: 1. Image signal enhancement, more
specifically referring to image preprocessing, 2. PIV processing, 3. Vectors
post-processing. The second set is the most important step and can not be
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t t’

Single Frame/Double Exposure

Single Frame/Multi- Exposure

Time

Time

t t’

t’’

Time

Single Frame/Single Exposure

t t’

Figure 2.3 – Single frame technologies [93]

omitted, whereas the other two are optional according to the raw images’
qualities even if strongly recommended.

2.2.1.3.1 Image preprocessing This step is not mandatory for a PIV implemen-
tation. Nevertheless, since for most realistic PIV experiments, the raw im-
ages usually do not have excellent qualities, in fact, many factors can exert
influences. For example, the light sheet’s non-uniformities and the varia-
tions of intensity of each light burst can cause the output images intensities
to fluctuate. Besides, the irregular shapes and sizes of tracer particles pro-
vide a non-homogeneous scattering light. The out-of-plane movements
of tracer particles can also cause these particles’ information to get lost in
the final output images. All of those potential influences on the output
PIV images can be partially eliminated by image preprocessing. We must
note however that the negative influence of image preprocessing is that it
can change the images’ pixel statical information and introduce a relatively
high uncertainty.

/ Background subtraction. Background subtraction is the most impor-
tant and effective step to pre-process a raw PIV image. Each image
captured is a combination of the particle information with background
noise. The particles information that we need is transient. Those par-
ticles do not stay in the same positions in temporal images sequences
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Figure 2.4 – Multiple frame technologies [93]

whereas the stationary objects in the flow field remain still and their
images compose the background noise. As a result, subtracting this
background can largely improve the image quality. To successfully ob-
tain the background noise signal and remove it, we can take a photo
of the flow with no tracer particles introduced, and use this photo as a
reference. However, from time to time this particle-free image is quite
impossible to obtain, whereas we can use a batch of images to calcu-
late the average minimum intensity which can be used to subtract the
background noise.

/ Image binarization. Since brighter particles can hide the information
included in weaker particles, if some parts of the flow are considerably
brighter than the others, the flow information in the dark part get lost,
this step is employed to normalize the particles intensities.

/ Intensity capping, dynamic histogram stretching and min/max filter.
All of them are use to do normalize the image contrast.

2.2.1.3.2 PIV processing For a preprocessed PIV image, to extract the veloc-
ity information from the particles usually needs statical methods, such as
auto-correlation for single frame/multiple-exposure and cross-correlation
for multiple-frame/single exposure. Because the state-of-the-art image record-
ing technologies mostly use multiple-frame/single exposure approach, the
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Searching area

Figure 2.5 – Interrogation area in the first frame and searching areas in the
second frame

cross-correlation will be illustrated in this section.
Before performing cross-correlation, two successive images (two single

exposed frames) compose an image pair. Single particle’ images look alike,
so it is impossible to trace a single particle image to determine its displace-
ment. Instead, the first image of the image pair is divided into many small
regions known as interrogation areas and the second image of this image
pair is divided into searching areas (see Figure 2.5). The cross-correlations
are performed on those small interrogation areas one by one to get the ve-
locity field.

The image intensity at position (x, y) is defined as Ii(x, y), where i =

1 or 2 refers to the two frames used to do cross-correlation. The cross-
correlation multiplies the image intensities in the interrogation areas and
adds them together, as shown in Eq. 2.6. This sum RI1,I2 must have a peak
value at position (x, y). From this (x, y) value, we could obtain the mean
displacement of the particles in the interrogation area.

RI1,I2(∆x, ∆y) = ∑
x

∑
y

I1(x, y)I2(x + ∆x, y + ∆y) (2.6)

2.2.1.3.3 Vectors post-processing After evaluating each interrogation area by
doing cross-correlations, the final velocity vectors are derived. However,
in this vector results, there are usually some vectors which are incorrect ac-
cording to basic physical analysis. They are false vectors, and usually keep-
ing those false vectors in the cross-correlation iterations can cause this error
propagate to a considerably large scale, resulting in the failure of cross-
correlation and the high uncertainty. Consequently, false vectors must be
removed between each iteration and in the final output.

There are two ways to identify the false vectors:
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Figure 2.6 – Diagram of combined LIF and PIV test a

a. Source: http://www.dantecdynamics.com/

/ If expected flow velocity range is known, false vectors can be identi-
fied by comparing the standard deviations to the mean.

/ False vectors can also be purged away by comparing their values
with those of their neighbours.

After removing the false vectors, we must use interpolation and data
smoothing to fill those removed vectors and get a vector field with good
quality.

2.2.2 Study of the temperature distribution: laser-induced fluorescence

As a non-intrusive method, the PIV has been successfully applied to
various situations to obtain the information on the flow velocity since its
invention. In contrast, the non-intrusive methods for temperature mea-
surement are not as mature as the PIV. One of those methods is the laser-
induced fluorescence (LIF) which is a relative new flow visualization ap-
proach to obtain the quantity of concentration and/or temperature. In our
study, we are only concerned about the temperature measurement. A typ-
ical diagram of the LIF temperature test combined with the PIV is shown
in Figure 2.6.

2.2.2.1 Theory of the LIF

Fluorescence induced by exciting light is a macro physical phenomenon
linked to the energy transition on the atom and molecule level. The laser
is commonly chosen as exciting light. For some special substances - called
fluorescent substances - when incident laser goes through, the molecules
and/or atoms will absorb the photon energy. This absorption causes the
molecules’ and/or atoms’ energy to transit from the ground level to the ex-
cited level(s). The emission (fluorescence) occurs spontaneously and right
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after the energy transition from the ground level to the excited level, re-
sulting in the energy level falling back again to its initial ground level.
Depending on the photon energy absorbed by fluorescent substances, the
molecules and atoms can jump to different excited levels. For the sake of
simplicity, we consider a two-level energy transition, from ground level 1
to excited level 2. The fluorescence intensity (I) is described in following
Eq. 2.7 [94]:

I ∝ A21 · ν21 · l ·N1
0 · Ilaser ·

B12

A21 + Q21
(2.7)

where

— A21 and B12 are the Einstein coefficients for spontaneous emission
and absorption, respectively.

— ν21 is the frequency of the emitted fluorescence photons,

— l is the measurement volume length,

— N1
0 is the initial ground state population number density of the species

probed,

— Ilaser is the laser intensity,

— Q21 is the quenching rate.

The quenching rate Q21 is temperature, pressure and composition depen-
dent. This is the physical basis on which the LIF temperature measurement
is possible.

As for a specific application, the Eq. 2.7 is written in its appropriate
form in order to embody the relevant physical characteristics. In the liquid
temperature measurement, the fluorescence intensity is Eq. 2.8 [94, 95]:

I = I0 ·C · φ(λ, T) · ε(λ, T) (2.8)

where

— I0 is the incident laser intensity,

— C is the concentration of the fluorescent substance in the liquid of
interest,

— φ is the quantum efficiency or quantum yield, depending on the wave-
length λ and temperature T,

— ε is absorption coefficient, also a function of wavelength λ and tem-
perature T

The wavelength λ and concentration C are both easy to maintain. Both
φ and ε are the function of temperature, and because of

d
dT

ε� d
dT

φ (2.9)
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Fig. 1. Absorption (———) from LoHpez Arbeloa (1981) and emission
(——) spectra of rhodamineB for 20, 30, 40, 50, 60and 70°C

Figure 2.7 – The spectrum characteristics of Rhodamine B [89]

so the ε is judged temperature independent. Consequently, the fluores-
cence intensity I is simply a function of temperature T and incident laser
intensity I0. The basic idea of LIF for temperature measurement is grounded
in such relation: I = I(T, I0).

The incident laser intensity I0 can be influenced by various factors, for
example, the reflection inside the flow; the intensity decreasing when the
laser goes through the fluid etc. This variation of the incident laser inten-
sity can be reduced by well designing of the experiment’s set up or by
introducing a so-called two-color LIF method [96].

2.2.2.2 Spectra characteristics

Just as the tracer particles in the PIV, in order to perform the LIF mea-
surement, an appropriate florescent dye must be introduced into the sys-
tem. Furthermore, the fluorescence should have a different wavelength
from that of the incident laser in order to successfully capture the emission
fluorescence by camera without the impact from the incident laser light.

In our experiment, the Nd-YAG laser is used as the light source, be-
cause of its high single emission power and also because its output wave-
length (532 nm) is approximate the optimum value of absorption of Rho-
damine B. The Rhodamine B is used as fluorescent dye because of those
reasons and because it has a nice temperature sensitivity (dI/dT · I−1 ≈
0.023K−1 ). The absorption and emission spectrum is shown in Figure 2.7.
From Figure 2.7 we can see the optimum absorption wavelength is around
550 nm and the emission wavelength is shift from the absorption wave-
length.

56 Wei GONG
Thèse en énergétique / 2014

Institut national des sciences appliquées de Lyon

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0063/these.pdf 
© [W. Gong], [2014], INSA de Lyon, tous droits réservés
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2.2.2.3 Error sources

Image processing Like the PIV tests, the images sampled for the LIF also need
to be processed for the purpose of the errors reduction and the correlation.
The background subtraction is always a straightforward and effective way
to avoid the noise signal introduced by the background.

Error source The possible error sources are summarized in Table 2.2.

Table 2.2 – Possible error sources for LIF (extracted from [97, 98])

Category Source
Dye Fluorescence from background dye

Fluorescence sensitivity to pH and temperature
Fluorescence saturation (strong excitation)
Photo-bleaching

Excitation light Spatial variation in light sheet (optics, etc.)
Laser attenuation due to background dye
Laser attenuation due to instantaneous dye
Shot-to-shot laser power variation

Optics Refraction through walls or interfaces
Lens vignette

CCD camera Pixel-to-pixel offsets (dark response)
Pixel-to-pixel gain variations

One must realize that not all the error sources listed in Table 2.2 could
occur concurrently in a specific practical application. To some extent, those
errors could be attenuated by better configuring the experimental appara-
tus or by mathematical treatments.

2.3 Experimental setup
The ensemble of apparatus consists of four different functional units.

They are:

1. transparent brick filled with PCM;

2. heat exchangers driven by water pump;

3. heat flux and temperature signal receiving and processing unit;

4. images capture and analysis unit.

The main subject of interest is the transparent brick filled with the PCM
undergoing melting/solidification. The heat water pumps are used to pro-
vide the isothermal temperatures. The heat flux and temperature sensors
and their signal receiving and processing unit are used to get the heat flux

Wei GONG
Thèse en énergétique / 2014
Institut national des sciences appliquées de Lyon

57

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0063/these.pdf 
© [W. Gong], [2014], INSA de Lyon, tous droits réservés



2. Experimental study/2.3. Experimental setup

Figure 2.8 – Experimental equipments

and temperature information during the experimental procedure. Finally,
the PIV and LIF information are retrieved from our images capture and
analysis unit. A diagram is shown in Figure 2.8, please note that the heat
pump is not illustrated.

2.3.1 The PCM-Rhodamine mixture

In this experimental study, n-octadecane with 99% purity is chosen as
the PCM. First, it has a good transparent property that is very suitable
when using photo technologies to inspect the inside flow phenomena. Sec-
ond, its melting point is around 28 ◦C, which is very close to the environ-
mental temperature fluctuation range, and thereby very suitable for heat
charge and discharge under normal environment. The properties of n-
octadecane are shown in Table 2.3.

Table 2.3 – Thermophysical properties of n-octadecane [69]

Property Value
Melting temperature Tf 28.0[◦C]

Latent heat λ 1.25× 105[J/kg]
Specific heat Cp 1250[J/(kg · ◦C)]

Thermal conductivity k 0.2[W(/m ·K)]

Density ρ 800[kg/m3]

Kinematic viscosity ν 1× 10−5[m2/s]
Thermal expansion coefficient β 0.002[K−1]

As said in the first section, the tracer particles and fluorescent dye play
the most critical roles in the PIV and the LIF experiments respectively. At
the testing stage of our experiment, we tried to employ a commercial tracer
particles for the PIV. They are Polyamid particles from Dantec company,
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which the detailed specifications are shown in Table 2.4. This type of seed-
ing particles is widely used for water flow since its density is close to that
of water (1.03 g/cm3 versus 1 g/cm3).

Table 2.4 – The sepcifications of Polyamide seeding particles

Polyamide seeding particles Fluorescent polymer particles
Particles shape non-spherical but round spherical
Mean particle size 20µm 10µm
Size distribution 5− 35µm 1− 20µm
Density 1.03 g/cm3 1.19 g/cm3

Melting point 175 ◦C 125 ◦C
Refractive index 1.5 1.479
Material Polyamide 12 Methyl methacrylate

Labeled with Rhodium B

The fluorescent dye we used is Rhodamine B, because of its high sensi-
tivity to temperature variations (dI/dT · I−1 ≈ 0.023K−1).

Although it is reasonable to use the Polyamide seeding particles and
Rhodamine B together, however, when the experiments are actually per-
formed, some problems arose. First, the density of the n-octadecane we
used as the PCM is much smaller than that of the Polyamide seeding parti-
cles with a density around 0.8 g/cm3. In addition, the natural convection is
feeble and the melting process lasts several hours under the given temper-
ature range, making the Polyamide seeding particles are prone to deposit.
The worse situation is that there is almost no particles left in the flow at
the end stage of the experiment. Second, the Polyamide seeding particles
reflect the visible laser light, whose wavelength differs from the fluores-
cence of Rhodamine B. Consequently, two cameras are mandatory, which
increases the complexity of the entire system. In order to solve these prob-
lems, we have prepared the PCM-Rhodamine B mixture in a different way,
so that the Polyamid seeding particles can actually be excluded.

The procedure is as follows:

/ The pure n-octadecane is transparent. We fill liquid n-octadecane in a
beaker and put it on a magnetic stirrer. This magnetic stirrer is equipped
with a hot plate which can maintain a temperature higher than the melt-
ing point of n-octadecane to maintain it in liquid phase. Then Rho-
damine B is added into the n-octadecane liquid by several doses un-
til the n-octadecane is saturated. Continuing the mixing process for
several hours makes sure the n-octadecane and Rhodamine B mixture
reaches a stable state.

/ Once it has been done, one must keep this mixture still for several hours
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Figure 2.9 – The mixture of n-octadecane and Rhodamine B (in liquid
phase)

to let the big Rhodamine B particles deposit, and then filter this mix-
ture by very fine filter papers in order to remove the big unsolved Rho-
damine B granules. This process must be repeated until there is no vis-
ible big Rhodamine B granules remaining on the filter papers.

This pretreatment of n-octadecane is simple but very effective. Because
after this pretreatment, the Rhodamine acts as both tracer particles for PIV
and fluorescent dye for LIF. The final n-octadecane Rhodamine B mixture
is shown in Figure 2.9.

2.3.2 Transparent brick and water pump heat exchanger

The transparent brick here was made of Plexiglas and had the same
dimensions as the one used in the CETHIL 1 to build the Minibât. It is
filled with n-octadecane. The diagram and dimensions of the brick are
shown in Figure 2.10 and Figure 2.11.

In order to apply the boundary temperatures, the two vertical side
walls were replaced with two heat exchangers (see Figure 2.12), which
use water as circulating heat liquid heated and pumped by two HAAKE
Phoenix II P1-C50P Refrigerated Bath by Thermo Scientific (see Table 2.5).

Table 2.5 – Specifications of Refrigerated Bath

Bath volume max. 8 L
Cooling capacity at 20 ◦C 850 W
Heater capacity 230 V 2 kW
Temperature accuracy ±0.01 ◦C
Working temperature range −50 to 150 ◦C

We connected the baths to the heat exchangers using 8 three-way valves
in order to control the heat exchanger temperature more efficiently. Four

1. Le Centre d’Energétique et de Thermique de Lyon, CNRS UMR 5008

60 Wei GONG
Thèse en énergétique / 2014

Institut national des sciences appliquées de Lyon

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0063/these.pdf 
© [W. Gong], [2014], INSA de Lyon, tous droits réservés



2. Experimental study/2.3. Experimental setup

Figure 2.10 – Transparent brick (with n-octadecane inside)
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Figure 2.11 – The design dimensions of the brick (unit: mm)

K type thermocouples were fixed in the inlets and outlets of the water heat
exchanger in order to monitor the temperature.

The inner surfaces which contact the n-octadecane are two aluminium
plates embedded with thermocouples to monitor the temperatures applied.
Their dimensions are shown in Figure 2.13.

In order to measure the heat flux through the heat exchanger to n-
octadecane, the heat flux meters are integrated between the heat exchang-
ers and the aluminium plates, forming a sandwich-like layers.

2.3.3 Heat flux meters and thermocouples

In this experiment, two heat flux meters were installed between the
heat exchanger and aluminium plates. Several thermocouples were used
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Figure 2.12 – The two vertical sides are replaced by two heat exchangers
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Figure 2.13 – The design dimensions of the aluminium plate (unit: mm)

for the following purposes:

1. monitoring the temperature of the inside surfaces;

2. monitoring the temperature of the inlet and outlet of the heat ex-
changers;

3. calibrating the LIF.
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Figure 2.14 – Pass percentage of different wavelength of the filter

The thermocouples’ positions on the aluminium plates is shown in Fig-
ure 2.13.The thermocouples and heat flux meters were calibrated before be-
ing employed, and the signals were sampled and analysed automatically
by Ni-DAQmx models and LabView with a time step of 1000 ms.

2.3.4 Image capture and analysis unit

2.3.4.1 Camera and filter

The pretreated n-octadecane and Rhodamine B mixture has two ma-
jor advantages. First, since rhodamine B acts as both tracer particles and
fluorescent dye, the fluorescence can be utilized for tracing the natural con-
vection flow during the phase change and for identifying the temperature
distribution. Second, only one camera was needed, because we could use a
special yellow filter before camera lens, which blocked the light with wave-
length smaller than 535 nm (see Figure 2.14), and hid the reflection of the
laser light (wavelength 532 nm) inside the brick. As a result, the images
quality was improved.

The camera used here is Imager intense from LaVision, equipped with
a Nikon 50 mm fixed-focused lens with 1.8 ≤ f ≤ 22. The specifications of
the camera are shown in Table 2.6.

2.3.4.2 Laser

A Nd-YAG laser is employed to provide the light source (see Table 2.7).
The output laser is a beam that can not be used directly to illuminate the
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Table 2.6 – Camera (model: Imager intense) specifications

resolution 1376× 1040 pixel
frame rate 10 Hz
pixel size 6.45× 6.45µm
min. time interval 500 ns
digital output 12 bit
Distance (Lens and CCD-Chip) 46.5 mm

Table 2.7 – laser specifications

Max. output 400 mJ
Pulse duration 4 ns
Wavelength 532 nm

flow, so a serials of optical lenses are used to obtain a laser sheet (see Fig-
ure 2.15).

2.4 Experimental procedure

2.4.1 The LIF calibration

After the pre-treatment of the n-octadecane and before the actual ex-
periment, the LIF measurement must be calibrated. Due to the presence
of liquid and solid, the incident laser power attenuates along the height of

Figure 2.15 – The lenses to expand the laser beam to a sheet
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the brick, which caused the different intensities of fluorescence even under
the same laser power. However, for simplicity, this attenuation of incident
laser inside the brick was neglected. The fluorescence intensity is described
in Eq. 2.8. During an experiment the concentration of Rhodamine B keeps
constant, and the incident laser intensity varies within a negligible scale,
so the fluorescence intensity only depends on temperature. The relation
between the temperature and fluorescence intensity is calibrated through
the following steps:

1. Filling in the brick with the pretreated n-octadecane mixture;

2. Maintaining the two heat exchangers at an identical stable tempera-
ture (T1 > Tf ) until the temperature of n-octadecane reaches the same
value (normally this requires several hours);

3. measuring the fluorescence intensity;

4. increasing the temperature of the two heat exchangers to a new value
(e.g. T2 = T1 + 5 ◦C) and repeating the steps 2 and 3;

5. repeating steps 2, 3 and 4 another three times to obtain the different
fluorescence intensities at different temperatures (from T1 to T5).

The mathematical relation is then calculated automatically in the DaVis
application from LaVision based on the temperatures and fluorescence in-
tensities just measured. Be aware that if changing the PCM mixture or the
laser output power, a new calibration needs to be performed again.

2.4.2 Experiment steps and configuration

The boundary condition and initial condition are shown in Figure 2.16.
After calibrating the temperature-fluorescence, the measurement of melt-
ing is carried out as the following steps:

/ Filling the brick with n-octadecane with a free space of 22 mm height at
the top of the brick in order to offer enough space for the PCM expan-
sion;

/ Setting the heat exchangers temperatures to 27.8 ◦C, slightly lower than
its melting temperature. Under this temperature the PCM can become
solid at a low speed, which can reduce the non-uniform crystal struc-
tures and the air stored in the PCM when solidifying. Both the crystal
structures and the air bubbles can strongly deteriorate the image quality
during the analysis of experimental images;

/ Adding a small amount of PCM to fill in the V shape that has formed
on the upper part of the PCM when solidifying, in order to make the
upper surface become flat again.
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Figure 2.16 – Boundary and initial conditions. Tw = Tinit = 27.8 ◦C, Te =

35 ◦C, under this configuration, the Ra = 2.48× 108.

/ Maintaining the temperature for 12 hours, and checking the thermo-
couples to make sure that the entire PCM has a uniform temperature,
and the heat flux meter gives a 0 value.

/ Rising one heat exchanger temperature to a set value - 35 ◦C in this ex-
periment -, initiating the temperature and heat flux sampling, and start-
ing the camera and laser in order to capture the images.

The nature convection inside the brick is of order 10−3 to 10−4 m/s. The
particles diameters are smaller than 125µm. The lens focus is 50 mm. The
camera resolution is 1376× 1040. After a simple calculation, the time be-
tween two frames should be around 353.7 ms. Detailed configuration is
shown in Table 2.8.

Table 2.8 – Configuration for experiment setup under the laser light wave-
length 532 nm and a desired pixel displacement of 16 pixels

Working distance 816 mm
f# of lens 1.8
Focal depth 2.77 mm
Time intervals between two frames 353.7 ms
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Figure 2.17 – The four melting stages of the solid-liquid interface

2.5 Results

2.5.1 Melting process 2

The Ra number and Pr number in this experiment are 2.48× 108 and
50 respectively. In this study, the entire melting process of the interface is
identified as four stages (shown in Figure 2.17).

/ The first stage goes from the beginning of melting to the end of pure
conduction. In this stage, the heat is transferred only by conduction.
The cavity of liquid is very slim and the liquid-solid interface is parallel
to the hot wall;

/ The second stage goes from the beginning of natural convection till the
interface reaches the cold wall at the upper part;

/ The third stage happens when the interface changes its initial curve
shape to the linear shape;

/ The last stage sees the shrinking of solid with a linear interface.

2.5.2 Liquid-solid interface evolution

Figure 2.18 shows the liquid solid interface evolution with time before
it contacts the cold wall. Those curves are almost overlapped at the initial
stage of melting and they are all almost linear but with different slopes.
The PCM melts faster when yi is bigger. The corresponding value of yi
is shown in Table 2.9. From the gradient, we could obtain the interface
moving velocity of different positions along the interface (see Figure 2.19).

2. Click here to access a video of melting of this experiment
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Figure 2.18 – The interface evolution at different heights

Table 2.9 – Reference points for the evolution of interface (dimensionless
form)

y1 y2 y3 y4

0.0073 0.0570 0.1067 0.1564
y5 y6 y7 y8

0.2061 0.2558 0.3055 0.3552
y9 y10 y11 y12

0.4050 0.4547 0.5044 0.5541
y13 y14 y15

0.6037 0.6535 0.7032

The melting velocities at each y are almost constant. However, at the
higher part of the brick , due to the existence of natural convection, the
PCM melts far faster than its the lower counterpart (more than 7 times
faster). This curve has a maximum of curvature which is close to y = 0.55.
The typical melting images are shown in Figure 2.20.

2.5.3 Velocity field

During the melting process, the lower part of the melted flow cavity is
very narrow. As a result, this narrow cavity is not bright enough to obtain
the flow and temperature information by the PIV and LIF. Consequently,
only the velocity fields of the upper part of the brick are demonstrated. A
typical velocity field is shown in Figure 2.21.

Figure 2.22 and Figure 2.23 show the velocity contours at two different
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Figure 2.19 – Melting velocity of the interface at different y

Figure 2.20 – The melting interface. a

a. testing images of n-octadecane without fluorescence dye and tracer particles

melting moments.

At the beginning of melting, the available space for the flow is very
small, and its has the same width as that of convection flow boundary
layer. When the melted PCM is driven by natural convection from the bot-
tom to the top of the cavity, this amount of liquid PCM transfers its sensible
heat to the solid PCM and thus creates an indentation on the solid-liquid
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Figure 2.21 – Typical vector field

interface.

Subsequently, this amount of liquid PCM - together with the newly
melted PCM - turns back and flows downwards. However, as soon as they
are about to leave the indentation, they encounter the upward flow. Due
to the suddenly narrowed cavity for flow, the downward flow is pushed
back. This counter-direction flow helps to form a vortex in the vicinity
of the lower part of the indentation. This phenomenon is illustrated by
the contours of Vx and Vy in Figure 2.22, on which we can clearly notice a
strong vortex.

As the melting progresses, the solid-liquid interface retreats. The na-
ture convection in the liquid phase has then a gradually bigger cavity,
which means that the vortex occurring at the beginning will disappear.
From the Figure 2.23, although we can still see the vortex but it starts to
fade. This might explain the phenomenon aforementioned that the solid-
liquid interface maintains a curve shape and progressively becomes linear.
We can also notice that the vortex always appears in the vicinity of the
lower part of the indentation.

Due to the existence of the vortex, the liquid with higher temperature
from the indentation cavity cannot move downwards thoroughly. This
would attenuate the natural convection beneath, as a consequence, decel-
erate the melting speed of solid PCM located at the bottom of the cavity.
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(a) Vx

(b) Vy

Figure 2.22 – Contour of velocity at moment 1
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(a) Vx

(b) Vy

Figure 2.23 – Contour of velocity at moment 2
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2.5.4 Heat transfer rate

The average heat flux transferred through the vertical sides is sampled
by heat flux meter (see Sec. 2.3.3). The heat transferred into the brick is
denoted by Nusselt number (Nu).
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Figure 2.24 – Average Nu numbers of the hot wall

Figure 2.24 showns the Nu number evolution with dimensionless time
(Ste Fo). In addition to the experimental results, the correlations of melting
from Jany and Bejan [54], the pure conduction and pure convection curves
are also presented.

The correlation of Jany and Bejan is:

Nu = (2θ)−
1
2 +

[
c1Ra

1
4 − (2θ)−

1
2

] [
1 +

(
c2Ra

3
4 θ

3
2

)n] 1
n

(2.10)

where c1 = 0.35 and c2 = 0.0175, θ = Ste Fo.
The pure conduction is calculated by:

Nuconduction = (2θ)−0.5 (2.11)

The pure convection Nu evolution is calculated by the following equa-
tion [99]:

Nu = 0.22
(

Pr
0.2 + Pr

Ra
)0.28 (H

L

)− 1
4

(2.12)

when 
2 ≤ H

L ≤ 10

Pr ≤ 105

103 ≤ Ra ≤ 1010
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(a) (b) (c)

Figure 2.25 – The contours of temperature at three different moment

At the beginning, the melting is dominated by conduction. This tran-
sient heat conduction can be calculated by Eq. 2.11. The experimental re-
sults and those correlations go quite well with each other in Figure 2.24.
With melting going on, the natural convection occurs and gradually pre-
vails over conduction. We could estimate the starting time of convection
from Figure 2.24 around t = 0.000315.

From Figure 2.24, we can also see that when melting enters a stable
state, its heat transfer rate is slightly higher than pure convection. How-
ever, if comparing the experimental results with the pure conduction corre-
lation, we can notice a very large difference. This means that the existence
of natural convection strongly increases the heat transfer rate. The big-
ger the Ra number is, the stronger the natural convection is, resulting in a
higher heat transfer rate.

2.5.5 Temperature contour

This section presents the LIF temperature measurement results. The
temperature contours at three different moments are shown in Figure 2.25.
The temperature stratification shows the impact of natural convection in
the liquid phase. The hot liquid close to the heating wall moves to the
top of the cavity and finally reaches the solid-liquid interface; the cold liq-
uid close to the solid liquid interface falls down. At the beginning, the
narrow cavity of the lower part has a very feeble convection, where the
major heat transfer form is conduction, and the temperature gradient is
high (see 2.25a).

Besides, as mentioned in section 2.5.3, because of the existence of the
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vortex in the vicinity of the lower part of the indentation, the low-temperature
liquid cannot completely move downwards. This results in the temper-
ature in the vortex region being close to the melting temperature (Tf =

28 ◦C).
Furthermore, when the melting reaches the stable stage, the temper-

ature contour stratifications on the top part of the liquid cavity has al-
most the same pattern of that of natural convection in a rectangular en-
closure (see 2.25c).

2.6 Conclusions and remarks
The solid-liquid phase change is an essential physical process for the

latent heat energy storage. In this experimental study, a rectangular trans-
parent building brick was designed and used as the PCM container. The
traditional experimental approaches largely depend on thermocouples to
obtain the temperature information. In our experiment, no thermocouples
were actually embedded into the brick, since even a small amount of ther-
mocouples could influence the feeble convection during melting. Instead,
two non-intrusive methods - Particle Image Velocimetry (PIV) and Laser-
Induced Fluorescence (LIF) - were employed to obtain the velocity fields
and temperature distributions during melting. Meanwhile, heat flux me-
ters were used to obtain the mean heat flux through the heating wall.

2.6.1 Conclusions

The melting process of the interface in the transparent wall brick can be
identified as four different stages. From the pure conduction to the coex-
istence of both conduction and convection, and then finally the convection
dominating the heat transfer process. The strong convection at high Ra
number dramatically characterises the melting process, not only by chang-
ing the solid-liquid interface but also by increasing the heat transfer rate
(Nu).

The melted PCM liquid moves to the top due to convection and trans-
fers the heat to the solid PCM there. However when this liquid part falls
down, it meets the upwards flow, which forms a flow vortex in the vicinity
to the lower part of the indentation on the solid-liquid interface. This at-
tenuates the natural convection on the bottom of the melted liquid cavity.
Consequently on the bottom part, the dominant heat transfer form is still
conduction.

The temperature stratifications on the top cavity has the same pattern as
that of pure convection in a rectangular enclosure as shown by the temper-
ature contours. The PCM liquid in the lower cavity has a high temperature
gradient.
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Compared to the heat transfer rate of the pure conduction and the pure
convection in a rectangular enclosure, the melting coupled with convection
has a slightly higher heat transfer rate than pure convection and a much
higher value than the pure conduction (approximately 3 times higher).

2.6.2 Remarks on the combination of the PIV and the LIF

The PIV as an experimental method has been well developed and ap-
plied to plenty of scenarios. However the LIF is still an immature way to
obtain the temperature information of the flow. From the literature review,
the LIF has a relatively high uncertainty for temperature measurement -
approximately 1.5 ◦C- which could not be acceptable for a low tempera-
ture range application. As a matter of fact, many different factors can easily
impact the LIF measurement accuracy (see Table 2.2).

If we focus on our experiment set-up, the combined employment of
the LIF and the PIV poses some extra problems. As we know, for the PIV
measurement, the duration of one laser burst should be short enough to
capture the sharp particles’ images. Nevertheless, for the LIF measure-
ment, the fluorescence dye requires a long exposure to the laser in order to
get excited. Those two requirements of the PIV and the LIF apparently are
quite contradictory, which is why we used a high power output Nd-YAG
laser to solve it.

However, doing this poses another problem. The laser power attenua-
tion along the height is noticeable. Meanwhile, the existence of the solid-
liquid interface can severely reflect the incident laser, which strongly in-
creases the local light intensity. The worst consequence is that the cam-
era CCD sensor got over exposed in those regions (the white parts in Fig-
ure 2.25).

Deploying particles coated with the fluorescence material might be a
possible solution, although there are very few particles of this type avail-
able in the commercial market. Besides, their high density (comparing to
n-octadecane) would cause other problems as previously mentioned.

All in all, the combination of the PIV and the LIF to experimentally
study the phase change process introduces a new promising approach in
order to better understand the solid-liquid phase change. Further improve-
ments are necessary.
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Chapter 3
Numerical simulation on 2D

3.1 Introduction

Heat storage technologies now are widely used as an effective means to
manage the energy availability and decrease the temperature fluctuations
in various practical applications, such as in the electronics industry [100],
the automotive industry [101, 102] and building design [31, 45]. Compared
to the sensible heat storage [103], the latent heat storage has a significant
advantage as it uses less storage volume to achieve a specified amount of
heat load. Furthermore, in general, latent heat storage process is a constant
temperature process.

One of the most important physical phenomena of latent heat storage
is the solid-liquid phase change, which is also a very critical process for
many other applications such as in the metal casting industry. To better
understand the solid-liquid phase change, we need to know the temper-
ature distribution in both solid and liquid phases, the flow characteristics
in liquid phase, the heat transfer characteristics and the transient interface
location. However, the solid-liquid phase change phenomenon is a com-
plex process which couples the natural convection in the liquid phase, the
shifting of the solid-liquid boundary and a heat transfer process. Due to
these reasons, the solid-liquid phase change is a strong non-linear process,
difficult to analyse except for simple and ideal test cases.

The traditional way to simulate numerically the solid-liquid phase change
by solving the Navier-Stokes equations is an effective method [55, 84]. The
key aspect being the switching of the advection term on and off during
the phase change. Notwithstanding, the obstacles one must overcome to
locate the solid-liquid interface and to apply the boundary conditions still
represent a complicated tast.

In the past two decades the lattice Boltzmann method (LBM) matured
as a promising approach for CFD due to its intrinsic parallelism and good

Wei GONG
Thèse en énergétique / 2014
Institut national des sciences appliquées de Lyon

81

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0063/these.pdf 
© [W. Gong], [2014], INSA de Lyon, tous droits réservés



3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

numerical stability along with favourable numerical dissipation proper-
ties [104]. All of those advantages make LBM a promising complementary
approach to the direct solution of the Navier-Stokes (NS) equations. In
relatively recent studies, some researchers have begun to choose LBM to
simulate phase change [105–109].

In order to make the most of the inherent parallelism of LBM, numer-
ous efforts have been devoted to harness the calculation power of graphic
processing units (GPU) [110–113] . A GPU is characterised by its highly
parallel, manycore structure, which is especially suited for data intensive
calculations. Because more transistors are used to perform data operations,
a GPU performs considerably more float-point operations per time unit
and has a large memory bandwidth than a CPU counterpart [114]. Since
GPUs were initially used to render graphics, using them for a general pur-
pose calculation remains complex and prevents an easy implementation.

In this chapter, an approach is presented to numerically simulate the
melting with natural convection. We developed a highly efficient solver,
running on a graphic processing unit, for the liquid-solid melting phase
change. The hybrid thermal lattice Boltzmann method is employed to sim-
ulate the natural convection in the liquid phase. For phase change, the
enthalpy formulation is used. Because the total latent heat of each grid is
the function of temperature and can embody the status of the material in
the grids, it is used as the key parameter to locate the interface. The simu-
lation program is optimized for parallel computing. Besides, experiments
presented in chapter 2 are used to validate the present numerical simula-
tion.

We will starts with an introduction of the LBM. Afterwards we will talk
about the thermal LBM for phase change simulation, what follows is about
the GPUs – its hardware and coding pattern –, then the algorithm and its
implementation. In the end, the results and remarks will be presented.

3.2 Lattice Boltzmann Method
For the macroscopic system, when the representative physical length

scale (L) is far bigger than the molecule mean free path (λ), i.e.

Kn =
λ

L
� 1 (3.1)

where Kn is Knudsen number, the fluid materials can be assumed as con-
tinuum. This continuous materials assumption is successfully applied to
the fluid mechanics studies. Although Navier-Stokes equations has been
widely used to describe the continuous flow, it is sometimes very hard to
solve those N-S equations. In addition, for some flow system, it is impos-
sible or very difficult to get its own control equations.
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

When the continuous material assumption is not applicable or the sys-
tems that can’t be described by macroscopic equations, it is maybe more
convenient to use molecular dynamics or mesoscopic gas kinetic theory to
describe the fluid system.

On the one hand, initially, lattice Boltzmann method (LBM) was de-
rived from lattice gas automata (LGA) in the 70s of 20th century. The latter
is a simplified model of molecular dynamics.

On the other hand, LBM could also be considered as a special discrete
form of the continuous Boltzmann equation (BE) [115,116], BE is the funda-
mental equation of mesoscopic gas kinetic theory. This concept helps LBM
distinguish itself from LGA.

In this section, we will show how to get continuous Boltzmann equa-
tion from gas kinetic theory. Afterwards, we will introduce the Boltzmann
equation -Bhatnagar-Gross-Krook model (BE-BGK), and LBGK model. In
the end, LBE-multiple-relaxation-time model (LBE-MRT) will be depicted.
One thing need to be mentioned is that the derivation from LGA to LBE
is not included in this section, for someone who is interested in this topic,
those references [117–120] could be helpful.

3.2.1 Boltzmann equation

Boltzmann equation is the fundamental equation in gas kinetic the-
ory, it is used to describe the statistical behaviour of a non-equilibrium
thermodynamic system. Instead of considering an individual molecule,
Boltzmann equation cares about the probable status changes of very small
groups of molecules. In order to get the Boltzmann equation, we have to
accept three assumptions:

1. Collisions just happen between two particles;

2. Before collision, the two particles are uncorrelated;

3. External force exerts no impact on the local particle collision.

The density distribution ( f ) is a function of position r(x, y, z), molecule
velocity ξ(ξx, ξy, ξz) and time t. f (r, ξ, t)drdξ represents all the molecules
with velocity between ξ and ξ + dξ at moment t in the small volume dr =

dxdydz.
We denote the external force as ma. Within time dt, there is no collisions

between molecules. Because of the external force, the molecules change
their positions from r to r + dr and their velocities from ξ to ξ + at. Ob-
viously, at instant t + dt, we have Eq. 3.2 to describe the molecules’ states
change.

f (r + dr, ξ + at, t + dt)drdξ = f (r, ξ, t)drdξ (3.2)
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

Figure 3.1 – Tow-body collision diagram

Performing Taylor expansion on the left side of Eq. 3.2 and then let dt→ 0,
we get

∂ f
∂t

+ ξ · ∂ f
∂r

+ a · ∂ f
∂ξ

= 0 (3.3)

written in another form, i.e.(
∂ f
∂t

)
propagation

= −ξ · ∂ f
∂r
− a · ∂ f

∂ξ
(3.4)

where
(

∂ f
∂t

)
propagation

is the variation of f (r, ξ, t) caused by molecule move-

ments. If we add the impact of molecule collision, Eq. 3.2 becomes as(
∂ f
∂t

)
=

(
∂ f
∂t

)
propagation

+

(
∂ f
∂t

)
collision

(3.5)

or
∂ f
∂t

+ ξ · ∂ f
∂r

+ a · ∂ f
∂ξ

=

(
∂ f
∂t

)
collision

(3.6)

In order to get the collision item
(

∂ f
∂t

)
collision

in Eq. 3.5, according to the
collision theory in the gas kinetic theory, let consider a two-body collision,
molecules are assumed to have constant motion and act as hard sphere
when colliding. Besides, the collisions are assumed to be perfectly elastic,
which is to say when two molecules collide, there is no change in the total
translational kinetic energy.

Assuming all the molecules particles have the same mass m and same
diameters dD, an A molecule and a B molecule have velocities ξA, ξB before
collision and ξ′A, ξ′B after collision(see Figure 3.1). They should satisfy the
mass and momentum conservation:

mξA + mξB = mξ′A + mξ′B (3.7)

1
2

mξ2
A +

1
2

mξ2
B =

1
2

mξ′2A +
1
2

mξ′2B (3.8)
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

If we use n as the unit vector on x-axis, from Eq. 3.7 and Eq. 3.8, we can get

(ξ′B − ξ′A) · n = − (ξB − ξA) · n

|ξ′B − ξ′A| = |ξB − ξA| = |g|
(3.9)

where g is the relative velocity of molecule A and molecule B. Eq. 3.9 shows
that before and after collision, the relative velocity g of molecule A and
molecule B keeps constant and the velocity components on x-direction re-
verses. At the same time, the following relation is also valid:

dξ′Adξ′B = dξAdξB (3.10)

Molecule A and molecule B will collide when the distance between
their centres equals the sum of their radii. If molecule A with relative ve-
locity ξB − ξA = g wants to collide molecule B at surface element dS, the
centre of molecule A traces a straight line, this straight line must reside in a
cylinder with a height of |g| cos θdt and the bottom surface of dS = d2

DdΩ.
The volume of this cylinder is thus d2

D|g| cos θdΩdt. As a result, the total
number of the molecules As that can collide with molecule B is calculated
by

f (r, ξB, t)d2
D|g| cos θdΩdtdξB (3.11)

Consequently, between time interval dt, the collision times at the surface
dS of molecules within the velocity dξA and dξB is

f (r, ξA, t) f (r, ξB, t)d2
D|g| cos θdΩdtdξBdrdξA (3.12)

After collision, the previous molecules within dξA and dξB change their
velocities to dξ′A and dξ′B. This means the collision times equal to the
molecules’ decrease. Compute the integral of dξB and dΩ in Eq. 3.12, we
thus get molecules’ decrease due to the collisions within the time interval
dt is

drdξAdt
∫∫

f (r, ξA, t) f (r, ξB, t)d2
D|g| cos θdΩdξB (3.13)

Likewise, due to the collisions, the molecules increase is

drdξ′Adt
∫∫

f ′(r, ξA, t) f ′(r, ξB, t)d2
D|g| cos θdΩdξ′B (3.14)

From Eq. 3.10, Eq. 3.15 becomes

drdξAdt
∫∫

f ′(r, ξA, t) f ′(r, ξB, t)d2
D|g| cos θdΩdξB (3.15)

so we can get the molecules’ net change due to collision (general form)(
∂ f
∂t

)
collision

=
∫∫ (

f ′ f ′A − f fA
)

d2
D|g| cos θdΩdξA (3.16)
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

where the integrals on the right side are∫
dΩ =

∫ 2π

0
dφ
∫ π/2

0
sin θdθ

∫
dξA =

∫∫∫ +∞

−∞
dξAxdξAydξAz

(3.17)

fA = f (r, ξA, t) and f = f (r, ξB, t).
Finally, we get the control equation of distribution function f , which is

known as the Boltzmann equation:

∂ f
∂t

+ ξ · ∂ f
∂r

+ a · ∂ f
∂ξ

=
∫∫ (

f ′ f ′A − f fA
)

d2
D|g| cos θdΩdξA (3.18)

The Boltzmann equation is a complex differential integral equation. Its
right side is called collision term, which is usually denoted as J( f ). This
collision term is the most difficult part to get solved. Many studies are
carried out in order to simplify J( f ).

At last, by integrating the distribution function f with molecule veloci-
ties ξ, we can get the the following macro quantities.
Density:

ρ =
∫

f dξ (3.19)

Total momentum:
ρu =

∫
ξ f dξ (3.20)

and total energy:

ρE = ρe +
1
2

ρu2 =
∫

ξ2

2
f dξ (3.21)

where e is internal energy of the unit volume.

3.2.1.1 Collision invariant

Collision term in Boltzmann equation has some characteristics, the im-
portant one is ∫

J( f )ψ(ξ)dξ = 0 (3.22)

where ψ = 1, ξ, ξ2/2. 1, ξ, ξ2/2 are known as basic collision invariants. As
a matter of fact, when the molecules collide, their mass, momentum and
energy keep constant:

1 + 1 = 1 + 1

mξA + mξB = mξ′A + mξ′B

1
2

mξ2
A +

1
2

mξ2
B =

1
2

mξ′2A +
1
2

mξ′2B

(3.23)
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

Furthermore, in general, the collision invariants satisfy the following
relation:

ψ(ξ) + ψ(ξA) = ψ(ξ′) + ψ(ξ′A) (3.24)

in addition, the linear combination of invariants is also an invariant:

ψ(ξ) = A + B · ξ + Cξ2 (3.25)

3.2.1.2 Maxwell distribution

The Maxwell distribution is an equilibrium distribution. As for equi-
librium state, the collision term vanishes (see Eq. 3.16), which means

f ′ f ′A = f fA (3.26)

if we apply logarithm on both sides, it becomes

ln f ′ + ln f ′A = ln f + ln fA (3.27)

Under this restrition, distribution f make the collision term disappear, so
this distribution f is called equilibrium distribution, known as Maxwell
distribution and denoted as f eq.

According to Eq. 3.25, f eq can be expressed as:

ln f eq = A + B · ξ + Cξ2 (3.28)

Combining Eq. 3.19, Eq. 3.20, Eq. 3.21 and Eq. 3.28, we can get the Maxwell
distribution

f eq =
ρ

(2πRT)D/2 exp

[
− (ξ − u)2

2RT

]
(3.29)

3.2.1.3 Boltzmann equation Bhatnagar-Gross-Krook (BGK) approximation

In the continuous Boltzmann equation, the most complex term is the
collision term J (right side of Eq. 3.18), which is a non-linear term. It is
very difficult to get it solved. This demands to use a simplified collision
form to substitute it. Those simplified collision terms omit the complex
detail of the original collision term and just care about the the mean effects
of collision process. One of those simplified collision models is proposed
by Bhatnagar, Gross and Krook in 1954, called BGK approximation. It is
also a so far the the most famous and well utilized simple collision model.

The BGK approximation utilizes a simple collision operator Ω f to re-
place the J. Ω f conserves the following two characteristics:

1. for those collision invariants, ψ = m, mξ, 1
2 mξ2,∫

ψΩ f dξ = 0 (3.30)
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

2. obeying the Boltzmann H theorem, which is∫
(1 + ln f )Ω f dξ ≤ 0 (3.31)

In the BGK model, the final effect of the collision process is considered
to lead the distribution to their equilibrium distributions f eq (Maxwell dis-
tribution), and the changing rate is proportional to the subtraction of f and
f eq with a factor of ν,

Ω f = ν [ f eq − f ] (3.32)

where ν is not the function of molecule velocity ξ.

If we introduce τ =
1
ν

, we finally get the Boltzmann-BGK equation:

∂ f
∂t

+ ξ · ∂ f
∂r

+ a · ∂ f
∂ξ

= − 1
τ
( f − f eq) (3.33)

and the Maxwell distribution f eq is

f eq = ρ
1(

2πRgT
)D/2 exp

[
− (ξ − u)2

2RgT

]
(3.34)

where D is the dimension, e.g. for three dimensions, D = 3.

3.2.2 Lattice Boltzmann equation

Lattice Boltzmann equation is initially derived from LGA. Owing to
the contributions of He and Luo, LBM is also considered as a specially
discretized form of the Boltzmann equation [115, 116].

3.2.2.1 Lattice Boltzmann equation-BGK model (LBGK)

Lattice Boltzmann equation-BGK model (LBGK) is the discretized form
of Boltzmann equation. The discretization consists of discretization on
time, velocity and space.

3.2.2.1.1 Discretization of time and space The Boltzmann-BGK equation (Eq. 3.33)
can be rewritten in the form of ordinary differential equation:

d f
dt

+
1
τ

f =
1
τ

f eq (3.35)

and material derivative
d f
dt

=
∂

∂t
+ ξ ·∇ (3.36)

is the time derivative along the characteristic line ξ.
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

Eq. 3.35 can be integrated over a time step of δt:

f (r + ξδt, ξ, t + δt) =
1
τ

e−δt/τ
∫ δt

0
et′/τ f eq(r + ξt′, ξ, t + t′)dt′

+ e−δt/τ f (r, ξ, t) (3.37)

Assuming that δt is small enough and f eq is smooth enough locally,

f eq(r + ξt′, ξ, t + t′) =

(
1− t′

δt

)
f eq(r, ξ, t)

+
t′

δt
f eq(r + ξδt, ξ, t + δt)

+ O(δ2
t ) (3.38)

Furthermore, do Taylor expansion of e−δt/τ according to δt and neglect the
terms higher than O(δ2

t ). Finally, the Eq. 3.37 becomes

f (r + ξδt, ξ, t + δt)− f (r, ξ, t) = − 1
τ
[ f (r, ξ, t)− f eq(r, ξ, t)] (3.39)

The Eq. 3.39 is the evolution function of distribution f with discrete time.

3.2.2.1.2 Discretization of molecule velocity One microscopic molecule’s move-
ments is continuous and has very small impact on the macroscopic velocity.
As a result, we simplify the microscopic molecules’ velocity ξ as a finite ve-
locities space {e0, e1, · · · , en}, the corresponding distribution functions are
discretized as { f0, f1, · · · , fn}. The time discretized Boltzmann (Eq. 3.39) in
discretized velocities space has the following form:

fα(r + eαδt, t + δt)− fα(r, t) = − 1
τ

[
fα(r, t)− f eq

α (r, t)
]

(3.40)

where α = 0, 1, · · · , n.
Eq. 3.40 is lattice Boltzmann equation with BGK collision term (LBGK).

In addition, the local equilibrium distribution f eq
α is

f eq
α = ρωα

[
1 +

eα · u
RgT

+
(eα · u)2

R2
gT2 −

u2

2RgT

]
+O(u3) (3.41)

where the weight coefficient ωα equals to

ωα = (2πRgT)−
D
2 exp

[
− e2

α

2RgT

]
(3.42)
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

3.2.2.2 Lattice Boltzmann equation with multiple relaxation time model (LBE-
MRT)

In the LBGK model, each physical value evolves towards its equilib-
rium state with the same relaxation time τ, which means the LBGK model
has a unchangeable unit Prandtl number and thus the transports of mo-
mentum and heat are non-adjustable. This restriction makes the LBGK
model less flexible as for a CFD method. To address this problem, Chen et. al
proposed a method to make the Prandtl number adjustable within a range
(from 0.59 to 3.3) when the small temperature difference limit satisfied
[121].

D’Humières proposed an another collision model with multiple-relaxation-
time (MRT). In the MRT model, the discrete velocities (eα) are identical as
in the LBGK model, whereas the different moments – relating to macro-
scopic physical values – have different relaxation times. The MRT model is
mathematically more complex than LBGK, however it is proved to possess
better numerical stability [122].

In the current simulation, we choose the D2Q9 discrete velocity mode
(two dimensions, nine predefined propagation directions, see Figure 3.2).
The eα are given as:

eα =


(0, 0) α = 0

e (cos [(α− 1)π/2] , sin [(α− 1)π/2]) α = 1− 4

e (cos [(2α− 9)π/4] , sin [(2α− 9)π/4]) α = 5− 8

(3.43)

1

2

3

4

56

7 8

0

Figure 3.2 – D2Q9 scheme

The updating rule of the MRT-LBM is given by Eq. 3.44 [122], the vector
| fα〉 is mapped to a moment vector space by a well-designed linear trans-
formation (Eq. 3.45 and Eq. 3.46). Within the D2Q9 stencil, the moment
vector |mα〉 is described by Eq. 3.45 [104], where ρ is the density, e is related
to energy, ε is a fourth order moment related to energy square, jx, jy are mo-
mentums in x and y directions respectively, qx,qy are related to the energy
flux in x, y directions, and pxx , pxy are higher order terms related to the
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3. Numerical simulation on 2D/3.2. Lattice Boltzmann Method

stress tensor. In the MRT model, the collision process actually takes place
in moment space; after collision, the moments are mapped back to distri-
bution functions; and then the propagation is performed within particle
density space.

| fα(x + eαδt, t + δt)〉 − | fα(x, t)〉 = −M−1 · S ·
[
|mα(x, t)〉 − |meq

α (x, t)〉
]

(3.44)

|mα〉 = M | fα〉 =
(
ρ, e, ε, jx, qx, jy, qy, pxx, pxy

)> (3.45)

M =



1 1 1 1 1 1 1 1 1
−4 −1 −1 −1 −1 2 2 2 2
4 2 2 2 2 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 −2 0 2 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
0 0 −2 0 2 1 1 −1 −1
0 1 −1 1 −1 0 0 0 0
0 0 0 0 0 1 −1 1 −1


(3.46)

In Eq. 3.44, |meq
α 〉 are the equilibrium quantities. For the conserved

quantities, meq
0 = ρeq = ρ, meq

3 = jeq
x = jx and meq

5 = jeq
y = jy; and

for the other non-conserved values, equilibrium states are calculated by
Eq. 3.47 [122]:

meq
1 = eeq = −2ρ + 3

(
j2x + j2y

)
meq

2 = ε(eq) = ρ− 3
(

j2x + j2y
)

meq
4 = q(eq)

x = −jx meq
6 = q(eq)

y = −jy

meq
7 = p(eq)

xx =
1
3

(
j2x − j2y

)
meq

8 = p(eq)
xy =

1
3

jx jy

(3.47)

The sound speed in lattice units is cs = 1/
√

3.
In Eq. 3.44, S is the collision matrix, which is a diagonal square matrix:

S = diag
(

sρ, se, sε, sjx , sqx , sjy , sqy , spxx , spxy

)
= diag (0, s2, s3, 1, s5, 1, s7, s8, s9)

(3.48)

each diagonal element of S is one relaxation factor for different moments.
According to the reference [104], s8 and s2 are controlled by the shear vis-
cosity ν

s8 =
2

6ν + 1
(3.49)

and by the bulk viscosity ζ

s2 =
2

12ζ + 1
(3.50)
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3. Numerical simulation on 2D/3.3. Numerical modelling

furthermore,

s5 = s7 =
8(2− s8)

(8− s8)
and s9 = s8 (3.51)

In addition, as long as they are within the interval (0,2) [104], s2 and s3

can be chosen arbitrarily to enhance the stability of the simulation.
Finally, the collision matrix S we used for the simulation is

S = diag
(

0, 1.64, 1.54, 1,
8(2− s8)

(8− s8)
, 1,

8(2− s8)

(8− s8)
, s8, s8

)
(3.52)

The LBE can be numerically very stable when solving isothermal flow.
However, as solving thermal-hydrodynamics problems, the thermal LBE
(TLBE) models are more vulnerable to numerical instabilities. These insta-
bilities are attributed to a spurious algebraic coupling between the shear
and energy modes of the linearised evolution operator. This spurious alge-
braic coupling is rooted in the basic features of LBE. As a result, in order to
improve the numerical robustness, Lallemand and Luo proposed a hybrid
thermal lattice Boltzmann equation (HTLBE) and proved that it has bet-
ter numerical stability than the other energy-conserving Boltzmann mod-
els [123]. In the HTLBE model, the mass and momentum conservations
are solved by MRT-LBE and the temperature by finite differences [124].
Through the Chapman-Enskog analysis, we can successfully recover the
macroscopic conservation equations (Eq. 3.53, Eq. 3.54) from this HTLBE .
In the current simulation, as a result, the HTLBE model is employed.

3.3 Numerical modelling

3.3.1 Definition of the problem

Phase change materials (PCMs) are used to store or release energy. This
process is related to the melting/solidification. In this study, n-octadecane
is chosen as PCM of interest; its thermophysical properties used for simula-
tion are presented in Table 3.1. One important property of the n-octadecane
is its high Prandtl number. A rectangular container whose dimensions
are 30 mm(L) × 172 mm(H) × 172 mm(D) filled with n-octadecane -with
a heigh of 152 mm- is heated up from the two vertical sides, the other sides
are supposed adiabatic ( Figure 3.3 and Figure 3.9). During melting pro-
cess, the early stage is governed by conduction. Gradually with liquid
fraction increasing, the convection develops and then dominates the heat
transfer. In the not-yet-melted solid phase, conduction is still the main
heat transfer form. The natural convection in the liquid phase causes the
upper part of the PCM to melt faster than the bottom part, and, eventually
modifies the shape of the solid-liquid interface. In this work, the Rayleigh
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3. Numerical simulation on 2D/3.3. Numerical modelling

number Ra is of the order of 108. As a result, the convection plays an im-
portant role during the heat transfer. In the next section (Sec. 3.3.2), we will
present the numerical model construction and then in Sec.3.4 the detailed
implementation on GPU.

Figure 3.3 – Experiment enclosure

Table 3.1 – Thermophysical properties of n-octadecane used for simula-
tion [69]

Property Value
Melting temperature Tf 28.0[◦C]

Latent heat λ 1.25× 105[J/kg]
Specific heat Cp 1250[J/(kg · ◦C)]

Thermal conductivity k 0.2[W/(m ·K)]

Density ρ 800[kg/m3]

Kinematic viscosity ν 1× 10−5[m2/s]
Thermal expansion coefficient β 0.002[K−1]

Thermal diffusivity α 2× 10−7[m2/s]

3.3.2 Model construction

3.3.2.1 The governing equations

For the entire melting process, we assume that the liquid is Newtonian
and incompressible, and assume that both the solid and the liquid phases
have the same heat capacity. According to Voller et. al [75], the governing
equations that describe melting phase change are in the following forms:
Continuity equation:

∂ρ

∂t
+∇ · (ρu) = 0 (3.53)
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3. Numerical simulation on 2D/3.3. Numerical modelling

Momentum conservation:
∂ (ρu)

∂t
+∇ · (ρuu) = −∇p +∇ · (µ∇u) + S1 + S2 (3.54)

Energy conservation:

∂
(
ρCpT

)
∂t

+∇ ·
(
ρCpTu

)
= ∇ · (k∇T) + S3 (3.55)

Where µ is the dynamic viscosity, Cp, k, u are heat capacity, heat conduc-
tivity and macroscopic velocity. S1, S2 and S3 are source terms due to the
presence of phase change coupled by natural convection.

In the governing equations, because of the aforementioned existence of
phase change, the critical point to be determined during the simulation is
whether the advection terms will appear or not. In order to achieve this
requirement, Brent et al. [71] devises the source terms S1 in momentum
equation to have a form such as: S1 = Au. Moreover, the second source
term S2 is introduced by buoyancy, which is S2 = ρgβ (T − Tr) and Tr is a
reference temperature. The momentum equation is then rewritten as:

ρ
∂u
∂t

+ ρ(u ·∇)u = −∇ · p + µ∇2u + Au + ρgβ (T − Tr) (3.56)

A can be described by two forms: Carman-Kozeny form or simplified
linear form (Eq. 3.57). The symbol l is the liquid fraction, ε and C are two
simulation dependent constants, the former is used to avoid the division
by zero and the latter to describe the morphology of the porous solid-liquid
interface [71]. By using this definition of A, the term Au varies gradually
between 0 and a relatively high value according to the liquid fraction in a
cell. As a consequence (depending on the magnitude of constant C), Au
dominates the other terms in the momentum equation. From a physical
point of view, this process depicts the velocity evolution during the phase
change.

A =

 −C
(1− l)2

(l3 + ε)
Carman-Kozeny form

−C(1− l) simplified linear form

(3.57)

As for the source term S3 in the energy equation, we will analysis it
in section 3.3.2.2. In the current simulation, the continuity equation and
momentum equation will be solved by lattice Boltzmann method and the
energy equation by finite differences.

3.3.2.2 Energy equation

Phase change

During melting, the heat is stored in the form of latent heat of fusion.
Therefore, the total energy h is the sum of sensible heat and latent heat
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3. Numerical simulation on 2D/3.3. Numerical modelling

as given in Eq. 3.58. We assume that the heat capacity of liquid and solid
phases are equal, denoted by Cp. L refers to the latent heat content.

h = CpT + L (3.58)

with L = l ·λ, and l is the liquid fraction.
The energy equation in the form of total energy (h) is given by:

∂ρh
∂t

+∇(ρhu) = ∇ · (k∇T) (3.59)

The thermal conductivity k is treated as constant during the melting.
As Boussinesq approximation is assumed, the density temperature depen-
dence is only taken into account in the buoyancy force term.

After mathematical operations on Eq. 3.58 and Eq. 3.59, the energy
equation becomes:

∂T
∂t

+∇(u · T) = α∇2T − S3 (3.60)

where S3 is:

S3 =
∂(L/Cp)

∂t
+∇(u · L

Cp
) (3.61)

S3 comprises the effect of latent heat change. As stated before, the material
during melting phase change absorbs the heat and stores it as latent heat of
fusion in a narrow range of temperature. This can be considered as a heat
sink as described by Eq. 3.61.

In the solid and liquid phase, the term∇( u · L
Cp

) is equal to 0, while along
the liquid-solid interface, this term is not 0 but sufficiently small to be ne-
glected.

In order to keep the units consistent with LBM, the energy equation
must be transformed to dimensionless form, by choosing the following ref-
erence quantities and dimensionless numbers:
ure f = α

√
Ra/H, Tre f = ∆T = Th − Tf , Hre f = H

Ra = gβ∆TH3

να , Pr = ν
α , Ste = Cp · (Th−Tc)

λ ,

then the dimensionless form of the energy equation is

∂T∗

∂t∗
+∇∗(u∗ · T∗) = Ra−

1
2∇∗2T∗ − S∗3 (3.62)

with the source term S∗3 :

S∗3 =
1

ρ · Ste
∂l
∂t∗

(3.63)
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3. Numerical simulation on 2D/3.3. Numerical modelling

where t∗ is the dimensionless time, and the liquid fraction l is defined as

l =


1, T∗ ≥ T∗f +

1
Ste

(T∗ − T∗f ) · Ste, T∗f < T∗ < T∗f +
1

Ste

0, T∗ ≤ T∗f

(3.64)

Consequently, the temperature at time step n is used to update liquid
fraction l, in order to get the source term S∗3 in Eq. 3.62, then using value S∗3
to calculate the temperature in time step n + 1 and so on.

Discretization

For coupling with LBM, the energy equation furthermore needs to be
discretized. During this step, the reference length and time are selected as
the lattice size δx and time step δt. Because the lattices are in the form of a
square, so δy = δx. Based on those two reference values, the computation
domain has a height in lattice unit Ny = 1/δx and the maximum time steps
to achieve the prescribed melting process is t∗/δt.

The energy equation in lattice units is:

∂Tlb

∂tlb
+∇(ulb · Tlb) =

δt
δ2x

Ra−
1
2∇2 · Tlb −

1
ρ · Ste

∂l
∂tlb

(3.65)

where the subscript lb means the lattice units, and Tlb = T∗, ρ = 1.
The finite difference method is used to discretize the diffusion and ad-

vection terms. As suggested by Lallemand and Luo [104], for a D2Q9 sim-
ulation, the nine point finite-difference operators are used to get the gradi-
ents and Laplacian:

∂xTlb |(i,j) = Tlb(i + 1, j)− Tlb(i− 1, j)− 1
4
[Tlb(i + 1, j + 1)

− Tlb(i− 1, j + 1) + Tlb(i + 1, j− 1)− Tlb(i− 1, j− 1)] (3.66)

∂yTlb |(i,j) = Tlb(i, j + 1)− Tlb(i, j− 1)− 1
4
[Tlb(i + 1, j + 1)

− Tlb(i + 1, j− 1) + Tlb(i− 1, j + 1)− Tlb(i− 1, j− 1)] (3.67)

∇2Tlb |(i,j) = 2[Tlb(i + 1, j) + Tlb(i− 1, j) + Tlb(i, j + 1) + Tlb(i, j− 1)]

− 1
2
[Tlb(i + 1, j + 1) + Tlb(i− 1, j + 1) + Tlb(i− 1, j− 1) + Tlb(i + 1, j− 1)]

− 6Tlb(i, j). (3.68)
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3. Numerical simulation on 2D/3.4. Nvidia GPU hardware and implementation

3.3.2.3 Problem solving

The melting in each lattice goes through three stages: 1.pure solid phase;
2. melting stage; 3. pure liquid phase. In the pure liquid stage, there exists
the natural convection. The temperature equation and the LBE must be
coupled by adding buoyancy force F =

√
gβ∆Tlb to the momentum along

y direction (jy). In the solid phase stage, there is no flow, so the calcula-
tion of LBE must stop. As a result, the simulation has to do three steps
successively during each time step: checking the liquid fraction of each lat-
tice; calculating the temperature; deciding whether calculating the velocity
field or not according to the liquid fraction of each lattice.

3.4 Nvidia GPU hardware and implementation
This section addresses two topics. The first part gives a concise intro-

duction to the Nvidia CUDA technology. The second one presents the im-
plementation of the algorithm.

3.4.1 GPU with CUDA architecture

Block (0,0) Block (1,0) Block (2,0)

Block (0,1) Block (1,1) Block (2,1)

Block (0,2) Block (1,2) Block (2,2)

Grid

Thread (0,0) Thread (1,0) Thread (2,0)

Thread (0,1) Thread (1,1) Thread (2,1)

Thread (0,2) Thread (1,2) Thread (2,2)

Block (2,2)

Figure 3.4 – CUDA Block of threads and grid of blocks

3.4.1.1 CUDA program pattern

A modern GPU is characterized by its parallel computing ability, its
high data throughput as well as its programmable features. However it
was difficult to perform general purpose computations on a GPU before
the release of the Nvidia’s CUDA technology. The CUDA is a general pur-
pose parallel computing technology, which comes with a set of develop-
ment tools such as high level language compilers. In this paper, The CUDA
C is employed.

The code written using CUDA C is of two types:

— Host code, which consists of functions running on the CPU;
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3. Numerical simulation on 2D/3.4. Nvidia GPU hardware and implementation

— Device code, which includes: 1. functions (known as kernel) invoked
by host functions and 2. device functions invoked by kernels and
other device functions. Device code is executed on the GPU.

Kernels are launched and executed in parallel by designating an execu-
tion pattern through a set of threads. The threads are bundled in the form of
thread blocks. Blocks with equal size are organized into grids, see Figure 3.4
. Threads and blocks are indexed with two built-in up to 3-dimensions
variables: threadIdx and blockIdx.

3.4.1.2 Memory types

Depending on the accessibility to the memory by kernels, the total mem-
ory space on the GPU is categorized by registers, shared memory, con-
stant memory, texture memory and global memory, see Figure 3.5. Global
memory can be accessed by each thread during the runtime of the ker-
nel. Global memory is quantitatively abundant but has the slowest access
speed. Therefore, avoiding unnecessary global memory readings and writ-
ings should be kept in mind when programming. Registers are used to
store local variables. They are not addressable and programmers need to
pay attention to prevent them from spilling. Shared memory is used to
store the local variables which are declared as shared. It is addressable and
as fast as register.

Grid

Thread block

Local

memory

Shared

memory

Global

Memory

Constant

Memory

Texture

Memory

Thread

Figure 3.5 – Memory structure of GPU

In addition, there are two types of read-only memory that can be ac-
cessed by all the threads during the execution of a kernel, one of which
being constant memory. The constant memory space is included and ad-
dressed in device memory. However, this memory is cached.

98 Wei GONG
Thèse en énergétique / 2014

Institut national des sciences appliquées de Lyon

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0063/these.pdf 
© [W. Gong], [2014], INSA de Lyon, tous droits réservés



3. Numerical simulation on 2D/3.4. Nvidia GPU hardware and implementation

3.4.1.3 CUDA hardware

D e v ic e
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M u l t ip ro c e s s o r 1

D e v ic e M em o ry
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R e g is te rs
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P ro c e s s o r M

In s t ru c t io n

U n i t

C o n s ta n t

C a c h e

Te x tu re

C a c h e

Figure 3.6 – CUDA hardware

The execution resources of a CUDA enabled GPU are organized into
Streaming Multiprocessors(SMs). Each GPU equipped CUDA technology
has a number of SMs, for example, Tesla C2050 Nvidia GPU has 14 SMs.
Each SM has its own register, shared memory, constant cache, as well as
several CUDA cores 1, see Figure 3.6. The SM processes the threads within
a block by groups of 32, called warps. In this study, we use a Tesla C2050
Nvidia GPU. Its technical specifications are shown in Table 3.2.

Table 3.2 – Specifications of the Tesla C2050

CUDA Capability 2.0
Number of SMs 14
Number of CUDA core per SM 32
Constant memory 65536 bytes
Shared memory per block 49152 bytes
Registers available per block 32768
Global memory 3072 MB
Maximum number of threads per SM 1536
Maximum number of threads per block 1024
Maximum dimension of a block 1024× 1024× 64
Maximum dimension of a grid 65535× 65535× 65535

1. used to be called Streaming Processors (SPs)
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3. Numerical simulation on 2D/3.4. Nvidia GPU hardware and implementation

3.4.2 Implementation

Figure 3.7 shows the diagram of nodes. The blue frame embodies the
physical boundary. The nodes enclosed by the blue frame are the calcula-
tion domain.

The lattices’ topology in the computation domain must be mapped to
the threads of the execution grid on the GPU [125]. This fulfills the re-
quirement of thread-level parallelism of CUDA GPU [114]. For our 2-
dimensional simulation (LX× LY), a one dimensional block of size LX and
one dimensional grid of size LY are chosen. We set LX being the major di-
mension and being a multiple of the warp size, which can provide us a
sufficient threads occupancy rate, a coalescence of global memory access
and an easy index to the nodes [126].

3.4.2.1 Data and memory utilization

The global memory is accessed via 32, 64, or 128 byte aligned memory
transactions. The warp coalesces the treads memory accesses into one or
more memory transactions according to the word size accessed by a single
thread and the distribution of the memory addresses. In addition, for the
GPU with capacity 2.0, the global memory is cached in L1 and L2 by de-
fault 2. The memory is accessed via 128 byte transactions if cached in both
L1 and L2; and is accessed via 32 byte transactions if just cached in L2.
As a result, a scattered memory addresses distribution across the threads
will result in many unused data transactions and less cache hits, which
can significantly impact the memory throughput. In this simulation, for
each node, nine velocities, one liquid fraction and one temperature value
need to be stored in the global memory, which represents eleven single-
precision floating-point variables per node. We use a single memory block
partitioned into three parts in order to store the distributions array, the
temperature array and the liquid fraction array (see Figure 3.8).

The energy equation is solved by finite differences. Because the data
stored in the shared memory automatically broad themselves to all the
threads in a block, in order to decrease the global memory transactions,
we use the shared memory to store the temperatures.

In the LBM implementation, the propagation step also requires the neigh-
bor’s relevant distributions information, but all those information are local
to each thread, thus just need to be stored in registers. As described in ref-
erence [126], we also utilize in-place propagation scheme to perform prop-
agation in this simulation(see circle point in Figure 3.7).

For the phase change, the liquid fraction information is also stored in

2. For GPU with capacity 3.x, the global memory accesses are cached on L2 and for
capacity 3.5 and higher, can also be cached in the read-only data cache
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3. Numerical simulation on 2D/3.4. Nvidia GPU hardware and implementation

registers. In the liquid phase, the LBM collision and propagation are fully
performed, and in energy equation, the advection term is valid. In the solid
phase, the LBM collision and propagation are disabled, and distributions
swap with their opposite counterparts. The macro velocities are set to zero
and thus the advection term in energy equation disappears.

Liquid

Solid

0 LX-1

LY-1

x

y

Figure 3.7 – The propagation and temperature scheme

Distributions Temperature Liquid fraction

Figure 3.8 – Data structure

3.4.2.2 Boundary conditions and simulation procedure

On the physical walls (blue frame in Figure 3.7), for the LBM, we choose
the halfway bounce back scheme. The temperature boundary conditions
are applied on the physical walls, which are between two lattices. The
boundary condition of the bottom side is:

Ti,−1 =
21Ti,0 + 3Ti,1 − Ti,2

23
(3.69)

and of the left vertical wall is :

T−1,j =
8Th − 6T0,j + T1,j

3
(3.70)

Besides, the Ti,LY and TLX,j can be calculated in the same way.
The melting process simulation obeys the following procedure:

1. Initialize model,
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3. Numerical simulation on 2D/3.5. Results and discussion

2. Execute the propagation, and transfer the current lattice’s temperature
and its neighbors’ temperatures to shared memory,

3. Apply boundary conditions,

4. Compute the liquid fraction and define the node status: liquid or solid,

5. if the node status is liquid:

— Compute the moments of the MRT model, add half of the buoy-
ancy force (0.5

√
gβ∆Tlb) to momentum component on y direction

jy;

— Collide;

— Add the second half of the buoyancy force to the momentum com-
ponent jy,

— Compute temperature using the discretized energy equation with
advection term,

else:

— Swap distributions fα on their proper opposite directions,

— Compute the temperature using the discretized energy equation
without advection term,

6. Map moment space to discrete velocity space,

7. Update each node for the next iteration.

3.5 Results and discussion
This section addresses the model validation (Sec. 3.5.1), the results of

heat transfer and natural convection during melting (Sec. 3.5.2) as well as
the performance of this parallel implementation (Sec. 3.5.3).

3.5.1 Model validation

3.5.1.1 Experiment configuration

Experimental data are used for the model validation. The detail about
the experiment is addressed in Chapter 2, here we just summarize it.

The experiment was performed on a transparent building brick filled
with n-octadecane (see Figure 3.3 and 3.9a). The diagram of the experi-
ment equipment is shown in 3.9b. A CCD camera and a laser beam were
connected by a synchronizer to capture images of the melting process. No
thermocouple was embedded in the cavity in order to avoid impacting the
natural convection flow in the liquid phase. Instead, we chose to use two
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3. Numerical simulation on 2D/3.5. Results and discussion

Liquid

Solid

L

(a) (b)

Figure 3.9 – Experiment configuration and diagram

heat flux meters on the heating sides of this enclosure, thus guaranteeing
the reliability of average Nu number evolution along the walls. The other
sides apart from the top and the front were well isolated using asbestos and
thereby considered as adiabatic. Both captured images and heat flux data
were registered by a computer controlled by the LaVision and the Labview
respectively. Experimental parameters are listed in Table 3.3.

Table 3.3 – Experimental parameters

Th [◦C] Tc[◦C] H[m] L[m]
35.0 27.8 0.152 0.03

3.5.1.2 Model validation

The convergence test was performed under different mesh resolutions.
Figure 3.10 displays the relative differences of Nu number between the
simulation and the analysis [54] at time τ = 0.00312 (5000 s). All the simu-
lations were carried out with a fixed viscosity of 0.01 and the Mach number
equal to 0.1. A satisfactory quadratic convergence in space is achieved by
the model.

In Figure 3.11, melting interface positions are shown at five different
instants. Both experimental data and simulation results are displayed. The
conversion between the physical time and the dimensionless time (τ =

FoSte) is expressed by t =
(

H2 · FoSte/α
)
. The simulation curves are in

good agreement with the experimental points. At the onset of melting,
n-octadecane is solid, so the melting is just driven by pure conduction.
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Figure 3.11 – The evolution of melting interface with the dimensionless
time: comparison between simulation and experiment. Ra = 2.48× 108,
Pr = 50, Ste = 0.072

The first curve at dimensionless time equal to 0.00022(353.0s) is parallel
to the vertical heating wall. On the bottom part of the interface, when
0.1 < y < 0.6, the simulation results embody the position of the interface.
Notwithstanding, the upper portion of the curves retreats slightly more
slowly than in the experimental counterparts. This might be due to the fact
that the top of the cavity is not perfectly insulated.

Figure 3.12 shows the average Nusselt number of the hot vertical wall.
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Figure 3.12 – Average Nu number on the left vertical isothermal wall (Th)
during melting of n-octadecane. Ra = 2.48× 108, Pr = 50, Ste = 0.072

The Nusselt number is defined as the amount of heat transferred:

Nu = −
∫ 1

0

(
∂T∗

∂x∗

)
dy∗

The Rayleigh number is Ra = 2.48 × 108 and the Prandtl number is
Pr = 50. The black long-dashed line is from the correlation by Bejan et
al [54]. All the three sets of results follow the same pattern. In the be-
ginning, the average Nu starts with a high value, and decreases rapidly
with the same order of τ−1/2 as the pure conduction, known as simplified
solution of Stefan problem. Later, when the natural convection emerges,
the decrease of the Nusselt number becomes moderate, as shown by the
curves’ gradients on Figure 3.12. Within this elapse of time, the conduc-
tion and convection not only exist simultaneously but also exert the same
influence on the heat transfer effect. As aforementioned, when convec-
tion dominates the melting process, Nu becomes stationary with respect to
time. Comparing with Figure 3.11, when τ = 0.00022, the solid-liquid in-
terface has already exhibited the existence of convection, at the same time,
Nu begins its transition.

3.5.2 Simulation results

Figure 3.13 shows the temperature contours at different instants. In
most published papers, simulations of melting process driven by natural
convection are limited, within low Ra with order of magnitude of 107 and
low Pr number [75, 127, 128]. From the contours, the convection drags the
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Figure 3.13 – Temperature contours at four different τ. Ra = 2.48× 108,
Pr = 50, Ste = 0.072

heated melted n-octadecane to the top and the liquid phase is stratified.
However, this stratification is different from the results of Okada [51], in
which the contour of temperature in the middle of the liquid cavity is par-
allel to the horizontal wall and the Ra is of order 106. In contrast here in
3.13a, the contours are more prone to be vertical. The reason is the higher
Ra number in our study and thus a larger degree of convection: as soon
as the melted n-octadecane is heated up, the buoyancy force drives it up-
wards. At the same time, since at the bottom part the flow cavity is quite
narrow, the flow rises fast.

From 3.14a, we notice there are two eddies appearing at the height
about 0.65 and 0.80. The up rising liquid ultimately reaches the top wall,
and turns back. However, when it encounters the newly melted uprising
liquid, there is not enough space to let it go down. With the melting devel-
oping, the liquid cavity enlarges, and one eddy disappears, see 3.14b and
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Figure 3.14 – Streamlines at four different τ. Ra = 2.48 × 108, Pr = 50,
Ste = 0.072

3.14c. The solid-liquid interface finally reaches the cold wall and shrinks to-
wards the right bottom corner. When the interface becomes small enough,
the large amount of downward cold flow from the cold wall detaches from
the solid-liquid interface. This amount of detached flow encounters the up-
ward hot flow, which eventually causes several eddies to emerge between
y = 0.35 and y = 0.65 (See 3.14d). We can also note that the isothermal
lines at the corresponding positions in 3.13d become distorted due to those
eddies.

From this analysis, we can find that the melting process with higher Ra
number has distinct characteristics from that with lower Ra number. When
the Ra number is lower than 107 [51], the natural convection is just a single
circulation, the central part of the liquid cavity remains still. In the present
simulation, since both the Ra and Pr numbers are high, 2.48× 108 and 50
respectively, the natural convection manifests a different flow pattern.
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3. Numerical simulation on 2D/3.6. Conclusions and remarks

3.5.3 Performance of implementation

A Nvidia Tesla C2050 GPU was employed as platform to test the sim-
ulation efficiency. Its hardware properties were shown in previous sec-
tion( Table 3.2). Based on the CUDA bandwidthTest utility, the maxi-
mum device to device memory band width is 117.93 GB/s.

Figure 3.15 shows the performance of the present implementation un-
der different lattice resolutions. The units of the left y axis are the million
lattices updates per second (MLUPS). The right y axis corresponds to the
throughput for device to device throughput. The throughputs at different
lattice resolutions with respect to the maximum value(117.93 GB/s) range
from 44.0% to 52.5%, and the simulation delivers up to 703.31 MLUPS.
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Figure 3.15 – Performance of implementation

3.6 Conclusions and remarks

In this chapter, a highly efficient solver was designed using hybrid LBM
to numerically simulate melting process. The LBM with MRT was used
to calculate velocity field, and the total enthalpy method was employed
to simulate the melting phase change. This solver was optimized in or-
der to perform on NVIDIA GPU based on CUDA architecture(model Tesla
C2050).

Experiments carried out in the previous chapter were used to validate
the numerical model and its implementation. The present simulation re-
sults are in good agreement with our experimental results, as well as the
published analytic results. The temperature contours and streamlines were
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3. Numerical simulation on 2D/3.6. Conclusions and remarks

also presented, which showed that the melting driven by natural convec-
tion under high Raand Prdemonstrated strong convection phenomenon
and different characteristics from the previous published results with lower
Ra and Pr number (refer to sec. 3.5.2).

The performance tests under different grid resolution showed that the
present implementation on the GPU (Tesla C2050) delivered up to 703.31
MLUPS. The device to device data throughput accounted for up to 52.5% of
the hardware’s maximum throughput. The two dimensional results shows
that our solver can provide us quite reliable physical results and consider-
able calculation efficiency. Since there is not three dimensional simulation
results published yet about the melting process, and in order to well profit
from our solver’s performance, we will expand this solver to simulate the
melting in a three dimensional building brick. This composes the content
of the next chapter.
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Chapter 4
3-dimensional simulation
results

4.1 Problem proposition
This chapter presents the 3-dimensional simulations of the melting pro-

cess. This is the successive work of the previous chapter. There are three
major motives that persuade us to carry out the 3-dimensional simulation:

Motive 1: We aim to obtain the knowledge of the real melting process
(in a 3-dimensional enclosure). There is no published data concerning
3-dimensional melting simulation, only 2-dimensional. Without a high
calculation speed solver, the 3-dimensional simulation is a very time-
consuming task which also needs a large amount of other computer re-
sources, such as RAM. This might be one of the reasons that there is no
published references about the 3-dimensional melting simulation.

Motive 2: At the same time, we expect to provide a batch of 3-dimensional
results as references for the other researchers.

Motive 3: Our 2-dimensional simulation was optimized in order to ex-
ecute on GPU and has been proven high efficient. Therefore, in order
to well profit from the GPU calculation power, we’d like to expand our
simulation to the 3-dimensional level.

4.2 Preliminary

4.2.1 Hybrid LBM-MRT on the D3Q19 stencil

We use LBM-MRT model with 19 discrete velocities on 3 dimensions,
known as D3Q19. This D3Q19 model is the most widely used 3-dimensional
model for LBM because it keeps a good balance between isotropy and sim-
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Figure 4.1 – The D3Q19 stencil

plicity. One could refer to Lallemand and Luo’s work for more information
on the general hybrid model [123].

The 19 discrete velocities are arranged like in Figure 4.1, and the LBM-
MRT model is described by Eq. 4.1. The 19 dimensional distributions space
| fα〉 is mapped to the moment space |mα〉 of the same dimension through a
linear transformation matrix M (Eq. 4.2), where M is shown in d’Humières’
paper [122]. This linear transformation makes the collision process move
from velocity space to moment space, in which the moments have clear
physical properties as follows:

/ ρ is mass density (zero order moment)

/ jx, jy, jz are the components of momentum on x, y, z directions respec-
tively

/ e is the energy (second order moment)

/ ε is the energy square (forth order moment)

/ qx, qy, qz are the heat flux on x, y, z direction (third order moments)

/ pxx, pxy, pyz, pzx are the components of the stress tensor

/ pww = pyy − pzz, πxx, πww (third order moments)

/ mx, my, mz are fourth order moments.

| fα(x + eδt, t + δt)〉 − | fα(x, t)〉 =
−M−1 · S ·

[
|mα(x, t)〉 − |meq

α (x, t)〉
] (4.1)

|mα〉 = M | fα〉
=
(
ρ, e, ε, jx, qx, jy, qy, jz, qz, 3pxx, 3πxx, pww, πww,

pxy, pyz, pzx, mx, my, mz
)> (4.2)
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In Eq. 4.1, the S is a diagonal matrix called collision matrix (Eq. 4.3).

S = diag(s0, s1, s2, s3, s4, s5, s6, s7, s8, s9,

s10, s11, s12, s13, s14, s15, s16, s17, s18)
(4.3)

Before and after collision, because of the conservation of mass, momen-
tum, and for the simplicity, s0, s3, s5, s7 are set to 0. The collision factors
s9 and s1 are controlled by kinematic viscosity ν (Eq. 4.4) and bulk viscos-
ity ζ respectively (Eq. 4.5):

ν =
1
3

(
1
s9
− 1

2

)
(4.4)

ζ =
2
9

(
1
s1
− 1

2

)
(4.5)

The other collision factors, s2, s10, s12 are set to 1.4, s4, s6, s8 to 1.2, and s16, s17, s18

to 1.98. s13, s14, s15 are equal to s9.
Furthermore, in Eq. 4.1, the vector |meq

α 〉 denotes the equilibrium quan-
tities of the moments. They are calculated by the following set of relations:

eeq = −11ρ + 19j2 + T∗ (4.6)

εeq = 3ρ (4.7)

qeq = −2
3

j (4.8)

3peq
xx = 3j2x − j2 (4.9)

peq
ww = j2y − j2z (4.10)

peq
xy = jx jy (4.11)

peq
yz = jy jz (4.12)

peq
zx = jz jx (4.13)

3π
eq
xx = π

eq
ww = 0 (4.14)

meq
x = meq

y = meq
z = 0 (4.15)

The symbol T∗ in the equilibrium equation (Eq. 4.6) represents dimen-
sionless temperature derived from energy equation as follows:

∂T
∂t

+∇(u · T) = α∇2T − Sh (4.16)

Where α is the thermal diffusivity, and Boussinesq approximation is ap-
plied. The symbol Sh acts as a heat sink and is a quantity related to melting.
We will talk about Sh in the next section. So far, the energy equation is then
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solved by finite difference as follows (only the gradient on x direction and
the Laplace operator are shown):

∂xT = T(i + 1, j, k)− T(i− 1, j, k)

− 1
8
[T(i + 1, j + 1, k)− T(i− 1, j + 1, k) + T(i + 1, j− 1, k)

− T(i− 1, j− 1, k) + T(i + 1, j, k + 1)− T(i− 1, j, k + 1)

+ T(i + 1, j, k− 1)− T(i− 1, j, k− 1)]

(4.17)

∇2T = 2[T(i + 1, j, k) + T(i− 1, j, k) + T(i, j + 1, k)

+ T(i, j− 1, k) + T(i, j, k + 1) + T(i, j, k− 1)]

− 1
4
[T(i + 1, j + 1, k) + T(i− 1, j + 1, k) + T(i + 1, j− 1, k)

+ T(i− 1, j− 1, k) + T(i, j + 1, k + 1) + T(i, j− 1, k + 1)

+ T(i, j + 1, k− 1) + T(i, j− 1, k− 1) + T(i + 1, j, k + 1)

+ T(i− 1, j, k + 1) + T(i + 1, j, k− 1) + T(i− 1, j, k− 1)]

− 9T(i, j, k)

(4.18)

4.2.2 Modelling for simulating melting

We use the same enthalpy method as that in the previous chapter, which
is depicted by Eq. 4.16. The Sh is:

Sh =
∂(L/Cp)

∂t
+∇(u · L

Cp
) (4.19)

where Cp is the heat capacity for both liquid and solid, L = l ·λ is the latent
heat content, λ is the latent heat and l is the liquid fraction.

Eq. 4.16 is transformed into the dimensionless form and then discretized
by picking the dimensionless values and parameters as described in the
previous chapter. Thus the dimensionless form is:

∂T∗

∂t∗
+∇∗(u∗ · T∗) = δt

δ2x
1√
Ra
∇∗2T∗ − 1

ρ · Ste
∂l
∂t∗

(4.20)

Where the liquid fraction l is defined as follows (Tf is melting temper-
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ature of the material):

l =


1 T∗ ≥ T∗f +

1
Ste

(T∗ − T∗f ) · Ste T∗f < T∗ < T∗f +
1

Ste

0 T∗ ≤ T∗f

(4.21)

4.3 Implementation

4.3.1 GPU hardware

The GPU employed in the 3-dimensional simulation is not the same
model – Tesla C2050 Nvidia GPU – as we used for the 2-dimensional sim-
ulation, because the 3-dimensional simulation requires more device mem-
ory on the GPU. As a result, we choose to use a Tesla C2075 Nvidia GPU,
its global memory capacity is twice bigger than the C2050 model (see Ta-
ble 4.1).

Table 4.1 – Specifications of Tesla C2075

CUDA Capability 2.0
Number of SMs 14
Number of CUDA core per SM 32
Constant memory 65536 bytes
Shared memory per block 49152 bytes
Registers available per block 32768
Global memory 6144 MB
Maximum number of threads per SM 1536
Maximum number of threads per block 1024
Maximum dimension of a block 1024× 1024× 64
Maximum dimension of a grid 65535× 65535× 65535

4.3.2 GPU implementation

4.3.2.1 Algorithm

The algorithm flowchart is shown in Figure 4.2. In this algorithm, the
liquid fraction of each lattice is the most critical parameter that controls the
flow of the whole simulation process. As a result, as for the calculation
domain, there is an excess of logic judgements in order to determine the
PCM’s phase status. This branching in the GPU simulation process can
exert negative impact on the parallel processing performances.
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Figure 4.2 – The algorithm for simulation
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4.3.2.2 Maximizing the parallelism

The calculation lattices topology should be mapped to GPU’s grids in
such a way that each thread takes care of one lattice in the calculation do-
main. This assures a possible thread-level parallelism [125, 129]. Besides,
the unit size of a warp has 32 threads. In a situation that threads in a warp
encounter a logic code branch or a non aligned lattice calculation domain,
several threads will be forced inactive. As a result, the code must be well
designed to prevent unnecessary code branching, the lattices size should
be chosen as the multiple of the size of a warp as well. Those suggestions
ensure a max threads occupancy.

4.3.2.3 Decreasing the memory accessing latency

The kernels can access several types of memory space equipped on GPU.
Generally, the bigger the quantity of memory, the slower the reading and
writing speed, and vice versa. For example, the global memory is quanti-
tatively abundant but has the lowest accessing speed, whereas the shared
memory and register have small memory quantities but very fast speed.
Furthermore, threads retrieve data from memory by the unit of half-warp,
which signifies that the information used to perform simulation should be
stored on the memory in a successive and well aligned manner. The more
scattered the data, the less efficient the access.

In global memory, for each lattice, 19 velocities plus 1 temperature plus
1 liquid fraction request memory space. Those variables can be easily ar-
ranged by the unit of each lattice. However, this could cause consider-
able useless memory transactions. As a result, in this simulation, those 21
variables are stored by the unit of the size of the x direction of calculation
domain.

The 19 discrete velocities and 1 liquid fraction are fetched and stored
in the local registers before performing the calculation. The temperature
field is solved by 19-points finite differences ( Figure 4.3). To obtain each
lattice’s temperature on time step N, the 19 temperatures’ information on
time step N-1 must be accessed beforehand. This causes plenty of memory
accesses and thus dramatically impacts the overall performance. Besides,
those 19 temperatures must be well addressed in memory so that they can
be accessed easily. In this simulation, the shared memory is chosen to store
the temporary temperatures of the previous time step. One thing needing
to be mentioned is that the shared memory is only available in its own block
and blind to the other blocks, so blocks must be assigned as single dimen-
sion (LX in Figure 4.3). Furthermore, there is no mechanism so far from
CUDA C that can prevent the threads within a block from access synchro-
nization, therefore it is the programmers’ responsibility to synchronize the
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Figure 4.3 – Halo temperature arrangement

threads’ accesses.

4.3.2.4 Boundary conditions

The simulation boundary conditions are shown in Figure 4.4. All the
simulation parameters are listed in Table 4.2 as dimensionless form. We
chose the halfway bounce back scheme to apply the LBM boundary condi-
tions. The temperatures are applied on the western (T∗w = +1) and eastern
sides (T∗e = −1), and the other four sides are kept adiabatic.

Because the temperatures are applied in the middle of two lattices, the
halo temperatures used to calculate the temperatures of the boundary lat-
tices are created first in shared memory and released after. This would
lead to no extra data writing and thus enhance the performance. For the
western and eastern wall, the halo temperatures are:

T−1 =
8Tw − 6T0 + T1

3
(4.22)

For the boundary lattices on the adiabatic sides, the halo temperatures are:

T−1 =
21T0 + 3T1 − T2

23
(4.23)

4.4 Results
The grid dependence of the 3-dimensional numerical model is pre-

sented in the first place, then followed by the sections with regard to the
simulation results, which cover the features of natural convection flow
(Sec. 4.4.2), heat transfer (Sec. 4.4.3 and 4.4.4) as well as the solid-liquid in-
terface evolution (Sec. 4.4.5). The simulations are carried out with Rayleigh
number Ra = 2.48× 108, 106, 107, 108 and Pr = 50. The last subsection
provides the GPU implementation performance of the 3-dimensional sim-
ulation (Sec. 4.4.7).

In order to inspect the 3-dimensional simulation results, we analyse the
data on four typical cross-sections, three of which are perpendicular to the
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D

H

L

Figure 4.4 – Calculation domain

Table 4.2 – Simulation cases

Ra Pr Ste T∗w T∗e T∗f H L D
2.48× 108 50 0.072 1 0 0 1 0.20 1

108

107

106

y-axis at y =0.25, 0.5 and 0.75 and the fourth one is perpendicular to the x-
axis at x = 0.1. Four indexes are used to identify them, say, S1 to S4. What’s
mores, on each cross-section, the data on three lines are analysed as well.
Those lines are indexed by adding a secondary index to the cross-section’s
index, such as L-S1-1, L-S1-2 and so on (see Figure 4.5)

S1

L-S1-1

L-S1-2

L-S1-3

S2

L-S2-1

L-S2-2

L-S2-3

S3

L-S3-1

L-S3-2

L-S3-3

Figure 4.5 – The dispositions of the cross-sections, lines and their indexes
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4.4.1 Grid dependence

Table 4.3 shows the Nusselt number values at different mesh resolu-
tions. Their relative errors comparing to the mean value are shown in Fig-
ure 4.6.

Table 4.3 – The values of Nusselt number at different mesh resolutions.
When Ra = 107, t = 1500s

The mesh resolution 128 160 192 224 256 320
of the z-direction

Nu 18.221 18.138 18.038 18.007 18.010 18.103

-10%
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100 150 200 250 300 350
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at
iv

e
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or

Mesh resolution

Figure 4.6 – The relative errors of Nusselt number. (when time t = 1500s,
compared with the mean value and the Rayleigh number Ra = 107)

4.4.2 Velocity fields

4.4.2.1 Isosurfaces of the velocities’ components

Figure 4.7a is the isosurface of ux (velocity component on x direction)
when Ra = 2.48× 108 and τ = 0.00312 (5000s). In the upper part of the
cavity, there is the fluid movement from the western wall to the solid-liquid
interface. Moreover, we observe that, where the flow is close to the solid-
interface, the isosurface of ux has several depressions. This is caused by the
vortices at those positions (refer to the coming sections). Figure 4.7c is the
isosurface of uz, which clearly shows that the convective flow on the hot
and cold sides. From the isosurface of uy, we could note that in the vicinity
of the solid-liquid surface, there exists the flow along the y-direction, see
Figure 4.7b. Since western and eastern sides are the only two sides on
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which the temperatures are applied, this y-component of the flow velocity
maybe demonstrate that the melting under this configuration is no longer
a 2-dimensional process or maybe is just calculation errors introduced by
the hardware restrictions due to the single precision arithmetic on the GPU
employed. All the detailed analysis of the velocities will be presented in
the following sections.

4.4.2.2 Velocities’ profiles on the cross-sections S1 S2 and S3

The Figure 4.8 shows the streamlines on the three cross-sections: S1, S2
and S3, besides, the 2-dimensional simulation results is also presented here
for comparison. We can see at least four vortices between 0.30 6 y 6 0.65
in all the three cross-sections of the 3-dimensional results (see Figure 4.8a,
Figure 4.8b and Figure 4.8c). Those vortices mainly appear on three levels
along z direction, which are z = 0.35, 0.50 and 0.60. We can also notice
that the streamlines on the three cross-sections have an extremely similar
vortices pattern. The impacts from the front and back walls on the flow
cannot reach the cross-sections S1 and S3.

Compared to the 2-dimensional simulation results, the streamlines of
the 2-dimensional simulation have a set of very similar vortices patters -
both their relative and absolute positions- as the 3-dimensional results, in
spite of very slightly differences on the central vortex(see Figure 4.8d).

4.4.2.3 Velocities’ characteristics along the lines

Figure 4.9, Figure 4.10 and Figure 4.11 are the velocities’ components
along the lines in the cross-sections S1, S2 and S3 respectively. They are
orthogonal to the yz coordinate surface.

As for the three lines located at the same positions of the three different
cross-sections, the velocities’ x and z components possess the same distri-
butions and magnitude. The x-components of the velocities are almost zero
when far from the solid-liquid interface. Due to the obique angle between
the solid-liquid interface and the x-direction, the natural convection flow
has a negative x-component of the velocity in the vicinity of the solid-liquid
interface (see Figure 4.9a, 4.10a and 4.11a).

The velocities have quite small y-components compared to the x- and
z-components (see Figure 4.9b, 4.10b and 4.11b).

The z-components have the largest magnitudes of the velocities. We
can observe visible positive values along the enclosure’s western wall and
negative values along the eastern wall as well as the solid-liquid inter-
face. In addition, the flow moves slightly faster on the hot side than on
the cold side. Moreover, on the hot side, the convective flow in the middle
of the enclosure is stronger than the flow in the upper part and the lower
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(a) Isosurface of ux (b) Isosurface of uy

(c) Isosurface of uz

Figure 4.7 – Isosurfaces of the velocity components when Ra = 2.48× 108

and τ = 0.00312 (5000s)
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(d) The 2-dimensional simulation results

Figure 4.8 – Streamlines on the cross-sections: S1, S2 and S3. When Ra =

2.48× 108 and τ = 0.00312 (5000s)
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part. This is because the flow in the middle is well developed, whereas on
the lower and upper part, the flow reaches the boundary (see Figure 4.9c,
4.10c and 4.11c). Transformed to the physical quantities, on the hot side,
the z-components have an approximate value of 2.20 mm/s in the middle,
1.71 mm/s in the upper part and 1.94 mm/s in the lower part. On the cold
side, the approximate largest value is −2.13 mm/s.

In order to understand the symmetrical characteristics of the 3-dimensional
simulation, the velocities’ distributions along the three lines which are par-
allel with the y-axis and in the cross-section S4 are shown in Figure 4.12.
Additionally, the velocity distribution along the line {x− 0.05, y, z− 0.25} =
t{0, 1, 0} (L5) is also presented (see Figure 4.13), because the line L-S4-1
goes through the solid phase. Generally speaking, the velocities along the
y-axis direction have much smaller quantities than their counterparts along
the x-, z-axis directions.

The line L-S4-1 goes through the solid phase, as a result, all the three
components of velocity are zero. From the velocity distributions of the
lines L-S4-2 and L-S4-3, we can see a very obvious symmetrical velocities’
distribution along the y-axis direction on the bottom and upper parts (see
Figure 4.12b and Figure 4.12c). Besides, we can also observe that the front
and back walls do impose some effects on the flow. The impacts decrease
when the y coordinate approaches the center of the enclosure. Approxi-
mately when 0.19 6 y 6 0.81, the impacts of the boundary walls are not
significant any more, which means the ratio of H

D must be roughly bigger
than 1.61 in order to remove the impacts from the boundaries.

Additionally, if we scale up the figure about the velocity distribution
along the line L5 which is quite near the bottom of the flow. From Fig-
ure 4.13 we can notice that the velocities’ distribution of y-component is
inverse symmetrical. This demonstrates that the natural convection in the
lower part of the enclosure has somewhat 3-dimensional flow characteris-
tics. In spite of it, the magnitudes of the velocities’ y-components are not
largely comparable to the x- and z-components. In a way, the flow on the
y-direction is not very significant. The 3-dimensional flow characteristics
exists but not considerably obvious. As a conclusion, if H

D > 1.61, the melt-
ing process can be roughly considered as a 2-dimensional process.

4.4.3 Temperature distribution

The Figure 4.14 shows the temperature isosurfaces of the 3-dimensional
simulation when Ra = 2.48× 108 and τ = 0.00312 (5000s). The tempera-
ture stratification is prone to become parallel to the horizontal direction on
the top part of the flow due to the natural convection. The natural convec-
tion dramatically modifies the solid-liquid interface compared to the melt-
ing process driven by the pure conduction. Besides, the adiabatic walls
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Figure 4.9 – The velocity components on the lines L-S1-1, L-S1-2 and L-S1-3.
When Ra = 2.48× 108 and τ = 0.00312 (5000s)
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Figure 4.10 – The velocity components on the lines L-S2-1, L-S2-2 and L-
S2-3. When Ra = 2.48× 108 and τ = 0.00312 (5000s)
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Figure 4.11 – The velocity components on the lines L-S3-1, L-S3-2 and L-
S3-3. When Ra = 2.48× 108 and τ = 0.00312 (5000s)

Wei GONG
Thèse en énergétique / 2014
Institut national des sciences appliquées de Lyon

127

Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2014ISAL0063/these.pdf 
© [W. Gong], [2014], INSA de Lyon, tous droits réservés



4. 3-dimensional simulation results/4.4. Results

-0.009

-0.008

-0.007

-0.006

-0.005

-0.004

-0.003

-0.002

-0.001

0

0.001

0 0.2 0.4 0.6 0.8 1M
ag

ni
tu

de
of

th
e

co
m

po
ne

nt
s

of
ve

lo
ci

ty
on

lin
e

L-
S4

-1
y

x-component
y-component
z-component

(a) On the line L-S4-1

-0.009

-0.008

-0.007

-0.006

-0.005

-0.004

-0.003

-0.002

-0.001

0

0.001

0 0.2 0.4 0.6 0.8 1M
ag

ni
tu

de
of

th
e

co
m

po
ne

nt
s

of
ve

lo
ci

ty
on

lin
e

L-
S4

-2

y

x-component
y-component
z-component

(b) On the line L-S4-2

-0.009

-0.008

-0.007

-0.006

-0.005

-0.004

-0.003

-0.002

-0.001

0

0.001

0 0.2 0.4 0.6 0.8 1M
ag

ni
tu

de
of

th
e

co
m

po
ne

nt
s

of
ve

lo
ci

ty
on

lin
e

L-
S4

-3

y

x-component
y-component
z-component

(c) On the line L-S4-3

Figure 4.12 – The velocity components on the lines L-S4-1, L-S4-2 and L-
S4-3. When Ra = 2.48× 108 and τ = 0.00312 (5000s)
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Figure 4.13 – The velocity components on the line L5. When Ra = 2.48×
108 and τ = 0.00312 (5000s)

have some impacts on the shape of the temperature stratification.
The temperature contours on the three cross-sections S1, S2 and S3 are

presented in Figure 4.15. As a comparison, the 2-dimensional simulation
results is also displayed. Like the the streamlines presented in the previous
section, the three sets of contours in the cross-sections S1, S2 and S3 also
have almost the same pattern. Compared to the 2-dimensional results, the
3-dimensional temperature contour lines are less distorted in general, espe-
cially within the vertex region. Besides, we observe that the 3-dimensional
simulation has a slightly bigger temperature gradient on the z-direction
than the 2-dimensional simulation.

4.4.4 Heat transfer rate

The heat transfer rate on the high temperature western side is described
in the form of average Nusselt number, which is calculated by the follow-
ing equation (Eq. 4.24):

Nu = −
∫ 1

0

∫ 1

0

∂T∗

∂x∗
dy∗dz∗ (4.24)

The Figure 4.16 presents the evolution of Nusselt number related to the
dimensionless time. The 3-dimensional simulation result, 2-dimensional
simulation result, the experiment result and the analytical result are all
displayed. We can see that our 2-dimensional and 3-dimensional simu-
lations have quite the same Nusselt number evolutions, although the 2-
dimensional simulation is very slightly bigger than the 3-dimensional sim-
ulation.
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Figure 4.14 – The temperature isosurfaces in the 3-dimensional simulation.
Ra = 2.48× 108 and τ = 0.00312 (5000s)

We also observe that during the early period, the simulation results
have some oscillations. This is due to the intrinsic characteristic of the en-
thalpy method and the LBM, the velocities in the lattices which are close
to the solid-liquid interface have sharp changes. In such simulation, the
grids switch their solid-liquid phases sharply, which can introduce an in-
consistency of the velocity of the grids encountering the phase change in
the vicinity of the solid-liquid interface.

4.4.5 Solid-liquid interface

The Figure 4.17 presents the solid-liquid interface position at the mo-
ment τ = 0.00312 (5000s) of the 2-dimensional and 3-dimensional simula-
tions. A very nice overlap of the two curves is obtained.

The Figure 4.18 is the sequential images of the melting process. As
analysed in previous chapter, the melting undergoes four stages, from Fig-
ure 4.18, we can again observe the transition of the four stages. Besides, the
natural convection really has great impacts on the melting process inside
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Figure 4.15 – The contours of temperature on the cross-sections: S1, S2 and
S3. When Ra = 2.48× 108 and τ = 0.00312 (5000s)
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Figure 4.17 – The solid-liquid interface at instant τ = 0.00312 (5000s): 2-
dimensional and 3-dimensional simulations. (Ra = 2.48× 108)

the brick.

4.4.6 Melting under different Rayleigh numbers

This section presents the melting process under different Ra numbers.
Three extra cases are simulated, which are Ra = 106, 107 and 108. The
Figure 4.19 shows all the Nu number evolution curves under different Ra
numbers. Additionally, the 2-dimensional simulation result when Ra =

2.48× 108 is also presented. The Figure 4.20, Figure 4.21, Figure 4.22 and
Figure 4.16 are curves that present both our simulation results and the an-
alytical results.
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Figure 4.18 – The melting process when Ra = 2.48× 108.
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Figure 4.20 – The average Nu number of the heat wall and the analytical
results from [54] when Ra = 106

From Figure 4.19 we can notice that at the initial stage of the melting
(more precisely before the FoSte reaches 0.0002), the five curves almost
overlap with each other, notably, when FoSte is less than 0.0001, they are
identical. This is because at the very beginning, the heat transfer is dom-
inated by the pure conduction, so the Rayleigh number has a negligible
impact on the melting process. When FoSte is between 0.0001 and 0.0002,
the convection starts to appear but with a small intensity as against the
conduction. This short period could be named competitive period. With
the melting going on, the convection dominates and thus leads to the five
curves divergence and finally reach a stable value.
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Figure 4.21 – The average Nu number of the heat wall and the analytical
results from [54] when Ra = 107
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Figure 4.22 – The average Nu number of the heat wall and the analytical
results from [54] when Ra = 108

Figure 4.19 also makes it clear that the bigger the Ra is, the higher the
heat transfer rate is. Besides, when Ra = 107 and 106, the natural convec-
tion has almost the same impacts on the melting process.

By comparing the analytical results [54] and our simulation results (see
Figure 4.20, Figure 4.21,Figure 4.22 and Figure 4.16), we find that the Nu
numbers of the numerical simulations in generally agree fairly well with
the analytical results. With the melting going on, the Nu numbers have
the same decreasing patterns as the analytical ones. When the melting pro-
cesses become steady, the simulation results have very small differences
comparing to the analytical results. In addition, after the convection be-
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comes steady and dominant, when Ra = 107, the heat transfer rate is very
close to the pure convection values, whereas when Ra > 108, the heat trans-
fer rates are slightly smaller than the pure convection heat transfer rate.

The Figure 4.23, Figure 4.24, Figure 4.25 and Figure 4.18 show the melt-
ing processes at 20 successive instants when Ra equals 106, 107, 108 and
2.48× 108 respectively 1. Once more, we could observe that, at the begin-
ning of the melting, the heat transfer form is the pure conduction and that
gradually the melted liquid volume enlarges. As soon as there is enough
cavity for the melted PCM, the liquid starts to have a vertical movement
because of the buoyancy force caused by the temperature gradients. Since
the relative high temperature liquid moves to the top, the melting interface
retreats faster than the bottom part. As contrast, near the bottom part of
the interface, there is no noticeable liquid movement, so the heat transfer
is mainly controlled by conduction. Thus, the lower part of the interface is
closer to the cold wall than the upper part of the interface. Furthermore,
the melting develops faster when Ra > 108 than the cases with lower Ra
numbers.

4.4.7 Implementation performance

The simulation performance are illustrated by million lattices updates
per second ( MLUPS) and device to device memory throughout ( GB/s).
The maximum memory data throughout of Tesla C2075 GPU is listed in Ta-
ble 4.4.

As shown in Table 4.5, the average performance shows that the current
GPU simulation has 56.46% of the maximum data throughput ability and
402.2 MLUPS. Compared to our previous two dimensional solver, the cur-
rent simulation has a smaller MLUPS but a bigger data throughout. Above
all, both of them have significant high performances.

1. Click here to access a video of melting of the 3-dimensional simulation (Ra = 108)
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Figure 4.23 – The melting process when Ra = 106.
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Figure 4.24 – The melting process when Ra = 107.
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3250 s

(n)
3500 s

(o)
3750 s

(p)
4000 s

(q)
4250 s
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4500 s
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4750 s
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5000 s

Figure 4.25 – The melting process when Ra = 108.
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4.5 Conclusions

In this chapter, we extend our 2-dimensional solver to simulate the
melting process driven by natural convection in the 3-dimensional trans-
parent brick. The brick’s western and eastern sides are applied fixed tem-
peratures and the other sides are adiabatic. The D3Q19 LBM-MRT model
is used to solve the natural convection. The enthalpy method is chosen to
obtain the temperature distribution during the melting progress, and its
mathematical equation is solved by finite difference.

We firstly simulated the same condition - Ra = 2.48× 108 - as the one in
the 2-dimensional simulation and the experiment. Through comparing to
the 2-dimensional simulation results, we found that the streamlines of the
3-dimensional simulation have a set of very similar vortices patters - both
their relative and absolute positions- as the 2-dimensional results, in spite
of very slightly differences on the central vortex.

From the velocity distributions along the characteristic lines which are
orthogonal to the yz coordinate surface we found that, on the x-direction
and at the same height level inside the brick , the velocities’ x and z com-
ponents possess the same distributions and magnitude. The z-components
have the largest magnitudes of the velocities, which is obvious due to the
natural convection. The natural convection on the hot side is stronger than
on the cold side when there is the solid-liquid interface. Moreover, the nat-
ural convection in the middle of the brick is stronger than the bottom part
and the upper part. On the hot side, the z-components have an approxi-
mate value of 2.20 mm/s in the middle, 1.71 mm/s in the upper part and
1.94 mm/s in the lower part. On the cold side, the approximate largest
value is −2.13 mm/s.

From the velocity distributions along the characteristic lines which are
orthogonal to the xz coordinate surface we observed a symmetrical veloci-
ties’ distribution along the y-axis direction on the central and upper parts.
If we scale up the figure of the velocity distribution along the line which
is quite near the bottom of the flow, we found that the natural convection
in the lower part of the brick has somewhat 3-dimensional flow character-
istics. However, the magnitudes of the velocities’ y-components are not
largely comparable to the x- and z-components, which means the flow on
the y-direction is not very significant. As a conclusion, the 3-dimensional
flow characteristics exist but not considerably obvious.

we can also found that the front and back walls impose effects on the
flow. The impacts decrease when the y coordinate approaches the center
of the enclosure. Approximately, when 0.19 6 y 6 0.81, the impacts of the
boundary walls can be neglected.

As for the heat transfer process, we found that the 3-dimensional tem-
perature contour lines are less distorted compared to the 2-dimensional
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results, and that the 3-dimensional simulation has a slightly bigger tem-
perature gradient on the z-direction than the 2-dimensional simulation.

Another three simulation cases with different Ra numbers (106, 107, 108)
are also conducted. The results of the Nusselt number evolution have il-
lustrated clearly the different stages during melting: pure conduction at
the initial stage; the competitive stage; and the final convection dominant
stage. The results under different Rayleigh number made it clear that the
bigger the Ra is, the higher the phase change rate is.

Additionally, at the beginning of the simulations, there occur the oscil-
lations. They are attributed to the intrinsic nature of the combination of the
enthalpy method and the LBM. In such simulation, the grids switch their
solid-liquid phases sharply, which can introduce an inconsistency of the
velocity of the grids encountering the phase change in the vicinity of the
solid-liquid interface.

Finally, the performance evaluation shows that the current 3-dimensional
simulation on the Nvidia Tesla C2075 GPU has a considerable performance
boost (402.2 MLUPS and 67.6 GB/s).
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Chapter 5
Conclusions and perspectives

In this thesis, the latent heat storage in the form of melting inside a
transparent building brick is studied by both experimental and numerical
approaches.

From the viewpoint of experimental approach, the role of an experi-
ment plays is to get enough data of the real physical melting process. Those
data can afterwards be used to validate the numerical model. However
the existing experimental methodologies keep more or less the same. For
example, the thermocouples are largely employed to get the temperature
information in the melting domain of interest. Those can introduce several
imperfections.

1. In general, where there is the density variation caused by tempera-
ture change in liquid phase - as this is always the case of melting -
natural convection and melting always concur. The scale of this con-
vection is absolutely feeble, it is vulnerable to exterior disturbances,
even the latter is quite small. As a consequence, the embedded ther-
mocouples can definitely change the true liquid flow during melting.

2. The thermocouples measure the local temperature. No matter how
many thermocouples are installed inside the enclosure, they can just
provide us the temperature on those scattered points. A continuous
temperature distribution is beyond the reach of thermocouples.

Consequently, in this thesis, a non-intrusive method is employed simul-
taneously to inspect the melting process, which occurs within one transpar-
ent rectangular building brick. The two vertical surfaces of the enclosure
are maintained with different but constant temperatures, the upper and
front sides are kept available to record the inner process by a camera, and
the bottom and back sides are insulated and kept adiabatic.

The experiments are carried out with n-octadecane as PCM and the Ra
number has an order of magnitude of 108 and Pr is 50. Experimental results
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show that:

1. The heat transfer during melting process can be described as three
stages. This is because the transition of heat transfer forms. At the
very beginning, the pure conduction is the only form, then it is the
competitive period of conduction and convection, at the end the con-
vection prevails.

2. During the competitive period of conduction and convection, the rel-
atively high temperature liquid moves upwards. When it reaches the
top of the melted cavity, it transfers this amount sensible heat to the
solid PCM there. As a result, there is a distinct indentation on the
top of solid-liquid interface. However, when this amount of liquid
and the newly melted PCM descend, they encounter the ascending
convective flow. Therefore, this cause vortices in the vicinity to the
lower part of the indentation. The upper part of the melted cavity is
characterised by the convection, while the lower part is still by con-
duction.

3. When the convection finally dominates during melting, the vortex in
the upper part disappears. Meanwhile, the contours of the velocity
components show the flow might have three dimensional flow pat-
tern.

4. The results also show that heat transfer rate during melting is much
higher than that of Neumann solution (pure conduction). The exis-
tence of natural convection dramatically influences the melting pro-
cess.

In addition to the experiments we carried out, a two dimensional nu-
merical simulation is also designed aiming to:

1. provide the mutual validation of the experimental results and the
numerical model,

2. provide a general robust and highly efficient solver of the melting
process.

3. extend the solver to simulate the melting from a 3-dimensional per-
spective in order to get more knowledge about the melting. This is
based on the previous two aims.

In our numerical model, the thermal lattice Boltzmann method with
multiple-relaxation-time (TLBM MRT) is used to calculate the velocity fields
and the finite difference to solve the energy equation. As for the melting
process, the enthalpy method is employed to provide a uniform equation
for the entire calculation domain. The melting solid-liquid interface is ap-
proximated on fixed grids.
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Furthermore, from the literature review we notice that the published
numerical simulations of melting have quite low calculation efficiency, re-
quire considerable high computer resources and CPU time.

Therefore, our simulation is specially designed to run on a CUDA en-
abled GPU in order to boost the simulation potential. In this thesis, two
Nvidia GPUs - model Tesla C2050 for the 2-dimensional simulation and
Tesla C2075 for the 3-dimensional simulation - are chosen as the calcu-
lation platforms and the C language as the programming language. The
2-dimensional simulation results show that:

1. The heat transfer rate from simulation goes well with our experimen-
tal results and a slightly higher values than the published analytical
results.

2. The transition of the heat transfer forms is similar to our experimental
results.

3. Like the experimental results, the same vortex appears in the simula-
tion results. Furthermore, at the beginning stage of melting, another
small vortex is also observed. This vortex disappears when convec-
tion develops. In addition, in the bottom part of the melted cavity,
there are several vortices exist.

The performance tests under different mesh resolutions showed that
our two dimensional simulation on GPU have up to 703.31 MLUPS. The
device to device memory throughput accounted for up to 52.5% of the
hardware’s maximum throughput (117.93 GB/s).

After the validation of our numerical simulation model, the solver is
extended to simulate 3-dimensional melting. Four cases - characterized by
three different Ra numbers - are simulated. The results show that:

1. When Ra = 2.48× 108, along the x-direction and at the same height
level inside the brick , the velocities’ components possess the same
distributions and magnitude. The z-components have the largest
magnitudes of the velocities.

2. When Ra = 2.48 × 108, the natural convection on the hot side is
slightly stronger than on the cold side when there is the solid-liquid
interface. Moreover, the natural convection in the middle of the brick
is stronger than the bottom part and the upper part. On the hot side,
the z-components have an approximate value of 2.20 mm/s in the
middle, 1.71 mm/s in the upper part and 1.94 mm/s in the lower
part. On the cold side, the approximate largest value is −2.13 mm/s.

3. When Ra = 2.48× 108, as for the flow that is close to the bottom of
the brick, the natural convection there has somewhat 3-dimensional
flow characteristics. However, the magnitudes of the velocities’ y-
components are not considerably large, the 3-dimensional flow char-
acteristics exists but not considerably obvious.
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4. The front and back walls impose effects on the flow. The impacts de-
crease when the y coordinate approaches the center of the enclosure.
Approximately, when 0.19 6 y 6 0.81, the impacts of the boundary
walls can be neglected.

5. When Ra is low - e.g. 106 and 107 -, the convections have quite similar
impacts on the heat transfer rate. While when Ra > 108, the convec-
tion dramatically increases the heat transfer rate.

6. The 3-dimensional simulation of the melting process has a consider-
able performance boost, with 402.2 MLUPS and 67.7 GB/s on a Nvidia
Tesla C2075 GPU.

Perspectives

About the experiment

The combination of the PIV and the LIF to experimentally study the
phase change process introduces a new promising approach to better un-
derstand the phase change. Notwithstanding, the high reflection of inci-
dent laser light inside the enclosure due to the existence of solid-liquid
interface poses many problems. Those thus introduce a relatively high
measurement uncertainty. Besides, in this experiment, just n-octadecane
is tested while the other types of PCMs are not. If the PCMs are not well
transparent, the PIV and the LIF methods would not be applicable. In the
future, it is very important to find better tracer particles and fluorescent
dyes. At the same time, different types of PCMs should also be considered.

About the numerical simulation

When designing the simulation model, the calculation domain is based
on the transparent wall brick. However, in real experiment process, the
upper part of the brick was left empty to accommodate the volume expan-
sion of the PCM. In the simulation, this small vacant space is neglected and
assumed filled with the PCM. As a result, a more sophisticated model need
to be built in the future to embody this small space (with a free surface).

As for the computation efficiency, a performance decrease is notice-
able in three dimensional simulation, by contrast with the two dimensional
simulation. This is mostly due to the more logic judgements in the code,
because the CUDA programming pattern can’t achieve ideal high perfor-
mance if there are many code divergences. Consequently, in the future, a
more sophisticated approach should be devised in order to do this logic
judgements in the code. Meanwhile, the solver should also be modified
to adapt to different or even more complex enclosures, such as cylindrical
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enclosure or enclosures with fins etc. At last, simulations of different types
of PCMs should also be carried out.
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RESUME : 
A présent, les bâtiments résidentiels et commerciaux sont en phase de devenir le secteur le plus consommateur d’énergie dans de nombreux 
pays, comme par exemple en France. Diverses recherches ont été menées de manière à réduire la consommation énergétiques des bâtiments 
et augmenter leur confort thermique. Parmi tous les différentes approches, la technologie du stockage de chaleur latent se distingue par une 
très bonne capacité à stocker la chaleur afin de réduire les écarts entre la disponibilité et la demande d’énergie.Dans le cadre de l’un de nos 
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changement de phase (MCP). Les MCP à l’intérieur de la brique sont soumis à des changements de phase liquidesolide. Cette thèse 
s’attaque à la problématique du processus de fusion au sein de la  brique.Au cours de cette thèse, une méthode expérimentale nonintrusive a 
été développée afin d’améliorer les techniques expérimentales existantes. La vélocimétrie des images des particules (VIP) et la fluorescence 
induite par laser (FIL) ont été couplées pour étudier la convection naturelle et la distribution de la température. Puisqu’aucun thermocouple 
n’a été inséré au sein de la brique, le processus de la fusion a été considéré sans perturbation. Les résultats montrent que cette conception 
expérimentale a un avenir prometteur, même si elle reste à améliorer.Par la suite, nous présentons deux simulations numériques. Ces 
simulations se fondent sur la méthode de Boltzmann sur réseau à temps de relaxation multiple (LBM MRT), employée pour résoudre le 
champ de vitesse, et sur la méthode de différences finies, pour obtenir la distribution de la température. La méthode d’enthalpie a quant à 
elle été utilisée pour simuler le changement de phase. Les simulations en deux dimensions et trois dimensions ont toutes deux été réalisées 
avec succès. Point important, ces simulations numériques ont été développées en langage C pour tourner spécifiquement sur un processeur 
graphique (GPU), afin d’augmenter l’efficacité de la simulation en profitant de la capacité de calcul d’un GPU. Les résultats des simulations 
concordent bien avec les résultats de nos expériences et avec les résultats analytiques publiés.
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