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Invité : M. Preden Roulleau CEA-Saclay





4GHz33 





Summary

Mesoscopic few-electron voltage pulse source

The on-demand generation of well-controlled quantum excitations leads to the operation of

increasingly complex quantum systems. However, the collective response of the Fermi sea

to a perturbation typically includes holes and electrons and the control of a few degrees

of liberty is difficult to achieve. A means of generating a time-resolved elementary excita-

tion through short-time voltage pulses Vp(t) applied on the contacts of a one-dimensional

coherent conductor has been predicted[90]. For most voltage pulses, a finite number of

neutral electron-hole pairs are injected. The only possibility to suppress hole-generation,

which means that the Fermi sea appears unmodified, is through Lorentzian-shaped voltage

pulses with quantized flux e/h
∫ +∞
−∞ Vp(t)dt = n. The transferred quantum states, termed

levitons, have strikingly simple statistical properties : they minimize the shot noise when

impinging a static potential barrier.

In this thesis, we study the generation of this states and show that Lorentzian pulses im-

plement an on-demand electron source. GHz pulses are applied on a partially-transmitting

quantum point contact (QPC) below 50 mK and realized from a two-dimensional electron

gas in a GaAs/AlGaAs heterostructure. The resulting Photo-Assisted Shot Noise (PASN)

is proportional to the number of electron and holes, thus testing the source properties.

Additional characterization performed with the PASN includes the energy-distribution of

the excitations and the time-extension.

Keywords : on-demand source, elementary excitation, photo-assisted shot noise
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Résumé

Source mésoscopique à quelques électrons par pulse de tension

La génération à la demande d’excitations quantiques dans un état contrôlé permet la

construction de systèmes quantiques de plus en plus complexe. Cependant, la réponse

collective de la mer de Fermi à une perturbation comprend généralement à la fois des élec-

trons et des trous, ce qui rend la manipulation d’un nombre limité de degrés de liberté

plus difficile. Une méthode permettant de générer une excitation élémentaire résolue en

temps dans un conducteur cohérent unidimensionnel a été proposée[90] : l’application de

pulses de tension de forme lorentzienne. Un pulse Vp(t) de forme quelconque injecte un

nombre fini de paires électron-trou. La seule possibilité de supprimer les trous et de laisser

la mer de Fermi intacte est d’appliquer des pulses lorentziens dont le flux est quantifié

e/h
∫ +∞
−∞ Vp(t)dt = n. Les paquets d’onde transferrés sont des quasi-particules appelés Le-

vitons. Ils ont des propriétés statistiques remarquables : ils minimisent le bruit de grenaille.

Dans cette thèse, on étudie la génération de ces objets et on démontre que des pulses

Lorentzians constituent une source d’électrons à la demande. Des pulses GHz sont appli-

qués sur un contact ponctuel quantique (QPC) semi-réfléchissant et refroidi au-dessous

de 50 mK. Le bruit de grenaille photo-assisté (PASN) généré est proportionnel au nombre

total d’électrons et de trous, ce qui permet de tester la source. Le PASN permet également

de déterminer la distribution en énergie et le profil temporel des paquets d’onde.

Mots-clés : source à la demande, excitation élémentaire, bruit de grenaille photo-assisté
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Chapitre 0

Motivation, context and outline

This manuscript addresses the experimental study of coherent ballistic transport in

one-dimensional mesoscopic systems undergoing sub-nanosecond voltage pulses and their

application to few-electron on-demand sources. The main motivation is to demonstrate the

fast and precise injection of a controlled number of electrons provided by voltage pulses,

down to one particle at a time in a well-defined quantum state[90][65][71][38]. This approach

offers new possibilities to investigate the Full Counting Statistics (FCS) of mesoscopic

circuits, to implement interference experiments inspired by quantum optics with photons, or

to realize flying qubits in conductors. We characterize the states excited by the pulses with

low-frequency shot-noise measurements. The shot noise is indeed known to be proportional

to the number of elementary carriers reflected or transmitted by a scatterer[14][152][95]. It

contrasts with a current measurement which indicates the number of transmitted charges,

and provides information on the presence or absence of neutral electron-hole pairs in the

excited system.

This work is a contribution to mesoscopic physics, which studies the properties of

samples whose size is smaller than the electronic coherence length. In this regime, wave-

packets keep a well-defined phase, and quantum properties persist all along the trans-

port through these systems. This scale is observed experimentally in cooled-down nano-

lithographied structures. A convenient system to study quantum transport is a Quantum

Point Contact (QPC) made from a GaAs/AsGaAs hetero-structure[141] : it realizes a bal-

listic one-dimensional conductor with a tunable potential barrier. Transport experiments

in the DC regime have successfully verified that the properties of such a conductor are well-

described by the Landauer-Büttiker formalism[26]. In this approach, transport is unders-

tood as the scattering of electron waves entering the conductor. They are either transmitted
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or reflected, two possible outputs with respective probabilities D and 1−D. A full trans-

mission results in a quantized conductance[151][145]. The Pauli principle is responsible for

the shot noise reduction below the Poisson level, as observed when recording the current

fluctuations over time[12][121][78]. Over the two last decades, the physics of quantum wires

submitted to an AC field has also been explored, both theoretically and experimentally.

The FCS[89] has been developed to predict all transport statistics and the Photo-Assisted

Scattering theory[114][86] shows the role of photo-absorption and photo-emission in the AC

transport. These two mechanisms have been confirmed thanks to the measurable partition

noise of photo-assisted electron-hole pairs[128][120], even in the absence of a net current.

The FCS determination is still limited to the few first statistical moments[119][155][47].

The subject of this thesis, the application of voltage pulses to QPCs, constitutes a spe-

cial case of AC transport which is remarkably relevant to the realization of new experiments

analogous to quantum optics ones with few photons. The field of electronic quantum optics

has rapidly progressed thanks to the availability of electronic beam-splitters, with QPCs,

and electronic waveguides implemented by the chiral edge channels in the Integer Quantum

Hall regime (IQH)[73][22]. Up to now, most experiments have been conducted using the

stationary stream of electrons induced by a DC bias[91][110][66][105][124], but the attention

is now moving toward synchronized single-charge emitters. Over the years, varied strategies

have been developed to trigger time-controlled electron transfer[32][61][99][15][42]. Some of

these devices have been primarily designed to meet the metrologic requirement[115] of a

fast and accurate current. Realized with a different perspective, the recent Single-Electron-

Source based on a mesoscopic capacitor[41] has led to a series of experimental[17][16] ad-

vances in electronic optics, and triggered theoretical contributions[102][72][69][56]. The wor-

king principle is as follows : a quantum dot whose highest occupied energy level is suddenly

risen above the Fermi energy of the leads and injects an electron in an IQH channel. The

source is coherent and energy-resolved, exactly as frequency-resolved single-photon sources,

and the energy is tunable. The recent demonstration of the indistinguishability between

two electrons from two separate sources[16] has confirmed 1 the potential for addressing

quantum information problems[106].

The time-resolved electron source described in this manuscript follows the proposal

from Levitov et al. in [90][65] where charge is injected using voltage pulses Vp(t) applied

at a quantum wire contact. Remarkably, a pulse with the correct shape and amplitude

1. For a recent review : [18].
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(lorentzian with a quantized action e/h
∫ +∞
−∞ Vp(t)dt = 1) is expected to excite a single

electron just above the Fermi level and add no other excitation. This minimal-excitation

state has been called a leviton to emphasize its quasi-particle behavior. The physics be-

hind the voltage pulse source involves non-trivial Fermi statistics properties which have not

been observed yet. This new method is attractive for several reasons. No nano-lithographied

structure is required besides the quantum wire in which the charge is injected. The mecha-

nism is universal while the physics of devices based on quantum dots and QPCs depends

on their geometry. The number of electrons injected at the same time is arbitrary, as is the

time-delay between charge pulses.

The manuscript is organized as follows. In chapter 1, we review the effect of a time-

dependent voltage pulse on a coherent and ballistic one-dimensional conductor. The predic-

tion of Levitov et al. is presented. The photo-assisted description is emphasized since most

experiments presented afterwards have a simple interpretation in terms of photo-absorption

(electronic excitation) and photo-emission processes (hole-like excitation). The low-noise

cross-correlation set-up necessary to characterize the electron source is presented in chap-

ter 2. Past results about QPC conductance, thermal noise and shot noise are found again

and then used to understand the system. It is completed by radio-frequency calibration

in chapter 3. The core of the work is presented in chapter 4. Voltages pulses with various

shape and amplitude are applied and the photo-assisted shot noise serves as a probe to

verify the nature of the excited state, in terms of injected particle(s), energy-distribution

and time-extension. The two last chapters propose additional verification of the theory,

with a scheme aimed at a full determination of the Floquet Scattering Matrix (chapter 5)

which could also lead to a full Quantum State Tomography of a single-electron excitation,

and complementary results about the effect of temperature on the voltage-pulse injection

(chapter 6).
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Chapitre 1

Leviton : time-resolved minimal

excitation 1

In this chapter, we address the physics of the on-demand injection of a small finite

number of electrons Ne in a coherent conductor using voltage pulses Vp(t) applied on a

contact. The device is the simplest possible one : a tunnel junction between two coherent

leads. This problem was analysed by Levitov and Lesovik[90][65] as the special case of

AC Transport in one-dimensional system realised when
∞∫
−∞

Vp(t)dt is finite and induces

a time-localised charge pulse. They showed that a lorentzian pulse carrying an integer

charge implements an ideal clean on-demand source of electrons. By clean we mean that

the number of transported charges Qe is exactly the number of electrons Ne involved : no

neutral electron-pair accompanies the charge pulse. This property can be verified by shot

noise measurements.

In section 1.1, we quickly review the DC transport and the fundamental mechanism

leading to shot noise. From section 1.2 to 1.3 we follow Dubois et al. in [38] and analyze the

purity of the source by calculating the low-frequency shot noise resulting from periodically

repeated particle scattering on a tunnel barrier. This presentation is particularly relevant

as it corresponds to an experimental scheme which realizes particle counting. The difference

between zero temperature and a realistic experiment at finite temperature is emphasized.

Section 1.5 and 1.6 develop additional noise measurements leading to a complete cha-

racterization of the pulsed injection in energy and time-domain. In section 1.7 we consider

in details the interpretation of the lorentzian charge pulse as a single particle moving freely

1. This chapter is adapted from[38] : Integer and fractional charge lorentzian voltage pulses analyzed
in the framework of photon-assisted shot noise.
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on top of the unmodified Fermi sea and injected on-demand : the leviton.

1.1 DC electron flow

DC transport in coherent and ballistic one-dimensional conductors is strongly governed

by two principles : the Fermi exclusion and the Heisenberg principle. In this section, we

review the consequences of these principles on the low-frequency current fluctuations.

1.1.1 Single channel and quantized conductance

FE

Energy Energy 

)(
~
f

L 
)(

~
f

R 

µR 
µL 

Right Reservoir Left Reservoir 

Figure 1.1 – A one-dimension ballistic coherent conductor and its model[26]. Bottom
Figure : Optical photography 3 of a QPC with contacts, top gates and mesa (Sample “A”,
see Appendix B). This system implements the one-dimension ballistic quantum conductor.
Size Ls of the region combining one-dimensional, ballistic and coherent transport is typi-
cally defined at 35 mK and using high mobility 2DEG by the gate pattern. Its length is
shorter than the coherence length even for the highest energy involved, about 100µV. Top
Figure : Schematic description of the QPC. Two reservoirs emit electrons in the coherent
wire.

Fig. 1.1 represents a QPC fabricated on a high mobility 2DEG. At low-temperature,

this system behaves as a one-dimension ballistic coherent conductor 4. Such a quantum wire

3. Not real proportions.
4. Transport characteristics from the 2DEG properties are reviewed in Appendix B.
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between two incoherent reservoirs is conveniently represented by the superposition of two

independent fermionic systems moving in opposite directions. These systems are labeled

L or R according to the reservoir —Left or Right— the particles originate from. We note

Vds the DC bias applied on the left contact. The electrochemical potential µR = EF + eVds

and µL = EF and temperature Te of these reservoirs impose fL(ε) and fR(ε), respectively

the left and right Fermi distribution. They are given as :

fL,R(ε) =
1

1 + e
ε−µL,R
kBTe

(1.1)

An electron wave leaving the quantum wire and re-absorbed in a lead may end up co-

ming back into the conductor after multiple scattering, but it will have lost memory of both

its previous phase and its previous energy. It will thus not generate quantum interference.

The separation between the quantum wire and the incoherent “reservoir” embodies this

idea, and the details of the transition can be overlooked. Once the density of state and

energy-dependent velocity are taken into account, each energy level from each Fermi sea

contributes to a fraction of current as :

± e

h
fL,R(ε) (1.2)

The sign +(−) corresponds to the right-moving (left-moving) wave. fL(ε) and fR(ε)

represent the probabilities for a level to be occupied according to Fermi statistics. The factor

e/h, i.e. carrier charge over Planck constant, is universal. It results from the strict spacing

in time ∆τ for the fermions occupying a band of size ∆ε imposed by the combination of

the Fermi exclusion and the Heinsenberg uncertainty principle : ∆τ=h/∆ε.

A localized potential barrier separates each incoming wave-packet in a reflected wave

and a transmitted wave. Using a QPC provides a tunable transmission. We assume that

the transmission is energy-independent.

In quantum optics language, the scatterer implements an electron beam-splitter. The

transmitted part has a probability amplitude reduced by a factor SL,R(ε) (Fig. 1.2). This is

easily integrated in Eq. 1.2. The average transmitted current is reduced by |SL,R(ε)|2 = D

(D < 1) for each incoming contribution and the total current is :

< I >=
e

h

∫ ∞
−∞

(DfL(ε)−DfR(ε))dε = D
e2

h
Vds (1.3)

Eq. 1.3 is the well-known Landauer formula for one dimensional transport.
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Figure 1.2 – Scattering of incoming particles on a localized and energy-independent bar-
rier, with the two possible outputs. D is the transmission probability for a particle, or the
amplitude of the transmitted fraction of the wave.

1.1.2 DC Shot Noise

We have emphasized two kinds of stochastic processes to be associated when deriving

the current amplitude : transmission probability D and occupation probability fL,R(ε)

(variable (ε) can be omitted for the sake of simplicity). Both statistics are binomial and

generate fluctuations in the current, or noise. The picture is complete when we include

the effect of the Fermi exclusion, or fermionic antibunching. It correlates scattering events

between the two sides since two indistinguishable fermions (i.e. in our case two electrons at

the same energy) cannot end in the same reservoir. Thus, noise occurs only when an electron

incoming from the left finds no incoming electron from the right or if a hole incoming from

the left finds no incoming hole from the right.

SDCSNI (Te, Vds) =
1

∆ν
(< I(ν = 0)I(ν = 0) > − < I(ν = 0) >2)

= 2
e2

h

∫
(D[fL(1− fR) + fR(1− fL)]

−D2 [fL − fR]2)dE (1.4)

DCSN stands for DC Shot Noise, the noise observed at finite temperature Te and

finite DC bias Vds. We can decompose this equation into several terms. First line in Eq.

1.4 is the definition of the noise Power Spectral Density (PSD) at zero frequency. The

second line contains the probability of the two events giving rise to a single charge change
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(±∆Qe)
2=1. The third line is simply the square of the average charge increase <∆Qe>

2 in

a single scattering event at energy ε, as it was written in Eq. 1.3. The difference between

the two last expressions defines a variance. The integration has the same meaning than

in the current derivation (Eq. 1.3) : each energy level contributes separately to the noise.

The origin of the dimensional factor e2/h is not covered in details here 5, but can easily be

checked to provide the ratio e2∆ε/∆ν expected from the integration over all energies and

a current spectral density. From a physical point of view, it contains the average rate of

the individual scattering events.

The integrated form is more compact.

SDCSNI (Te, Vds) = 4kBTe
e2

h

(
D2 +D(1−D)

eVds
2kBTe

coth(
eVds

2kBTe
)

)
(1.5)

At zero temperature and for zero AC voltage, the noise is zero. The zero-bias limit at

finite temperature obeys the Johnson-Nyquist formula[81][67][107] for equilibrium noise :

SDCSNI (Te, 0) = 4kBTeD
e2

h
(1.6)

The other limit, zero-temperature and finite bias is :

SDCSNI (0, Vds) = 2eVds
e2

h
D(1−D) (1.7)

When D �1, Eq. 1.7 reduces to 2e<I>, the Skottky formula first derived for rare and

uncorrelated electron transfer in a vacuum tube[131]. The other limit shows a different

behavior. The noise vanishes when the scatterer becomes transparent D = 1. This signature

of the quantum temporal correlation was experimentally verified by Reznikov et al.[121]

and Kumar et al.[78]. The general situation when several channels coexist, like the two

defined by the spins, is simply the algebraic sum for both the current and the noise.

5. It could be recovered without quantum calculations using the definition of the average current
lim t→−∞ < Qe(t)/t > and the mathematical definition of the noise PSD at zero frequency as given
by the Wiener-Khintchine theorem. This operation provides for instance the factor 2. See [13]. The cen-
tral role of the charge binomial statistics is emphasized in [89]. Full calculation of the shot noise starting
from the decomposition of electrons into individual wave-packets was developed in the work of Martin and
coworkers[96][80].
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1.1.3 Stochastic processes and quantum scattering theory

In the previous section 1.1.2, we have extensively used our knowledge of the possible

outputs of a simple “charge” measurement and avoided full quantum calculations. Such

calculations start with the correct definition of the measured quantum operator.

2π∆νSDCSNI (Te, Vds) =< ÎL(w = 0)ÎL(w = 0) > − < ÎL(w = 0) >2 (1.8)

Where Î(w = 2πν) is the Fourier Transform of the current operator :

Î(t) =
e

h

∫ +∞

−∞
dEdE ′[â†L(E)âL(E ′)− b̂†L(E)b̂L(E ′)]exp(i(E − E ′) t

~
) (1.9)

Operator âL(ε) and b̂L(ε) are respectively annihilation operators for the incoming wave

and the outcoming waves in the Left lead. The corresponding operators in the Right lead

are âR(ε) and b̂R(ε). âL,R(ε) evolves over time as a free electron wave of energy ε and

accumulates a phase amplitude ∼ exp(−iεt/~)exp(±ik(ε)x). b̂L,R(ε) are defined from the

two incoming operators :

(
b̂L(ε)

b̂R(ε)

)
=

(
SL,L SL,R

SR,L SR,R

)(
âL(ε)

âR(ε)

)
(1.10)

The matrix {Sα,β} must be unitary to respect current conservation. The scattering

matrix theory, developed in [24], leads also to Eq. 1.5. This equation is similarly derived

with the generating function developed for the FCS in [89][104].

The stochastic decomposition emphasizes the structure of the DC shot noise : a perfectly

coherent and regular beam of electrons is scattered with binomial statistics. But it must be

mentioned that it would impair the understanding of the measurement in some situations.

For instance, even an ultra-low temperature and perfectly transmitting quantum wire is

known to display a logarithmically diverging charge noise <Q2
e>−<Qe>

2 ∼ log(tfEF/h)

when the measurement time tf is finite[87]. These quantum fluctuations are associated with

the starting and ending of the measurement for delocalized electron over time[88].
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1.2 Floquet scattering theory of photo-assisted shot

noise

We want to analyze the difference between DC transport and on-demand charge-

injection, a particular case of AC transport. A periodic train of voltage pulses Vp =

Vds + Vac(t) is applied to a quantum conductor. A single voltage pulse is defined when
∞∫
−∞

Vp(t)dt is finite. We show that the effect of the AC part Vac(t) can be interpreted in

terms of photo-excited quasi-particles.

)(
~
f

L 

Energy 


V(t) Vac(t) 

hv2

hv



hv

hv2

(Scatterer) Reservoir 

)(/ titi ee     

Left Lead 

Figure 1.3 – Phase accumulation and photo-assisted interpretation in a quantum conduc-
tor.

1.2.1 Photo-assisted interpretation of AC transport

The Left contact is now periodically driven by a purely AC voltage Vac(t) of frequency

ν= 1/T (Fig. 1.3). We have < Vac(t) >= 0. The geometry of the field can be kept simple.

The voltage drop is localized at the scatterer 6. The external field vary slowly compared to

the scattering time tsc ∼ ~|∂SL,R(ε)∂ε|. This regime defines instantaneous scattering. The

detailed response function[6] of the system is negligible. The scatterer is unaffected and

6. The field is considered screened anywhere else. The effective field is exactly the applied field, an
assumption which avoid a more complex formalism to be developed in order to maintain self-consistency[27].
Physical effects of screening for the photo-assisted theory are discussed in [114]
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energy-independent.

Solving the wave equation in presence of this classical field is performed using a gauge

transformation, whose states are easy to visualize. Free electron waves ∼ exp(iεt/~) accu-

mulate an additional amplitude exp(−iφ(t)). If we consider the travel from the left reservoir

to the scatterer, the time-dependent phase is given as :

φ(t) = 2π

∫ t

−∞
Vac(t

′)dt′ (1.11)

The Fourier transform of the amplitude :

e−iφ(t) =
+∞∑
l=−∞

pl e
−i2πlνt (1.12)

has a simple interpretation. It gives the probability amplitude pl for an electron to

absorb (l > 0) or emit (l < 0) photons 7. When we consider the movement of the entire

Fermi sea, the emission of a photon appears as a hole creation. 8 An individual electron

wave thus reaches the scatterer in a superposition of states at different energies entirely

predicted from the {pl}. For a sine wave of amplitude Vac, we have pl= Jl(α), where Jl(α)

is the lth-order Bessel function and the dimensionless ratio α is eVac/hν. The dimensionless

parameter α illustrates the general scalability of the formalism.

1.2.2 Floquet Formalism

The properties of the pl are remarkably useful when expressed in the framework of the

Floquet scattering theory[101]. The continuous energy range [−∞,+∞] is sliced into energy

windows of size hν, i.e. we replace the quantum number ε by a set of two quantum numbers

ε → ε′ + lhν, with ε′ now restricted to [−hν, 0]. Photo-assisted processes can be viewed

as the coherent scattering of the electrons between these energy windows. The scattering

matrix P̂(ε) corresponding to this evolution relates the set of annihilation operators “far

inside the left lead” âFL(ε)={âFL(ε, l)}l∈Z (right part of Fig. 1.3) to the already mentioned

stationary annihilation operators “at the input of the left lead” âL(ε′′)={âL(ε′′,m)} (right

7. The classical nature of the field and the absence of environment does not lead to restriction in photons
except the quantification hν, and their presence as intermediary particles is mostly transparent.

8. Charge conservation is ensured at a larger level. In practice, the two reservoirs are connected in a
close circuit. In the model where an infinite wire and an infinitely deep Fermi sea are used, there is a hole
going in the opposite direction.
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part of Fig. 1.3, see section 1.1.3). We have for individual electron wave :

âFL(ε′, l) =
+∞∑

m=−∞

pl−mδ(ε
′ − ε′′)âL(ε′′,m) (1.13)

Written as a scattering matrix :

âFL(ε) = P̂(ε)âL(ε) (1.14)

In all above equations, bold characters (â) refer to a set of operators (â) written in vector

form. By definition, we find P̂(ε)l,m = {pl−m}. To satisfy unitarity P̂†P̂ = 1, the amplitude

have to be orthogonal :

+∞∑
l=−∞

p∗l pl+k = δk,0 (1.15)

In particular, the sum of the probabilities Pl=|pl|2 to absorb or emit photons or to

do nothing is equal to 1. As shown in section 1.5, the probabilities Pl can be inferred

from shot-noise spectroscopy, when in addition to the AC voltage a tunable DC voltage

is applied between the contacts of a partially transmitting conductor. However, the set of

Pl does not contain all the information on the system. Products p∗l pl+k 6=0 (entering in

the non-diagonal part of the photo-excited density matrix), enters in the calculation of the

coherence function[55][54]. Chapter 5 covers partially this subject.

The periodic repetition might seem arbitrary. The original proposal from Levitov et al.

is about a single pulse of lorentzian time-profile with integer flux. From the experimental

point of view, the need for voltage periodicity is associated with the need for repeated

experiments in a statistical measurement. However, it does not affect the physics or the

validity of the theoretical description.

The partial tunneling through the local barrier can be inserted. Under matrix form, the

Floquet states are scattered according to :

(
b̂FL(ε)

b̂FR(ε)

)
=

(
SL,L SL,R

SR,L SR,R

)(
âFL(ε)

âFR(ε)

)
(1.16)

The total effect of the time-varying potential and the static barrier can now be expressed

in the basis of the reservoir states :
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(
b̂L(ε)

b̂R(ε)

)
=

(
P̂†(ε) 0

0 1

)(
SL,L SL,R

SR,L SR,R

)(
P̂(ε) 0

0 1

)(
âL(ε)

âR(ε)

)
(1.17)

The possibility to treat separately the fluctuating voltage and then use the same boun-

dary conditions as in the static problem is a direct consequence of the assumed geometry.

Similarly, the effect of an arbitrary voltage pulse Vp(t), the total voltage with both an AC

part equal to Vac(t) and a DC part Vds=<Vp(t)> is easily found by adding the DC part

as a shift in the electro-chemical potential µL. This formal separation allows a clear phy-

sical interpretation of all the underlying processes. In a complementary description, AC

transport was also shown to be made of elementary processes leading either to a charge

transfer or to a neutral electron-hole pair excitation (respectively called “unidirectional”

and “bidirectional” events) by Vanevic et al. [148]. This is particularly useful when the

current fluctuations are considered since they have different experimental signatures. We

analyze these signatures in the next section.

1.3 Photo-Assisted Shot Noise (PASN)

A periodic train of voltage pulses Vp(t)=Vds+Vac(t) applied to a quantum conductor

transfer on average an arbitrary charge q = (eVds)/hν, strictly determined by the DC part

Vds of the voltage while the noise is the consequence of all particles involved, independently

from their charge sign. As a consequence, the PASN noise amplitude associated with Vp(t)

can be arbitrarily high compared to the DCSN associated with Vds.

1.3.1 Noise fluctuations

The final form Eq. 1.17 for the transport under a purely AC voltage Vac(t) allows to use

the equation for the current and the noise in the case of a system with multiple channels

and contacts from[25].

Current fluctuations in this situation are referred to as Photon-Assisted Shot Noise

(PASN). The general theory [86][114][125][148] was verified experimentally in [120] for the

case with a QPC and with a coherent but diffusive conductor in [128]. The low-frequency

PASN is :
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SPASNI (Te, Vac(t)) = S0
I

∫ +∞

−∞

dε

hν

+∞∑
l=−∞

Pl [fL(ε− lhν)(1− fR(ε)) + (1− fL(ε− lhν))fR(ε)]

+ 4kBTeD
2 e

2

h
(1.18)

where S0
I = 2 e

2

h
D(1 − D)hν. The last term can be understood as the thermal noise

of the reservoirs. It only involves the variance of the independent binomial statistics from

the two Fermi distributions and not the one from the partitioning or the more complex

photo-assisted distribution.

5 

Energy 

F
E

Energy 
D 

Vac(t) 

Figure 1.4 – Scattering of photo-excited particles and noise production. All electrons
from the left Fermi sea migth have absorbed (l > 0) or emited (l < 0) l photons
with probability |Pl|, generating partial upward or downward shift of the Fermi sea.
Energy population for the out-of-equilibrium conductor are depicted by the distribu-
tion f̃L =

∑+∞
l=−∞ PlfL(ε − lhν). Note that unlike the unaffected Fermi sea, the energy

distributionf̃L misses the information about the coherence between energy levels. The pro-
duction of electron and hole is actually correlated[125].

In the absence of Vp(t), the thermal noise vanishing at zero temperature of Eq. 1.6 is

found again. Both photo-excited electrons or holes impinging (Fig.1.4) the barrier generate

current and possibly noise according to the same rules as in the case of a DC current. For a

hole (electron), noise arises when there is no hole (electron) incoming from the other side.

This is straightforward in the zero temperature limit.
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SPASNI (0, Vac(t)) = S0
I

+∞∑
l=−∞

|l|Pl (1.19)

Note that S0
I and therefore the noise vanishes also when D = 0. The sum in the right-

hand side is directly proportional to the number of photo-excited particles per period. This

is summarized by using the period-average output of the number operator for right-moving

excited particles in the left lead. It gives the average number of excited electron per pulse

when we consider positive energy :

Ne =

∫ 0

−hv

dε

hν

+∞∑
l=1

〈
âF †L (ε, l)âFL(ε, l)− â†L(ε, l)âL(ε, l)

〉
=

+∞∑
l=1

l Pl (1.20)

It gives the average number of holes per pulse when we consider negative energy :

Nh =

∫ 0

−hv

dε

hν

0∑
l=−∞

〈
â†L(ε, l)âL(ε, l)− âF †L (ε, l)âFL(ε, l)

〉
=

−1∑
l=−∞

(−l)Pl (1.21)

Using the Fourier transform property linking lpl to the Fourier Transform of ∂texp(−iφ(t)),

we can check that Nh=Ne.

Ne −Nh =
+∞∑
l=−∞

lplpl

=
+∞∑
l=−∞

1

−i2πνT 2

∫ T

0

∫ T

0

dtdt′
−i∂φ(t)

∂t
e−iφ(t)eiφ(t′)ei2πlν(t−t′)

=
e < Vac(t) >

t

hν

= 0 (1.22)

Current conservation leads to the same number of hole and electron. We see that equation

1.19 is :

SPASNI (0, Vac(t)) = S0
I (Ne +Nh) (1.23)

As emphasized for the general case in the next section, the noise at finite temperature

does not remain equal to expression 1.23. A similar equation arises in the case of periodic

injection of energy-resolved single electron and single hole from a quantum dot, injected

with an exact separation of half a period. In this context, the presence of excited par-
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ticles Ne=1 and Nh=1 originates from a different mechanism[41]. It was recently verified

experimentally in[17].

1.3.2 Excess noise

In the context of on-demand particle injection, we want to transfer exactly n particles

using a given pulse. Reducing the repetition frequency ν → 0 in the formalism shows the

direct equivalence between the problem per period and the on-demand situation. We can

analyze this situation in the Floquet formalism without loss of generality. A net transferred

charge of value q per pulse is not possible without a DC component in Vp(t). Injecting in

Eq. 1.18 the shifted Fermi distribution for the left lead, we find a slightly modified version

of Eq. 1.19 for the PASN at zero temperature :

SPASNI (0, Vp(t)) = S0
I

+∞∑
l=−∞

|l + q|Pl (1.24)

Where q = eVds/hν. In Eq. 1.24, the {pl} distribution is computed from exp(−iφ(t))

using only the part Vac(t). That way all Pl are identical when we consider the impact of

changing the quantity “q”.

Expression 1.24 is again proportional to the total number of electrons and holes Neh

=Nh(Vp)+Ne(Vp) in the left lead, as could be checked by calculating again the two ex-

pressions 1.20 and 1.21 with the DC shifted Fermi sea. Note that we have considered an

excitation to be a hole compared to the right reservoir Fermi level. The average current is :

< I(Vp) >=
e

h

∫ +∞

−∞
dε

+∞∑
l=−∞

|Pl|D(fL(ε− lhν)− fR(ε)) = eνD(Ne(Vp)−Nh(Vp)) = eνDq

(1.25)

The noiseless situation in Eq. 1.19 and 1.24 when the scatterer is fully transparent and

S0
I=0 ensures us that the transferred charge q is a precise quantity given by the pulse

average amplitude. We can express the current directly using the controlled field Vp(t). We

find conveniently the Ohm law :

< I(Vp) > = eνD

∫ T

0

eVp(t
′)

hν
dt′

The noise induced when the same pulse 9 is applied to a conductor with 0≤ D ≤1 has

9. When the conductor is partially transmitting the electronic, the current is reduced, but the framework
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a different behavior : it can be arbitrarily high. This situation contrasts with the DCSN

where the noise and the current were strictly related. By subtracting the PASN of Eq. 1.24

and its limit when Vac(t) →0 we define the excess shot noise. This limit is simply the noise

arising when transferring q charges per period with a constant current.

∆SI = S0
I

[
+∞∑
l=−∞

(|l + q| − |q|)Pl

]
(1.26)

The most important result is the fact that this quantity cannot be negative 10 and is

zero in the limit of a DC current. In other words, for a given transferred charge and a

certain transmission D, it is impossible to reduce the noise below the DC level whatever

way the the time-profile Vac(t) is modified. To stress the link between this quantity and

the presence of neutral electron-hole pairs, it is interesting to define the quantity :

∆Neh =
+∞∑
l=−∞

(|l + q| − |q|)Pl

= Ne(Vp) +Nh(Vp)− |q| (1.27)

∆Neh is the total number of electrons and holes in excess compared to the total trans-

ferred charge per pulse.

The derivative of Eq. 1.27 has a “stairs” structure and shows singularities each time q

is an integer. This singularities in the slope are a direct proof of the existence of quantized

photo-assisted process in the coherent AC transport. The situation q ∈ Z corresponds also

to a quantized current of an integer number of charges per period. It was observed in a

diffusive metallic wire[128] and with a ballistic conductor (a QPC)[120]. The condition for

the presence of a singularity offers also a measurement of the carrier charge. The second

derivative of Eq. 1.27 has consequently a “comb” structure and shows how the PASN

measurement while varying q (or Vds) provides direct information on the full Pl distribution.

∂∆N2
eh

∂q2
= (2P0 − 2)δ(q − 0) + 2

∑
l 6=0

Plδ(q + l) (1.28)

Inferring the distribution of photo-excited particles from the PASN has been discussed

in [77] and is developped in the next section. In a realistic experimental situation, we have

shows that the photo-assisted mechanisms are unchanged.
10. If we suppose q ≥0, developing the absolute value shows that we have two comparisons to make∑l≤−q
l=−∞(−l − q)Pl ≥ 0, and

∑l+∞
l=0 lPl =

∑0
l=−∞(−l)Pl ≥

∑l≤−q
l=−∞(−l)Pl ≥

∑l≤−q
l=−∞ qPl.
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to use the finite temperature excess noise version of Eq. 1.26, again obtained from the

integration of Eq. 1.18 when the left reservoir is shifted by eVds. In that case, when we

define ∆Neh = ∆SI/S
0
I we no longer obtain an expression for the number of photo-assisted

particles or holes in the left lead, but only a reduced unit for the noise.

∆SI(Vac(t), q, Te) = S0
I∆Neh(α, q, θe) = S0

I

+∞∑
l=−∞

((l + q)coth(
l + q

2θe
)− (q)coth(

q

2θe
))Pl(α)

(1.29)

The reduced unit θe = kBTe/hν for the temperature is used. As x × coth(x) tends to

x when x → ±∞, and tends to 1 when x → 0 the main change concerns photon-assisted

processes for which the energy lhν is lower or comparable to the typical thermal energy

available kBTe. The history (from t=−∞ in a reservoir to t=∞ again in a reservoir) of an

electron is randomized by exchanges of thermal energy in the reservoir prior to the entrance

in the ballistic conductor, for which there is no quantification. The possibility to minimize

the finite-temperature PASN noise 1.29 has been investigated for a few selected pulse

shapes by Gabelli et al. in [44]. The next part 1.4 is dedicated to the minimization of the

zero-temperature noise for a fixed DC level q. This optimization problem is more fitted to

the field of on-demand injection, as in this case only the noise is a direct tool to understand

the photo-excited content in the wave-packet traveling in the perfectly transmitting wave-

guide. As long as there is no thermal processes, discussing the PASN or discussing the

presence of holes and electrons is equivalent. A discussion of the thermal effects on the

photo-assisted processes as well as the experimental meaning of the finite temperature

PASN measurement is considered next. We show that at low-enough temperature, PASN

measurements are still a suitable tool.

1.4 Integer and arbitrary charge injection

Pulses of arbitrary shape and arbitrary charge are shown to give a marked minimum

in the excess PASN at low-temperature when the flux is an integer multiple of e/h. The

case of the lorentzian-shape voltage is shown to produce the same level of noise than a DC

current and leads to zero excess PASN. This corresponds to the ideal situation in which a

minimal excitation travels in the coherent conductor and can be send on-demand.
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1.4.1 Injection with a lorentzian voltage pulse

0 1 2 30 . 0

0 . 1

0 . 2

0 . 3
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C h a r g e  p e r  P u l s e  q  

η =  W / T
  0 . 2 5
  0 . 2 0
  0 . 1 5
  0 . 1
  0 . 0 5

Figure 1.5 – Excess noise at zero temperature induced by lorentzian pulses with various
typical width W compared to the period T and amplitude Vp(t = 0). As defined in the
main text, the charge per pulse is also the charge per period q, and amplitudes are labeled
using q = α.

In the previous section we have developed the arguments which show the equivalence

between the PASN amplitude and the numbers of excited particles in the quantum wire

Ne(Vp) +Nh(Vp). The minimization corresponds to a remarkably simple condition :

Ne(Vp) +Nh(Vp)− |q| = 0

Ne(Vp) +Nh(Vp)− |Ne(Vp)−Nh(Vp)| = 0

⇔Ne(Vp) = 0

orNh(Vp) = 0 (1.30)

Equivalently, the Fermi sea (or the equivalent for a hole-like excitation) appears unmodified.

These equations were first derived and analyzed by Levitov et al. in a set of two papers

[90] and [65]. They expressed what it implied for the analytical expression of the voltage

pulse 11. In the context of a periodic train of identical pulses it must be given by :

11. We have written the pulse as a sum of a DC component and an AC component. The pl were
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Vp(t) =
±nh
Weπ

+∞∑
k=−∞

1

1 + (t− kT )2/W 2
(1.31)

When applied to a D = 1 quantum conductor, Vp(t) with a plus (minus) sign sends

exactly an integer positive (negative) charge q = ±n per period. The Full Width at Half

Maximum for each individual pulse (FWHM) 2W can take any value. Interestingly, no

voltage pulse can verify the conditions expressed in Eq. 1.30 if q is not an integer charge.

The excess PASN cannot be zero in such a case, for which the phase term φ(t) = 2πn or

equivalently the action
∫
eVp(t)=nh are not quantized. Note that the limit of a lorentzian

train of pulses with W → +∞ is a DC bias. The AC part from which we have to calculate

the photo-assisted distribution {pl} is :

Vac(t) =
nhν

e

cos(2πνt)− e−2πη

cosh(2πη)− cos(2πνt)
(1.32)

Where η = Wν and ν = 1/T . It is interesting to generalize the above definition to an

arbitrary charge injection and label the amplitude of any lorentzian AC profile Vac(t) using

the quantity α which can take any real value and is equal to n for integer charge injection.

Vac(t) =
αhν

e

cos(2πνt)− e−2πη

cosh(2πη)− cos(2πνt)
(1.33)

There is only one possibility to combine the AC part with amplitude α and a DC part

q = eVds/hν and maintain a true pulse injection. It is when α = q. In any other situation,

the voltage does not go back to zero between each voltage peak. Varying α and q indepen-

dently to obtain detailed information about the quantum mechanism at work is done in

the next section 1.5, while we focus here on the experimental situation in which on-demand

charge injection is tried.

The distribution {Pl(α=1)} has a simple structure : Pl = 0 for l < −1 , P−1=exp(−4πη),

defined using only the AC part. If we remove this restriction, use the limit T → +∞ when lhv converges
to continuous variable ε, and consider the absence of photo-assisted electron first, we can sketch the
reasoning in a few lines. The condition P (ε) = P (ε)Θ(ε) transposed in the time domain has a form often
considered when calculating path integrals. The equality is true as soon as the Cauchy path integral in
the upper complex plane circling out the time t and the Cauchy principal value at t both exist and
are equals for the phase amplitude exp(−iφac+ds(t)). The key and obvious condition is the absence of
poles in the upper plane. The strong requirement |exp(−iφac+ds(t))| = 1 leads to products of the form
exp(−iφac+ds(t)) =

∏
m(τm− i(t− tm)/(τm + i(t− tm)), with any tm and τm. The case in which holes are

absent leads to a similar question in the lower complex plane. See [90][65] for a rigorous analysis of these
arguments.
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and Pl=exp(−4πη(l))[1− exp(−4πη)]2 for l > −1 (see also [148]). The expression for each

{Pl(α=n)} involves the same exponential factor and a Laguerre Polynomial. If we consider

the number of excess particles per pulse ∆Neh(α=n), we find always zero. The complete

expression for any value of α = q is described in [38] and ∆Neh is represented in Fig. 1.5.

∆Neh oscillates with q and is locally minimal at q = n.

Two conclusions are reached. The lorentzian voltage pulses with quantized action rea-

lizes a charge injection and leaves the Fermi sea unmodified. The second is that the granu-

larity of the charge has a strong signature. When trying to inject an arbitrary charge from

a given set of carriers, a complex combination must be used. Authors in[84] analyzed this

point and considered the sharp inversion point near q = n to reflect a dynamical analog of

the Anderson Orthogonality Catastrophe[4]. The presence of minima does not depend on

the frequency or the pulse width. But as can be seen on Fig. 1.5, the maxima are strongly

influenced by the characteristic ratio η = W/T .

1.4.2 Comparison with various pulse shapes

In this section, we address the comparison between several types of integer charge

pulses : the square, the sine, the rectangular, and the lorentzian. Using the PASN results

of section 1.3, we calculate the number of electron-hole pairs in excess compared to the

transported charge.

A periodic square pulse is defined as :

Vp(t) = 2
αhν

e
if 0 ≤ t ≤ 0.5T (1.34)

= 0 if 0.5T < t < T (1.35)

A sine function can be used as a voltage window and defines a train of pulses :

Vp(t) =
αhν

e
(sin(2πνt) + 1) (1.36)

These functions are defined so that the number of charges injected per period q when

the voltage amplitude associated is α verifies α = q. This is again the only situation which

corresponds to a repeated charge injection processes. The Vac(t) part is then deduced by

subtracting the average amplitude and used to define the {pl(α)}. Fig.1.6 represents the

number of excess particles found for each pulse. These curves were proposed in [148] and
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Figure 1.6 – Excess noise and excess particles generation at zero temperature as induced
for the on-demand charge injection “q” using various pulse shapes : square wave, sine wave
and lorentzian pulse (reproduced for comparison). As defined in the main text, the voltage
amplitude of each pulse is linked to the charge injection using q = α.

[147]. Again, local minimization occurs with a marked singularity each time α = q. But

the number of excess particles is not zero : a cloud of neutral electrons-pairs has been

excited from the Fermi sea. The {Pl(α)} for integer value of α can be calculated for all

three proposed pulses in Fig. 1.6. The presence of a log(n) asymptotic divergence in the

noise for the square wave can be verified.

When analyzing the lorentzian pulse, an additional parameter was available : the

FWHM, which is missing for the two basic situations of the square wave and the sine

wave. A periodic rectangular pulse of FWHM W is defined as :

Vp(t) =
Tαhν

We
if 0 ≤ t < W (1.37)

= 0 if W ≤ t < T (1.38)

The ratio η = W/T is used to label the curves in Fig. 1.7. Again the sharpness increase

the resolution of minima and maxima. To extend this partial analysis of the role of the

shape, we consider a periodic train of gaussian pulses. A train of gaussian pulses is defined
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Figure 1.7 – Excess noise and excess particles generation at zero temperature as induced
for the on-demand charge injection “q” using rectangular window of voltage bias with
various width W compared to the repetition time T . As defined in the main text, the
voltage amplitude of each pulse is linked to the charge injection using q = α for all points.
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Figure 1.8 – Definition of a periodic train of gaussian voltage pulses. The FWHM is
equivalent between a lorentzian and a gaussian pulse when

√
2ln(2)σ = W .

as :

Vp(t) =
αhν

e

+∞∑
k=−∞

1√
2πσ2

exp(−(x− kT )2

2σ2
) (1.39)
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Figure 1.9 – Excess noise and excess particles generation at zero temperature as induced
for the on-demand charge injection “q” using gaussian or lorentzian voltages pulses on the
contact with equal FWHM compared to the repetition time T . As defined in the main text,
the voltage amplitude of each pulse is linked to the charge injection using q = α for all
points.

A gaussian pulse and a lorentzian pulse such as
√

2ln(2)σ = W have the same FWHM

(Fig. 1.8). For a given integer charge injection, the noise is strikingly close to zero for

a gaussian pulse, even if it can be checked to be finite with precise enough numerical

simulations. The higher contrast between minima and maxima in Fig.1.9 in the excess

particles number is qualitatively related to the higher energy dispersion of the excited

state. It can be verified by comparing the out-of-equilibrium energy distributions f̃L(ε) =∑+∞
l=−∞ PlfL(ε − lhν − qhν) with the original equilibrium Fermi sea fL(ε). See the right

part of Fig.1.9. The higher characteristic energy of the gaussian-generated excitation would

conserve its phase-coherence on a shorter travel path than the lorentzian. The idea of an

“engineered state”, for which the optimization in terms of excess particles, characteristic

energy, time-profile, depends on the problem it should be used for is not explored in this

work.
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1.4.3 Finite temperature PASN

Effects of temperature increase on a PASN measurement

In a realistic experiment, the temperature is finite. The typical range of frequency that

can be used is 0–30 GHz, and a temperature below 50 mK is reasonable with commercially

available traditional dilution fridges and cryogen-free dilution fridges. In reduced units, the

typical temperature scale is θe=kBTe/hv. As can be seen in Fig.1.10 and Fig.1.11 the noise

to be measured quickly loses its quantum signatures with “q” when θe is increased. The

contrast between minima and maxima is lost until only a curve with a single maximum

appears. Along the temperature variation, local minima are not only smoothed and loose

their singular behavior (cusps) but also drift from the exact quantization q = n. Additio-

nally, we observe that the drift is typically larger for the lorentzian injection than for the

sine-window.
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Figure 1.10 – Excess noise at finite temperature Te as induced for the on-demand charge
injection “q”. As defined in the main text, the voltage amplitude of each pulse is linked to
the charge injection using q = α.
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Figure 1.11 – Excess noise generation at finite temperature Te as induced for the on-
demand charge injection “q” using a pulse with a sine window. As defined in the main text,
the voltage amplitude of each pulse is linked to the charge injection using q = α.

Role of the two reservoirs

To understand these effects, we must consider that several statistics are combined.

First, the states in the left lead impinging the scatterer are the result of independent

photo-assisted processes and random thermal energy exchanges in the left reservoir. They

are scattered in correlation to the right-coming states, which have also experienced random

thermal energy exchanges in the reservoir before being injected in the coherent conductor.

There is no trivial way to separate these effects.

Some thought experiments might be questioned to see this. The temperature of the left

lead is first set to θe, while the right reservoir is maintained arbitrarily at zero temperature.

The noise measurement in reduced units provides :

∆Neh =
1

hν

+∞∑
l=−∞

(|fL(ε− lhν − qhν)− fR(ε)| − |fL(ε− qhν)− fR(ε)|)Pl

=
+∞∑
l=−∞

(2ln(
1 + elθe+qθe

1 + eqθe
)θe − l)Pl (1.40)
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The term previously labeled as the“thermal noise of the reservoirs” (see Eq. 1.18) is still

identical between the pure DC and Vp(t)=Vac(t) +Vds situations (but divided by 2). The

complementary thought experiment is the noise in reduced units when the temperature

of the right lead is set to θe, while the left reservoir is maintained arbitrarily at zero

temperature. It would provide the same expression as Eq. 1.40. The qualitative behavior of

Eq. 1.40 is very similar to the realistic experiment, but with a slower smoothing dependence

with θe (e.g. about 2/3 for a lorentzian η = 0.1). Two conclusions are reached :

– The picture of the quantum state traveling in the wire as deduced from the PASN is

partially impoverished by the comparison at the semi-transmitting barrier with the

hot second Fermi sea.

– There is no direct interpretation of the absolute level of noise at finite temperature.
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Figure 1.12 – Smearing function ω(l, q, θe) impacting thermal PASN increase. ω(l, q, θe)
depends only on |l+q| when q/θe �1 and shows a sharp peak around“−q”of amplitude 2θe(
solid lines). When q = n, the asymptotic behavior (dash blue line) ∼ 2(|l+q|exp(−|l+q|/θe)
strongly limits the weight of all other probability amplitudes Pl 6=−q.

Separation of energy windows

From a quantitative analysis of the noise level, the main properties of the photo-assisted

distribution can still be observed. The noise increase between the excess PASN at finite
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but small θe and zero temperature is virtually determined by at most 2 photo-assisted

processes. To see this, we define the weight ω(l, q, θe) such that :

∆Neh(α, q, θe)−∆Neh(α, q, 0) =
+∞∑
l=−∞

((l + q)coth(
l + q

2θe
)− (q)coth(

q

2θe
)− |l + q|+ |q|)Pl

=
+∞∑
l=−∞

ω(l, q, θe)Pl (1.41)

ω(l, q, θe) gives the additional noise associated with the particles absorbing/emitting l

photons.
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Figure 1.13 – Difference between the probability amplitude P−1(α = q) and P−2(α = q)
when the AC time-profile is lorentzian or based on a sine window.

Each term (x)coth(x/2θe)−|x| forms a sharp peak around 0, of amplitude 2θe. As long

as q/θe �1, ω(l, q, θe) depends only on (l + q) (see Fig.1.12). The additional PASN found

with θe � 1 compared to zero temperature and when q = n is therefore 2θeP−q(α = q).

In brief, if the temperature is not large enough to mix energy windows [lhν, (l + 1)hν],

photo-assisted transitions are still observed independently.

This additional noise has an interesting physical interpretation. One can derive this

quantity by considering the anti-bunching of electrons for which nothing has happened in

the left reservoir (probability P−q(α = q)) and all others in the right reservoir.
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The behavior around q = 0 is different. 12. We find a drop of amplitude 2θe(P0(α)− 1).

When we consider charge injection, it has no consequence since all Pl(α = q) are 0 when

q = 0. But the effect is expected for an arbitrary pulse.

The introduction of the smearing function ω(l, q, θe) also offers an explanation for the

drift of the local minima. When q evolves from n to n + 1, the noise increase involves

P (α = q)−n−1 and P (α = q)−n with exchanging weights. If P−n−1(α = q) � P−n(α = q),

the minimum is displaced towards n+ 1. The typical situation for q = n = 1 is represented

for the two pulse shape previously discussed in Fig.1.10 and 1.11, where we see the strong

asymmetry P−1 > P−2. Additionally, the difference is even stronger for a lorentzian pulse.

1.5 Energy spectroscopy

A direct consequence of Eq. 1.28 is the possibility to extract the entire set of Pl(α)

from a PASN measurement. Such an experiment implements an energy spectroscopy of the

excited Fermi sea. We compare the results of such an experiment for various voltage profiles.

The calculations and graphs are done and displayed at zero and finite temperatures.

1.5.1 Zero-temperature

Fig. 1.14 represents the excess number of particles per pulse for a voltage excitation

Vp(t)=Vds+Vac(t) with a varying DC average “q” and two fixed-amplitude periodic repeti-

tions of lorentzian pulses α=1 and 2. The absence of excess particles is observed when the

particle injection is recovered at q = α. There is a singularity at each integer value q = n.

The number of excess particles observed for different values of “q” gives either the number

of holes or the number of electrons above or below this energy level for the AC part alone.

To see this we can use Eq. 1.27.

q > 0⇒ ∆Neh = Ne(Vp) +Nh(Vp)− |Ne(Vp)−Nh(Vp)| = 2Nh(Vp)

q < 0⇒ ∆Neh = Ne(Vp) +Nh(Vp)− |Ne(Vp)−Nh(Vp)| = 2Ne(Vp) (1.42)

After a DC shift +|q|hν , only photo-excited holes below the energy −qhν are still hole-

like excitations and counted in Nh(Vp). Symmetrically, after a DC shift −|q|hν , only photo-

excited electrons above the energy −qhν are still electron-like excitations and counted

12. See also Fig. 1.17, 1.18 and 1.19. At small θe, the noise decreases at q = 0 with the temperature
while it increases for the other values of q.
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in Ne(Vp). The decrease of excess noise in the left part is associated with the inverse

exponential law in energy for excited electrons after a lorentzian pulse.
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Figure 1.14 – Zero-temperature excess noise in the energy spectroscopy for voltage pulses
with sine window and amplitude α = n = 1 and α = n = 2. As defined in the main text, the
injection procedure under study is recovered when the DC bias q is equal to the amplitude
α. The symmetry is a necessary consequence of flux parity φ(t) when Vp(t)= Vac(t) and
Vds=0.

Fig. 1.15 represents the excess number of particles per pulse for a voltage excitation

Vp(t)=Vds+Vac(t) with an arbitrarily varying DC average “q” and two fixed-amplitude sine

waves α=1 and 2. The spectrum is symmetrical around q=0, a consequence of the odd

symmetry Vac(t)=-Vac(−t).

1.5.2 Finite-temperature

The second derivative of the experimental curves associated to Fig. 1.14 and 1.15 with

respect to q provide directly the Pl(α) when q = −l.

∂∆N2
eh

∂q2
= (2P0 − 2)δ(q − 0) + 2

∑
l 6=0

Plδ(q + l) (1.43)

At finite temperature this is no longer true. The singularities are rapidly smoothed
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Figure 1.15 – Zero-temperature excess noise in the energy spectroscopy for sine-window
pulses with amplitude α = n = 1 and α = n = 2. As defined in the main text, the injection
procedure for each sine profile under study is recovered when the DC bias q is equal to the
amplitude α.

when the temperature increases, as shown in Fig. 1.16.

Fig.1.17,1.18 and Fig.1.19 show the qualitative comparison between the typical pulse

shapes under scruting : lorentzian injecting a few particles α = 1 or 2 and a sine wave.

The way the total noise distribution with q evolves from the excess particle number at

zero temperature is strictly calculable, and depends on a single parameter(θe). From an

infinitely precise curve, the Pl distribution can be analyzed even for large θe, as can be

expected in the “stair-like” structure of Fig.1.16. The main difficulty being the explosion of

the required precision with θe. Such an analysis of the Pl distribution from a deconvolution

of the experimental data at finite temperature was proposed and performed in [44] and

[146] for the energy spectroscopy of sine and bi-harmonic wave with a flux transferring

several charges per pulse.

The noise measurement might seem complex compared to a current measurement, but

this drawback has to be compared with the possibility to characterize the underlying me-

chanism of photo-assisted transport. An energy-dependent scatterer with a small linear

dispersion of the transmission probability D(ε) = D0 + ε∂D/∂ε would scatter for instance

differently electrons and holes. How such an asymmetry would give information about the
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Figure 1.16 – Derivation of the excess noise in reduced units according to Eq. 1.29 at zero
and finite temperature for a lorentzian voltage pulse with AC amplitude α = 2 and arbitrary
DC level q. At zero-temperature, the step size at each integer value for q probes Pl=−q(α).
The charge injection procedure is recovered at α = q only. At finite temperature(red curve),
the excess noise probes a probability distribution influenced by the possibility of thermal
energy exchange in the two reservoirs, but from which the photo-assisted processes can be
still analyzed when θe << 1.

particle distribution ? Unfortunately, the resulting excess current < Iph > compared to

Eq. 1.25 does not provide information on the number of excited particles in the left lead.

Using the same Fourier Transform property as in Eq. 1.22, we find that this current is

proportional to the total power from the voltage pulse :

< Iph(Vp) >
t =

e(hν)2

2h

∂D

∂ε

+∞∑
l=−∞

(l + q)2Pl

=
e3

h

∂D

∂ε

< V 2
ac(t) >t +V 2

ds

2
(1.44)

However, using an experimental set-up with low-amplification range under 1kHz, Julie

Dubois[37] used this current as a RF in-situ calibration. The impact of a similar non-

linear term in the transmission probability while calculating the noise amplitude was also
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Figure 1.17 – Finite-temperature excess noise in the energy spectroscopy for voltage pulses
with sine window and amplitude α = n = 1. As defined in the main text, the injection
procedure under study is recovered when the DC bias q is equal to the amplitude α.

addressed in her work.
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Figure 1.18 – Finite-temperature excess noise in the energy spectroscopy for voltage pulses
with lorentzian shape and amplitude α = n = 1. As defined in the main text, the injection
procedure under study is recovered when the DC bias q is equal to the amplitude α.
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Figure 1.19 – Finite-temperature excess noise in the energy spectroscopy for voltage pulses
with lorentzian shape and amplitude α = n = 2. As defined in the main text, the injection
procedure under study is recovered when the DC bias q is equal to the amplitude α.
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1.6 Time-domain measurement

1.6.1 Time spectroscopy experiment
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 0 . 0 1   0 . 0 6
 0 . 1 1   0 . 1 6    0 . 2 1

Figure 1.20 – Time-domain spectroscopy for train of lorentzian voltage pulses with various
widths W compared to the period T and α = 1. α = q = 1. The noise is zero when the
contacts are driven in phase (τ/T=0) and maximal when the separation between the two
trains is half a period. If the repetition rate still allows for a complete time-separation
of particles injected from the right and from the left, twice the noise of a single charge
injection is found at τ/T = 1/2.

Two critical aspects of the on-demand transfer of particles are lost in low-frequency

statistical measurements : the injection time and the wave-packet time-extension. The

total number of excitation is found when all the particles have transited back in one the

contacts, not at intermediary time. Even if the energy distribution is in principle sufficient

to rebuild the time-picture, it might be interesting to consider measurements giving a direct

access to these quantities.

Signatures of these quantities are recovered when a voltage source Vp(t+τ/2) is connec-

ted to the right lead of the quantum conductor while the left lead is maintained at the

Vp(t-τ/2). τ indicates a tunable time-delay between the two sources. The noise measu-

rement is only sensitive to the voltage drop at the energy-independent scatterer. PASN

calculations are equivalent to a single contact driven with a source (Vp(t-τ/2)-Vp(t+τ/2)).
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Figure 1.21 – Time-profile for various periodic trains of lorentzian voltage pulses as applied
from a classical source on a contact. The separation of the voltage pulses in the time domain
is lost for large W . As explained in the section 1.7, in that case the quantum wire whole
excitation is still strictly made of a stream of single-particle excitations but these particles
cannot be probed separately in the proposed experimental scheme. In the time-spectroscopy
experiment, two sources of such voltages pulses are used to define the bias applied on the
sample.

The PASN expression for any pulse shape Vp(t) can be expressed from the original pl

decomposition of the phase term.

SHOMI (τ)/S0
I =

+∞∑
k=−∞

|k||Πk|2(τ) (1.45)

With :

Πk(τ) =
+∞∑
l−∞

(plp
∗
l−ke

i2πτνl)e−i2πτνk/2 (1.46)

Fig. 1.20 represents the PASN amplitude SHOMI generated in this situation in reduced

units for a lorentzian periodic pulses injecting one electron per period, and with different

FWHM. The general shape has a few basic features. When τ is zero, the barrier is driven

uniformly and there is no possibility for particle scattering to produce shot noise. Possible
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scattering events are all correlated through anti-bunching. When τ/T=0.5, the peaks from

the two periodic trains of pulses are maximally separated and the noise shows a maximum.

If W � T there is no extension of each voltage peak over several periods (amplitude

over time for the source pulses are plotted in Fig. 1.21 for direct comparison) and the

noise maximum is exactly the PASN expected from two independent particles injected per

period, alternatively emitted by the left and right contacts. 13

1.6.2 Lorentzian pulses and quantum overlap

The link between the time-dependent electronic wave traveling in the conductor and

the PASN is given by the comparison between SHOMI (τ) and the quantity 2(1-C(τ)). C(τ)

is the quantum overlap between two single excitation traveling above the Fermi sea emitted

at different times.

C(τ) = | < ψ∗(x, t+
τ

2
)|ψ(x, t− τ

2
) > |2 (1.47)

The possibility to describe the excited Fermi sea with the creation of n right-moving

electrons and n left-moving holes is a remarkable consequence of lorentzian pulses with

α = n. The wavefunction 14 for a transferred electron emitted from a pulse centered at

time t0 was obtained in [71].

ψ(x, t) =

√
vF
2π

i
√

2W

x− vF (t− t0) + ivFW
(1.48)

The projection does not depend on the time t, and C(τ) is then exactly a lorentzian

curve of FWHM 2W and C(τ = 0)=1. SHOMI in that case is :

SHOMI (τ)/S0
I =

8β2sin(πντ)2

1− 2β2cos(2πντ) + β4

limW→0S
HOM
I (τ)/S0

I ∼ 2(1− 1

1 + (τ/2W )2
) (1.49)

13. The delay-dependent shot noise suppression for colliding particles at a QPC from various sources
in chiral edge channel was analyzed in [103] as a tool to compare quantum states produced in initially
uncorrelated systems. The name spectroscopy is used. We consider in this work a system with bi-directional
channels, and only voltage pulses.

14. It can be obtained form the single-electron creation operator in Eq. 1.53. The right-moving states

with linear dispersion are exp(−iε(t−x/vF )/~)√
2π~vF

.
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The time-spectroscopy is a measure of the quantum overlap | < ψ∗(x, t+τ)|ψ(x, t) > |2,

i.e. the size of wave-packet. We have introduced : β = exp(−2πW/T ). W → 0 with fixed

T leads to the regime where we can think of each period as a single event 15 The result

can actually be extended to the quick repetition case when emitted electrons overlap over

difference periods. It requires a slightly different definition for C(τ) based on the excited

Fermionic Field instead of a single wavefunction. More details are provided in chapter

4. Eq.1.49 suggests a strong analogy with the Hong-Ou-Mandel experiment[62]. In the

small W/T limit, close expressions have been obtained by Ol’khovskaya et al.[111] and

by Jonckheere et al[69]. These works have been motivated by the single electron source

demonstrated in [41] where single charges whose charge sign periodically alternates are

emitted from an ac driven quantum dot capacitor and the trains of charges collide in a QPC.

In the adiabatic ac drive limit, the wave packets mimic those emitted by lorentzian voltage

pulses on a contact. The experimental demonstration of the indistinguishably of fermions

from two such sources with a Hong-ou-Mandel experiment was performed recently[16].

The need to analyze the periodically-driven transport on all relevant timescales, and

not only from average, is becoming more and more relevant. Among a more general

trend towards GHz frequencies in mesoscopic systems, experimental advances in the field

of on-demand electron sources are some of the motivation behind the introduction of

Waiting-Time Distribution (WTD) for single-electron emitters[3] and quantized electrons

pulses[30][2]. Theoretical developments also include new dedicated time-resolved numerical

simulations[46].

From a noise measurement, we can therefore extract | < ψ∗(x, t + τ)|ψ(x, t) > |2 and

measure the size of the wavepackets induced by lorentzian pulses. These properties are not

true for periodic trains of lorentzian pulses with α 6= 1 or other pulse shapes.

1.7 Leviton

We address in this part the properties of the states excited through lorentzian pulses,

and their description as quasi-particles.

15. The equivalence in Eq. 1.49 holds for τ ∈] − T/2, T/2[ and the result is identical with fixed W and
T →∞.
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1.7.1 Particle description of the excited state above the Fermi

sea.

The treatment of the QPC independently at all energy levels reflects the use of a conve-

nient basis to describe the scattering problem, and not the existence of several independent

incoming objects. The difference is also seen when considering the time-domain. A descrip-

tion equivalent to the family of wave-function exp(−iεt/~) is the decomposition into a

time-dependent basis with states crossing the point x = 0 at time τ . Their wave-function

are δ(±x/vF − (t − τ)). On one hand, scattering events only relate states with the same

τ and a single electron ends up divided into the two leads according to its decomposition

over the basis δ(±x/vF − (t− τ)). But measuring one electron in one lead at a certain time

prevents from measuring it in the other lead at any other time. This is different from a

state made of two particles being scattered independently, for which we expect a second

charge to be observed later.

This thought experiment may lead us to study time-dependent quantum correlators of

the form < δÎ(t)δÎ(t + τ) >t, whose Fourier Transform is probed in high-frequency noise

measurements 16. For instance, such experiments have been conducted with the already

mentioned mesoscopic capacitor source where the injection mechanism reflected in “jitter

noise” for some selected driving cycles[94][112]. Keeling et al.[71] have proposed a different

approach. They have compared one-electron and two-electrons operators to analyze how

the Fermi statistics block several particles from being excited after a quantized lorentzian

pulse. Their proposal offers also interesting possibilities to discuss the successive injection

of N electrons compared to the simultaneous injection of exactly N electrons. A detailed

presentation can be found in[59]. We reproduce here the main ideas. We start with a single

electron at an energy |ε0 >, alone in the vacuum. As already stated, the effect of a time-

dependent voltage drop on this state can be calculated from the Schrödinger equation.

16. See also calculations and references in [37].
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|φexc. > =
+∞∑
l=−∞

plâ
†
L(ε0 + lhν)âL(ε0)|ε0 >

=

∫ +∞

−∞
dεδ(ε− lhν)

+∞∑
l=−∞

plâ
†
L(ε0 + ε)âL(ε0)|ε0 >

=

∫ +∞

−∞

dε

2π~

∫ +∞

−∞
dtei(ε−lhν)t/~

+∞∑
l=−∞

plâ
†
L(ε0 + ε)âL(ε0)|ε0 >

=

∫ +∞

−∞

dε

2π~

∫ +∞

−∞
dteiεt/~e−iφ(t)â†L(ε0 + ε)âL(ε0)|ε0 >

=

∫ +∞

−∞
dεpεâ

†
L(ε0 + ε)âL(ε0)|ε0 >

âL(ε) is the creation operator for a left-moving particle in the vacuum at energy ε.

pl does not exist unless exp(−φ(t)) is periodic. pε exists in any situation. Here we are

interested in lorentzian pulses with a flux e/h, applied at time tm and FWHM 2τm. The

photo-assisted scattering amplitudes pε can be decomposed in two parts, a Dirac function

and preg, a continuous function for positive energy.

e−iφ(t) =
t+ i(τm + itm)

t− i(τm − itm)

pε = δ(ε)− 2τm
~

Θ(ε)e−ε(τm−itm)/~

pε = δ(ε) + pregε Θ(ε)

The problem with two indistinguishable electrons |ε0, ε1 > with initial energies ε0 and

ε1, is straightforward if they are well-separated, i.e. if ε1 � ε0. They both move freely

according to pε. They are shifted upwards in energy over a range ∼ ~/τm. If |ε0 − ε1|
is similar or inferior to this scale, the overlap starts to play a role and prevents some

scattering events. Predictions about the final probability to have two excited electrons

at energy εF3 > εF2 both above the two initial energies εF2 > ε1 > ε0 involve operators

âL(εF3 )âL(εF2 ). As already stated :

U †âL(εF3,2)U = âL(εF3,2) +

∫ εF3,2

−∞
dε′pregε′ âL(εF3,2 − ε′) (1.50)
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Where U is the unitary operator which gives excited states on the right from initial states

on the left. Following [71], we show

âL(εF3 )âL(εF2 )U |ε0, ε1 >= 0 (1.51)

which makes all correlators with more than one particle above ε1 vanish, proving that only

one electron at a time can end above this level.

â(εF3 )â(εF2 )U |ε0, ε1 > = UU †âL(εF3 )UU †âL(εF2 )U |ε0, ε1 >

= U

(
âL(εF3 ) +

∫ εF3

−∞
dε′pregε′ âL(εF3 − ε′)

)
(
âL(εF2 ) +

∫ εF2

−∞
dε′pregε′ âL(εF2 − ε′)

)
|ε0, ε1 >

= U
(
preg
εF3 −ε1

âL(ε1) + preg
εF3 −ε0

âL(ε0)
)

+
(
preg
εF2 −ε1

âL(ε1) + preg
εF2 −ε0

âL(ε0)
)
|ε0, ε1 >

= U
(
preg
εF3 −ε1

preg
εF2 −ε0

âL(ε1)âL(ε0) + preg
εF3 −ε0

preg
εF2 −ε1

âL(ε0)âL(ε1)
)
|ε0, ε1 >

= U
(
preg
εF3 −ε1

preg
εF2 −ε0

− preg
εF3 −ε0

preg
εF2 −ε1

)
âL(ε1)âL(ε0)|ε0, ε1 > (1.52)

In the integral we have conserved only the energy available in the initial states. Ac-

cording to the last line, only one probability amplitude is left, which has a characteris-

tic anti-symmetrical form in the exchange of the two final energies. But the property

preg(a + b) = preg(a)preg(b) makes this amplitude trivially zero. We see that the key pro-

perties of a lorentzian pulse are strikingly related : the absence of negative energy shift

imposes the lorentzian shape and thus preg. In turn, preg are exactly the only distributions

for which this “sum-product” law holds. When the initial system is the infinitely deep Fermi

sea at zero-temperature |ΦF >, similar calculations can be used. The same result is then

obtained : only one right-moving electron can be observed above the Fermi sea and reach

the right reservoir. Operator U performs a single particle creation 17 described by :

A†(τm, tm) =

∫ +∞

0

dε

√
2τm
~
e−ε(τm−itm)/~â†L(ε) (1.53)

Keeling et al. linked this crucial property to a structural property : U is a rank-1 matrix.

17. Charge conservation can be checked by considering the entire system. See [59]
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At non-zero temperature, thermally excited holes and electrons would move according

to the limited possibility offered by Eq. 1.52. Similarly a lorentzian pulse with q = −1

generates a single hole whose creation operator is :

B(τm, tm) =

∫ 0

−∞
dε

√
2τm
~
e−|ε|(τm+itm)/~âL(ε) (1.54)

1.7.2 Multiple particle injection

Using a recurrence[71], the effect of N successive lorentzian pulses can be analyzed. For

all pulses q = 1. We note their FWHM 2τk and the center time t = tk. We have k ∈ [1, N ]

ans start with all tk different. The right-moving excited state is :

U |ΦF >→
∏

l′>l,l∈[1,N ]

ξ∗l + ξl′

ξl′ − ξl

N∏
k=1

A†(τk, tk)|ΦF > (1.55)

where ξl = τl − itl. Exactly N electrons are excited above the Fermi level. Similarly, N

lorentzian pulses with different widths τk and centered at different times tk, but all with

q = −1 give a final state with exactly N holes. Mixing pulses with q = 1 and q = −1 makes

the final state non-deterministic for the number of particles, unless a large separation in

time is used. The same recurrence but making each added of the N pulses ξl converging

towards a single value ξ gives the excited state from a lorentzian with amplitude α = N

pulse, i.e. sending q = N charges.

U |ΦF >→
N∏
k=1

L†k(τ, t)|ΦF > (1.56)

Where L†k(τ, t) =

√
2τ

~
∫∞

0
dε

(2τε)k

~kk!
e−ε(τ−it)/~â†L(ε)

Unlike each A†, L†k are not normalized wave-packets, but
∏

L†k is. The transition shows

that electrons induced by well separated lorentzian pulses are detected with the same

energy dispersion and almost independently, while electrons sent simultaneously pile up

in energy. The last one has then a typical energy close to Nεqp ∼ ~/2τ . In a realistic

system with interactions, they still behave as quasi-particles with a finite typical lifetime

τqp [29][48][153] 18 :

18. See also AppendixB.
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τ−1
qp h

EF
2h

(
Nεqp
EF

)2ln(
EF
Nεqp

) (1.57)

This formula does not apply specifically to a Leviton, but to any quasi-particle. The

remarkable additivity of lorentzian-induced electrons is analogous to one of the characte-

ristic property for a Soliton [36] solution to a wave equation. The independent propagation

-measurements are not independent- is a natural property for free electrons which extends

the analogy further. Inducing N holes with “negative” lorentzian is similar. The state ge-

nerated by a quantized lorentzian and previously referred to as “Coherent State of AC

Current” has been called a leviton to emphasize this quasi-particle behavior. The same

final state could be generated by a mesoscopic capacitor source driven in the so-called

“adiabatic regime”[72].
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Chapitre 2

Low-temperature cross-correlation

detection with parallel high-mobility

transistors (HEMT)

From their early successes to the most recent results [14][152][95], noise measurements

in mesoscopic physics have relied on stable low-noise amplification and fast data acquisi-

tion. In this chapter we describe an experimental system dedicated to simultaneous cross-

correlation measurements of voltage fluctuations in the MHz range and low-frequency cur-

rent at very low-temperature in an helium-free cryostat (section 2.1). A 35 mK electronic

temperature is found while noise powers of 10−30 A2/Hz can be resolved in about 3 minutes.

The two-channels cross-correlation set-up is a convenient way to separate the sample

voltage fluctuations from the parasitic amplification noise background. As explained in

section 2.2, no knowledge or calibration of this unwanted noise is required and the analysis

is greatly simplified. The choice of the MHz range results from the combination of several

arguments. First, both the physics of DC and photo-assisted shot noise for energy between

10 mK and 1 K involve much shorter timescales, typically below the nanosecond. Thus, the

zero-frequency white noise approximation can be used. At the same time, both the 1/f noise

from mesoscopic samples and amplification devices can be neglected as their respective

corner frequencies are exceeded. Finally, real-time data acquisition and numerical treatment

in this frequency range are now possible with the association of personal computers and

fast Analog to Digital Converters (ADC)(section 2.4).

Fine in-situ calibration of the amplification chain is presented in section 2.3. At the core

of this set-up are cryoamplifiers based on commercial high-mobility pseudomorphic HEMT
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(pHEMT). As shown in previous works [34],[122], these transistors have ultra-low input-

referred voltage noise down to the MHz range around 4 K and allow the implementation of

home-made, efficient and low-cost cryoamplifiers. The concept is presented in section 2.5.

We report in section 2.6 the performances obtained with our new design based on parallel

Agilent ATF-34143 pHEMTs.

2.1 Description of the system

2.1.1 Overview

Fig. 2.1 shows a schematic view of the two measurement lines implemented in the cryo-

stat. Tab. 2.1 lists the different temperatures at which each functional block is grounded.

The mesoscopic sample is represented as a resistor RS and the randomly fluctuating

current is represented as the source δIS. This sample is a QPC and all calibrations are ba-

sed on its physical properties. In the general context of this manuscript, this is the sample

referred to as ”B”. Details can be found in Appendix B. We describe the system starting

from the QPC and following the signal up to the ADC stage.

• Two passive resonant circuits (RESONATOR boards) ZA and ZB act both as pass-

band filters and current-to-voltage converters. The resonant frequency is in the low

MHz range : 2.5 MHz. The voltages seen at these resonators are respectively labeled

VA and VB.

• 55-centimeters (measured :∼98 pF) coaxial lines connect the resonators to the cryoam-

plifiers (CRYOAMP board), thermalised at 4 K.

• Then, coaxial lines extend further (measured :∼ 68 pF and∼ 70 cm) from the cryoam-

plifiers to a room temperature printed board (called SPLITTERs, see also [34]). The

purpose of this board is to separate the incoming fixed DC polarization current used

to select the transistor working point from the out-coming amplified signal to be

analyzed.

• Additional room temperature amplification is provided by two NF SA-421F5 ampli-

fiers with 46 dB of gain (GNF = 200) and an input impedance of 1 MΩ 1.

• The amplified outputs V1 and V2 are then read on the synchronized input channels

of a 50 Ω 8-bit Agilent digitizer and continuously accumulated at 20 MS/s.

1. NF SA-421F5 are differential amplifiers. Here they are used with one grounded input.
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Figure 2.1 – Schematic representation of the low-temperature two-channel cross-
correlation measurement system. The dotted dark blue box mark the helium-free cryostat.
Except for the resistor RLF , the two channels are entirely identical and labels are not
repeated. CRYOAMP and LF-EXCITATION board are detailed in Fig. 2.2 and 2.7.

• Simultaneously, low-frequency are analyzed. An injection line dedicated to DC and

kHz signal is directly connected on resonator B. Standard lock-in technique is used

to extract the response in output signal V1.

• Additional room-temperature filtering is provided by 7th-order Tchebychev filters

(Appendix E) with a cut-off frequency at 8.5 MHz.

Photographs of the lines inside the helium-free cryostat can be found in Appendix A.
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Circuit Board Temp.
SAMPLE 13 mK

RESONATOR 13 mK
CRYOAMP 4.1 K
SPLITTER 300 K

LF INJECTION 300 K

Table 2.1 – Thermal grounding points in the measurement set-up. Each stage tempe-
rature was monitored with calibrated thermometers. For the coolest parts, the electronic
temperature was measured independently around 35 mK. See 2.3

2.1.2 General requirements for passive components

Electronic components were selected to maintain low-temperature accuracy and re-

liability, while being insensitive to the addition of high magnetic fields. This is the only

possibility to achieve a full calibration. The thin-film resistors (all CMS with 0805-size)

have been measured at 4 K and show little deviation from their room temperature va-

lues, under 5%. The only exception is the 11 Ω resistor RC1, with variations up to 15%.

The resistors originate from several manufacturers. Following [34], we use a COILCRAFT

1812CS with LL = 22µH, without magnetic core. Despite the absence of high-µ material,

the low-temperature parasitic series resistance is expected to be low in the MHz range

according to these previous results (a few Ω). All capacitors (also CMS with 0805-size)

are based on the same dielectric (C0G/NP0) which was found to be extremely stable from

room temperature to 4 K.

2.1.3 Cryo-amplifiers

Circuit

Full circuitry of the 2-HEMTs device is shown in Fig. 2.2. Upper and bottom lines

are parallel and identical. Each contains one transistor. The board is realized by mil-

ling a 35µm-50µm-35µm Copper-Insulator-Copper flexible P.C.B. 2. The board size is

2.8×1.8 cm2 and it was enclosed in a 2 mm-thick copper box as an electromagnetic shield.

Passive components can be divided in two groups : those which define the DC polari-

zation point and those that contribute to the stability of the device at high frequencies.

2. Dielectric is a polyoxymethylene (POM) polymer. Data are available about its cryogenic thermal
conductivity. [52]. Despite not knowing the exact crystalline structure of the material we use, we can
expect a typical value at 4K of ∼10 mWm−1K−1, close to the well-known Kapton[82].
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Component Value
RL 2×5 kΩ in parallel
LL 22µH
CL 190 pF
CLF 2×4.7 nF
RLF 200 kΩ
Rpol 1 kΩ
C1 22 nF
C2 2.2 nF
RC1 11 Ω
RC2 200 Ω
CC1 22 nF
CC2 5 pF
CC3 100 pF

Table 2.2 – Passive components values. The line in the table separates the components
of the CRYOAMP board from the others components. See Fig.2.1 ,2.2 ,and 2.7

RC2=200 Ω is meant to impose the source-gate voltage directly from the drain-source cur-

rent, eliminating the need for an extra line from room-temperature. This self-polarization

resistor is heavily shunted by three 22 nF capacitors CC1 (cut-off ∼12 kHz). The lines were

not matched to 50Ω and have a typical length of 1-2 cm, short enough to rule out any

destructive interference between the two output waves in the MHz range. To prevent GHz

waves from resonating, small discrete components RC1, CC2 , CC3 have been placed all

along the input and output paths as a precaution. We also have to consider the possibility

for an extra capacitance to be added by the pattern on the PCB. The transmission line

has a co-planar waveguide geometry with a ground parallel plane. The central connector

has a width 0.2 cm, and the veins are roughly 300µm-wide. Numerical simulations with

a dedicated software indicate a low characteristic impedance (below 5 Ω) and capacitance

per unit length below 10 fF/m. 3.

Polarisation

DC voltages can be measured at two points with a digital multimeter : Vdc,source and

Vout,p for each line. The current flowing in each HEMT is then given as

Ids,hemt =
1

2

Vdc,source − Vout,p

2Rpol

(2.1)

3. The software is TX-LINE 2003TM. Based on room-temperature dielectric constant ∼4 for POM.
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Figure 2.2 – Schematic representation of the 2-HEMT cryo-ampliplifier. Simplified version
of the input and output circuits are represented. Stricly duplicated electronics has not been
labeled on the bottom line. Real-size 1.8 cm×2.8 cm.

The drain-source voltage follows.

Vds,hemt = Vout,p − Ids,hemt(RC1 + RC2) (2.2)

The I-V curve is presented in Fig. 2.3(a). It can be compared to similar curves obtained

with a single HEMT and a 10-HEMTs device in Appendix F.

From these voltages we can evaluate the total dissipated power on the PCB : ∼ 2.2 mW

per amplifier 4. This is low enough to maintain proper operation of our 400µW cryostat

from CRYOCONCEPTTMand preserve cooling power at all stages. In particular, the lo-

west temperature achieved, 12.5 mK was unchanged when powering the set-up. This low-

consumption results from the high gate voltage Vgs ∼0.48 V used to deplete the 2DEG and

the correspondingly low current, well below the typical 60 mA from the manufacturer.

The other quantity of interest is the output conductance (Fig. 2.3(b)). We have to

4. Power dissipated in each HEMT plus in RC1 and RC2.
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Figure 2.3 – On both (a) and (b), the cross marks the selected working point. (a)
Drain current Ids,hemt as a function of drain-source voltage Vds,hemt for each self-polarized
ATF-34143 in the 2-HEMT device. Measurement is performed in an He4 bath. (b) Black
dots represent G(Vds,hemt) the non-linear conductance of the channel at 4K. Black squares
represent the constrained differential conductance g=dIds,hemt/dVds,hemt.

distinguish three quantities. The non-linear channel conductance is G(Vds,hemt) ∼ 16 mS.

The constrained differential conductance is g=dIds,hemt/dVds,hemt ∼ 1.4 mS. Both are di-

rectly available from our I-V curve. Unfortunately, none is the differential conductance

gds=∂Ids,hemt \∂Vds,hemt, which would be obtained only at fixed Vg and was not measured

for the proposed 2-HEMTs device. This last quantity should be in-between.

2.1.4 Crysotat thermalization

Techniques used in order to combine limited heat conduction from stage to stage and

good thermalization of the electrons were fully reviewed in Julie Dubois’s Phd thesis. They

are not described here.
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2.2 Cross-correlation

2.2.1 Cross-correlation and reliability

Starting essentially in the 90s, mesoscopic noise is now commonly measured by two

techniques.

Auto-correlation

The basic rule when considering several sources of signal is that averaged power from

uncorrelated systems are additive. Knowing this rule, the auto-correlation technique is

straightforward. Voltage fluctuations are amplified, sampled, Fourier-transformed and ave-

raged over time, often with a spectrum analyzer. Analog power detection is also possible,

with adequate input filtering. In both case, the calibration of the noise power from all

external sources allows to retrieve their contributions. With this technique and various

amplification scheme, DC shot noise from QPC [121][91] or diffusive wires[138] have been

measured.

+ 
Figure 2.4 – Auto-correlation measurement.

Cross-correlation

Analogous to the four-point method commonly used to measure a resistance without

being sensitive to the input resistance added by the connections between the voltmeter
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and the sample, the cross-correlation technique was introduced in order to improve the

reliability of mesoscopic noise measurements. Proposed in [49], it requires two amplifica-

tion lines. Voltage fluctuations are detected independently and the cross-correlated signal

is computed. Uncorrelated sources affecting only one of the two lines are averaged to zero

and do not require permanent calibration. This aspect is particularly useful when parasi-

tic noise suffers from uncontrolled mid-term variations. It also reduces the impact of gain

fluctuation and only noise current are correlated through the sample. When parasitic noise

powers are much higher than the signal noise power, as is often the case, the signal-to-

noise ratio is also reduced by a factor
√

2 [98]. Shot noise from QPC with integer[78] and

fractional charges[126], diffusive wires[60] or chaotic cavities[108][109] were measured with

this technique.

Eventually, many out-of-equilibrium noise measurements incorporate a slow time-modulation

of the driving parameter. Roughly speaking, it may refer to a simple ”ON-OFF” compa-

rison. A more elaborate possibility with sine-modulation is offered by lock-in detection of

the modulated noise, as was used in [121][91].

Figure 2.5 – Cross-correlation measurement.

2.2.2 Expression for cross and auto-correlated signal

In order to calibrate the amplification system, we follow the model in Fig. 2.6, where the

details of the amplification line have been reduced to a single stage amplification. Similarly,
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the internal electronics of the cryo-amplifier is not represented. Both hypotheses have no

consequence on the calibration. We introduce a set of new parameters to describe the cross-

correlation measurement : total gains GA,GB and noise sources δINA, δINB, δVNA, δVNB.

All these quantities might be frequency-dependent. The effective gains GA,GB also contain

a capacitive part from all accumulated transmission coaxial wires and therefore have to be

considered at first as complex numbers.

V1 = GA(δVNA +
ZAZB

ZA + ZB +RS

δINB +
ZARS

ZA + ZB +RS

δIS +
ZA(ZB +RS)

ZA + ZB +RS

δINA)

V2 = GB(δVNA +
(ZA +RS)ZB
ZA + ZB +RS

δINB −
ZBRS

ZA + ZB +RS

δIS +
ZBZA

ZA + ZB +RS

δINA)

Taking into account : ZA=ZB=Z, these equations can be simplified. We are more spe-

cifically interested in three different power amplitudes.

|V1|2 = |GAδVNA|2 +
|GAZ|2

|2Z +RS|2
(|Z|2|δINB|2 + |RS|2|δIS|2 + |Z +RS|2|δINA|2 (2.3)

|V2|2 = |GBδVNB|2 +
|GBZ|2

|2Z +RS|2
(|Z +RS|2|δINB|2 + |RS|2|δIS|2 + |Z|2|δINA|2) (2.4)

|V1V2| =
GAGB||Z|2

|2Z +RS|2
(Re(Z(Z +RS))(|δINA|2 + |δINB|2)− |RS|2|δIS|2) (2.5)

(2.6)

In the above equations, time-averaging is implicit. The first two equations define the

auto-correlated signals and they are necessarily real and positive. The last one defines the

cross-correlated signal. It is a real number, but only because two assumptions are verified.

First we have supposed that our two resonators are identical. Second, GA is very similar

to GB. In the experiment, the imaginary part is found to be close to zero : the phase

difference is under 8◦around 2.5 MHz. It was therefore completely negligible in the analysis

since cos(8◦) = 0.99 5.

5. At the same time, sin(8◦) = 0.14 . A more accurate statement would be that the imaginary part is
clearly observed, but does not add information.
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Figure 2.6 – Reduced model for Gain calibration.

Component Value
RLF1 47 kΩ
RLF2 998 Ω
RLF3 110M Ω
RLF4 1M Ω
CLF1 6.2 nF

Table 2.3 – DC and low-frequency injection circuit components.

2.3 Calibration

2.3.1 Low-Frequency : conductance measurements

Model

Fig. 2.7 and tab.2.3 detail the equivalent circuit for frequencies up to 20 kHz. The DC

values of the resistors are all known, and we are left only with in-situ calibration of the

product GNFGcryo. As RLF3+RLF �RL, the 497 Hz and 342 mVpp excitation VLF,source

generates a virtually constant current ILF ∼ 3.1 nA through the system, independent from

RS. Typically, when the the QPC is closed, this amounts to ∼8µV on the sample, low

enough to consider that we are measuring the differential conductance.

Eq. 2.7 gives the relation between RS and the output VLF,out.
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Figure 2.7 – Schematic representation of the low-frequency circuit. The DC tension is pro-
vided by the DAC auxiliary output of a EG&G 5210 Lock-in. The same Lock-in generates
the 497 Hz VLF,source and extracts VLF,out from the amplified signal.

RS(Vds) =
Rq

D(Vds)
+Rc = GNFGcryo

ILFR
2
L

VLF,out
− 2RL (2.7)

Rc is the total resistance of all contacts and mesa in series with the QPC. Rq = h/2e2,

and D(Vds) is the transmission. We extract Rc ∼ 450 Ω and GNFGcryo ∼720 by aligning

the conductance plateau of the QPC with quantized value n/Rq. As Eq. 2.8 is linear in

1/D(Vds) and Rc, these two adjustable parameters are independent. The result is presented

on Fig. 2.8.

A few technical details have to be mentioned. Facing the lack of clear plateau around

2/Rq and 3/Rq , we choose to align first and fifth inflection on quantized values, as well-

separated data points over the x-axis should normally reduce the error for a linear fit. Such

an arbitrary choice limits the possibility for a mathematical definition of the error bar on
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Figure 2.8 – (Main plot) Differential conductance measurement at zero bias for QPC ”B”
(black dots). Best Fit with least square method to evaluate the saddle point parameters (red
line). (Inset) Differential conductance measurements under varying DC bias and fixed gate
voltage (blue lines). Data sets have been smoothed : original data points for Vg=-0.267 V
are displayed to illustrate the numerical treatment (red dots).

Rc. Values from 400 to 500 Ω are found satisfying. This large range does not affect the

quality of the measurement of the differential conductance when D < 1, as the pinning of

the first plateau, with a well-marked quantization, is actually self-calibrating.

Using this calibration, we measure the differential conductance under bias voltage for

this sample (see inset Fig. 2.8) at a few selected gate voltage.

Saddle-point

As can be understood using the standard saddle-point model from Büttiker[23] 6 linking

the energy dependence of channel transmissions and the potential geometry, short plateaus

6. Also [79][50]
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are usually associated with short gate constrictions. We review briefly this model. In Eq.

2.8, the electrostatic potential Velec(x,y) is assumed to be governed by three parameters :

the saddle-point Vg,eff, a characteristic energy describing lateral confinement ~wy and a

characteristic scale for the barrier energy-dependence 1/~wx. The x-direction is taken ali-

gned with the sample. Vg,eff is strongly associated with the gate voltage. From electrostatic

considerations and the typical size of the split-gate pattern, the dependence Vg,eff vs. Vg

can reasonably be expected linear Vg,eff=βVg+V0 when displacing the gate voltage over a

few plateaus only. Similarly, ~wy-~wx can often be taken as two constants.

Velec(x, y) = Vg,eff −
1

2
m∗w2

xx
2 +

1

2
m∗w2

yy
2 (2.8)

Considering free electrons, the transmission as a function of energy is found to be given

by 2.9

D(EF + eVds) = ΣDn(EF + eVds) (2.9)

With :

Dn(EF + eVds) =
1

1 + e2π
EF+eVds−Vg,eff−~wy(n+ 1

2 )

~wx

(2.10)

Consistent with the physics of quantum tunneling, 2.10 allows for transmission proba-

bility between 0 and 1. Short plateaus as for sample ”B” appear when the barrier is smooth

(small 1/~wx) and/or confining energies are small. On Fig. 2.8, we have represented the

best fit for a single plateau according to the following expression :

D1(Vg) =
1

1 + exp(A(−Vg −B))
(2.11)

Thus :

A =
2π

β~wx
= 103.4± 0.2V −1 (2.12)

B =
1

β
[V0 +

~wy
2

] = 336.32± 0.02$,mV (2.13)

The energy separation between conductance channels ∆Vg, as measured using the gate

values for which half integer multiple of 1/Rq are crossed, evolves from 80 mV to 60 mV.

A∆Vg/2π h1.0–1.3 is an estimate of the typical ratio ~wy/~wx. This ratio is is in agreement

with the qualitative observation that plateaus are short (channel dimensions are close to
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the wavelength).

QPC geometry and consequences

Such a constriction is also expected to lead to a rather slow dependency ∂D/∂(eVds)

of the transmission with respect to electronic kinetic energy eVds, and thus displays only a

limited non-linear behavior in the differential conductance under bias voltages. Still putting

aside interactions, so-called self-biasing effects might reduce even further the impact of an

increased (eVds) on the differential conductance for low bias.

Indeed, it was proved from conductance measurements in the presence of a bias eVds

in the 1-10 mV rangethat the differential conductance tends to align with half quantum of

2e2/h[76][113]. This is the most visible sign that the barrier potential is affected by eVds.

It may be interpreted within a simple model[50][97] as a sign of the voltage drop being

symmetrical over the barrier, with the saddle point energy moving by 0.5Vds. This model

predicts that ∂D/∂(eVds) should be zero around eVds = 0. The behavior of ∂D/∂(eVds)

is made even more complicated by the presence of resonances or anomalies attributed to

interaction[100]. But again, a short constriction tends to limit these effects.

In our case, the QPC sample ”B” is about 80nm long and its design was inherited

from the work of Bajjani et al. [156], for which minimization of interactions effects and

0.7 ”Anomaly”[100] was intended (see also Appendix B). There is no sign of a strong

zero-bias anomaly or 0.7 anomaly. Over about ±80–100µV, the differential conductance is

remarkably stable. The range D=0.2–0.3 is especially interesting, with fluctuations within

±0.015/Rq and under ±5%.

2.3.2 DC shot Noise measurements

Model

If we consider a single noise source in parallel with the sample, all three equations in

2.5 are simplified and equivalent.

|V1V2|
|GAGB|

= − |V1|2

|GA|2
= − |V2|2

|GB|2
=

|Z(f0)|2

|2Z(f0) +RS|2
|RS|2|δIS,Vds |

2 (2.14)

The DC Shot Noise developed in the previous chapter is such a localized and tunable
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source. Its behaviour is well-established and depends on a set of universal properties :

Fermi exclusion/statistics and quantum tunneling. Diffusive resistors in the hot electron

regime offer a similar possibility[9]. The frequency scale over which the DC shot noise

varies due to energy quantification has been verified[129][156][157]. At 10µV (∼ 250 MHz)

the amplitude difference DC–2.5 MHz is 0.1% at zero temperature, and this attenuation

decreases linearly with higher bias. As the source can be considered a pure white noise,

any comparison between the noise spectrum with Vds switched on and Vds switched off,

thereafter called an ON-OFF measurement, provides the resonator shape (Fig. 2.9). The

proposed best numerical fit contains three adjustable parameters :

P (f, Vds) =
A(Vds)

1 + (f 2 − f 2
0 )2/(f∆r)2

(2.15)

With :

A(Vds) = |GAGB|R2
eq|δIS,Vds|

2

= -1.172E-15± 6.4E-18 V2 /Hz

f0 =

√
1

(2π)2LLCL
= 2.520 MHz± 1 kHz

∆r =
1

ReqCL
= 423.6 kHz± 4 kHz

Req =
|Z(f0)|

|2Z(f0) +RS|
|RS|

The resonant frequency f0 and the bandwidth ∆r are found identical for all Vds over the

±90µV Voltage range, as expected. We have neglected the line attenuation, 7 i.e. we have

considered a constant gain over the frequency range 2–3 MHz. CL is found from f0 190 pF.

From ∆r we estimate the measurement impedance ∼2.2 kΩ, most likely reduced due to the

finite resistance of LL at f0 (found ∼5Ω) 8. The shape of the auto-correlation measurement

in a ON-OFF situation is used as well. The two resonant frequencies are slightly different

(2.49 MHz and 2.56 MHz), and the bandwidth is also about 423 kHz when the transmission

7. Estimated from the asymptotic behavior of the noise away from the peak frequency to be about
±5%, expressed in % compared to the value at peak frequency. f0 and ∆r are found only slightly different
if we use a linear correction of the Data. The difference in A(Vds) is within the error bar. This is consistent
with the Lorentzian Fit being already a very good assumption. See Fig. 2.9

8. We also observe that CLF is not entirely negligible at 2.5 MHz and acts as a slight reduction of LL.
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is D = 0.32 (and 406 kHz when D = 0.2).

Fixing the two shape parameters allows to save computation time, and increases the

precision on the extracted amplitude. But the most time-efficient method is to avoid the

best fit procedure and compute the average noise power over the bandwidth fmax−fmin.

Fig. 2.10 illustrates the choice of a 1 MHz computation bandwidth and the corresponding

signal-to-noise ratio 9.

Figure 2.9 – Cross-correlated amplified noise spectral noise density filtered by the resonant
circuit (black dots). The QPC with transmission 0.32 is biased with 90µV. The equilibrium
noise spectrum has been substracted. Each data point corresponds to an average over 60000
PSD spectra. Best fit with exact shape (red curves) and Lorentzian approximation (blue
curve). The original computed spectrum has a negative sign which has been removed.

DC shot Noise

Eq. 2.16 gives the ON-OFF current noise difference expected for a QPC at temperature

Te, under the bias Vds, and with a transmission D.

9. The averaging does not ideally represent a pure signal blurred by an independent gaussian noise.
The optimum would have been with a shorter bandwidth : for arctan(x)/

√
x , the maximum is at x∼ 1.4.

For (arctan(x)/
√
x)/(1+arctan(x)/x) it is x∼ 2.7.
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Figure 2.10 – Bandwidth and signal-to-noise ratio. Cross-correlated amplified noise spec-
tral noise density is averaged over a symmetric bandwidth fmax− fmin centered atf0. This
averaging defines the signal part of the ratio. The standard error from the difference bet-
ween two Vds=0(”OFF”) measurements defines the error part of the ratio. The QPC with
transmission 0.32 is biased with 90µV. Each data point corresponds to an average over
60000 PSD spectra. This ratio is the same as the one extracted from the numerical least-
square error h5E-18V2/Hz and the peak amplitude A(Vds) when the shape parameters are
fixed.

|δIS,Vds|
2 = GqD(1−D)[coth(

eVds
2kBTe

)
eVds

2kBTe
− 1]4kBTe(Vds) (2.16)

Gq denotes 1/Rq. D is the transmission, and is measured separately. The DC bias Vds

is known. The (x)coth(x) dependance induces both a corner voltage which provides an

accurate way to determine the temperature, and a linear regime where the noise increase is

proportional to the bias. The work of Spietz and coauthor on the accuracy and universality

of shot noise thermometry[135][136], illustrates this useful situation. The proportionality
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coefficient contains the gain : in order to separate it from the factor D(1−D), two different

transmissions are analysed D = 0.20 and D = 0.32 and the result is shown on Fig. 2.11.
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Figure 2.11 – Shot Noise DC with heating effect for low-transmission gain calibration.
Two experimental transmissions are used D = 0.2 (square dots) and D = 0.32 (round
dots). Each data point corresponds to an ON-OFF procedure and to thus twice 60000 PSD
spectra. Fits with the same adjusted cross correlation gain and electronic base temperature
are plotted (blue and red line). Heating effects are estimated using the model from Kumar
et al. [78]

The Fit function in Fig. 2.11 takes into account small heating effects according to the

formula in Eq. 2.17. Power dissipated in the sample due to Joule effect at the tunnel barrier

and along the mesa flows to the two contacts where the electrons are maintained at the

base electronic temperature. The non-equilibrium temperature Te(Vds) is reached in the

vicinity of the constriction and governs the reservoirs distribution.

Te(Vds) =
√
Te(Vds = 0)2 + αWFV 2

ds (2.17)

The thermal conductance slowing down the output energy flow can be estimated from
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the measured electric resistance using the Wiedemann-Franz law. Equating output energy

and Joule dissipation provides the temperature profile and the peak value at the constriction

for all Vds. According to the model introduced by Kumar et al. [78], we have :

αWF =
6e2

π2k2
B

RcDGq

4
(1 +

RcDGq

2
) (2.18)
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Figure 2.12 – Electron heating in noise calibration.

The cusp around Vds =0 in Fig. 2.11 leads to a base electronic temperature of 35mK.

The temperature increases corresponding to Eq. 2.17 are plotted on 2.12. We note that the

excess noise calculated at 90µV for D = 0.32 in those conditions is almost the same as a

zero temperature theory 2eIds(1−D) = 4.9E-28A2/Hz. At the same time 4kB∆Te(Vds)GqD

=3E-29A2/Hz. It means that ∼ 6% of the noise increase along Vds is attributed to a change

in the temperature, or equivalently that the gain is ∼3% lower in this model than without

heating effects. The agreement between the two slopes and the measured factor D(1−D) is

good, and no additional fitting parameter[118] has to be included to take into account the

0.7 transmission ”anomaly”. This was expected both from the successive works of Roche
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et al.[123] and DiCarlo et al.[33] with such low transmissions, and the absence of clear 0.7

signature in the conductance.

|δIS,Vds|
2 and the measured PSD can now be interpreted and the cross-correlation gain

GAGB=613542 is retrieved. Using an Anritsu 69147B sine source, the post-amplification

is observed separately (Appendix E). Thus -
√
GA,cryoGB,cryo = −4.6 V/V at the resonant

frequency.

2.3.3 Johnson-Nyquist (JN) equilibrium noise measurements

Method

We check the consistency of the previously determined parameters (electronic tempe-

rature, measurement resistance, and gain) with Johnson-Nyquist (JN) equilibrium noise

measurements. The QPC is at D = 1 to minimize the noise impact of any unwanted vol-

tage perturbation on the sample. There are two difficulties. One is to separate thermal

noise from the amplification noise. To do so, we consider again an ”ON-OFF” experiment,

and compare noise increases ∆|I(TRuO2)|2 when biasing at different powers a heat source

resistor (electrically separated from the sample circuit) situated on the 12.5 mK stage of

the cryostat. We label each spectrum with the temperature measured with the already

mentioned calibrated thermometer close to the cold fingers (Fig. 2.13 and 2.14).

The second difficulty is the weak link between the temperature at the cold fingers

and the electronic temperature in the sample. Below 100 mK, phonons are extremely rare,

and the dielectric insulators needed for electrical insulation impose a long thermal length.

The electronic temperature decouples from the rest of the system and plateau above the

cryostat base temperature. While stable at first, the noise increase is linear with the tem-

perature rise ∆TRuO2 when the coupling is restored. On Fig. 2.15, the asymptotic behavior

of ∆|I(TRuO2)|2 indicates a corner temperature at 34 mK, to be compared to the 35 mK

temperature extracted from the shot noise.

Model

We make the assumption that the measurements resistors are at the same temperature

than the mesoscopic resistor 10. Eq. 2.5 for the”ON-OFF” JN measurements simplifies to :

10. This assumption, based on the short distance between the components, has been indirectly confirmed
thanks to the small CMS heating from Joule effect analysed in appendix C
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Figure 2.13 – Noise Increase with temperature evolution. Auto-correlation spectra from
measurement line 1.

|V1|2

|GA|2
=
|V2|2

|GB|2
= 4kB∆TeReq,2 (2.19)

With :

Req,2 = Real(
Z(Z +RS)

2Z +RS

) (2.20)

The peak value is extracted with a Lorentzian best fit (Fig. 2.16 and 2.17)). Resonant

frequency and bandwidth confirm the parameters of the RLC, with again a constant shape

for all measurements with the fixed transparency D = 1. A constant ratio 1.29 is found

between peak values |V1|2 and |V2|2. This ratio is exactly the one observed when comparing

amplification noise levels outside the resonant bandwidth (2.22). Thus GB =
√

1.29GA.

We can now compare the temperature evolution from ∆TRuO2 and ∆Te in 2.19. The clear

observed agreement confirms the gain extracted from the DC Shot Noise (See Fig. 2.18).
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Figure 2.14 – Noise Increase and temperature evolution. Auto-correlation spectra from
measurement line 2.

2.4 Data acquisition and real-time treatment

As already mentioned, the two output signals V1 and V2 (see Fig. 2.1) are DAC conver-

ted simultaneously and PSD spectra are computed. We use a 8-bit 50 mV-input-range

digitizer from Agilent Instruments (Acquiris U1071A-HZ4) with a PCI-Express port and

operate at a rate 20 MS/s. As long as the acquisition rate is superior to twice the top

frequency of the resonator bandwidth, there is no additional gain in information. In our

case, the Nyquist frequency 10 MHz is set to match the filter band pass and thus avoid

aliasing. The memory size for each of the channel is twice Ns=65472 data points divided

into two blocks : one can be read and processed while the other stores new incoming data.

As long as we can treat the data fast enough, it allows for real-time continuous acquisition.

The transfer rate of the PCI-Express port is not a limiting factor.

Time-consuming numerical operations are FFT-calculations and results saving. A C++

software program treats each block V1(ti)/V2(ti) of Ns data. First, the FFT algorithm from

the FFTW package[43] calculates the Fourier spectrum. Second the four PSD (both auto-
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Figure 2.15 – Asymptotic behavior of the equilibrium noise and cryostat temperature.

correlations, real and imaginary part of cross-correlation) are computed for a selected NPSD

number of frequency data points and Nav spectras are accumulated to provide the statistical

average over time. The treatment duration for a single set of PSD spectras falls behind

the acquisition time ∼3.3 ms when we save only the frequency points within 2 MHz around

the resonant frequency (NPSD=6600). This band, more than twice the RLC measurement

circuit, is large enough to analyze simultaneously the signal from the sample (NPSD=3240,

1 MHz around f0, see Fig. 2.10) and the amplification stability from the noise background.

Averaging over typically 20000 PSD (∼70 s), the procedure takes about 3% longer than

the pure data acquisition. The frequency resolution is then 305 Hz. Test PSD spectra have

been compared for consistency with the outputs of a HP89410A DC-10 MHz Vector Signal

Analyzer.
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Figure 2.16 – Noise Increase and Heating. Measurement Line 1.

2.5 Benefits of parallel transistors

2.5.1 Transistor Parallelism

”Parallelizing” mutiple transistors is a common technique to improve the sensitivity

of an amplification system while starting with an already available object. Examples of

this situation at low-temperature have already included in the past a very large set of

components : MESFETs [83], MOSFETs [74], rf-SETs [58] and a similar result exists for

instance for SQUIDs [150], this time in series. Two main ideas are common to several of

these works.

When exciting and measuring a sample in a sub-kelvin cryostat, the distance between

the sample and room-temperature electronics can rapidly extends beyond 1 m. When the

sample impedance is close to the quantum conductance h 13 kΩ, the RC time constant

generated by the coaxial line and various instruments input capacitance drops to a hundred

of kHz. ”Passive” impedance matching, simply adding a smaller resistor in parallel with the

sample has limited interest as it linearly reduces output voltage amplitude, thus cancelling
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Figure 2.17 – Noise Increase and Heating. Measurement Line 2.

the larger available bandwidth 11. Properly designed active devices have to be used to

decouple input and output impedances. The other aspect of interest is the possibility

to improve the noise performances. Both ideas have to be considered in the limitations

associated with power consumption and space use in a cryostat.

2.5.2 Small signal model

To study how parallel transistors can allow for better sensitivity, we use a standard

small signal model [63][149].

Fig. 2.19 represents the two most basic situations : a single HEMT compared to two

HEMTs. All transistors are supposed identical and operate at a single working point descri-

bed by the two intrinsic parameters : the transconductance gm = ∂Ids/∂Vg and the channel

differential conductance gds = ∂Ids/∂Vds. A signal source δI0 generates a voltage over an

input resistance ZRLC . Noise sources from the HEMTs are divided in two categories : a first

11. Still, an optimum value for a passive parallel resistance might exist if you consider the competition
between the two kinds of amplifier noise sources : current sources and voltage sources.
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Figure 2.18 – Jonhson Nyquist noise temperature and thermometry.

noise current at the input δIN1 (δIN2) and a second at the output δIV 1 (δIV 2). The latter

type of noise source can equally be represented by an input voltage source, as is often the

case in commercial amplifiers Data Sheet. The circuitry shows a few obvious simplications.

First, the output conductance has doubled for the 2-HEMT device and it can easily be

inferred that the N-HEMT device will lead to a conductance Ngds. On the contrary, the

input impedance is unchanged. Taking into account all sources, we can write Eq. 2.21 and

compare the output voltages Vout, Vout,p.

Vout = Ahemt(ZRLC(−δI0 + δIN1) +
δIV 1

gm
) (2.21a)

Vout,p = Ahemt(ZRLC(−δI0 + δIN1 + δIN2) +
δIV 1 + δIV 2

2gm
) (2.21b)

Ahemt, the intrinsic HEMT gain gm/gds, appears identically in both equations and from

this point of view, the choice of parallelizing transistors is neutral. This is because all cur-
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Figure 2.19 – Small signal model for ideal HEMT, with signal source and noise sources.
(a) Single HEMT. (b) Two parallel HEMTs. (δIV 1, δIV 2) are independent drain-source, or
channel, current noises. Drain-source currents can be converted in voltage noise source at
the input, or input-referred voltage noise. (δIN1 , δIN2) are indepedent gate-source current
noises. The minus sign in terms −gmVin1,in2 reflects the ”common source” geometry of the
circuit.

rents from all HEMTs are phase-correlated. Taking the time-average power then provides

Eq. 2.22 in which uncorrelated products have disappeared and power equality for noise

sources has been considered.

< V 2
out > = A2

hemt(Z
2
RLC(δI2

0 + < δI2
N1 >) +

δI2
V 1

g2
m

) (2.22a)

< V 2
out,p > = A2

hemt(Z
2
RLC(δI2

0 + 2 < δI2
N1 >) +

1

2

< δI2
V 1 >

g2
m

) (2.22b)

Starting with the comparison between Eq. 2.22(a) and 2.22(b), we can directly genera-

lize the behaviour to a N-HEMTs device : noise power from current sources at the gate adds

linearly, while noise power from channel sources follow a 1/N reduction. If the input-refered

amplitude are equal, there is no interest in parallelisation. But, for a GaAs/AlGaAs hetero-
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structure, the competition is more favourable to channel noise than gate noise. For instance,

in [34], it was observed that no current noise from a single ATF-34143 could be seen when

working with an input resistor of 2.5 kΩ at 290 mK (i.e. an additional 6.4E-27 A2/Hz source,

or 4E-20 V2/Hz). At the same time, they report an estimate of 1.6E-19 V2/Hz for input-

referred channel noise. Considering the geometry of an ATF-34143 (gate area) and the

4 K temperature the two main gate-source current noise (leakage current and input im-

pedance thermal noise) are indeed expected to be extremely small. Also implementing an

ATF-34143, coworkers in [122] report 6.25E-28 A2/Hz for gate noise and 4.9E-19 V2/Hz for

input-referred channel noise. Although noise generation is sensitive to the details of the im-

plementation, parallelisation appears favourable. If the latter performances are reproduced

with again a 2.5 kΩ impedance, up to 11HEMTs might be used.

For statistical measurements, it would mean a critical 1/
√

11 reduction in measurement

time.

2.6 System Performances

2.6.1 Electronic effective temperature

Helium-free cryostat combining pulse tube cryocooler and He3/He4 dilution stage to

reach temperature down to 10mK have recently become more common. The possibility

to maintain the cryostat base-temperature for arbitrarily long-time without operations

forcing to stop the measurement is an obvious advantage when planning statistical analysis

of large data-sets. But questions about electrical noise and mechanical vibrations in this

new generation of systems have attracted attention. In the very same cryostat used in

our current experiment, but with noise acquisition over a DC-200 kHz bandwidth and no

cryogenic amplification stage, it was reported in 2012 by Julie Dubois[37] that the noise

level observed over the kHz range (Fig. 2.20) in a cross-correlation PSD in this band was

evolving synchronously with the rotary valve cycle.

Fig. 2.21 reproduces the results from her experiment. The rotary valve (Pulse Tube

PT410 from Cryomech) cycle has a duration 660 ms and a clear peak in sound level can

be used to trigger the acquisition card with a microphone. A more detailed DC Shot Noise

experiment in the time window (about 100 ps) where the noise power was found at its

lowest leads to ∼70 mK, compared to 110–120 mK for an experiment in normal conditions.

The introduction of cryo-amplifiers has coincided with a much lower electronic tempe-

rature 35 mK. The two observations are most likely to be correlated.
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Figure 2.20 – Full Auto-correlations spectrum showing the amplified spectral noise density
for acquisition line A (black) and B (red) with a full room-temperature amplification system
(gain∼80000) and DC–200 kHz in the Cryoconcept Helium-free cryostat. Almost all peaks
in the DC–50 kHz band were observed to disappear when the cryocooler was turned off.
From [37].

If there is a slow random voltage bias, with a probability distribution P(Vparasite),

ΣV P(Vparasite)SN(Vparasite+Vds) becomes the DC Shot Noise observed, where SN(V) is a

short notation for the noise at DC bias V. As shown in [142], where the problem was

studied for a STM this type of fluctuations appears as an higher electronic temperature.

There is also the possibility for this noise power to dissipate energy. Both phenomena are

prevented here because the range 6 kHz–100 kHz is grounded near the sample. To date, no

experiment equivalent to the one undertook by J.Dubois has been conducted to verify the

presence or absence of dependence with the slow driving of the rotary valve. The set-up

electronic temperature now compares well with other noise measurements systems with

broad band radio-frequency coaxial lines[156][44][94][130].
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Figure 2.21 – Noise level over the band 1–20 kHz measured during a 65 ms time-window
at different start time compared to the rotary valve cycle. (Dash line) Acoustic noise power
of the pulse tube system. (Solid line) Amplified PSD averaged over a 65 ms time-window
at different start time and measured from line B[37].

2.6.2 Input-referred voltage noise

Full auto-correlation PSD spectra with a pinched-off QPC (infinite resistor) are repre-

sented on Fig. 2.22. The inset emphasizes the low-frequency 100Hz–100kHz amplitude.

From the model 2.6 and the corresponding set of equations 2.5, currents from the amplifier

or the measurement resistor do not participate outside the resonator bandwidth. The total

input-referred voltage noise is 0.26 nV/
√

Hz at 2 MHz and 0.22 nV/
√

Hz at 3 MHz. In both

cases, the gain at 2.5 MHz is used for all frequencies with no attempt to compensate for

the change in line capacitive filtering 12.

The white noise contribution from the post-amplification, about 8.5E-15 V2/Hz can be

extracted to obtain a proper picture of the cryo-amplifier performance. The difference in

amplitude between line A and B is perfectly explained by the gain difference observed

during the noise calibration Fig. 2.23. Using the mean value between the two extremities

12. The slope in Fig. 2.22 is the signature of this capacitive effect.
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Figure 2.22 – Full auto-correlations spectra showing the amplified PSD for acquisition
line 1 (red dots) and 2 (black dots). Each data point is an average over 5000 PSD spectra.
Inset shows the low-frequency noise affecting low-frequency measurements. The QPC is
kept pinched. Voltage-noise added by post-amplification with the commercial amplifiers is
plotted for comparison (orange dots). Measured with 50000PSD spectra and a short circuit
at the input.

of the resonance, the noise source is found to be ∼0.21 nV/
√

Hz.

To date, there is no available single-HEMT device at the same polarisation point and

inserted in the same circuit, and this ultra-low noise level cannot be directly compared

to the expected noise reduction
√

2 described in part 2.5. But many experimental details

reported in[34]-final gain,polarization configuration, measurement frequency—which was

also the basis for this work are close. They estimated the amplifier noise with a single

ATF-34143 to be ∼0.4 nV/
√

Hz. Additionally, some geometries with more transistors have

been fabricated, with a voltage-noise as low as ∼0.12 nV/
√
Hz with 10 HEMTs. This

last result strongly indicates that the origin of the noise reduction is the parallelism (see

Appendix F for details about design and measures).
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Figure 2.23 – Input-referred noise spectrum from 2-HEMT cryoamplifiers, for acquisition
line A (red) and B (black). Dashed green lines mark the noise level at the boundaries of
the resonance, where no noise current is present.

2.6.3 Resolution and integration time.

Voltage fluctuations from the amplification dominate the auto-correlation PSD spec-

trum in the MHz range. The histogram of the cross-correlation measurement data points

after accumulating Nav PSD spectra is thus governed by their amplitude. Fig. 2.24 repre-

sents these histograms for the frequency data points in the cross-correlation equilibrium

spectrum with D = 0.32 in the 2 MHz–3 MHz band for Nav=20000 and 40000 (∼65 s and

∼110 s). As the noise would adopt the shape of the resonator for a single spectrum, we ob-

tain an homogeneous measurement around zero by computing the difference ∆NoisePSD

between two successive acquisitions. The standard deviation σi,j behaves (see Tab. 2.6.3)

according to :

σ1,2 =

√
σ1,1σ2,2

2
(2.23)

σi,j is the standard deviation for the quantity |V ∗i Vj|, i and j being 1 or 2. In addition,

σi,j is well predicted from the total input-referred noise 0.24 nV/
√

Hz as the amplitude and
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1/
√

Nav as a reduction over time.

Figure 2.24 – Histograms of cross-correlation ON-OFF measurement with Nav=20000
(top part) and Nav=20000 (bottom part), and real (red-orange dots) and imaginary (blue-
cyan dots). Data points are obtained from the difference ∆NoisePSD of two successive
measurements in identical conditions (Insets). All results are input-referred to eliminate
gain discrepancies.

Under those conditions, a source noise 1E-29A2/Hz can be resolved with 680 spectra

or in ∼2.2s.

2.6.4 Accuracy and ”ON-OFF” procedure

The ”ON-OFF” procedure takes twice this time while the error is multiplied by
√

2.

Indeed, it requires two independent spectra instead of one. So 2.2 s×4 ∼ 8.8 s should be

necessary to obtain the same error bar. However, the procedure is interesting because it

maintains the statistical consistency of the results for long measurements. This is illustra-
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Measurement σi,j Nav=20000 σi,j Nav=40000
|V ∗1 V1| 5.8E-22 4.2E-22
|V ∗2 V2| 5.5E-22 3.8E-22

Real|V ∗1 V2| 4.1E-22 2.8E-22
Im|V ∗1 V2| 4.0E-22 2.8E-22

Table 2.4 – Standard deviation of ON-OFF measurement with Nav=20000 and
Nav=20000. Data points are obtained from the difference ∆NoisePSD of two succes-
sive measurements in identical conditions. All amplitudes are input-referred in V2/Hz to
eliminate gain discrepancies.

ted in Fig. 2.25 by the repetition (∼160 times) of a typical PASN single measurement over

∼24 hours.

We are interested in the noise difference ∆ON−OFF due to an additional voltage perio-

dic pulse (”ON”) compared to a DC bias alone (”OFF”). While external controls are left

unchanged, the base line clearly undergoes random, small and slow drifts. Whatever the

source of change, in terms of relative deviation, it is limited : typically 0.25% with extreme

change topping at 1.5%. But a huge bias is generated by the fact that the ”OFF” spectrum

is two orders of magnitude bigger than ∆ON−OFF . For instance, comparing absolute values

at ”t∼0” for the ”OFF” spectrum and at t∼10 hours for the ”ON” spectrum, we might

grossly underestimate ∆ON−OFF . On the other hand, the precision is mechanically increa-

sed by the number of acquisitions, leading to a false feeling of accuracy. The ”ON-OFF”

procedure strongly reduces this effect.

We propose a test to evaluate the choice of the slice size : Nav ∼20000–50000 spectra.

The variable to be followed is |∆|∆ON−OFF ||, the difference between two successive values

of ∆ON−OFF . As reported in Fig. 2.25, the accumulated error remains within the error bar

and shorter slices are not needed to maintain the uncertainty close to the intrinsic level,

determined by the relative amplitude of the drifts.

2.6.5 Current noise

We study equilibrium spectra. Following again Eq. 2.5 and the model in Fig. 2.6, we

make the final assumption that any noise power not explained by Johnson-Nyquist thermal

noise from one of the RLC and the sample or voltage fluctuations from the amplifiers ob-

served outside the bandwidth is due to one of the noise source INA or INB From equilibrium
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Figure 2.25 – ”ON-OFF” measurement and long-term consistency. Three parameters
are identical for all points : Nav=50000, D ∼0.34 and Vds ∼20µV. (TOP PART) ”OFF”
measurements (red dots) and ”ON” measurements : a roughly Lorentzian pulse 4.8GHz is
added (black dots). (BOTTOM PART,left) Histogram at t=23 hours with all ”ON-OFF”
data points (red) with Gaussian plot (green line). (BOTTOM PART, right) |∆|∆on−off ||
and its average over time. Error bar is the s.e.m from intermediary histograms at time t.

noise spectra at D = 1, we subtract the noise attributed to voltage fluctuations using a

linear equation between the data points 2.0 MHz and 3.0 MHz. The thermal noise of all

three resistors at 35 mK (RS , and the resistive part of ZA and ZB) is subtracted using

spectrum from Fig. 2.16, 2.17 or the equivalent for the Cross Correlation PSD. A linear

renormalized amplitude is necessary to get 35 mK. The noise spectra to be explained are
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represented on Fig. 2.26, using input-referred amplitude.

|V1|2 =
|GAZ|2

|2Z +RS|2
(|Z|2|δINB|2 + |Z +RS|2|δINA|2) (2.24a)

|V2|2 =
|GBZ|2

|2Z +RS|2
(|Z +RS|2|δINB|2 + |Z|2|δINA|2) (2.24b)

|V1V2| =
GAGB||Z|2

|2Z +RS|2
(Re(Z(Z +RS))(|δINA|2 + |δINB|2)) (2.24c)
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Figure 2.26 – Current noise components observed in the equilibrium spectra when D = 1
and in input-referred units for the two auto-correlations signal (top part) and the cross-
correlated signal (bottom part, black line). The total noise PSD |V1V2|/GAGB| including
the thermal noise of all resistors at 35 mK is reproduced (bottom part, grey line). Typically
20000–40000 PSD spectra are averaged together.

According to the set of equations 2.24, the observed noise clearly does not originate from

a pure white source : it display an anti-resonant behavior where a white noise would have
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induced a resonant PSD. However the frequency-dependence can be satisfyingly explained

from a model taking into account a capacitive coupling between the output and the input

of each HEMT, and the associated Miller effect. We present the model we used to check

this in the next section.

If we focus for instance on the oscillation in the cross-correlation PSD, where the contri-

bution INA / INB to the PSD are alternatively negative and positive, it seems possible to

arbitrarily put this parasitic contribution close to zero by selecting a certain bandwidth

to calculate the mean signal. This technique was not explored. In a typical experiment

with a 2–3 MHz measurement bandwidth , the average power leads to an equivalent white

noise source in the range 7–15 fA/
√

Hz, depending on the line. This value does not provide

a complete characterization, but still allows to evaluate the typical deviation to be seen

between two measurements at different transmissions.

It should be emphasized that if the mean value of the current noise integrated over

the full bandwidth is small, it actually dominates the equilibrium noise PSD at 35 mK.

To illustrate this, we reproduce here a typical noise measurements measured at 300 K (see

Fig. 2.27), where the thermal noise dominates the signal and the typical peak from the

RLC-filtering is obvious compared to Fig. 2.26.

2.6.6 Additional observations

A few other elements have also been observed :

– Cryo-amplifiers show a very small gain evolution when Vdc,source is ON (see Fig. 2.7).

– At least one of the CMS resistors RLF or RL is heated through Joule effect when

powering the Vdc,source source and introduce a parasitic noise current increasing with

Vdc,source.

Details are given in Appendix C. Both effects might be avoided in the future by modifying

the low-temperature passive electronics surrounding the sample.

2.7 Miller effect ?

We use a small signal model in order to check the possible origin of the current noise

observed in section 2.6.5. The anti-resonant shape in Fig. 2.26 is found to be indeed repro-

duced in presence of the Miller effect.
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Figure 2.27 – 300K. Amplitudes are dominated by the thermal noise of the measu-
red system (sample and resonators). At room temperature, the sample is a classical
resonator(∼18 kΩ). Estimating the gain from the auto, (gain∼ 0.25 and∼ 0.20 for respecti-
vely cryo-amplifiers A and B are found satisfying for all measurements at this temperature)
and supposing 2 kΩ for the RLC reduced from skin effect in the inductance, the calculated
amplitude for the cross measurement should be 3.8E-14 V2/Hz at the resonance, in close
agreement with the observed 4E-14 V2/Hz. At such a low gain, the Miller effect is absent
and at room temperature the thermal noise dominates any noise from the amplifiers.

2.7.1 Model

Discrepancies in single-transistor DC characteristics were found in early experiments

to be reasonably small, both in current Ids and in voltage Vds. A single set of intrinsic

parameters (gm, gds) is therefore used in our model for all transistors. A detailed electronic

model for an amplification chain is represented in Fig. 2.28 for two transistors. Compared to

Fig. 2.1 and the full description of CRYOAMP board in Fig. 2.2, this model does not include

passive components which are negligible in the MHz range, but incorporates the Cgd =

0.16 pF parasitic capacitor mentioned in the ATF-34143 Data Sheet from the manufacturer.

Other parasitic elements (access resistance/inductance) were reviewed and found negligible

in the MHz range, as expected from a device designed primarily for telecommunication
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application.
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Figure 2.28 – Small signal model of amplification line with two parallel transistors in the
MHz range.

On the left, the input impedance is simplified to a single RLC resonant circuit : the

QPC is considered pinched, but the model can be extended without difficulties. All 5 pF

resistors in parallel with the resonator are merged inside. The 5 pF capacitor singled out as

Cgs cannot be merged due to the 11 Ω resistor. The central part contains two independent

current sources replacing two polarised HEMTs. They may symbolize amplified signal or

the HEMT channel noise (independent sources δI1 and δI2), depending on the situation

under scrutiny. On the right, input impedance RNF , input capacitance Cin,amp and input

noise δINF from the post-amplifier are represented, along with the resistor R1 = 1 kΩ from

the SPLITTER board.
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2.7.2 Absence of leakage current or thermal noise at the input

High mobility electron transistors based on GaAs/AlGaAs have several characteristics

that make them suitable for low-temperature operation. These HEMTs are based on se-

miconductor heterostructures and carriers do not ”freeze out” as there is no competition

between semiconductor bandgap and thermal energy. As the thermal energy available is

low, low-temperature also reduces the leakage current. The parasitic parallel conductance

in the donor region also decreases. These two characteristics are important as they are

known to introduce current noise in amplification devices. They have attracted attention

for quantum measurement and particle detectors and a short historic review of the tech-

nology can be found in [53].

2.7.3 Input resistor 11 Ω

We focus first on the two 11Ω resistors at the input. Due to the finite input impedance

of the HEMT induced by 1/|Cgsω| h 13kΩ at 2.5 MHz, a small fraction of each fluctuating

current δIR11Ω can circulate in ZRLC . It can be shown to induce a small anti-resonant

component (compared to the ideal RLC circuit) in the input voltage of the two HEMTs

Vin,2 or Vin,1. But the typical amplitude cannot explain the dominant behavior of the noise

current compared to the thermal noise of ZRLC .

2.7.4 Output Noise and Cgd coupling

Due to the parasitic capacitor Cgd (at 2.5 MHz we have 1/|Cgdω| h400kΩ), a small

fraction of each current I1 and I2 can circulate in ZRLC and generate additional input

voltages Vin,1 Vin,2. As I1 and I2 are function of gmVin,1 and gmVin,2, the effect is amplified

by the intrinsic gain of the transistor. The typical amplitude and frequency-dependence to

be observed in noise PSD are described by the set of equations 2.25 where the assumption

11Ω � |ZRLC | and 11Ω � |1/gds| are considered valid. In that simplified situation, any

source of noise δIn,out among {δI1, δI2, δIR1, δINF} leads to an output voltage which must

respect the conditions :
I1 +I2 = −2gmVin,1 + δIn,out

Vin,1 = Vin,2 = (I1 + I2)
ZoutZin

Zout + Zin + Cgd(ω)−1

Vout = (I1 + I2)
Zout(Zout + Cgd(ω)−1)

Zout + Zin + Cgd(ω)−1

(2.25)
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We have written :

Zout = Rin,NF//R1//(Ccoax + Cin,amp)//g
−1
ds //g

−1
ds h (2gds)

−1

Zin = ZRLC//Cgs//Cgs (2.26)

Cgd(ω) = j2ωCgd (2.27)

We focus on the impact of a known white noise source δIn,out :

I1 + I2 =
Zout + Zin + Cgd(ω)−1

Zout + Zin(1 + 2gmZout) + Cgd(ω)−1
δIn,out

Vin,1 =
ZoutZin

Zout + Zin(1 + 2gmZout) + Cgd(ω)−1
δIn,out

Vout =
Zout(Zin + Cgd(ω)−1)

Zout + Zin(1 + 2gmZout) + Cgd(ω)−1
δIn,out

(2.28)

In a frequency region outside the resonant bandwidth of ZRLC , the PSD |Vout|2 quickly

reduces to a flat noise power filtered by the line through |Zout|.

|Vout,base|2 = |Zout|2|δIn,out|2 (2.29)

Inside the bandwidth we can on the contrary neglect Zout compared to Zin and the

constant power is modulated by a frequency dependent factor.

|Vout|2 = A(ω)|Vout,base|2 (2.30)

We have :

A(ω) = | Zin + Cgd(ω)−1

Zin(1 + 2gmZout) + Cgd(ω)−1
|2

h | 1

jZin(1 + 2gmZout)2Cgdω + 1
|2

(2.31)

This situation is an example of the well-known Miller effect. This factor contains the

anti-resonant behavior. The typical scale of the modulation around 1.0 it introduces de-

pends on 2gmZout (in practice the amplifier gain), and Cgd. As the input-referred noise

observed outside the bandwidth was found to be ∼5E-20 V2/Hz, a fluctuation up to ±10–

15% would be necessary to explain Fig. 2.26. This is not achieved without supposing a

larger coupling capacitor, typically Cgd ∼0.5 pF while the manufacturer indicates 0.2 pF.
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The origin of this additional capacitance is not clear, but might arise from the PCB design.

2.8 Conclusion

In this chapter, we have built and fully analyzed two amplification chains from which

a continuous cross-correlation measurement over a 450 kHz-bandwidth can be realized.

Noise powers of 1E-30 A2/Hz are resolved in a few minutes. The parasitic noise current is

interestingly small, and the long-term stability is satisfying. This performances are achie-

ved by improving previous measurement schemes based on auto-correlation and pHEMT

with a design based on two parallel transistors. The QPC charateristic was measured at

low-frequency while DC shot noise thermometry indicates an equilibrium electronic tem-

perature of 35 mK.
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Chapitre 3

RF Calibrations

In order to observe how a few charges are injected in a ballistic 1D coherent conductor

under voltage pulses, the radio-frequency signal has to meet some requirements.

◦ We need to apply voltages pulses with a repetition frequency ν high enough that

we collect a sizable amount of photo-excited charges. This argument concerns all

parasitic noise sources : more photo-excited particles means a better signal to noise

ratio. The argument can be also applied to the incoming thermally excited charges

as a first indication, even if we know its effect to be more complicated (no averaging

out). θe = kBTe/hν must be small.

◦ Closely related to the previous rule, we also need the energy of an observed particles

in the noise to be mostly a consequence of an AC pulse. That way, its final state

gives direct information on the photo-assisted processes without the need for nume-

rical ”deconvolution” as mentioned in section 1.5.2. Quantized energy shift have an

amplitude hν competing with thermal energy kBTe. For the previously defined trains

of voltage pulses like the periodic square or the sine wave, the final energy for each

electron is directly set by the repetition frequency, for a Lorentzian pulse there is an

intrinsic energy scale to consider too. It corresponds to the FWHM, shorter than the

period. In all cases, we find also the condition θe = kBTe/hν � 1.

◦ We need to know precisely the amplitude α = eVac/hν of the applied pulses to

the sample, and its ”shape” in order to interpret correctly the number of excess

particles. The particularly steep slope of ∆Neh(α) as a function of the DC level

”q = e < Vp > /hν” in some energy-windows suggests that errors might come from

overestimating or underestimating q compared to α (see Fig. 1.14 and 1.15).
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◦ The RF-line have to be designed to combine high-frequency transmission and proper

operation of the cryostat.

In this chapter, we review the radio-frequency techniques used to generate, transmit and

calibrate in-situ the signal applied to the QPC. The technical limitations to the frequency

range are compared to the QPC and PASN physics.

3.1 Wideband DC–30 GHz coaxial lines overview

(       ) 

CRYOAMP 

SAMPLE 

δIS 

RS 

RESONATOR ZA  
 

ZB  
 

-70dB 

Vp =Vac +Vds 

Vac  Vds 

Figure 3.1 – RF Injection lines. The two lines are built from the same plan and can be
both used. In practice, the detailed calibration reported here refers only to one of them,
used for single pulse injection experiments.

As shown in Fig. 3.1, two coaxial lines with a total attenuation of -70 dB are imple-

mented directly into the cryostat. They consist in a series of 2.2 mm diameter Cu-Ni wires

short sections, with thermal grounding at each stage of the cryostat (see Appendix A). At-

tenuators are typically inserted at each stage. Namely -20 dB at 4 K, 1 K and 50 mK, plus

-10 dB at the lowest temperature stage 12.5 mK. The power dissipated with pulses up to a
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few Volts peak-peak does not affect the cooling power of the cryogenic system. It was also

checked by plugging only one line at a time that the equilibrium electronic temperature is

not determined by thermal radiation along the RF lines. The sample has a huge resistance

compared (≥13 kΩ) to the 50 Ω characteristic impedance of these lines.

Anritsu K250 Bias Tee near the sample are used to combine RF injection and DC-

10 MHz measurement. Below 4 K, these Bias Tee have a ∼3µH inductance and about

20-40 pF capacitance.

The distance between room-temperature parts and the sample is about 1 m.

3.2 Frequency selection

Using the full range and sensitivity of room-temperature sources, the available range

and resolution for the amplitude at the contacts of the sample is easily verified to be large

enough for our experiments. With 7.5 GHz and -73.3 dB, a room-temperature resolution

of 1 mV leads to a resolution δα=0.007, while a 2 Vpp range gives a top α ∼ 7. The

bottom frequency is determined by the competition with the temperature. At 4 GHz and

35 mK θe ∼ 0.18. The top repetition frequency or energy-scale can be determined by

several factors. With higher frequency, the current increases and more power is dissipated.

As a consequence, the sample temperature also increases. The hypothesis of a constant

transmission for all energies involved becomes less and less valid. According to the results

of section 2.3.1, a 100µV bias on the QPC at low-transmission induces typically a ±5%

variation in the transmission. This corresponds to eV/h = 24 GHz. The top voltage applied

to the sample for a Lorentzian pulse sending a single charge when it has a FWHM 2W=30 ps

is ∼90µV 1. The average energy of the injected particle in that case is ∼25µV according to

section 1.7. If we consider the periodic problem 2, the average energy can be checked to be

the same. The top repetition frequency is also in that case a consequence of the technology

used to generate the pulse shape and cannot be arbitrarily increased, as detailed after. The

final argument is the limited coherence and lifetime of the electrons. Using formula Eq.

1.57 and with EF = 14.3 meV, the lifetime of photo-excited particles at these energies is

at least a few periods. In all cases it is much larger than the typical 0.3 ps spent in the

80 nm-scatterer by individual electrons. See also Appendix B.

1. The power to be dissipated in the leads is then <V 2
p D/Rq>, typically 10−14 W.

2. P−1 = β2 , Pl>−1 = β2l(1 − β2)2 and β = exp(−2πW/T ). The average energy is given by < ε >=
hν
∑+∞
l=1 Pl−1l

2/2
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3.3 In-situ calibration

3.3.1 Photo-assisted shot noise

Figure 3.2 – In-situ calibration of AC amplitude at a single frequency 7.5 GHz. A single
fit parameter is necessary to adjust the theory ∆Neh,ph(α) (red line) and the experimental
data (red dots). The dash line represents the theoretical asymptotic behavior ∆Neh,adiab(α).
As can be seen in the inset, the low-amplitude behavior shows the characteristic photo-
assisted reduction. The difference between the experimental noise for AC-transport and
adiabatic transport is negative.

In section 1.3 we have developed the photo-assisted shot noise induced by any kind of

signal Vac(t). Here we are interested in the special case of a Sine Voltage, in the absence of

added DC component.

Vp(t) = Vac(t) =
αhν

e
sin(2πνt) (3.1)

As already mentioned, the photo-assisted probability distribution Pl is expressed through

Bessel function Pl = |Jl(α)|2.
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This situation has been studied in details in [120] and [130] and is now considered well-

understood. The noise difference between the QPC at equilibrium Te and the bias-driven

system is a particular case of Eq.1.29 expressed as :

∆SI(Vac(t), 0, Te) = S0
I∆Neh(α, 0, θe) = S0

I

+∞∑
l=−∞

l

[
coth(

l

2θe
)− 2θe

]
J2
l (α) (3.2)

Eq.1.29 was previously written for the special case of a single conductance channel. The

experiment is performed in a QPC where two channels defined by the spin coexist. Thus :

S0
I = 2D(1−D)

2e2

h
hν (3.3)

At zero temperature, the limit α→ +∞ is :

SadiabI = S0
I Neh,adiab = 2e

2e2

h
D(1−D)

2Vac
π

(3.4)

It can be proved to be identical to the noise obtained when calculating the average over

a sinusoidal distribution of DC bias amplitude.

SmoyI = 2e
2e2

h
D(1−D)

1

T

∫ T

0

dtVac|sin(
2πt

T
)|

= 2e
2e2

h
D(1−D)

2Vac
π

= 2e
2e2

h
D(1−D)

2Vac
π

(3.5)

This limit and the identity between Eq.3.4 and 3.5 can be understood as follows. When

the frequency ν is extremely slow, we expect the system to evolve adiabatically and the

resulting noise to behave like a DC bias at any time. The long-term average is then given

according to 3.5. The difference between Eq. 3.2 and 3.5 is important at small value 0 <

α < 1 but rapidly vanishes. At finite temperature and beyond α > 2, the adiabatic average

becomes a very good assumption. The adiabatic approximation at finite temperature is

defined as :
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SadiabI = S0
I Neh,adiab = 4kBTe

2e2

h
D(1−D)

1

T

∫ T

0

dt

[
eVac(t)

2kBTe
coth(

eVac(t)

2kBTe
)− 1

]
(3.6)

Eq. 3.6 generalizes 3.5 to any AC voltage and temperature.

The effect of a DC bias on the system has been verified experimentally in section 2.3.2.

As a consequence, the adiabatic regime and the direct comparison of DC and AC noise

PSD provides information on α through the asymptotic behavior. It means we have access

to the AC amplitude at frequency ν applied on the sample.

However, large bias are expected to affect the transmission, even if slightly, and ad-

ditionally the electronic temperature through Joule effect increases with α. Correction to

the fit function, however predictable, are more and more important. Fortunately, quantum

effects around and below α = 1 have a characteristic signature and the combination of

the two limits offers a satisfying in-situ calibration of the applied signal. This procedure is

exemplified in Fig. 3.2. The best Fit ∆Neh,ph contains a single adjustable parameter, the

attenuation coefficient ην between the output of the room-temperature RF source and the

observed amplitude on the sample. Small heating effects are taken into account according

to Eq. 2.17.
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Figure 3.3 – In-situ calibration of AC amplitude at ν=6 GHz .
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For the special case of Fig. 3.2, the frequency is 7.5 GHz. We can check how consistent is

the experimental attenuation coefficient with known material constraints. The attenuation

coefficient from the calibration is ην = -83.3 dB. -70 dB are known to be implemented inside

the fridge, and -10 dB to be added at the input. We can therefore estimate the total losses

at -3.3 dB. Two meters of 2.2 mm-diameter Cu-Ni coaxial wires are used to connect the

source and RF lines. Given the length of coaxial wires, especially at room temperature, it

indicates few reflections along the lines and at the sample contacts at this frequency.
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Figure 3.4 – In-situ calibration of AC amplitude at ν =12 GHz.

3.3.2 Harmonic by harmonic pulse generation

Applied Amplitudes

Several harmonics of the repetition frequency are usually involved in an AC bias, espe-

cially when the intrinsic timescale (rise time, FWHM ...) are much shorter than the period.

While an oscilloscope can provide a time-domain picture of the pulse at room-temperature,

such a tool is missing in-situ. We can reproduce separately the photo-assisted noise calibra-

tion proposed in the previous section at all the harmonics involved in the desired voltage

pulse. Then we know the spectral content when they are applied simultaneously. This

linear sum rule is true if the sample conductance shows negligible non-linearity with the

bias. But this is insufficient. The response of the quantum conductor depends on the precise

time-profile, and we have to know all the relative phases at the sample.
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Figure 3.5 – 4-harmonic arbitrary pulse generation. Two Radio-frequency sources generate
signals of arbitrary amplitude at ν0 and 3ν0. Phases are synchronized through the external
clock reference of source 3ν0. Two frequency doublers 4 with adjustable output amplitudes
can be used to generate signals of arbitrary amplitudes at 2ν0 and 4ν0. Discrete small value
attenuators are also inserted. An adequate number of phasers is used to select all relative
phases mechanically. At one of the output of a 60 GHz power-divider, a reference signal is
registered using a digital oscilloscope while the other output is send to the sample. The
oscilloscope is used to perform a FFT and check the pulse, and if necessary resynchronize
the two RF sources. The FFT might strongly differ from the target at the oscilloscope in
order to compensate for the deformation in the lines.

Fig. 3.5 shows a setup dedicated to the combination of four-harmonics with arbitrary

amplitude and arbitrary relative phases. The results of individual photo-assisted calibration
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Figure 3.6 – In-situ calibration of AC amplitude at a 18 GHz
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Figure 3.7 – In-situ calibration of AC amplitude at a 24 GHz.

for each multiple of ν0 = 6 Ghz are shown in Fig. 3.3, 3.4, 3.6 and 3.7. Note that Vac = e/hν

does not refer to the same voltage in the four figures as they refer to different frequencies.
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The conversion from noise PSD to the reduced unit ∆Neh contains the same factor 1/ν. At

zero temperature, all curves would look identical. The large value for α are less interesting

when ν = 24 GHz as it implies higher voltage : α=1 is already ∼ 100µV.

The typical parameter used as an effective attenuation coefficient is the ratio between

the amplitude detected at a DSA8200 Tektrnonix Digital Sampling Oscillator and on the

sample. It does not depend on the way the signal is generated.

Control of all relative phases
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Figure 3.8 – Control of Relative Phase between third and first harmonic. ν0 = 6 GHz.
Experimental parameters : q = 0, α1 ∼ 3.97 and α3 ∼ 0.93. This set of values gives large
noise and large contrast. The best fit is a sine function with a single adjustable parameter :
the phase.

A simple extension of the procedure used to calibrate in-situ amplitude using the photo-

assisted shot noise can provide precise information on the relative phases between our four

harmonics.

In section 3.3.1 we have seen in the specific case of a sine wave that the behavior for

an increasing number of particles gets close to an adiabatic approximation.

This idea is true for any signal Vp(t). We can therefore expect a predictable phase-

dependence when applying simultaneously two frequencies and rotating one of them. This
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Figure 3.9 – Control of Relative Phase between second and first harmonic. ν0 = 6 GHz.
Experimental parameters : q ∼1.17, α1 ∼ 5.77 and α2 ∼ 2.11. This values gives large noise
and large contrast. The best fit is based on a full photo-assisted calculation, with a single
adjustable parameter : the relative phase induced along the line.

strategy was inspired by the work of Gabelli et al. [44]. Roughly :

SadiabI ∝ hν0

eT

∫ T

0

|q + αncos(2πν0nt) + αmcos(2πν0mt+ δΦm + Φ0
nm)| (3.7)

q, αn, αm are voltage amplitudes. n and m are integer values. δΦm is a tunable phase while

Φ0
nm is a fixed value imposed by the lines. The objective is to compensate Φ0

nm at the input

in order to maintain the pulse shape on the pulse.

The basic example with a = 0, n = 1, m = 3 and α1 � α3 shows mostly a sine

dependence with Φnm. Using a finite value for q allows to get a different noise when Φ0
nm +

δΦm = 0 or ±π. This procedure is remarkably precise even with a limited knowledge

on the applied amplitudes. Fig. 3.9, 3.8 and 3.10 shows the result for the case under

scrutiny, in which three relative phase are necessary. The two RF sources in Fig. 3.5 were

directly combined (doublers are turned off) and the phase difference labeled with the

oscilloscope FFT. As this is a very precise measurement, we have duplicated periodically

the experimental data to ease the fitting procedure.
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Figure 3.10 – Control of Relative Phase between second and fourth harmonic. ν0 = 6 GHz.
Experimental parameters : q ∼1.17, α2 ∼ 1.81 and α4 ∼ 0.68. This values gives large noise
and large contrast. The best fit is based on a full photo-assisted calculation, with a single
adjustable parameter : the relative phase induced along the line.

3.3.3 Long-term stability

The digital sampling oscilloscope in Fig. 3.5 is used to perform continuously a FFT. Two

types of drifts can be expected. First the internal ocsillators of the two RF sources cannot

maintain phase-lock over long-time. Second, frequency doublers are active devices with

small changes in the output. We have checked how well the output of the pulse generation

was maintained over long-time. Fig. 3.11 describes the result for a section Lorentzian pulse

at 6 GHz with a width W/T = 0, 09. This pulse is intensively used in chapter 4 to 6.

All other harmonics are found negligible, proving the absence of uncontrolled compo-

nents from non-linear effects in the active devices involved 5.

3.4 Commercial Arbitrary Waveform Generator

The procedure presented in the previous section allows simultaneously a very high de-

gree of control on the shape applied to the QPC and a high-quality calibration. Lorentzian

5. It does not imply that each channel is the source of purely one of the four harmonic.
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Figure 3.11 – Long-term stability of pulse generation. The top part shows the ampli-
tude for the generation of the four first harmonics of single-particle Lorentzian train with
a width W/T = 0.09 and 6 GHz, as observed at the input of the oscilloscope. Average
amplitudes are set to compensate line defects. The deduced attenuation coefficient shows
a behavior most likely dominated by resonances at 18 GHz and 24 GHz. The middle part
shows the experimental deviation of the relative phase 2πτn/T as observed at the oscillo-
scope input. After compensating the line defects, the zero value at the sample contacts is
well-maintained. The bottom part shows the deviation of all amplitudes over time.

pulses with 4.8 GHz repetition frequency were also generated using a low-jitter Tektronix

24 GSample/s Arbitrary Waveform Generator (AWG) and a Digital to Analog Converter

(DAC) synthesizer with output range 2 Vpp. Similarly square pulses at 4 GHz were gene-

rated using the same device. The final shape and amplitude applied on the sample was

analyzed using the photo-assisted distribution observed in spectroscopy experiments. This

is detailed in chapter 4. The AWG is appropriate for low GHz frequencies. The increased

skin depth limits the coaxial losses and less pulse deformations are expected.

101



3.5 Conclusion

We have described the generation of voltage pulses with an amplitude ranging from 0

to a 100µV and suitable for average current down to a fraction of a charge. Knowledge of

the precise shape applied on the quantum conductor at 35 mK can be provided by PASN

measurements. Our implementation of a four harmonic arbitrary combination source is

used to obtain a Lorentzian pulse with a characteristic width W/T = 0.09. This situation

implies a limited superposition of successive voltage pulses as the repetition rate is 6 GHz.
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Chapitre 4

Minimal-excitation states for electron

quantum optics using levitons 1

We present in this chapter a set of measurements to verify the core prediction of Levitov

et al.[90] : a Lorentzian voltage pulse with quantized flux realizes a clean single-particle

injection in a quantum wire due to the particular distribution of photo-assisted processes

occurring in the system. As described in chapter 1, three type of experiments are conducted

and various pulse shapes are compared. First, in section 4.1 shot noise spectroscopy enables

to analyze the photo-assisted probability distribution at all energies. Then, in section 4.2 we

compare the total noise found when attempting an arbitrary charge injection using different

time-profile for the voltage pulse. As a last characterization, we verify in section 4.3 the

presence of a characteristic time-profile absent in particle-counting experiment using the

proposed time-spectroscopy. It indicates that on-demand injection is indeed performed.

4.1 Shot Noise Spectroscopy

Following the presentation in chapter 1, we analyze the excess noise power appearing

from the application of a signal Vp(t) = Vac(t) + Vds compared to the DCSN from the

constant bias Vds.

In both situations the incoming current is q = eVds/hν in charges/period. Experimental

data are subtracted between the two measurements to obtain ∆Neh.

Vac is defined by a shape and expressed in units of α, Vds in units of q charges/period.

The signal corresponds to a pulsed charge injection procedure when q = α. The distribu-

1. Results reviewed in this chapter are presented in [39]
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tion of photo-assisted processes in periodic trains of sine-window pulses, square pulse and

Lorentzian pulses are all found to behave qualitatively and quantitatively as expected.

4.1.1 Sine pulse
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Figure 4.1 – Sine 7.5 GHz Energy Spectroscopy. QPC transmission D ∼0.33. Typically
40000 PSD are averaged together for each point. In addition a 2-point window adjacent
averaging was performed along each curves.

The oscillating signal is defined as :

Vp(t) =
qhν

e
+
αhν

e
cos(2πνt) (4.1)

At zero temperature, an identical number of excess particles per pulse ∆Neh must be

found at all frequencies. At finite temperature, the noise also depends on the parameter θe.

At base temperature 35 mK 2 and ν =7.5 GHz, 16 GHz and 24 GHz we have respectively

θe =0.1, 0.05 and 0.03. At these values, the photo-assisted processes are dominating the

structure of the observed energy spectroscopy, except for very small α and 7.5 GHz. See

2. The temperature increase from the Joule effect in our experiments is commented in section 4.1.4.
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Figure 4.2 – Sine Wave 16 GHz Energy Spectroscopy. QPC transmission D ∼0.33 or
∼0.24. Typically 60000 PSD are averaged together for each point.

Fig. 4.1, 4.2 and 4.3. A clear signature of the quantum dynamics is the rapid change of

slope in all curves near q = ±1, which cannot be explained without quantized energy shift.

Pl(α) are given by the square value of Bessel function, and there is no adjustable

parameters after the in-situ calibration. As mentioned in section 4.1.4, the final agreement

for simultaneously large q and α is found when taking into account small corrections from

the Joule effect. As expected, a symmetric distribution of photo-absorption and photo-

emission processes is found.

4.1.2 Square pulse

Definition and generation

A square pulse is defined as :

Vp(t) = −αhν
e

+
qhν

e
if 0 ≤ t < 0.5T

=
αhν

e
+
qhν

e
if 0.5T ≤ t < T

105



- 1 0 10 , 0

0 , 5

1 , 0

0 , 0

2 , 3

4 , 7
 

��
����

���
	 �


���
��

  ∆


��
�

q = V d s   ( e / h v )

 α= 1 , 4 2
 α= 1 , 2 6
 α= 1 , 1 3
 α= 0 , 9 4
 α= 0 , 8 4
 α= 0 , 7 5
 α= 0 , 6 5

Figure 4.3 – Sine Wave 24 GHz Energy Spectroscopy. QPC transmission D ∼0.24. Typi-
cally 60000 PSD are averaged together for each point.
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Figure 4.4 – Square 4 GHz Energy Spectroscopy. QPC transmission D∼0.34

The Fourier Series of such a time-window contains only the DC average and odd multiple
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of ν.

Vp(t) =
4αhν

eπ

+∞∑
l=0

sin(2π(2l + 1)νt)

2l + 1
+
qhν

e
(4.2)

The rise-time slows down and the ripple amplitude increase when cutting off high

frequencies. This leads to select a rather low repetition rate 4 GHz. The Joule heating is

not expected to be important, one of the advantage of working with a low-current. 4 GHz

= 16µV. Even so, θe ∼ 0.18 and singularities in the slope are rounded. Fig. 4.4 shows the

energy spectroscopy experiment for the pulse square generated by the RF source Tektronix

AWG 7122b. The amplitude is changed through a set of discrete passive attenuators DC–

18 GHz, and the full range of the device is used 3. The fit curve is based on an ideal square

pulse 4 GHz.

There is an adjustable parameter : the pulse amplitude α. The overall agreement bet-

ween the theory and the experimental data is remarkably good.

A few more arguments indicate that the partially unknown pulse deformations do not

significantly alter this measurement. First their is an experimental reason. Two very similar

attenuation coefficients in the RF injection line are found at 4 GHz and 12 GHz using a

mono-frequency PASN experiment. It shows that at least the first and third harmonics are

applied to the sample contacts with the correct harmonic ratio defining a square pulse.

The second comes from the numerical analysis of the difference between the pure square

pulse and its truncated Fourier Series as soon as 3ν. While absolute differences in the noise

power could have been detected with our experimental error bars, they correspond to very

small relative variation in ∆Neh and no qualitative change.

Comments

The Pl distribution can be calculated for the ideal square pulse when α = q is an

integer. It has three characteristics, qualitatively associated with the asymptotic behavior

liml=±∞ Pl(α) ∼ (α2/l2−α2)→ (α/l)2 4. It can be compared to the squared Bessel functions

for α� l, which behave as ∼ α2l1/(4l!)2.

◦ The average energy for excited holes/electrons is high compared to a smooth shape,

and the variance is broad.

◦ The distribution of photo-assisted processes is symmetrical.

3. According to the manufacturer, the rise time 20%–80% is 35 ps.
4. Pl(α) = 0 if l − n is even and not 0
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◦ Injecting n charges leads to a diverging number of excess particles with increased n

From the agreement between Fig.4.4 and theory, we can confirm directly the two first

points, while the last one is analyzed in section 4.2.

4.1.3 Lorentzian pulses
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Figure 4.5 – Lorentzian 4.8 GHz Energy Spectroscopy W/T = 0.183. The QPC transmis-
sion is D∼0.33.

Two experiments are presented. A first Lorentzian pulse Applied using the AWG gene-

rator with width W/T = 0.183 and 4.8 GHz is analyzed in Fig. 4.5. The FWHM 2W/T and

amplitude α are calibrated using the spectroscopy results. The agreement is good, and the

fit parameters are consistent with the AWG resolution and known RF line transmission.

The second pulse with W/T=0.09 and 6 GHz (Fig. 4.6) was obtained by combining 4 fully

calibrated harmonics as described in chapter 3. Both experiments show the characteristic

asymmetry between negative and positive value for ”q”. Changing the applied signal to a

negative pulse sending ”holes” reverse the figure. The steep slope is the first signature of a

very small probability to affect the Fermi Sea while transferring a non-negligible number

of particles. The difference between non-integer and integer charge transfer is theoretically

expected to be weak and is considered in section 4.2.
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Figure 4.6 – Lorentzian pulse with width W/T = 0.09 and 6 GHz. The QPC transmission
is D∼0.19

4.1.4 Effects of temperature increase

Details about the model

All theoretical curves used to interpret the experimental data take into account the

possibility for the Joule effect to induce a temperature increase according to :

Te(Vds + Vac(t)) =

√
Te(Vds = 0)2 + αWF (V 2

ds+ < Vac(t)2 >t) (4.3)

With αWF derived ab initio and given as :

αWF =
6e2

π2k2
B

RcDGq

4
(1 +

RcDGq

2
) (4.4)

It was found that small discrepancies between the experimental data and the theoretical

expectations could be well accounted for using a value of αWF based not on the total

resistance Rc measured for the mesa and the contacts in series with the QPC, but on a

slightly different resistance. The experimental Rc was 400Ω and the best agreement was

found with 600Ω. The difference might be a consequence of an error on Rc (see method

and comment in section 2.3). There is no clear answer about this issue to date. However,

we show in this section that this leave all relevant conclusions unaffected.
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Figure 4.7 – Temperature increase as appearing in the proposed model for the experi-
mental data. The signal is a ”sine” pulse at 16 GHz(black line) or 24 GHz(blue line), both
represented only with α = q. The temperature appearing in the proposed model for the
DC Shot Noise experiment with the same average current is represented with the dashed
line.

In previous work with QPC, for instance [78] or [37], the tunable transmission has been

used extensively to validate the model for the heating effect through the noise increase

under DC bias when no shot noise can occur (on each conductance plateau). In section

2.6.6, we mentioned the presence of an additional noise power from the Joule effect in the

measurement resistor. It prevents this method, as it evolves also with the DC bias 5. A

measurement with power from a GHz excitation only might solve this issue. Indeed this

signal do no reach the measurement resistor (see Fig. 3.1).

The temperature increase appearing in the proposed model for the 16 GHz sine wave,

24 GHz sine wave, and 6 GHz lorentzian pulse with W/T=0.09 are plotted in Fig.4.7 and

4.8. These are the experiments in which charge injection is performed with a significant

Joule Power.

5. See Appendix C.
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Figure 4.8 – Temperature increase as appearing in the proposed model for the experimen-
tal data (black line). The signal is a periodic train of Lorentzian pulses at 6 GHz and width
W/T=0.09 and is represented only with α = q. The temperature appearing in the proposed
model for the DC Shot Noise experiment with the same average current is represented with
the dashed line.

Do we have to consider the thermal noise of the reservoirs ?

We consider in this work an experimental subtraction between data from a noise measu-

rement with an AC pulse and data from a measurement with a DC bias only. As such, one

of the most important point is the small amplitude of the temperature increase between

the two situations. Otherwise, the thermal noise of the reservoirs 4kBTeD
2Gq, normally

rejected thanks to the ON-OFF subtraction, would start to play a role. We can use the

model to evaluate this quantity in our experiences. The injection excess noise analyzed in

the next section for the Lorentzian pulse with q = α=1 is about ∼ 10−29A2/Hz whereas

the impact from the change in experimental temperature would be about ∼ 10−31A2/Hz.

The predicted temperature is about 40 mK 6.

If we consider the two sinusoidal AC signals, the situation is also acceptable. We find

a noise increase possibly due to a change in temperature of typically ∼ 10−30A2/Hz (at

16 GHz) or ∼ 2× 10−30A2/Hz (at 24 GHz) when the excess noise to be explained is respec-

6. This prediction is typical for values of Rc from 400Ω to 600Ω.
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tively ∼ 2×10−29A2/Hz or ∼ 3×10−29A2/Hz. Therefore, the temperature increase cannot

be misinterpreted as the dominant effect.

4.2 Charge injection

We now analyze the excess noise level 7 associated to an on-demand charge injection

using voltage pulses. It corresponds for all pulses to the case α = q.

4.2.1 Comparison between pulse shapes
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Figure 4.9 – Arbitrary Charge Injection.

We report on Fig. 4.9 the noise level associated to the square pulse 4 GHz, the sine wave

7.5 GHz and the Lorentzian pulse 4.8 GHz. Due to the temperature, the noise level is only

an estimate of the number of particles undergoing photo-assisted energy change. However

three different behaviors appear clearly. The square pulse shows a rapidly increasing number

of excess particles with no trace of plateauing. This number stabilizes at an intermediary

level for the sine-wave. Eventually, the Lorentzian pulse stabilize at an even lower level 8

7. Extended technical information about the error bar can be found in Appendix G.
8. The presence of small unexplained variations does not allow to confirm the asymptotic behavior, but
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All these noise levels are in good agreement with the model for these shapes and energies.

These three pulses belong to three different categories of pulse injection. The distribution

of the Pl(α) has for each family a different evolution with the number of photons ”l”. A

more quantitative analysis is possible and proposed at the end of next section.

4.2.2 High characteristic energy and quantum signatures
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Figure 4.10 – Signature of orthogonality catastroph. Full lines indicate the PASN theory
including the Joule effect for the 16 GHz(red) sine wave, 24 GHz sine wave(orange) and
6 GHz Lorentzian pulse(blue). Dash lines show the noise level explained by the mechanism
in Eq. 4.5 and experimental data are marked with dots.

We consider now a second set of experiments. We report on Fig.4.10 the noise level

associated to two sine waves at 16 GHz and 24 GHz, and a Lorentzian pulse 6 GHz and

W/T=0.09. They have in common a small ratio θe and, in the case of the Lorentzian pulse,

a high typical energy 2W/~ compared to the temperature scale.

the observed number of excess particles per pulse is still compatible with a vanishing excess noise for high
currents.
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Overview

In reduced units (both vertical and horizontal scales contain a factor 1/ν), the two

experimental curves for sine waves are mostly identical. This shows that the number of

particles is not a property of the AC amplitude, but of the average charge per pulse (or

equivalently the flux per pulse). As the agreement with the theoretical expectations indi-

cates, the slightly higher noise level for the 16 GHz-wave can be explained by the lower

ratio between the thermal energy kBT and the typical energy hν. While both pulse shapes

lead to local maxima an minima, the general behavior is clearly different, especially when

we consider the asymptotic trend for an increasing current.

Local minima

All three curves show a local minimum. It is well-marked and slightly above q = 1 for

the two sine excitations. It is around q = 1.4 for the Lorentzian pulse. The existence of

such extrema was commented in section 1.4. They are the consequence of the opposition

between the charge being a finite quantity carried by individual particles and the continuous

control on the average transmitted charge allowed by the voltage. When trying to inject

an arbitrary charge from a given set of carriers, a complex combination must be used. This

point is analyzed in [84][90]. The sharp inversion point near q = n reflects a dynamical

analog of the Anderson orthogonality catastrophe[4].

To be precise, the zero temperature theory predicts a minimal number of excess particles

at integer values for q = α. As the agreement with the model indicates, both the displa-

cement of this minimum toward higher values q=α of and the contrast are well-explained

by finite-temperature PASN theory. This was commented in details in section 1.4.3, and

we have applied here the previously developed arguments. Qualitatively, there is a finite

probability for the photo-excited particles in the left reservoir to stay close to the Fermi

level. In that case, they are partitioned according to the presence or absence of thermally

excited particles from the other reservoir. Similar oscillations were observed very recently

with an Al/Al oxide/Al tunnel junction[45].

Pulse shape and clean/unclean charge injection

When analyzing the evolution of the noise level introduced by finite temperature, we

have determined the weight ω(l, q, θe) of each of the probability Pl.
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∆Neh(α, q, θe)−∆Neh(α, q, 0) =
+∞∑
l=−∞

((l + q)coth(
l + q

2θe
)− qcoth(

q

2θe
)− |l + q|+ |q|)Pl

=
+∞∑
l=−∞

ω(l, q, θe)Pl (4.5)

Eq. 4.5 defines the partition noise of the thermal excitations emitted by the right-

hand reservoirs 9, which must appear even in the absence of photo-emission, i.e. even for

a Lorentzian pulse. As we are in the regime q/θe �1, it depends only on two quantities

confirmed by the energy spectroscopy. Near q = 1, this extra contribution is :

∆N extra
eh = 2θeP−1 (4.6)

For the Lorentzian pulse in Fig. 4.10, the observed noise 0.09± 0.01 can be entirely ex-

plained by this contribution 2θee
−4πwν=8.6% (Te = 39 mK according to section 4.1.4). This

is not the case for the two sine waves at 16 GHz and 24 GHz. ∆N extra
eh ∼ 2θeJ−1(α)2=2.3%

and 2.6% (with Te =52 mK and 68) does not explain the observed ∆Neh 6% and 6.4%.

Although the noise level at q = α = 1 is higher for the studied Lorentzian pulse than for

the sine waves, their excess noise levels before and beyond this value follow two different

trends. It corroborates the two different interpretations for this noise level. For a sine wave,

it is stable since hole-creation, described by the series Pl<−n(n), does not tend to zero.

Eventually, it is interesting to notice that despite the difficulty to observe quantum

oscillations with the charge, a similar analysis for the pulses in Fig.4.9 shows also a re-

markable agreement with the theory. The finite noise 3.7± 1.2% found for the 4.8 GHz

Lorentzien at q = 1 can be explained by ∆N extra
eh ∼ 2θee

−4πwν ∼ 3.4% (W/T = 0.183 and

θe = 0.17). By contrast, we expect ∆N extra
eh ∼ 2θeJ−1(α)2 to be about 3.9% for the sine

wave 7.5 GHz, which cannot accounts for the observed 8%.

These results demonstrates all the main aspects of pulsed injection down to a few par-

ticles : the typical energy of the excited particles, their statistical distribution, the minimal

noise with integer charges and the absence of photo-emission processes for a Lorentzian

pulse. These are all the ingredients needed for the minimal-excitation state existence, the

Leviton.

9. See details in chapter 1 and Eq.1.41
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4.2.3 Effects of shape approximation ?

Applied Voltage

0 1 5 0 3 0 00

5 0

1 0 0

�

 

��
��

p s

Figure 4.11 – Applied voltage modifications for a Lorentzian with low-pass filtered har-
monic content and W/T = 0.09. Unfiltered signal (red line). Cut-off frequency at 4.5ν (dark
blue line). Cut-off frequency at 5.5ν (cyan blue line).

In this section we use additional numerical simulation in order to compare the pure

Lorentzian pulse and the approximation with the first four harmonics only. A periodic

train of Lorentzian pulses has the following Fourier decomposition :

Vp(t) = α

(
1 + 2

+∞∑
l=1

cos(2πlνt)e−2πνlw

)
(4.7)

The weight of high harmonics decrease exponentially. The width W/T is the key pa-

rameter to evaluate how important is the truncated part. For instance with W/T=0.183,

the term l = 2 brings correction whose amplitude is limited to 13% of the total amplitude

from the two lower harmonics. With W/T=0.09, we are at 7% when l = 4 and 3.5% when

l = 5. This is illustrated in Fig. 4.11.

Zero and Finite Temperature temperature

The excess noise for the 4-harmonics is quantitatively very close to the ideal pulse when

W/T=0.09, with a level of injected particles very close to zero at integer value of q. Note

that the choice of an arbitrary number of frequencies has no effect on the average value.
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Figure 4.12 – Excess number of particles when attempting repeated charge injection from
a pulse. Calculated excess noise for a pure Lorentzian with W/T=0.09(black line) and a
partially transmitted pulse with cut-off frequency 4.5ν (red line). Te = 0
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Figure 4.13 – Excess number of particles when attempting repeated charge injection from
a pulse. Calculated PASN excess noise for a pure Lorentzian W/T=0.09 (black line) and
a partially transmitted pulse with cut-off frequency 4.5ν (red line). The temperature scale
θe = 0.12 reflects the experimental situation.

The difference is especially difficult to observe in a experiment at finite temperature and

in presence of Joule heating. Given the error bars achieved for the results proposed in the

next section, these small differences from the ideal case are unfortunately unrealistic to

discuss. The situation is summarized by numerical simulations in Fig.4.12 and 4.13.
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4.3 Time-domain noise spectroscopy

4.3.1 Experimental Results
2
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Figure 4.14 – Quantum overlap from time-spectroscopy. Lorentzian pulse 4.8 GHz with
width W/T 0.183. QPC transmission D=0.3

Finally, to get time-domain information on the Leviton wave-packets, we perform the

time-spectroscopy as presented in section1.6. It requires to use a DC–18 GHz power-divider

and a phase-shifter in order to send the 4.8 GHz pulse simultaneously on the two contacts

with a controlled time-delay. Fig. 4.14 shows that the expected time-dependency is indeed

observed in the noise. It reflects the time extension of the on-demand injection. When the

two contacts are driven in phase, the Fermi sea is in the same state on both sides of the

scatterer and no Fermion can be randomly partitioned : all scattering events must associate

two electrons through anti-bunching. On the contrary, the largest separation induce the

maximal noise.

Using the 4.8 GHz Lorentzian generated from the Tektronix AWG sacrificed good time-
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separation of charge pulses for the possibility to have a similar AC signal on both lines,

i.e. for the possibility to control all meaningful frequencies. The two lines are known to be

only partially identical in practice. The transmissions are close for the first two harmonics,

but the third frequency 14.4 GHz (with a very small influence on the Pl distribution for

W/T=0.183) was almost not transmitted by the second line. The theoretical curve on

Fig.4.14 is based on identical ideal Lorentzians at finite temperature. In the newt section,

we show that this measurement is not only a proof of on-demand injection, but also a

measurement of the quantum overlap between Levitons.

4.3.2 Wavepacket Interpretation and train of Levitons

When we are applying N successive Lorentzian pulses, strictly N electrons are transfer-

red. But the total wavefunction is not the sum of the independently excited wave-functions.

In the time-spectroscopy experiment with a repetition frequency small compare to the ty-

pical width of the pulses, we are not measuring a single wave-packet, but a property of the

total wave-function. Despite this, we show here that the quantity appearing in the noise

measurement Fig. 4.14 is still a quantum overlap. It proves that the time-spectroscopy

gives exactly the time-extension of a train of Leviton-like excitation.

As demonstrated in section 1.2.2 using the Floquet formalism, all states are scattered

from the energy window [(l − 1)hν, lhν] to the energy window [(m − 1)hν,mhν] with

probability amplitude pl−m. The basis inside each window can be chosen according to our

need. Following the calculations proposed in [38], we use the wave-packets description from

Martin and Landauer[96]. Instead of the continuous variable ε0 ∈ [−hν, 0] we use the

number n ∈ Z and replace the wavefunction e−i(t−x/vF )(ε0+lhν)/~by the orthogonal wave-

packets ϕn,l(t− x/vF ) 10.

ϕn,l(t− x/vF ) =
1√

2π~vF
sin(π(u− n))

π(u− n)
e−i2π(l+1/2)(u−n) (4.9)

With u=(t− x/vF )/T .

The quantity which gives information on the probability amplitude to find a particle

at a point x and at time t is the Fermionic field operator.

10. The unitary transformation is defined by :

ϕn,l(t− x/vF ) =
1

hν

∫ 0

−hν
dε0 eiε02πne−i(t−x/vF )(ε0+lhν)/~ (4.8)
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Using the annihilation operators â0
l associated to ϕFl and acting on the Fock states in

the reservoirs, this operator in the absence of pulse is :

Ψ̂0(t− x/vF ) =
∑
l

ϕFl (t− x/vF )â0
l,n (4.10)

=
∑
l

∑
n

ϕn,l(t− x/vF )â0
l,n (4.11)

In the presence of a pulse it is :

Ψ̂(t− x/vF ) =
∑
l

∑
n

∑
k

ϕn,l(t− x/vF )pkâ
0
l−k,n (4.12)

Where we have used the fact that the ac potential does not mix wave-packets of different

values of n. We can now calculate the quantum overlap between two train of pulses with a

delay θ = τ/T .

< Ψ̂†(u+
θ

2
)|Ψ̂(u− θ

2
) >=∫ 1

0

du
∑
l′l

∑
nn′

∑
kk′

ϕn′,l′+k′(u+
θ

2
)ϕn,l+k(u−

θ

2
) < â0†

l′,n′ â
0
l,n >

We have < â0†
l′,n′ â

0
l,n >= (2π~vF )δnn′δll′fl. The factor fl is zero if l > −1. We can

subtracts the correlations in the Fermi Sea (i.e. the amplitude also found from the same

calculation without ac potential), we find :

| < Ψ̂†(u+
θ

2
)|Ψ̂(u− θ

2
) > − < Ψ̂0†(u+

θ

2
)|Ψ̂0(u− θ

2
) > |2

= |sin(πθ)

πθ
|2C(τ) (4.13)

Where :

C(τ) = |
−1∑

l=−∞

ei2πlθ
∑
k

(Pk − δk,0)ei2πkθ|2 (4.14)

The factor |sin(πθ)/πθ|2 corresponds to the overlap over the x-axis between two elec-
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trons spread over an energy window [−hν, 0]and delayed by τ . It prevents the calculated

operator from being periodic, which does not correspond to a possible measurement. Sum-

ming over all (θ = θ0 + m), we can observe that this term gives a constant factor equal

to 1. The calculation is written for any photo-assisted distribution Pk after a purely ac

voltage. As in previous calculations, the outcome of a charge pulse with a finite average

voltage can be found using a shifted Fermi sea. When the average voltage imposes an in-

teger number of transferred charges per pulse n, we can equivalently use the occupation

numbers P tot
k = Pk−n.

Using the Pk amplitude for a Lorentzian pulse with α = n = 1 11, we have :

P tot
k =0 for k < 0

P tot
0 =exp(−4πW/T ) = β2

P tot
k =β2(k−1)(1− β2)2 for k > 0

And thus :

C(τ) =
(1− β2)2

1− 2β2cos(2πτν) + β4
(4.15)

This quantity appears in the time-spectroscopy noise for the train of Lorentzian pulses

α = 1 derived in Eq. 1.49.

This generalization shows that the proposed time-spectroscopy has measured the quan-

tum overlap of a train of Levitons :

SHOMI

S0
I

= 2(1− C(τ)) (4.16)

The finite-temperature does not change this interpretation. This counter-intuitive result

is shown in chapter 6 and compared to experiments.

4.4 Conclusion

We have investigated the excited particles resulting from a voltage pulse in a coherent

conductor and how their number depends on the pulse shape. The distribution of photo-

assisted process predicted from quantum transport theory has been compared to expe-

11. See Section 1.4.1
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riments for square pulses, sine pulses and lorentzian pulses. The quantization of photo-

assisted energy-shifts and charge granularity can be observed, demonstrating that they

determine the system state. The observed PASN can be completely understood in all cases

by taking into account the finite temperature. The suppression of photo-emission for a Lo-

rentzian pulse with quantized flux compared to all other situations can thus be confirmed

from the noise level when the transmitted charge per pulse is 1. The energy and time-

domain distribution for the excitation wave-packet both agree with the leviton expected

properties. Our experiments have achieved less than ∼ 1% of extra excitation, which makes

our system an on-demand source suitable for interference experiments with a few electrons.
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Chapitre 5

Toward a full tomography of a

quantum state with photo-assisted

shot noise : leviton

In chapter 4, energy spectroscopy, electron-hole content analysis and time-spectroscopy

are combined to bring evidence for the formations of the minimal excitation state, the

leviton. The current fluctuations in these experiments are fully described by the probability

distribution {Pl = |pl|2}.
But a quantum state such as the leviton can only be fully described by the set of

complex probabilities amplitudes or by the knowledge of the energy density matrix, which

involves the quantities plpl′ (l 6= l′), obviously not limited to the set {Pl = |pl|2}. Finding

these coefficients is the purpose of a Quantum State Tomography (QST).

Over the years, experimental schemes have been found which have allowed to perform

such a QST on various families of degrees of liberty : atomic orbitals[5], light field [134],

vibrational modes of a molecule[40], discrete levels of atoms in a potential well[85]. Recent

results with an entangled spin-photon qubit[31] illustrates the high interest of such a mea-

surement in quantum information with solid state qubits[92]. The key step of preparing

a system in a controlled and reproducible way must include all phases, and two-states

entanglement is characterized through the density matrix.

In order to reconstruct the orbital states of an electron in a quantum conductor, the

DC shot noise combined with tunable beam-splitters has been proposed by Samuelsson

et al.[127]. A PASN-based scheme analogous to an Optical Homodyne Tomography[134]

for the output state of a mesoscopic capacitor source is detailed in [55]. This could probe
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the decoherence along a short chiral edge channel. Here, a similar idea is applied to the

simplified geometry of a QPC with a spin-degenerate channel, and we analyze the excited

Fermi sea after a voltage pulse on a contact.

In section 5.1, we indicate how the full matrix plpl′ can be extracted from noise measu-

rements. In section 5.2 we report our experimental results for a Lorentzian pulse at 6 GHz

with a FWHM 2W = 30 ps and sending one electron, in order to achieve the full characte-

rization of leviton. As explained in the last section 5.3, these measurements should allow

to reconstruct the energy density matrix.

5.1 Principle

δIS 

Vp(t) =Vac(t)+Vds VS  = Vmod cos(2pnkt+QS+p) 

Figure 5.1 – Principle of a tomography experiment. A first voltage source is used to apply a
pulse Vp(t) on a contact. A purely harmonic source VS(t)is connected to the second contact,
with a small peak-peak amplitude 2Vmod compared to Vp(t). The QPC has a transmission
between 0 and 1 in order to generate shot noise.

Single electron properties in a periodically AC-driven conductor are expressed through

the transformation of the right-moving annihilation operator.

âFL(ε′, l) =
+∞∑

m=−∞

pl−mδ(ε
′ − ε′′)âL(ε′′,m) (5.1)

We consider the set-up in Fig. 5.1. A periodic voltage Vp(t) applied to the left contact

with an arbitrary DC level q = eVds/hν.
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The transmission is selected between 0 and 1 in order to generate shot noise.

The bias at the scatterer is modulated using a second voltage source connected to the

right contact. This signal VS(t) = Vmodcos(2πkνt + ΘS + π) is purely harmonic, it has a

small peak-peak amplitude compared to the pulse and its average is zero. k is a strictly

positive integer and ν is the pulse repetition frequency. The phase ΘS can be changed.

5.1.1 Small amplitude development

Under the usual assumption of energy-independent transparency, the noise can be cal-

culated as if a single voltage source Vp(t)−VS(t) was connected to the left contact, and no

voltage applied to the the right contact.

The scattering amplitude are therefore associated with :

p̃l =
1

T

∫ T

0

dte−iφ(t)eil2πνtei
∫ t
0 2πkηk cos(2πkνt+ΘS+π) (5.2)

p̃l =
1

T

∫ T

0

dte−iφ(t)eil2πνte−iηk sin(2πkνt+ΘS)eiηk sin(ΘS) (5.3)

ηk is Vmod e/(hkν) with e the elementary charge and h the Planck constant. ηk is the

scale of the modulation in e/period. The last phase factor eiηk sin(ΘS) plays no role and it

will be dropped from now on. Indeed, the energy-spectroscopy experiment is only sensitive

to |p̃l|. To maintain consistency with the previous chapters, we maintain the definition of

the pl distribution as the Fourier components of the phase variation exp(−iφ(t)) under the

AC part of the pulse only. We note p̃l these components in the modulated situation. We

develop the last exponential factor in Eq. 5.3 to the first order in ηk. After integration :

p̃l = pl −
ηk
2

(pl+ke
iΘS − pl−ke−iΘS) (5.4)

We know from chapter 1 that a noise spectroscopy will provide the quantities :

|p̃l|2 = |pl|2 − ηkRe
(
pl(pl+ke

iΘS − pl−ke−iΘS)
)

(5.5)

Where again we have kept only the first order in ηk.
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5.1.2 Expressions

We show in this section how we can extract full information about the complete num-

bers pl when varying the phase ΘS and the frequency kν of the additional modulation.

Calculations are first presented at zero temperature.

The noise difference (positive or negative) in presence or absence of the additional

voltage modulation is found from Eq. 1.26.

∆STomoI (q) = S0
I

+∞∑
l=−∞

|l + q|
[
|p̃l|2 − |pl|2

]
(5.6)

We can extract individually each term in the sum using the second derivative along q

at l = −q, imitating Eq. 1.28. Only two values for ΘS give independent information : 0

and π/2. They provide respectively :

ΘS = 0 →−Re(plpl+k − pl−kpl) = Al,k

ΘS =
π

2
→− Im(−plpl+k + pl−kpl) = Bl,k

We are interested in products plp′l
1. Each line has the same structure : the difference

between two identical products plp′l shifted by k. If we sum Al,k + Al−k,k, i.e. the first line

when q = −l and the first line q = −l + k, two terms are compensated. We can repeat

the operation with Al−2k,k and so on. High-energy transition under a finite-energy bias

are unlikely. Physical consistency induces the existence of a cut-off frequency mhν beyond

which all products pl−nkpl−nk−k<m are negligible. Once this value is reached, we are left

with only one term. The second line offers the same possibility. In the end :

plpl+k = −
r=+∞∑
r=0

Al−rk,k − i
r=+∞∑
r=0

Bl−rk,k (5.7)

5.1.3 Leviton wave-function analysis

If we implement the experimental protocol proposed in the previous section with an

arbitrary pulse, we probe the single-electron correlation function of the system. The special

case of the leviton is particularly interesting. For this situation, the scheme is analog to a

single-particle QST. Indeed, as there is no hole and only one electron, its wave-function is

1. The closely related density matrix is described in section 5.3
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measured. We develop in this section the corresponding calculations. The photo-assisted

amplitudes are labelled pLevl .

First, the periodicity reduce the number of frequencies to be measured to a discrete

set. The exponential law obeyed by the quantity pLevl reduces also the number of frequency

with a relevant statistical weight. Additionally, we also benefit from pLevl<−1 = 0. Finite-

temperature is expected to introduce a statistical smearing discussed at the end.

We have for a leviton :

pLevl<−1 = 0

pLevl=−1 = −β

pLevl>−1 = βl(1− β2)

With β = exp(−2πW/T ). The amplitudes pLevl have all the same phase (except the minus

sign for l=-1), and they have been chosen real with no loss of generality. It corresponds to

the choice of one pulse centered at t=0 and the flux chosen zero at t=0 (it makes φ(t) an

odd and periodic function). We have the noise derivative :

∂

∂q

∆NTomo
eh (q,ΘS)

ηk
=

∂

∂q

∆STomoI (q)

S0
I ηk

= 2cos(ΘS)

−q̃−1∑
l=−k−q̃

pLevl pLevl+k (5.8)

Where q̃ is the closest integer value inferior to q. All measurements with ΘS in phase

quadrature add zero noise to the first order in ηl. As pLevl<−1 = 0, the extraction algorithm

takes a simplified form. Starting from 1 < q < 2, we expect to find 0. Then, with 0 < q < 1,

we expect pLev−1 p
Lev
k−1. With −1 < q < 0 we extract pLev0 pLevk , and so on. How the finite

temperature affects noise amplitudes and slope can be evaluated as in section 1.4.3. If we

compare expectations at finite temperature and zero temperature we have :

∆STomoI (q, θe)−∆STomoI (q, 0) = S0
I

+∞∑
l=−∞

[
(l + q)coth(

l + q

2θe
)− |l + q|)

]
(|p̃l|2 − |pLevl |2)

(5.9)

The typical weight function xcoth(x)− |x| have been analyzed in Fig. 1.12. The signal

at each integer value of q 2 is typically shifted by 2θe(|p̃−q|2− |pLev−q |2) as long as q/2θe � 1.

2. This time the behavior near q = 0 does not requires a different formula. See section 1.4.3. The sign
of the shift is directly given by the difference |p̃−q|2 − |pLev−q |2.
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Figure 5.2 – PASN calculations for the minimal single-electron excitation and a sine
modulation at various temperature θe =0, 0.05 and 0.1 (blue, red and dark curves). The
sine wave amplitude is ηk=1 = 0.01 with its frequency identical to the pulse frequency. The
Lorentzian with amplitude α = 1 has a width W/T = 0, 09. The noise difference in reduced
units ∆NTomo

eh between the noise found in presence and absence of the modulating signal
is plotted at the top, its derivative at the bottom.

However, the proposed algorithm is based on the change of slope rather than the noise

level. How the temperature affects this quantity is illustrated in Fig. 5.2.

Slopes in the DC sweep are minimally affected by θe when q is half-integer. The error

when using the entire interval [q̃, q̃ + 1] to evaluate Eq. 5.8 is typically bounded by the

changes at the extremities.
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5.2 Experimental Results

5.2.1 Experimental Set-up

The system for RF generation proposed and fully calibrated in chapter 3 is adapted to

send a small phase-locked sine wave on the second contact of the QPC. The amplitude of

this signal is a consequence of the pick-up method, and the amplitude on the sample is first

approached using the attenuation coefficient in the lines and eventually slightly adjusted

on the measurement. The path difference is modified through a phase-shifter. An active

switch is used to turn ON or OFF the modulation signal.
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Figure 5.3 – RF generation for QST. The Lorentzian pulse(QPC left-contact) with cut-
off frequency 4ν is generated using the compensation system of chapter 3. A phase-locked
signal(QPC right-contact) at frequency kν is picked up at the appropriate point in the line
(for instance, the case k = 1 is represented on the figure). The modulation signal is filtered
(pass-band or low-pass) to eliminate undesired harmonics on this side.
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5.2.2 Phases

Experimental determination of the in-situ phase

We use modulation signal with frequencies kν, with k = 1 or k = 2. We perform first

a complete sweep of the room temperature phase Φ for both frequencies. The typical ON-

OFF difference between the noise level with or without modulated signal is plotted on Fig.

5.4 and 5.5.

- 3 0 3 6- 0 , 1 8

0 , 0 0

0 , 1 8

 

 

 ΘS  ( π r a d . )

∆N
To

mo
eh

 (q
=0

 ,Θ
S) 

  ηk  =     e V m o d / h k v  =  0 , 0 9 5
          k  =  1

Figure 5.4 – Phase sweep. A Lorentzian ν=6 GHz, α=1 and a width W = 0.09T is
applied to the left contact of a QPC. A small harmonic signal at frequency ν is applied on
the second contact. The reported noise amplitude is the difference between the experiment
with and without this additional signal. The phase ΘS on the contact is adjusted using
a best fit based on the PASN calculation (red line). The QPC transmission is D ∼ 0.2.
The temperature should be stable for all measurements at Te ∼ 37mK (VS(t) induces very
limited power changes).

The results are in very good agreement with the theory and the cosine response cos(ΘS)

is observed. Finite-temperature is taken into account. Only one fitting parameters is in-

troduced, the fixed difference introduced by the transmission lines between the room-

temperature phase of the signal sources and ΘS on the sample.

Analysis

Here we have to comment on a slight difference between the protocol proposed in the

previous section and this adjustment with a best fit. If the applied phase ΘS was known
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Figure 5.5 – Phase sweep. A Lorentzian ν=6 GHz, α=1 and with width W = 0.09T is
applied to the left contact of a QPC. A small harmonic signal at frequency 2ν is applied on
the second contact. The reported noise amplitude is the difference between the experiment
with and without this additional signal. The phase ΘS on the contact is adjusted using a
best fit based on the PASN calculation (red line). The QPC transmission is D ∼0.25. The
temperature should be stable for all measurements at Te ∼ 37mK (VS induces very limited
power changes).

at first, we could confirm that all pLevl are real from the absence of additional noise when

ΘS = π/2. For experimental reasons, we favor another approach : we deduce ΘS from this

absence of noise. Experiments both in previous chapters and in the next section indicates

the consistency of this choice 3.

5.2.3 DC sweep

We now perform the bias sweep when ΘS = 0. Fig. 5.6 show the experimental data

points from the ON-OFF comparison, and the theoretical expectations based on PASN

theory when we work with the first harmonic. Starting from q = 2, the noise variation is

extremely low and does not start to increase until very close to q = 1. This is the sign of

thermal effects rather than photo-assisted effects, and the slope is close to zero, as expected.

3. However, it could have been avoided for instance by measuring the rectification of the AC current
from two large Sine potentials at 6 Ghz and k × 6 GHz, one applied on each contact. Indeed, it provides a
phase-dependent measurable DC current. This purely classical effect has been mentioned in chapter 1. It
is based on transmission non-linearities and applied power only, which is easily verified to vary as cos(ΘS).
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Figure 5.6 – Noise variations (black circles) when a Lorentzian α = 1 is modulated with
a small sine wave at frequency ν and with amplitude ηk=1 = 0.095. The DC level is varied
from q = −2 to 2. QPC transmission is D ∼0.2 and the temperature evolve from ∼37 mK
to ∼42 mK when |q|=2. These effects are included in the PASN calculations (red line).

The slope is negative between 0 < q < 1, which indicates that there is a difference in sign

between pLev0 and pLev−1 . The rest cannot be analyzed without quantitative evaluation.

Fig. 5.7 shows now the experimental data points from the ON-OFF when we work with

the second harmonic (k = 2). It confirms the conclusion about the change of sign between

p−1 and p1. We note that the low-level in both figure makes us very sensitive to parasitic

events (far-away data points) and that the incertitude on the most interesting quantity, the

slope in each section is affected. ∆NTomo
eh =0.01 at 6 GHz is equivalent to a noise variation

10−30A2/Hz when D = 0.2. At this point, we note that the pl distribution must explain

simultaneously all spectroscopy in this section and also 4.6 in chapter 4. How they could be

combined in order to increase the precision on the pl measurement is not precisely known.

The set of measurements k = 0, k = 1 and k = 2 is also incomplete 4. However, the general

agreement between expectations and results is promising.

4. In practice, the outputs of incomplete statistical measurements are usually compared to test density
matrices, and the one which gives the best agreement with the results is chosen[28].
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Figure 5.7 – Noise variations (black circles) when a Lorentzian α = 1 and W/T = 0.09 is
modulated with a small sine wave at frequency 2ν and amplitude ηk=2 = 0.0425. The DC
level is varied from q = −2 to 2. QPC transmission is D ∼0.2 and the temperature evolves
from ∼37 mK to ∼42 mK when |q|=2. These effects are included in the PASN calculations
(red line).

5.2.4 Note on method and reproducibility.

To eliminate the effect of small random drifts in the measurement systems and samples,

and also spurious events modifying the transmission, the ON-OFF experimental comparison

is used with typically 4 ON-OFF cycles of 20000 successive PSD for each data points (with

the full 400 kHz bandpass). The experiment is also repeated several times. A single point

with no AC signal to get the DCSN was always taken before changing to another value of

q. That way we can check without ambiguity the system state. Fig. 5.8 shows this DCSN

and the PASN from the leviton pulse only (state ”OFF”) during the measurement k = 2.

Small deviations between ”passages” are consistent with changes in transmission, and can

be precisely used to convert the noise in reduced units if necessary. For instance, to obtain

Fig. 5.9, three measurements have been combined with a 3 points adjacent-averaging. The

original data are on Fig. 5.9.
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Figure 5.8 – Measurements checks during QST. DCSN (top part) and PASN from the
leviton pulse (bottom part) are used to check the state of the system along the long-time
averaging. Curves showing unexplained inconsistencies at this level have been eliminated.
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Figure 5.9 – Data post-treatment for QST. These three independents measurements are
combined to obtain Fig. 5.7.
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5.3 Toward a complete tomography

Our measurements could lead to a complete QST. The determination of the entire set

of scattering amplitude p′lpl described in the previous section does not give directly the

relation between the noise measurement and the fermionic correlator < ϕ(t′)†|ϕ(t) >. This

quantity is the analog of the electrical field correlator < E+(t′)|E−(t) > usually measured

in quantum optics QST[93]. This quantity in the Floquet formalism was first derived by

Grenier et al. in [55]. < ϕ(t′)†|ϕ(t) > can be decomposed into Fourier components :

〈ϕ†(t′)|ϕ(t)〉 − 〈ϕ†0(t′)|ϕ0(t)〉 =

=

∫ +∞

−∞

∫ +∞

−∞

dω′

2π

dω

2π
ei(ω

′t′−ωt)

[∑
ll′

pl′pl〈a†(~ω′ − l′)a(~ω − l)〉 − 〈a†(~ω′)a(~ω)〉

]

=

∫ +∞

−∞

dω

2π
ei((ω−k2πν)t′−ωt)

∑
lk

pl−kpl

[
1− sign(ω − l2πν)

2
− δk,0

1− sign(ω)

2

]
=
∑
k

e−ik2πνt′
∫ +∞

−∞

dω

2π
eiω(t′−t)

∑
l

pl−kpl

[
1− sign(ω − l2πν)

2
− δk,0

1− sign(ω)

2

]
=
∑
k

e−ik2πνt′
∫ +∞

−∞

dω

2π
eiω(t′−t)Gk,~ω

From Eq. 5.6 and 5.5 we have :

∂

∂q

∆STomoI (q)

−2S0
I ηk

|−q0,ΘS =
∑
l

Re(eiΘSpl−kpl)
(1− sign(hνq0 − lhν)))− (1− sign(hν(q0 − k)− lhν))

2

Measuring the noise for the angles ΘS = 0 and ΘS = −π/2 gives :

∂

∂q

∆STomoI (q)

−2S0
I ηk

|−q0,0 + i
∂

∂q

∆STomoI (q)

−2S0
I ηk

|−q0,−π2 = Gk,hνq0 −Gk,hν(q0−k) (5.11)

The reconstruction of the Fourier components Gk 6=0,ω follow the same pattern as the

matrix pl′pl. Starting an energy−hνqcf lower than the largest non-negligible photo-emission

process, we measure the noise derivative once in every window [hν(−qcf + rk), hν(−qcf +

(r+ 1)k] with the in-phase and out-of-phase modulation signals at frequency khν. Gk=0,~ω

is simply the occupation number of holes and electrons, whose measurement was described
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in the energy spectroscopy section.

Gk 6=0,hνq0 =
+∞∑
r=0

[
∂

∂q

∆STomoI (q)

−2S0
I ηk

|−q0+kr,0 + i
∂

∂q

∆STomoI (q)

−2S0
I ηk

|−q0+kr,−π
2

]
(5.12)

This reconstruction has not been attempted on the leviton yet.
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Chapitre 6

Interferences at a beam-splitter for

Lorentzian pulses applied on a hot

Fermi Sea.

It was shown in section 4.3.2 that the interference pattern observed in the time-

spectroscopy experiment can be directly related to the determination of the quantum

overlap :

| < Ψ̂†(u+ θ
2
)|Ψ̂(u− θ

2
) > − < Ψ̂0†(u)|Ψ̂0(u) > |2

between two states generated by Lorentzian pulses with a delay τ . In this chapter, we

extend the analysis of this experiment and discuss thermal effects. As shown in [38], a

key signature of the photo-assisted distribution after a Lorentzian pulse can be observed

when varying the electronic temperature in the sample : time-dependence and temperature-

dependence decouples in the PASN. The origin of this property is reviewed in section 6.1

and the experimental results presented in section 6.2.

6.1 Separation of time delay and temperature depen-

dence.

Fig. 6.1 shows PASN calculations for the time-spectroscopy experiment with two counter-

propagating trains single-electron Lorentzian pulses, one delayed by θ = τ/T. at various

temperature. We can observe the expected bell shape indicating more or less fermionic

anti-bunching. The maximum amplitude is reached when particles in each contacts are
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injected at maximum time-separation and the partition noises pile up. Thus the excess

PASN amplitude decreases with temperature, as does the noise for a single pulse.
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Figure 6.1 – Excess PASN calculations for the single-electron Lorentzian pulses time-
spectroscopy at finite temperature Te. Frequency is 4.8 GHz and W/T = 0, 183.
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Figure 6.2 – Ratio of excess PASN calculations for the single-electron Lorentzian pulses
time-spectroscopy at various electronic temperatures Te. Frequency is 4.8 GHz and W/T =
0, 183.

The PASN expression for any pulse shape Vp(t) is expressed from the original pl de-

composition of the acquired phase amplitude exp(−iφ(t)) according to Eq. 1.45 :
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Figure 6.3 – Excess PASN calculations for the single-electron sine pulses time-
spectroscopy at finite temperature Te. Frequency is 7.5 GHz.
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Figure 6.4 – Ratio of excess PASN calculations for the single-electron sine pulses time-
spectroscopy at various electronic temperatures Te. Frequency is 7.5 GHz.

SHOMI (τ)/S0
I =

+∞∑
k=−∞

|k||Πk|2(τ) (6.1)

With :

Πk(τ) =
+∞∑
l−∞

(plp
∗
l−ke

i2πτνl)e−i2πτνk/2 (6.2)
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Because of the symmetry in the voltage difference Vp(t− τ/2)− Vp(t+ τ/2). The shot

noise computation actually reduces to :

SHOMI (τ)/S0
I = 2

+∞∑
k=1

|k||Πk|2(τ) (6.3)

The finite temperature PASN is then :

SHOMI (τ, θe)/S
0
I = 2

+∞∑
k=1

|k|coth(
k

2θe
)|Πk|2(τ) (6.4)

In section 1.4.1 we have calculated the probability distribution of photo-assisted pro-

cesses for a train of Lorentzian voltage pulses transferring one electron each. We have

defined the AC part of the pulse as :

Vac(t) =
hν

e

cos(2πu)− e−2πη

cosh(2πη)− cos(2πu)
(6.5)

From which we have derived pLevl . It implies the quantities |ΠLev
k (τ)|2 :

|ΠLev
0 (τ)|2 = |1− (2− ei2πντ )β2

1− β2ei2πντ
|2

|ΠLev
k≥1(τ)|2 = β2k(1− β2)2

∣∣∣∣ ei2πντ − 1

1− β2ei2πντ

∣∣∣∣2

Where we have β = exp(−πW/T ). We see that |ΠLev
k≥2(τ)|2 = β2(k−1)|ΠLev

1 (τ)|2, a property

inherited from the exponential law in pLevl . Therefore in the sum in Eq. 6.3, the time-

dependence and the temperature dependence can be separated. This is illustrated by Fig.

6.2. It means that the time extension of the quantum wavepacket, described using the

correlator C(τ) in chapter 4.3.2, is measured at any temperature, if yet with a rapid decrease

in resolution.

This situation is also remarkable among voltages pulses. For instance, it can be verified

that the Bessel function do not allow this variable separation. While the PASN noise

observed in a time-spectroscopy experiment with two sine pulses on each contact (Fig. 6.3)

shows a bell shape and a decrease in amplitude with temperature, this evolution is not

identical at all time τ (Fig.6.4). Unfortunately, if the exponential law in pLevl≥0 is clearly a
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sufficient condition, there is no derivation to date of what are the necessary conditions. We

do not know whether it is unique or not.

6.2 Experimental results

The temperature test is based on the same experimental parameters as used to verify

the time-extension of the injected charge packet corresponding to the Leviton in chapter

4.3.

Figure 6.5 – Time-spectroscopy principle. Two single-electron Lorentzian pulses are ap-
plied to the contacts with a delay τ . See chapter 1 for details.

Pulse generation

We use a DC–18 GHz power-divider and a phase-shifter in order to send the 4.8 GHz

pulse simultaneously on the two contacts with a controlled time-delay. The pulse is gene-

rated with an AWG generator. The noise level with a single connected contact confirms

the pulse amplitude and width, one electron per period and W/T = 0, 183.
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Figure 6.6 – Temperature dependence of the excess noise associated to dephased single-
electron Lorentzian pulses.

Temperature

The electronic temperature has been previously observed through Jonhson-Nyquist

noise measurement to follow closely the fridge temperature when the cryogenic system is

above 35 mK. As indicated in section 2.3.3, the system temperature is monitored through

a calibrated thermometer close to the last stage cold fingers. Here, in addition to the base

temperature, at which the cryogenic system indicates TRu02 = 12.5mK, we measure at

TRu02 = 90mK and TRu02 = 140mK.

Evolution with temperature increase

Fig. 6.6 shows the difference between the noise in presence of the AC signal and the

equilibrium noise at the three attempted temperature, in reduced units (QPC transmission

0.3–0.35). All three curves agree with PASN calculation. As expected the top level of excess

noise decreases rapidly with the temperature, and the amplitude (adjusted to obtain a best

fit) is consistent with the thermometer indications. Fig. 6.7 shows the ratio between the

experimental data at 90 mK and the theory at zero temperature.
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pulse at each contact at 40 mK is divided by the zero-temperature PASN calculation.
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Chapitre 7

Conclusion and Perspectives

7.1 Conclusion

In this work, we have investigated with low-frequency PASN measurements the on-

demand injection of N indistinguishable electrons in a quantum conductor using vol-

tage pulses applied on the contacts. A QPC realized from an high-mobility 2DEG in a

GaAs/AlGaAs heterostructure has been used as a one-dimension coherent conductor with

tunable transmission and we have applied sub-nanosecond pulses of various shapes.

The main achievement presented in this manuscript is the first experimental demonstra-

tion of the prediction from Levitov, Lesovik and collaborators on the effect of a Lorentzian

pulse with quantized flux e/h
∫ +∞
−∞ Vp(t)dt = 1. We show that such a pulse injects a single

electron in the system without additional perturbation of the Fermi sea. The quantum

state of this single-particle excitation, called a Leviton, is well-defined and the emission

time can be selected. The typical energy of the particle is set through the sharpness of the

pulse in the time-domain.

In the first chapter we have reviewed the theory of AC transport in ballistic one-

dimensional coherent conductor. We have focused on a periodic excitation at frequency

ν and used the appropriate Floquet formalism. The effect of such periodic pulses on a

quantum wire can be described by a set of photo-assisted finite energy transitions lhν

(with l an integer), with probability amplitudes pl associated to the emission (if l < 0)

or absorption (l > 0) of l photons. The theory shows that the particular behavior of the

Lorentzian pulse results from the absence of photo-emission process : the formation of a hole

in the Fermi sea is impossible. If the wire is perfectly transmitting, a single electron travels

from one reservoir to the other on top of the Fermi sea. Remarkably, applying the sum
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of N such pulses transfers exactly N electrons simultaneously. This situation implements

a reliable on-demand source with adjustable electron number. Their energy is controlled

through the sharpness of the pulse in the time-domain. This case is unique among pulse

shape and only true for a quantized flux. Any other pulse transfer both electrons and holes.

The only other possibility to transfer particles from one side to the other without creating

any hole is with the use of a DC current, which obviously does not perform on-demand

injection.

We rely on low-frequency PASN measurements since the noise level at zero temperature

is directly proportional to the number of quasi-particles injected in a partially transmitting

quantum conductor. On the contrary, a current measurement is proportional to the injected

charge, and cannot be sensitive to neutral electron-hole pairs. If zero temperature could

be achieved, the experimental signature of an unperturbed Fermi sea during a train of

lorentzian pulses would be the absence of excess shot noise ∆Neh compared to a DC

voltage injecting on average one electron for each pulse. By analyzing the effects of a

realistic temperature, we show how the photo-assisted distribution can still be determined

as long as photo-assisted energy-windows are not mixed by the thermal distribution, i.e

when θe = kBTe/hν � 1. Furthermore, the noise is a versatile tool which can be used to give

detailed information about the complete energy distribution of the excited particle (energy-

spectroscopy), and the wave-packet extension in the time-domain (time-spectrocopy).

In chapter 2, we have presented and fully studied the noise measurement set-up. We

demonstrate the possibility to build a low-cost real-time noise detection set-up resolving

spectral-density of ∼ 10−30 A2/Hz in about 3 minutes. This is achieved by combining the

well-known cross-correlation technique with the use of HEMTs mounted in parallel in a

home-made cryo-amplifier. The high stability over time and low-amplification noise was

found highly suitable for the detection of a few particles per pulse. Implemented in a

400µW Helium-Free cryostat, the lowest electronic temperature extracted through shot

noise thermometry is Te = 35 mK. In an important improvement compared with previous

realizations in our group, the noise acquisition is performed in the MHz range. The parasitic

mechanical vibrations induced by the dry cryostat pulse tube are avoided.

As short voltage pulses are applied to a QPC, the calibration of the RF transmission

lines is necessary. This is presented in chapter 3. It exploits PASN measurements and

benefits from the high sensitivity of the noise detection. This offers a precise in-situ tool

to understand the radio-frequency signal actually arriving at the QPC. The calibration
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includes not only the transmitted amplitude, but all relative phases. This leads to the

possibility to compensate the defects of the transmission lines when necessary. We can thus

propose a 15-picosecond-wide Lorentzian pulse and a repetition rate ν = 6 GHz, with all

four first harmonics completely monitored and with tunable amplitude. The quasi-particle

has a typical energy of 25µV and thermal effects are limited (θe = kBTe/hν ∼ 0.12).

Eventually, for all pulse shapes, the understanding of the applied signal at several harmonics

separately is one of the key components in the experimental demonstration of the PASN

theory for voltage pulses.

The demonstration of the minimal excitation state, the Leviton, has been presented

in chapter 4, where the injection of a few electrons in the quantum conductor is tested

with various pulse shapes, pulse frequencies and pulse amplitudes. Results for all situa-

tions are in very good agreement with the PASN shot noise theory at finite temperature

and including small calculable self-heating effects. Energy-domain experiments using shot

noise spectroscopy demonstrate the clear symmetrical distribution of photo-emission and

photo-absorption for square and sine pulses. On the contrary, lorentzians pulses of any

amplitude pulses are shown to induce a limited number of photo-emission process com-

pared with photo-absorption process. Changes of slope in the excess noise spectroscopy

∆Neh as a function of the voltage Vds = qhν/e reflect the quantized energy shifts in these

process. They appear at multiple of hν and are particularly well-marked with sine-wave at

ν =16 GHz and ν =24 GHz (i.e. θe ∼ 0.05). When we consider ∆Neh(q) as a function of

the transferred charge q, we observe local maxima and minima, as predicted by Levitov et

al. These quantum oscillations are a dynamical analog of the Anderson Orthogonality Ca-

tastroph (AOC). At zero temperature, minima are expected at integer values of q, while at

finite-temperature the position is shifted due to predictable thermal effects. The observed

positions agree with the model. The noise level observed at q = 1 informs us on the quantity

of effectively injected electrons and holes when trying to inject a single electron. The finite

level of excess particle per pulse 0.09±0.01 for the 15-picosecond lorentzian is entirely taken

into account by the anti-bunching of thermally-excited particles near the Fermi level. It

shows the suppression of photo-emission for such a quantized pulse with the correct shape.

In contrast the noise level cannot be explained by thermal excitations only for a sine pulse,

or a square pulse. The time-spectroscopy completes the picture and probes the wavepacket

extension in the time-domain. Analogous to an Hong-Ou-Mandel experiment, it gives the

quantum overlap of the injected particle wave-function | < ψ∗(t+ τ
2
)|ψ(t− τ

2
) > | through

τ -delayed lorentzian pulse collisions on the QPC. The expected lorentzian τ -dependence

147



has been found. All these elements characterize the on-demand injection of Levitons.

The two last chapters are additional characterizations of the properties of Levitons.

Calculations from Grenier et al. indicate the possibility to use noise measurements in order

to perform a Quantum State Tomography (QST) on single-electron excitations. In this

experiment, a periodic train of Lorentzian pulses generating successive Levitons interferes

with a small harmonic excitation at frequency kν, with k an integer. The noise level probes

the coherence between photo-assisted process at different energies pl and pl+k. It provides

all products plpl+k in the Floquet scattering matrix, hence the possible reconstruction of

the density matrix over energy. Measurements at k = 1 an k = 2 have been performed,

both in very good agreement with expectations, and could soon provide a QST.

Eventually, a last property of lorentzian pulses is tested in chapter 6. The PASN in-

terference pattern at a beam-splitter for τ -delayed single-electron pulses applied on a hot

Fermi Sea is proportional at any temperature to 1 − | < ψ∗(t + τ
2
)|ψ(t − τ

2
> |. This is a

non-trivial consequence of the exponential law in the energy-distribution of the Leviton.

This has been verified at 40 mK, 90 mK and 140 mK.

7.2 Prospects

This realization of an on-demand electron source opens new ways to build quantum ex-

periments requiring synchronization of a controlled number of electrons. Like other recently

available sources[1][15][41][61][99], it should participate to the transposition of quantum op-

tics experiments from photons to electrons propagating in nanostructures. From this point

of view, it has several interesting properties. The Leviton state is close in energy to the

Fermi level and is therefore expected to show a coherence length of a few µm. The quantum

wave-function is also directly controlled, independently from nano-lithographied structure.

The simultaneous emission of two—or more— indistinguishable electrons is also remarkably

straightforward.

By many aspects, the quantized Lorentzian pulse and the associated quantum state

are a fundamental problem of quantum mechanics. Their dynamics is a remarkable conse-

quence of the properties of the Fermi statistics. The mechanism might be reproducible with

any Fermion in low-temperature condensed matter. The use of fractional-charge states des-

cribed by the Luttinger theory as carriers has already been discussed in[68][71] and atomic

Leviton[19] could be envisioned as well. The effect of interactions on a periodic source of
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voltage pulses injected in one of two co-propagating quantum Hall edge channels has been

analyzed theoretically[54]. This theory could be tested with noise measurements similar to

those presented in this manuscript. The use of a 15-Tesla supra-conductive coil is therefore

planned in the near future.

Edge states in the quantum Hall Effect are similar to wave-guides for electrons. As

proposed in [10] and used in recent experiments[154], a flying qubit can be defined by the

distribution of a traveling electron between two possible channels. In addition of being a

new test of AC quantum transport theory, the injection of electrons with voltage pulses in

such a system has therefore application to quantum information processing[106].

Eventually, PASN measurements down to the detection of a single particle per GHz

pulse could also test the feasibility of the recently proposed ”optimal entangler”[132]. In

this problem, a time-dependent barrier switches the transmission of a quantum wire from

0 to 1 and back to 0 with minimal noise current when the time-profile has a particular

shape. A split-gate QPC with GHz pulses applied on the gates is a good candidate and

measurements have been recently started by B. Roche under the direction of C. Glattli and

P. Roulleau.
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Annexe A

Additional Technical Information

A.1 Phase Shifters.
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Figure A.1 – RF Phase shifters and pulse deformation. Transmission of a DC-18Ghz
ARRA inc.TMmodel 9425A observed in the two extreme optical path lengths.

When performing time-spectroscopy (as in chapter 4 and 6 ) and noise tomography (as

in chapter 5) a key hypothesis is the absence of deformation of a pulse when modifying the

circuit in order to modify the phase. We have analyze our mechanical Phase Shifters using

a Vectorial Network Analyzer.
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A.2 Cryogenic System

12.5mK 

1K 

70K 

50mK 

4K 

DC-40GHz 

Figure A.2 – Cryogenic System. Helium-Free 400µW with base temperature 12.5mK from
CryoconceptTM. The Photo adapted from [37]. Distances between the stage are -from 70K
to 12.5mK- 25cm-10cm-15cm-15cm.
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Annexe B

Quantum Point Contact

In this chapter we review the now well-established physics[144] of QPC [151][145] from

their fabrication to the possibility to use them as a test system for the Levitov et al.

prediction. Most of these requirements are shared by all PASN experiments.

When a constriction between two large conductors is narrow enough to be comparable

to the electronic wavelength λF , a QPC is defined. While several techniques might be used,

we focus on depleted 2DEG and split gates (section B.1). The next part B.2 contains a brief

description for each of the different nanofabrication steps involved. How the requirements

for the pulsed single-electron source are fulfilled is developped in section B.3.

Sample ”B” is the sample used for the calibration in chapter 2 and 3, the main results

in chapter 4, and additional results in chapter 5. It was provided by the Laboratoire de

Photonique et des Nanostuctures (L.P.N) in Marcoussis (France). The fabrication was

performed by Yong Jin. The GaAS-AlGaAs wafer for the so-called sample ”A”mentioned in

chapter 4, was supplied by Werner Wegscheider from ETHZ Zürich and the nanolithography

performed by Julie Dubois in our group’s facilities in Saclay. Sample ”C” was used for

photo-assisted shot noise experiments. The GaAS/AlGaAs wafer was supplied by I. Farrer

and D.A. Ritchie from the Cavendish in Cambridge. The nanolithography was performed

by Yodchay Jompol, also in Saclay. Concepts of fabrication are basically the same for all

samples. When numeric values are given without additional precision, they refer to sample

”B”.
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Sample A B C
mobility µe 106 cm2/Vs 2 0.4 2.5

density ne 1015 m−2 1.4 4 1.9

B.1 2DEG

GaAS and GaAsxAl1−x, where x defines the Aluminium mole fraction and is typically

around 30%, are semiconductor crystals with only a slitghly different lattice constant, a

convenient property to build a multilayer heterostructure without crystalline defects. On

the other hand, their energy gap difference can be made significantly large : 1.424 eV and

∼1.424+1.247× eV for respectively GaAS and GaAsxAl1−x [133]. As is often found interes-

ting in semiconductor physics, electronic densities near the interface, where the conduction

and valence bands bend, can be engineered using dopants. Restricting n-type Si impurities

from modulation-doping to the wide-band gap material[35], Störmer et al.[141] managed

to trap electrons at a single interface in the electrostatic well generated by the balance

between the field from the ionized dopants and the bands discontinuities (Fig. B.1). The

well is only a few nanometers large, and the momentum in the perpendicular direction is

quantized. When looking at the energy separaration, one finds typically a few meV (See

for instance simulations for an approximately triangular well : [53]). At low temperature,

only the fundamental level is occupied. The spatial separation between donors and charge

carriers leads to enhanced elctronic mobility µe. Over the year (Fig. B.2), improved control

of impurities and defects in the material has lead to µe now exceeding 107 cm2/Vs[140][117].

On top of the GaAs-AlGaAs heterostructure defining the quantum well, a thin second

GaAs layer is now commonly grown : the cap-layer. It reduces the leak of carriers to

preferred surface states that might affect the transport properties of the gas. In the end,

for sample ”B”, the 2DEG is 35 nm-deep, on sample ”A” 100 nm, and for sample ”C” 90 nm.

Tab. B.1 contains the specifications for all 2DEG.

B.2 Nanofabrication

The split-gate geometry (Fig. B.3) was introduced to control the appearance of a 1D

conductor in a 2DEG([158] [143]). Starting with the buried 2D gas, two gates are patterned

on top of the heterostucture. Under the effect of a strong negative voltage, the conductive

interface is depleted and the gas is forced to adopt locally the gates shape. The separation

between the two gates is rather small and the induced electrostatic potential defines two
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Figure B.1 – A two-dimensional electron gas (2DEG) can be created at the interface
between two layers with different energy gaps. The 2DEG is fabricated from a GaAS-
GaAsxAl1−x heterostructure grown by Molecular Beam Epitaxy and modulation-doping.
Si donors are ionized and the elecrostatic field compensates the diffusion current from the
low-gap to the wide-gap conductance band : a potential well is established at the interface.
From Störmer et al. [141].

wide 2D region, called the reservoirs, and a channel. The channel behaves as a ballistic

waveguide when its length is reduced below the electron mean free path le. The comparison

between the width of the constriction Wc and the wavelength λF gives the number of

modes which can exists : Wc/2λF . The capacitive coupling between the gates and 2DEG

electronic density is used to tune the waveguide width and modulate transmissions down

to a single partially reflecting mode[151][145]. Recently, Iqbal et al.[64] have shown large-

scale tunability (factor 1 to 3) in the lentgh with the combination of several gates with

independant bias. We review in this section the three nanofabrication steps involved for all

samples : mesa etching, ohmic contacts deposition and gate deposition.
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Figure B.2 – History of improvements in the mobility of electrons in GaAs, annotated
with the technical innovation responsible for the improvement. From Pfeiffer et al.[116].

B.2.1 Mesa etching

Mesa can be seen on Fig.B.5 and B.7 as the slighlty darker greenish region in the middle

of sample ”B”. It defines the region over which a 2DEG exists. Starting with an homogeneous

MBE-grown wafer, wet etching is used to selectively remove the top layers from the wafer

where the gas must be destroyed. Minimising the final 2DEG surface reduce the possibility

for electrons to leak from the top-gate to the gas. The shape is also decided to minimize

158



Figure B.3 – Density modulation of a 2DEG with a pair of top gates : the split-gate
geometry. From the historical review of Van Houten et al.[144].

the resistance (large width and short length when possible) along currents trajectories

through the sample. For sample ”B”, the total mesa length is about 80µm, short enough to

limit mesa resistance. Sample ”A” is slightly shorter, about 70µm. Sample ”C”, for which

the room for two QPC forming a cavity had to be left, is much longer : 800µm. But its

typical width is also increased and the total resistance due the mesa (without contacts) is

estimated to be 400 Ω (Fig. B.8)

B.2.2 Contact deposition

Reliable low-resistive ohmic (linear I-V characteristic) contacts are crucial for precise

measurements, as their physics must not mask the mesoscopic behaviour under scrutiny.

Contacts are needed to reach the buried 2DEG. Deposition of gold metallic contacts on the

semiconducting substrate surface, a few 30 nm-100 nm away from the gas, leads to a Skottky

barrier. Such a barrier is increasingly insulating at low-temperature when kBT becomes

significantly less than the barrier height. These energy barriers are known to result from a

combination of intrinsic properties of the two materials in contacts (Skottky-Mott theory)

and surface states properties (Bardeen theory [8]). The most commonly used technique in

GaAs has long been the diffusion of the eutectic alloy AuGeNi through the semiconductor

crystal [20]. Contacts orientation compared to the crystallographic axes has been observed

to strongly affect the quality of the resistance[70][51]. A meander-like or, as in our case, a
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crennel-like shape prevents this while increasing the effective perimeter of the contact zone.

See Fig. B.7 for sample ”B”. At the core of the process, the atomic diffusion [21][57] is a

strongly inhomogeneous process and the selection of optimal parameters (annealing time,

temperature and alloy composition) asssociated with a certain 2DEG depth still attracts

attention[75]. Optical or electronic lithography is used to pattern the contact. Au, Ge and

Ni are evaporated from a single bullet containing a eutectic ratio for Au anf Ge, (∼13%-

∼82%) and a small amount of Ni, used to improve the wetting properties of the melted

alloy. The metal layer is annealed under N2/H2 gas atmosphere at about 450-470◦C.

B.2.3 Gate deposition

The number of transmitting channels in the constriction is given by the ratioE(2Wc/λF ),

where Wc is the width of the constriction. Typically the electrostatic walls must be sepa-

rated by about 40 nm to obtain a single channel. To be able to reach this length without

applying large voltages on the gate(thus limiting leakages), the two patterned metallic gates

must be deposited with a separation of about 300 nm. E-beam lithography is required to

reproduce this design with a satisfying precision.

B.3 Implementing the Levitov geometry

How does a QPC in a 2DEG corresponds to the 1D ballistic coherent conductor mo-

delled in Levitov prediction ?

Parabolic band structure approximation

Most quantities describing the quantum states existing in the GaAS 2DEG are obtained,

both qualitatively and quantitatively, using a parabolic dispersion relation for free in-

plane quasi-particle with an isotropic effective mass m∗=0.067me. Expression and values

are given in Tab. B.3 for all QPC. From this relation, we see that the minimum Fermi

energy EF is tycally ∼8 meV, and therefore the Fermi temperature TF is always above

46 K. These quantities are much higher than the effective energy for photo-assisted and

thermally-excited quasiparticles (about 100µV and 35 mK) considered during the study

of pulsed injection. The velocity dispersion for electronic waves around the Fermi Energy

is therefore negligible, especially considering the small length of the 2D reservoirs. For

sample ”B”, on which the most energetic waves were send, a 100µV electron has a speed
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Property Sample
Name Expression (2D) ”A” ”B” ”C”

Fermi Energy EF (meV)
π~2

2m∗
ne 5 14.3 6.8

Fermi Temperature TF (K)
EF

kB
60 170 80

Fermi velocity vF (kms−1)
~√

2πm∗
√

ne 162 274 199

Wavelenght λF (nm)

√
2π

ne
67 40 58

Mean free path lel (µm)
hµe
√

ne√
2πe

12 4 18

Collision time τel (ps)
lel
vF

76 15 95

Resistance per square R� (Ω)
1

eneµe
22 39 13

Plasmon Frequency at λp=40µm (Ghz)

√
e2ne

2m∗εeff

1√
40µm

350 580 400

Table B.1 – Main Physical Properties for a 2DEG in the parabolic band structure ap-
proximation.

only 0.3% superior to a Fermi-level quasiparticule. Most theoretical calculations neglects

the difference between phase and group-velocity in cold 2DEG.

Ballistic transport through the QPC

Small-size, low-dimension, low-disorder and low-temperature samples have led to a tho-

rough study and classification of the quantum decays to be associated with the Boltzmann

equation of transport. The electron mean free path lel represents the distance an electron

can travel without scatterisng on an impurity. These events do not affect the electronic

coherence or the electron energy. We can compare lel to the channel length imposed by

the gate, from 80 to 300 nm. The worst situation is found when lel ∼4µm for the ”low”
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mobility sample ”B”. Even in this case, the transport in the channel is clearly ballistic.

At the same time, the transport must be considered diffusive for the whole 2DEG as

the reservoirs are larger than lel. The transport over the mesa beyond the ballistic region

surrounding the QPC and toward the contact is described using the Resistance per square

R�. If we translate lel into a free travel time τel (ps), we can see that the frequency of elastic

scattering events becomes of the same order than the pulse period in PASN experiment

around 10 GHz, but without consequences on the sub-poissonian behavior of shot noise as

the coherence is conserved.

Transfer duration and instant scattering

An important assumption in the work of Levitov et al. is the instant scattering of

electrons on the barrier. An electron impinging the scatterer at τ=0 and spending a time

δτ in the channel must see the barrier as a fixed object. This limit is only possible if the

potential is varying slowly compared to δτ . With the length Lqpc of the QPC ”B” 80 nm,

the time spend in the constriction by a free electron travelling at vF can be estimated

∼0.3ps. Fig. B.4 represents the voltage drop as a function of time for the case of the pulse

generating the single Leviton at 6 GHz and W=0.09ν. We see that the sharpest variation

is limited to a relative amplitude ∆Vvol/Vmax ∼1.5%, but flux accumulation is actually

smoother. Considering all experiments, the worst situation corresponds to the case of a

24 GHz sinewave : ∆Vvol/Vmax ∼ 4%.

Plasmons

No collective response of the electron gas to the electromagnetic field is expected as can

be checked by calculating the plasmon frequency [139][11] in the sample.

Lifetime and coherence

Phonons are rare at sub-Kelvin temperature. Experiments[153] on two-dimensional sys-

tems have confirmed that phase breaking at is then due to electron-electron scattering,

largely dominant compared to electron-phonon scattering. The theory of these collisions

was developed by Chaplik[29] and Giuliani et al. [48].

For particles with energies E much lower than the temperature ∆ = E−EF � kBTe �
EF
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Figure B.4 – Voltage fluctuation and transfert time.
(Top) Time-profile of the voltage drop over the QPC for pulse generating the

single Leviton at 6 GHz and W=0.09ν.
(Bottom) Relative amplitude variation during the ∼0.3 ps transfert time for an

electronic wave over the 80 nm channel of QPC ”B” for the voltage drop (black) and phase
accumulation (red).

1

τin(∆)
h −EF

h
(
kBTe
EF

)2

[
ln(

kBTe
EF

)− ln(
q2D
TF

pF
)− ln(2)− 1

]
(B.1)

Here, q2D
TF = 2me2/(εr~2) is the 2D Thomas-Fermi screening wave vector, p2

F =
√

2m∗EF/~,

m∗ is the effective electronic mass, and εr is the dielectric constant (12.7 for GaAs). With

40mK we find typically 200 − 500ns for all samples. As the transport is diffusive at this

timescale, a coherent length lφ can be calculated according to :

lφ = lel

√
τin
τel

(B.2)

lφ is about 500–600µm for all samples. For excited particles from GHz pulses, the

energy scale is larger than kBTe. If kBTe → 0K ∆ = ε− EF � EF :

1

τin(∆)
h
EF
2h

(
∆

EF
)2

[
ln(

∆

EF
)− 1

2
− ln(

2q2D
TF

pF
)

]
(B.3)
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With 100µV , we find respectively for sample A,B, and C 0.5 ns, and 1.3 ns and 0.7 ns.

The coherence is thus preserved beyond a few periods in our experiments.

Within the picture of Fermi quasi-particles, this collision time gives the lifetime of an

electronic excitation at this energy.
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Sample ”B”

G 

G 

C C 

Figure B.5 – Optical image of Sample ”B” attached to the sample holder (background).
Label G and C are respetively Gates and Ohmic contacts. Bonding wires are in alumi-
nium and measure about 1 mm - diameter 100µm. From calculations based on a simplified
geometry, we expect typically 0.5 nH and 25 fF of parasitic inductance and capacitance to
the ground for each contact to be added by bonding wires/pads. As they are not screened
by any ground plane, the two bounding wires should allow for a capacitive shunt of the
resistive QPC. The situation can be compared to sample ”A” , for which no such long bon-
ding wires were needed. In both case, radio-frequency amplitudes were calibrated in-situ
to account for all attenuation processes at the same time.

Figure B.6 – Optical image for Sample ”B”. Two bonding wires are used for each contact
pad to decrease the parasitic inductance/resistance. Real-size 1 mm×1 mm
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C 

C 

G G 

Figure B.7 – Label G and C are respectively Gates and Ohmic contacts. Mesa, contacts
and gate pattern are inherited from the work of Bajjani et al. [7][156]. The split-gate is too
thin near the tip end to be observed. Real size : 120x200µm.

Sample ”C”

Figure B.8 – Images of Sample ”C” : optical microscopy (left) and electronic microscopy
(center and right).
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Sample ”A”

Figure B.9 – Electronic microscopy image of mesa and metallic deposition pattern for
sample ”A”. Dimensions are L= 50µm,D = 25µm, l= 12µm,d = 1µm. Adapted from [37].

 

Figure B.10 – Optical microscopy image of four-way coplanar waveguide pattern for
sample ”A” (gold on GaAs). Dimensions : 2 mm×2 mm.
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Annexe C

Additional effects from the set-up

In this appendix, we give additional details about the calibration and understanding

of the cross-correlation noise measurement set-up described in chapter2. In particular,

we produce quantitative information about the elements mentioned but not developed in

section 2.6.6. The hypothesis of a small Joule Heating of the measurement resistors is

debated and the consequences are discussed.

C.1 Joule Heating of measurement resistors

C.1.1 Observation and possible interpretation

The complete nomenclature of the measurement set-up can be found in chapter2. See

2.1,2.2, and 2.7. Below, Fig.C.1 represents a simplified version where the QPC is pinched,

and only one line is observed. We measure the difference between the noise PSD at equili-

brium and the noise PSD when a DC current flows through RLF and RL. Such a current

exists each time we polarize the quantum conductor. In an ideal situation, no difference

is expected. Thin film resistors RLF and RL are large and diffusive conductors under a

1-200µV bias at 35 mK and display no shot noise. This is not what we have observed. A

typical noise PSD is shown in Fig.C.2. It has all the signatures of an additional white noise

source in parallel with RL, i.e. seen through the pandbass filter ZB.

A numerical best fit of the shape confirms this idea.

We consider two effects :

– Gain deviations

– Additional thermal noise from low-temperature electronics
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LL 
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Figure C.1 – Joule Heating generation in measurement resistors. The current Idc used
to generate a bias on the quantum conductor also circulates in the resistors RLF and RL.
When the QPC is pinched, we can observe how it affects the sample measurement.

We apply a large range of source bias Vdc,source and analyze the noise PSD < V ∗2 V2 > over

∆fw=2-3 MHz.

C.1.2 Best fit and parameters extraction

The proposed best numerical fit for each noise PSD as a function of bias Vds on RL

contains four adjustable parameters :

P (f, Vds) = Pw,0(Vds) +
A(Vds)

1 + (f 2 − f 2
0,B)2/(fd)2

(C.1)
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Figure C.2 – Joule Heating typical Noise PSD.

With :

A(Vds) = |GAGB|R2
eq|δIL,Vds|

2

f0,B =

√
1

(2π)2LLCL

d =
1

ReqCL

Req = |ZB(f0,B)|

As can be seen in Fig.C.3, the resonant frequency f0B and the bandwidth d are found

identical for all Vds over the ±125µV Voltage range, as expected. It confirms the existence

of a noise source |IL,Vds |
2 in parallel with RL.

C.1.3 Gain deviations with bias voltage

A change in gain could occur if the working point of the cryo-amplifiers was shifted in

the process. A closer analysis of the DC circuit shows that the gate voltage Vg is displaced
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Figure C.3 – Passband Filtering of Joule Heating Noise. The numerical least-square me-
thod fails as the noise is too low to see a peak, leading to the random points near Vds=0.
The error bar becomes quickly as small as the plotted data dot.

by −Vds. The typical amplitude for Vg is -280 mV, and the gain is very sensitive to small

changes in the working point in this region (the gain moves typically from almost 0 to -

5 V/V over 30 mV). When comparing any noise PSD with the equilibrium spectrum Vds=0,

the main effect of a small change in the gain is a change in the baseline from the cryo-

amplifiers noise-voltage. This is why we have introduced the fitting parameter Pw,0(Vds),

which separates this frequency-independent 1 effect from the filtered current noise power

|IL,Vds|
2. The extracted noise power is shown in Fig.C.4.

We interpret Pw,0(Vds) as a change in gain :

Pw,0(Vds) = [G2
cryo(Vds)−G2

cryo(Vds = 0)]G2
NF |δVNB|2 (C.2)

As can be seen in Fig.C.4, the drift is extremely small. Extrapolating to 30 mV, we would

1. As long as post-amplification and line-filtering do not evolve. This is true over 2-3 MHz.
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Figure C.4 – Gain deviations with bias voltage.

expect a change of about 100% in the gain, remarkably close to the proposed estimate using

the I-V polarization curves.

C.1.4 Effective model for Joule Heating and parameters

Amplitude A(Vds) is converted in a temperature increase on RL. As RLF is 100 times

larger than RL, the temperature would have to be 100 times larger to produce the same

current noise. The effective temperature is shown in Fig.C.5. The experimental datas show

a few interesting features. First it does not evolve at low-bias, then increases rapidly.

Near 75µV, the slope starts to decrease. For instance, a best fit with a single adjustable

parameter and imitating the thermalization of thin film diffusive resistors in[138] produce

such a behavior :

∂2T 2
e (x)

∂2x2
= − 2V 2

ds

λLL2
− a(T 5

e (x)− T 5
ph) (C.3)

With λL the Lorenz number, L=1 mm, and Te(x) is the electronic temperature along the

resistor. Tph is the crystal temperature : it imposes the conductor equilibirum temperature,

which was most likely 35 mK according to Johnson-Nyquist measurements. The two term

on the right-hand are meant to correspond to the dissipated Joule power and a phonon-
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electron thermal exchange term. a=4E11 is found (see Fig.C.5). We lack information to

discuss further the relevance of this model, and check how realistic is the factor a. We

therefore need an experimental scheme which allows to reject this noise in any situation.

This is developed in the next section.
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Figure C.5 – CMS effective temperature as a function of the applied bias voltage. Expe-
rimental data(square) and fit(red line).

C.1.5 Consequences

The CMS does not show any increase in temperature when a RF signal is applied from

line B in the typical range of power necessary for few electrons pulses (a few pW on RL,

similar to the range explored with Vds). It is confirmed by the perfect superposition shown

in Fig.C.6 of the noise increase as seen in the two auto-correlation PSD and the cross-

correlation PSD for a typical noise spectroscopy of an AC-pulse. The parameter γ is used

to normalize the three amplitudes according to the gain difference between the lines.

Nonetheless, it must be underlined how the calibration based on the DC shot noise

proposed in chapter2 has to be modified to fully take into account this effect. Basically a

localized noise source enters in the noise along the shot noise from the sample. The key

point is the fact that contrary to a source of noise localized in parallel with the sample,

a source in parallel with one of the measurement resistor does not appear identically in
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Figure C.6 – Typical noise spectroscopy of a Lorentzian pulse with D∼0.25.

all three PSD |V1|2, |V2|2, and Re|V1V2|. Schematically, we have two independent sources

|IL,Vds|
2 and |Is,Vds |

2 leading to power amplitude p and |Vs,Vds|
2 in |V2|2. Here the variable

Vds is no longer the bias on the polarized RL but on the sample RS.

|V2|2

|GB|2
= p+ |Vs,Vds |

2

|V1|2

|GB|2
= γ−2(α2p+ |Vs,Vds|

2)

|V1V2|
|GB|2

= γ−1(αp− |Vs,Vds |
2) (C.4)

α contains the voltage divider created by the measurement bridge. It does not depend

on Vds. Whatever the amplitude of |IL,Vds|
2, α, p, there is no adjustable parameters left and

we can extract precisely the meaningful |Vs,Vds|
2 and continue the Shot Noise analysis as

usual(γ must be known or estimated as in section 2.3.3). See Fig.C.7 and C.8
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Figure C.7 – DC shot noise measurement with D∼0.25 as appearing in the different
available PSD |V1|2(black), |V2|2(red), and Re|V1V2|(blue). The Top part shows data points
using the average over 2-3 MHz and 40000 repeated PSD single measurements. The quality
of the auto-correlations measurements is much lower than the cross-correlations measu-
rements. Interestingly, the extraction of the peak amplitude A(Vds) using a least square
algorithm and C.1 appears to be equally good for all the different available PSD, as shown
in the Bottom part. It shows that this random error can be entirely explained by change
in the voltage noise of each amplifier and removed. Looking closely at the untreated data
points, parallel lines appear. The noise changes might not be fully random and have an
underlying ”flicker” structure.
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Figure C.8 – Full separation of the parasitic noise power ”p” and DC Shot noise from
the mesoscopic sample using the model C.4. Despite difficulties at low bias which could
be reasonably associated to a very small and uncontrolled gain drift between the two
measurements lines, the large signal for large bias allows a very satisfying extraction of the
sample Signal.
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C.2 Noise-level from post-amplification

1 0 3 1 0 4 1 0 5 1 0 6 1 0 7
1 0 - 1 0

1 0 - 9

1 0 - 8

1 0 - 7

 

 

Inp
ut-

ref
err

ed
 V/

sq
rt(H

z)

f  ( H z )
Figure C.9 – Input-referred spectral noise density from post- amplification. The amplifier
model is NF SA421SA. A short circuit is placed at the input of the splitter board. The white
noise observed in the range 1-10 MHz is in agreement with manufacturers specifications.

C.3 Acquisition Card input-noise
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Figure C.10 – (top) Amplified spectral noise density from post-amplification filtered and
then measured with two different sampling rate. (orange dots) 20 MS/s. (red dots) 50 MS/s.
The Nyquist frequency moves accordingly from 10 MHz to 25 MHz. (bottom) Amplified
spectral noise density at 50 MS/s substracted from 20 MS/s. Flatness and amplitude beyond
12 MHz indicates an excess white noise from the acquisition process, either physical or
numerical. The upward translation is strictly equal to the one expected from integrating
the white noise beyond 10 MHz on a shorter frequency range.
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Annexe D

Chip-carrier High frequency design

This part is entirely reproduced from Julie Dubois Phd thesis for information purpose.

The PCB dscribed here is used in single-electron pulsed source measurement in chapter

2,3 4 and 5.

To maintain a 50 Ω impedance and avoid unwanted reflections along the line, a particu-

lar attention has been paid to the design of the sample holder, which is used to adapt coaxial

line with a typical 2.2 mm diameter to the sample size. Losses and grounding have been

anticipated. The chip-carrier substrate is a 381µm thick Rogers TMM10 laminate, with

17,5µm thick copper lines. The dielectric constant is chosen close to the sample material

(9.2 at 10 GHz). Copper conductors defining the lines are gold-plated (2µm) to prevent

oxydation. A thick copper plate of 1 mm is also bound to the circuit background using

silver loaded conductive adhesive to form the center ”pocket” where the sample is placed

(Fig.D.1,D.3 andD.4). Via-holes with a diameter of ∼200µm are regularly drilled in the

laminate, they are filled/plated with copper and gold to ensure conductivity. The center

socket is a 2.2 mm square, with clearance holes at the corners. Rosenberger 18s101-40ml5

right-angle mini-SMP connectors are placed on each soldering footrint detailed in Fig. D.3

(transmistting up to 40 GHz).
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Figure D.1 – Sample holder. Dimensions are in mm.
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Figure D.2 – Sample holder connectors.

 

Figure D.3 – Position and bonding of sample ”B”.
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Figure D.4 – Position and bonding of sample ”A”.
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Annexe E

Filters

Acquisition is performed at 20 MS/s. A low-pass filter with cut-off under the Nyquist

frequency 10 MHz is needed. The geometry of this filter is designed to follow a 7th-order

Thebytchev pattern [137] adapted to a 50 Ω coaxial line (Fig. E.1). A small 10Ω resistor is

added in order to erase ripple over 1 MHz-4 MHz. For this calibration, a RF source Anritsu

69147B is used to generate a -20 dBm excitation signal. In order to obtain directly the

transmission function of the last stage of the circuit, the signal is send at the NF amplifiers

output point (see Fig. 2.1) . The obtained transmission (Fig. E.2) is in good agreement

with expectations. The DC attenuation corresponds to the drop over the 10 Ω resistor.

The negative slope from 0 to 8 MHz corresponds to the increasing resistance of all three

inductors : roughly 1(5) Ω at DC(10 MHz), see manufacturers Datasheet : Würth Electronik

Ferrite CMS ). Thus the 46 dB-gain of room-temperature amplification is slightly reduced

to a factor 165 at 2.5 MHz. The cut-off frequency is 8.5 MHz and the roll-off, -26 dB between

2.5 and 12.5 MHz, strongly limits aliasing.
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Figure E.1 – Schematic representation of room temperature filtering.
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Figure E.2 – Filter calibration with Agilent Acquiris card.
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Annexe F

ATF-34143 DC characteristic

F.1 1 HEMT

Fig. F.1 represents the set-up used to obtain the DC characteristic of an ATF-34143

pHEMT.

 rds(Ids,Vds) Vg 

Ids 

Vs 

150W 2,5kW 

2kW 

Vd 

Vdc 

Figure F.1 – Set-up for I-V measurement for a self-polarised ATF-34143. Tensions Vds
and Vgs are respectively Vd − Vs and Vg − Vs.

The value 150 Ω for the polarization resistor is close, but not identical, to the one

in the parallel two-HEMTs device described in chapter 2. As shown in Fig. F.2a, room

temperature and 4 K I-V curves differ and the quantitative analysis must be done at low-

temperature. We note that both I-V curves show a lower saturation current than found
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in [34]. As mentioned in [122], the constrained relation Vgs(Ids) = −150Ids when changing

Vdc prevents from deducing the differential conductance gds of the HEMT channel using

the characterictic curve only. The constrained differential conductance g(Ids, Vds(Ids)) =

dIds/dVds at 4 K is plotted together with G(I,Vds)= Ids/Vds in Fig. F.2b.

0 . 0 0 . 5 1 . 0
0

1

2

3

0 . 0 0 . 5 1 . 01 E - 4

1 E - 3

0 . 0 1

0 . 1
 

 I ds
 (m

A)

V d s  ( V )

  3 0 0 K
  4 K

( a )

 

 

 I d s / V d s
 d I d s / d V d s

S

V d s  ( V )

( b )

Figure F.2 – (a) Drain current Ids as a function of drain-source voltage Vds for a self-
polarised ATF-34143. The red curve is a room temperature measurement, while the blue
curve corresponds to a measurement in an He4 bath. Values are derived from Ids(Vdc)
measurement. (b) Black dots represent G(I,Vds)=Ids/Vds, the non-linear conductance of
the HEMT channel at 4 K. Black squares represent the constrained differential conductance
g(Ids,Vds(Ids))=dIds/dVds at 4 K. Fluctuations in square points are a direct consequence of
numerical derivation with scarce data points.

If the HEMT intrinsic gain Ahemt = gm/gds, associated with gm the transconductance,

can be measured separately at a selected polarisation current, a reverse analyis can in

principle provide gds. Indeed, using the relation between Ahemt and partial derivatives of

Vds(Ids, Vgs) and inserting the constrained equation for Vg, we obtain equation F.1 :

g(Ids, Vds(Ids)) =
dIds
dVds

=
1

1/gds + Ahemt150Ω
(F.1)
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Compared to gds, that could be measured in a fixed-Vgs I-V characteristic, g is reduced

since an increase in Ids increase channel pinching.

Looking at equation F.2, we note that the power consumption Pw is easily maintained

below 2 mW ( Vds < 0.6 V ). If needed, using a polarisation resistance larger than 150Ω

should lower the saturation current and decrease power consumption. This is exemplified

by the system tested in the next section.

Pw = IdsVds +
I2
ds

150Ω
(F.2)

F.2 10 HEMTs with self-polarisation 1 kΩ

A test was conducted with 10 HEMTs in parallel.

0 . 0 0 0 . 0 4 0 . 0 8 0 . 1 2
0 . 0

0 . 1

0 . 2

0 . 0 0 0 . 0 4 0 . 0 8 0 . 1 2
0 . 0

0 . 5

1 . 0

  L i n e  A
  L i n e  B

 

I ds
,he

mt
 (m

A)

V d s , h e m t  ( V )

  

 

mW

V d s , h e m t  ( V )

 P o w e r

Figure F.3 – (a) Drain current Ids as a function of drain-source voltage Vds for a each
ATF-34143 in a 10-HEMTs amplifier. Two prototypes were tested, leading to the red and
black curves, both in an He4 bath. Values are derived from the total Ids(Vdc) measurement,
and then interpreted as an individual I-V curve. A dot marks on each curve the polarisation
point used for the noise calibration. (b) Total power consumption.

Compared to the 2-HEMTs devices studied in chapter2, each polarisation resistors

has been changed to 1 kΩ before duplicating the pattern. This method strongly limits

change in total power consumption : instead of being multiplicated, it has decreased. The

device was tested with a DC shot noise experiment with a QPC and the noise voltage was
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 I d s , h e m t / V d s , h e m t
 d I d s , h e m t / d V d s , h e m t

(m
S)

 V d s , h e m t  ( m V )
Figure F.4 – Black dots represent G(I,Vds)=Ids/Vds, the non-linear conductance of the
HEMT channel at 4 K. Black squares represent the constrained differential conductance
g(Ids,Vds(Ids))=dIds/dVds at 4 K. Fluctuations in square points are a direct consequence
of numerical derivation with scarce data points. The polarisation point at which a noise
measurement was attempted is marked with a star(cross) shape on the G(g) curve.

almost identical to the 2-HEMTs device with approximately 0.19 nV
√
Hz at the input, for

approximately the same gain ∼ 5.3, in apparent contradiciton with the expected process.

But the use of 1 kΩ change dramatically the polarisation point and the system does not

equate the theoretical ”parallelising” operation that would have lead to a reduced noise

voltage. Noise current was observed but not evaluated.

F.3 10 HEMTs with self-polarisation 250 Ω

Compared to the 2-HEMTs devices studied in chapter2, each polarisation resistors has

been changed to a lower quality resistor(thick film) expected to be 200 Ω but found around

250 Ω at low temperature. The I-V characteristicF.6 shows a significantly lower saturation
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current than with 200 Ω, the change being consistent with the drop already observed 1 in

sectionF.1 from 150Ω to 200 Ω.

The duplicated pattern was also modified, with less components along the input path.

Fig. F.6 shows the pattern we used.

5pF 

250W 

11W 

4K 

Vers Sample 

5pF 

x10 en // SPLITTER 

CRYOAMP 

Figure F.5 – 10-HEMTs amplifier duplicated pattern. The green arrow indicates the
common input and output points for the 10 parallels circuits.

As expected, the power consumption increase.

The device was tested with a DC shot noise experiment with a QPC. The best gain

with long-term stability was found to be lower than the device described in 2, with about

-1.6 V/V when Vdc,source = 17.75 V as a maximum. The cause of this lack of stability

is still unknown. In this situation, the input-referred noise from the room-temperature

amplification stage was found to be dominating and no significant acceleration of statistical

measurements resulted. But the input-referred contribution to the voltage noise from the

cryo-amplifiers was close to ∼0.12 nV/
√
Hz the expected value being ∼0.09 nV/

√
Hz.

Noise current was observed but not precisely investigated. If we reproduce the method

developed in chapter2 where the noise power measured outside the resonant bandwidth was

subtracted to determine the amplitude of the source correlated to the sample conductance,

1. Systematic tests with a set of resistance with small increase +10 Ω in the range 100-300 Ω but with
a single ATF-35143 instead of ATF-34143 produce a similar evolution.
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Figure F.6 – (a) Drain current Ids as a function of drain-source voltage Vds for a each
ATF-34143 in a 10-HEMTs amplifier with self-polarisation 250 Ω. Two exemplaries were
tested, leading to the red and black curves, both at 4 K. Values are derived from the total
Ids(Vdc) measurement, and then interpreted as an individual I-V curve. (b) Total power
consumption for each cryo-amplifier.

we see an oscillation with a relative amplitude up to 25% of the baseline. It indicates a

larger Drain-Gate coupling than with 2 HEMTs in parallel, as expected.
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Annexe G

Data extraction

In order to extract the noise level corresponding to the situation in which charge in-

jection is attempted from noise spectroscopy measurements with the lowest possible error

bar, a least-square algorithm was used. The procedure involves a best fit with the following

shape :

∆Neh(q) = ae−(q−b)/c + de−(q−f)/g (G.1)

This form is inspired by the asymptotic tails observed in section 1.4.3. It seems to avoid

any obvious over-fitting, as the final residual distribution has a variance in agreement with

the unavoidable noise from the amplification. For the sake of transparency, we have are

gathered here a few curves which exemplified the procedure.
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Figure G.1 – From sinus 7.5 GHz.
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Figure G.2 – From Lorentzian 4.8 GHz energy spectroscopy experiment.
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Figure G.3 – From Square 4 GHz energy spectroscopy experiment.
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Annexe H

Second Order Expression in QST

In this appendix, additional elements are collected to comment on the impact of a first

order development in ηk for the tomography experiment.

p̃l =
1

T

∫ T

0

dte−iφ(t)eil2πνtei
∫ t
0 2πkηk cos(2πkνt+ΘS+π) (H.1)

p̃l =
1

T

∫ T

0

dte−iφ(t)eil2πνte−iηk sin(2πkνt+ΘS)eiηk sin(ΘS) (H.2)

We develop to the second order in ηk the above expression.

p̃l = (1− η2
k

4
)pl −

ηk
2

(pl+ke
iΘS − pl−ke−iΘS) +

η2
k

8
(pl+2ke

iΘS + pl−2ke
−iΘS) (H.3)

We know from chapter 1 that a noise spectroscopy will provide the quantities :

|p̃l|2 =(1− η2
k

2
)|pl|2 − ηkRe

(
pl(pl+ke

iΘS − pl−ke−iΘS)
)

− η2
k

4
Re
(
pl(pl+2ke

iΘS − pl−2ke
−iΘS)

)
− η2

k

4
|pl+keiΘS − pl−ke−iΘS |2
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Figure H.1 – Exact PASN calculation and first order development in ηk for the tomography
DC sweep for a Leviton W/T=0.09. ΘS = 0 and the amplitude η1 = 0.095 and η2 = 0.0425
corresponds to experimental values. See chapter 5. Results are divided by ηk for comparison.
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Annexe I

Table of Symbols
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Symbol Definition

D QPC Transmission

e elementary charge

h Planck Constant

kB Boltzmann Constant

T, ν Period, Frequency

Ne, Nh, Neh Number of electron/hole/particles injected per pulse

when D = 1

Qe Number of injected charges

q eVds/hν

Vp(t) Voltage Pulse

Vac(t) AC Voltage

Vds DC Voltage

S0
I 2 e

2

h
D(1−D)hν×nb. channels

Ls Sample size

L,R Left or Right

Te = θehν/kB Electronic temperature

µL,F Electro-chemical Potential

EF Fermi Energy

fL,R(ε) or fL,R Energy Distribution

f̃L,R(ε) or f̃L,R Excited Energy Distribution

SDCSNI , SPASNI DC Shot Noise, Photo-Assisted Shot Noise

Î(t) Current operator

âL,F (ε)/ b̂L,F (ε) Injected/reflected annihilation operator

â/b̂L,F (ε, l) Annihilation operator with semi-discrete index

âF/b̂L,F (ε) Excited annihilation operator

Table I.1 – List of symbols
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Symbol Definition

φ(t) Voltage flux

Rc Contacts and Mesa series resistance

Pl, pl Photo-assisted probability, probability amplitude l

pLevl Periodic leviton probability amplitude

p̃l Modulated pobability amplitude (QST)

α = eVac/hν AC voltage amplitude in reduced units

P̂(ε) Floquet scattering matrix

∆Neh(Te, q, α) Excess PASN in reduced units

W,W/T = η FWHM and duty cycle

Iph(Vp) Photocurrent

Πk(τ) Photo-assisted amplitude k (time-spectroscopy)

experiment

C(τ) Wave function single-particle time-overlap

β e−2πW/T

(∆)SHOMI Time spectroscopy experiment (excess) noise

(∆)STOMO
I QST experiment (excess) noise

vF Fermi velocity

preg Regular part of isolated leviton

photo-assisted distribution

VS(t)/Vmod/ΘS Modulation signal/amplitude/phase(QST)

ηk Modulation reduced amplitude (QST)

ην RF attenuation at frequency ν

Table I.2 – List of symbols
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Acronym Definition

QPC Quantum Point Contact

QST Quantum State Tomography

PASN Photo-Assisted Shot Noise

PSD Power Spectral Density

FCS Full Counting Statistics

2DEG 2-dimensional Electron Gas

FWHM Full Width at Half-Maximum

AOC Anderson Orthogonality Catastrophe

RF Radio-Frequency

WTD Waiting Time Distribution

HEMT High Electronic Mobility Transistor

ADC Anolog to Digital Conversion

DAC Digital to Analog Conversion

Table I.3 – Acronym List
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[147] Mihajlo Vanević, Yuli Nazarov, and Wolfgang Belzig. Elementary charge-transfer

processes in mesoscopic conductors. Physical Review B, 78(24) :245308+, December

2008. 23
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