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Abstract

The downscaling of device geometry towards its physical limits exacer-
bates the impact of the inevitable atomistic phenomena tied to matter gran-
ularity. In this context, many different variability sources raise and affect
the electrical characteristics of the manufactured devices. The variability-
aware design methodology has therefore become a popular research topic in
the field of digital circuit design, since the increased number of transistors
in the modern integrated circuits had led to a large statistical variability
affecting dramatically circuit functionality.

Static Random Access Memory (SRAM) circuits which are manufactured
with the most aggressive design rules in a given technology node and contain
billions of transistor, are severely impacted by the process variability which
stands as the main obstacle for the further reduction of the bitcell area and
of its minimum operating voltage. The reduction of the latter is a very im-
portant parameter for Low-Power design, which is one of the most popular
research fields of our era. The optimization of SRAM bitcell design there-
fore has become a crucial task to guarantee the good functionality of the
design at an industrial manufacturing level, in the same time answering to
the high density and low power demands. However, the long time required
by each new technology node process development means a long waiting
time before obtaining silicon results, which is in cruel contrast with the fact
that the design optimization has to be started as early as possible. An
efficient SPICE characterization methodology for the minimum operating
voltage of SRAM circuits is therefore a mandatory requirement for design
optimization. This research work concentrates on the development of the
new simulation methodologies for the modeling of the process variability
in ultra-deep-submicron SRAMs, with the ultimate goal of a significantly
accurate modeling of the minimum operating voltage Vmin. A particular
interest is also carried on the time-dependent sub-class of the process vari-
ability, which appears as a change in the electrical characteristics of a given
transistor during its operation and during its life-time.

This research work has led to many publications and one patent appli-
cation. The majority of findings are retained by STMicroelectronics SRAM
development team for a further use in their design optimization flow.
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Chapter 1

General Introduction

In the ultra-deep-submicron technology era, the downscaling of device
geometry towards its physical limits exacerbates the impact of the inevitable
atomistic phenomena tied to matter granularity. In this context, many dif-
ferent variability sources raise and affect the electrical characteristics of the
manufactured devices, even though when they are identically-designed. The
process variability is thereby seen as the biggest obstacle for further down-
scaling, since it introduces additional manufacturing and design challenges
at each new technology node. Starting from the early 80’s, many works in
the literature have investigated the impact of the process variability at a de-
vice level. During the last decade, the variability impact in the circuit level,
which was traditionally seen as a concern for analog circuits, has become
a popular research topic also in the field of digital circuit design, since the
increased number of transistors in the modern integrated circuits had led to
a large statistical variability affecting dramatically circuit functionality. A
particular interest is carried out on to the Static Random Access Memory
(SRAM) circuits which are manufactured with the most aggressive design
rules in a given technology node and contain billions of transistor. SRAM
circuits are therefore seen as the principal victim of the process variability,
since their stability and performance are severely impacted by the process
variability which stands as the main obstacle for the further reduction of the
bitcell area and of its minimum operating voltage. The reduction of the lat-
ter is a very important parameter for Low-Power design, which is one of the
most popular research fields of our era. The optimization of SRAM bitcell
design therefore has become a crucial task to guarantee the good function-
ality of the design at an industrial manufacturing level, in the same time
answering to the high density and low power demands. However, the long
time required by each new technology node process development means a
long waiting time before obtaining silicon results, which is in cruel contrast
with the fact that the design optimization has to be started as early as pos-
sible. An efficient SPICE characterization methodology for the minimum

16



CHAPTER 1. GENERAL INTRODUCTION

operating voltage of SRAM circuits is therefore a mandatory requirement
for design optimization.

This research work concentrates on the development of the new simu-
lation methodologies for the modeling of the process variability in ultra-
deep-submicron SRAMs, with the ultimate goal of a significantly accurate
modeling of the minimum operating voltage Vmin. An existing Monte Carlo
simulation based methodology is improved to increase the modeling accu-
racy of the distribution tails under large variations. The proposed modeling
approach is validated though a large set of silicon measurements that have
been performed for the process monitoring database in C40 technology node,
showing the good accuracy in the estimation of the static silicon Vmin tak-
ing into account the process variability impact at an industrial production
level. However, the Monte Carlo based analysis is not always suitable for
yield investigations during the design optimization.

In advanced technology nodes, in contrast to the conventional static test
criteria, SRAMs have also to be analyzed under dynamic conditions, which
increases evidently the analysis complexity, since it does not only introduce
new test metrics, but also introduces a new complexity level that appears
as the dependency of the failures to the time during which the given bitcell-
under-test is connected to the external world. A smart algorithm based
on the use of hyperspherical surfaces has been developed to investigate a
simplified version of the full variability space, offering a simple-but-efficient
modeling of the process variability impact on a given bitcell design. The
proposed algorithm is not just used for an accurate modeling under large
variations, but also as an investigation tool allowing for the extraction of dif-
ferent mismatch mechanisms underlying behind the Vmin limiting failures in
a given bitcell. The efficiency of the proposed methodology is demonstrated
through simulations and has been validated elsewhere through silicon mea-
surements. The knowledge acquired about the different bitcell Vmin limiting
failure mechanisms have served the purpose of providing solutions during the
28nm Ultra-Thin Body and Buried Oxide Fully Depleted Silicon On Insu-
lator (UTBB FD-SOI) technology development to overcome SRAM bitcells
Vmin limitations.

Finally, a particular interest is carried out on the time-dependent sub-
class of the process variability, which appears as a change in the electrical
characteristics of a given transistor during its operation and during its life-
time. The Random Telegraph Signal (RTS) noise, originating from the
capture and emission of charge carriers by defects in the surrounding di-
electric layers, is known as the one of the main time-dependent variability
sources in ultra-deep-submicron technologies. Considering the high vulner-
ability of SRAMs to the transistor mismatch and the growing impact of
the RTS noise with the downscaling, the integration of the RTS noise into
the SPICE-level bitcell design optimization has become a requirement. A
transistor-level bias-dependent RTS noise model peculiar to UTBB FD-SOI
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technology, considering the front- and back-gate coupling of the device, has
been developed and integrated in the form of SPICE netlists, allowing to
perform RTS-aware simulations. The accuracy of the model to describe the
change trends in the bitcell stability metrics due to RTS noise has been
verified through silicon measurements.

This research work has led to many publications and one patent appli-
cation. The majority of findings are retained by STMicroelectronics SRAM
development team for a further use in their design optimization flow.
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Chapter 2

Variability in
Ultra-Deep-Submicron
CMOS

This chapter presents the variability phenomena that occur in the semi-
conductor manufacturing process. First, different class of process variability
and the sources of the different contributors are discussed. Later, improve-
ment techniques that have been used to reduce the variability in conven-
tional bulk CMOS technologies and new device architectures that have been
proposed to overcome bulk CMOS limitations, are presented.

2.1 Introduction to Variability

The semiconductor industry has delivered increasing performance and
reduced cost for Complementary Metal Oxide Semiconductor (CMOS) tech-
nology over the last 40 years following the Moores law [1]. This was possible
by achieving the device scaling requirements and thus cramming more tran-
sistors in the same area size at each new technology node. However at sub-
100nm technologies, the device scaling became more and more challenging
at each new technology node due to the increasing complexity in the man-
ufacturing process and to the resulting variability impact in the electrical
characteristics of the manufactured transistors. In this chapter, this phe-
nomenon called variability, which affects the semiconductor manufacturing
process as variations in the electrical characteristics of identically-designed
transistors, is discussed.

Considering an integrated circuit (IC) fabricated in different fabrication
facilities, the identically-designed transistors would have different electrical
characteristics, since the equipments across different sites do not have ex-
actly identical outputs. Moreover, considering wafers manufactured in the
same fabrication site, due to small deviations in the manufacturing condi-
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tions over a given time interval or a spatial distance, the electrical character-
istics of transistors would vary from one lot to another lot (lot-to-lot), from
one wafer to another wafer (wafer-to-wafer) in a same lot or from one die to
the another die (die-to-die) in a same wafer. The output of a manufacturing
equipment can even vary rapidly over distances smaller than the dimension
of a die resulting in within-die variations. In other words, at an industrial
manufacturing level, it is impossible to keep the uniformity in the electri-
cal characteristics of the manufactured identically-designed transistors. The
first work presenting the variability in the semiconductor manufacturing
process is published by the co-inventor of the transistor, William Shockley,
in 1961 [2]. A study covering the impact of the process variations on the
transistor threshold voltage sensitivity is published in 1974 [3].

A terminology describing the different class of the variability in CMOS
transistors and circuits has first to be defined for a better understanding of
the different sources and their consequences. The first class is the systematic
process variability, which is associated with the manufacturing equipment
and appears as a parameter drift lot-to-lot, wafer-to-wafer, across wafer and
across chip. The systematic variability is associated to the design layout and
introduced by lithography, strain and well proximity effects. The second
class is the random variability which is due to the discreteness of charge
and granularity of matter. The random variability will be still present, even
if the manufacturing process is ideal, i.e. in the absence of the systematic
process variability, since it depends on the atomistic phenomena.

In this chapter, first the different variability sources in CMOS technology
and their consequent limitations are presented. Later, the techniques used
to reduce the variability impact at manufacturing-level as well as on design-
level are discussed.

2.2 Variability Sources in CMOS

2.2.0.1 Systematic Variability

The systematic variability sources are attributed to the different steps in
the manufacturing process [5]. Historically, the systematic variability, which
results in parameter drifts in identically-designed MOSFETs separated by
long distance, or fabricated in different time, is seen as the dominant vari-
ability source. These parameter drifts are deterministic shifts in space and
time of process parameters in same direction and are in general spatially
correlated. In the detail, the systematic variability causes shifts in the mean
value of the sensitive design parameters, including channel length (L), chan-
nel width (W), layer thickness, resistivity, doping density and body effect.
The term ”global” is also commonly used to describe this class of vari-
ability. Furthermore, the continuous downscaling has introduced significant
changes in the device structure, in the processing and in the material leading
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Figure 2.1: CMOS cross section with major sources of process variability [4]

to very complex manufacturing in advanced bulk CMOS device. Different
process and engineering steps that are used to manufacture a bulk CMOS
device is illustrated in figure 2.1. As a consequence the systematic variabil-
ity evolves with each technology node. Although the systematic variability
is well characterized and in many case predictable during the design and the
manufacturing level, it cannot be eliminated. The main contributors of the
systematic variability are classified as the following [6]:

• Variations due to the physical implant and anneal process introduced
through halo implantation, the accuracy and the purity of dose and
the variations in the peak anneal temperature [7].

• Chemical metal polish variability in the polishing of Shallow Trench
Isolation (STI) [8] leading to gate height variation in both polysilicon
and metal gates [9].

• Variation in film thickness impacting oxide thickness, gate stacks, wire
and dielectric layer height, due to the deposition and growth process
as well as the chemical-mechanical planarization step [5].

• Temperature non-uniformities in the critical post-exposure bake and
etch steps [5].

The systematic variability has also a design-dependent sub-class which
is mainly related to the manufacturability of the design layout. The overlay
error, mask error, shift in wafer scan speed, rapid thermal anneal and the
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dependence of stress on layout have become notable sources of the system-
atic variations. The photolithography and the etching processes contribute
significantly to variations in nominal lengths and widths of the device due to
the complexity required to fabricate lines that are much narrower than the
wavelength of light used to print them [10] (Figure 2.2). Optical-proximity
correction (OPC) [11], phase-shift masking (PSM), layout induced strain
and well-proximity effects are other contributors for the systematic vari-
ability. It has to be noted that the systematic variability do not have a
time-dependency meaning that the electrical characteristic change of a given
device remains same over the life-time of the transistor.

Figure 2.2: Lithography induced variability and OPC based improvement.
The layout images (left) and the Scanning Electroin Microscope (SEM) im-
ages (right) of the manufactured patterns are shown [12].

2.2.0.2 Random Variability

The random variability is caused by the granularity of charge and mat-
ter and has strongly exacerbated by the aggressive downscaling of devices.
Unlike the systematic variability, the randomness causes parameter changes
in an individual instance of a given device in an unpredictable manner. The
random variability produces differences in the electrical characteristics of
microscopically identical transistors. In other words, the random variability
creates parameter changes in identically-designed MOSFETs across a very
short distance, even for two neighbor transistors separated by the small-
est possible distance in a given technology node. In the conventional bulk
CMOS technology, the main contributor for the random variability is the
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Random Dopant Fluctuations (RDF) [7,13–15], which results from the dis-
creteness of dopant atoms in a transistor channel. The number of dopants is
inversely proportional to the channel geometry, thus it decreases exponen-
tially in each new technology node (Figure 2.3). As the device dimensions
are scaled down, the reduced number of dopants in the channel and their
random position had a significant impact on device electrical characteristics.
The number of dopants is a discrete statistical quantity and two transistors
sitting side by side have different electrical characteristics because of the
randomness, resulting in device-to-device variability. The first order effect
of RDF being a random shift in the threshold voltage, the electron transport
variability is also observed as a second order.

Figure 2.3: (a) Average number of dopants evolution in MOS Transistor
channel w.r.t technology node [18] (b) 3D View of a numerical MOS tran-
sistor model simulating the number of dopants in the channel in 65nm and
45nm technology nodes [12].

The second major source for the random variability in CMOS technology
is the Line-Edge Roughness (LER) [15–17] which stems from subwavelength
lithography causing variation in the critical dimension of the manufactured
device size. The impact of LER increases as transistor dimensions shrink.
LER introduces significant variability in subthreshold current as well as
threshold voltage and causes the degradation of ION/IOFF ratio [18].

The Interface roughness and oxide thickness (TOX) variation [19] is an-
other variability source introducing significant process variability in sub-
65nm technologies through Si/SiO2 and polysilicon-gate/SiO2 interfaces.
The Polysilicon Granularity [15,20–22] increases the uncertainty in gate dop-
ing enhancing the gate dopant diffusion along the grain boundaries, leading
to a non-uniform polysilicon gate doping and a potential localized penetra-
tion of the dopants through the gate oxide into channel region. The use of
high-K gate dielectric is introduced below 32nm technology node to provide
a thicker physical TOX reducing the direct-tunneling gate leakage current
while ensuring an ultra-thin electrical TOX required for the continual scaling
of MOSFET devices [23]. This change in the process introduces a significant
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variability due to the interface roughness between Si and the high-K dielec-
tric and between the high-K dielectric and the metal gate causing mobility
degradation and the equivalent TOX variation [19]. In addition, the random
polycrystalline-like texture of high-K dielectrics causes fluctuations in the
channel potential under the gate which also increases the variability. [4].

The impact of the main sources of random variability on the thresh-
old voltage of MOSFETs has been shown to be relatively statistically-
independent [24], so that the threshold voltage variability can be analytically
modeled by a statistical addition of the individual variability sources [6].
The random variability can not be canceled by nature, since it is tied to the
atomistic phenomena and may even cause a time-dependent impact mean-
ing that the electrical characteristics of a given device can change over the
product-life time.

2.2.0.3 Time Dependency in Variability

The variability is named as static (non-time dependent) if the impact
remains same along the transistor life, or dynamic (time-dependent) if the
impact evolves along the transistor life. Previously described variability
sources are all static so they do not have time-dependency. The term ”dy-
namic” indicates that the device electrical characteristics evolve with re-
spect to the environmental conditions (supply voltage, temperature etc.).
The dynamic variability in semiconductor devices stems from defects in the
dielectric layer, aging and wear-out mechanisms.

The splendid progress in CMOS technology has been made possible by
the unique properties of silicon dioxide (SiO2), which is an excellent elec-
trical insulator and capable of forming a nearly perfect electrical interface
with its substrate [25]. The demands from the gate-oxide have grown with
downscaling in each new technology node and the quality of the gate-oxide
needs to be of the highest quality, which has resulted in the use of a stack
of high-K materials instead of thermally grown SiO2 as mentioned in the
previous section. However, there are imperfections in the high-k dielectric
to silicon interface due to the inevitable atomistic phenomenon leading to
defects in the dielectric layer named as ”traps”. [26] (Figure 2.4). These
traps are originated from structural oxidation, metal impurities and differ-
ent kinds of bond breaking processes, hot carrier stress or other phenom-
ena [27]. The traps in the dielectric layer are in electrical communication
with the underlying silicon; a trap can capture a majority charge carrier from
the channel or can emit a previously captured carrier to the channel. This
phenomenon also named as ”trapping-detrapping” in the dielectric layer is
known as Random Telegraph Signal (RTS) Noise [28]. The influence of the
traps in the dielectric layer on the performance of a semiconductor device is
determined by the density of states and the probability that these states are
occupied by a charge carrier. The discrete levels of a two-level fluctuation
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of a given trap, filled or empty, correspond to a high and low conductance
in the channel causing changes in drain current over time. For a given trap,
the physics behind the times in the filled and empty states are defined by
the Shockley-Read-Hall statistics [29]. Therefore, the trapping-detrapping
in the dielectric layer is a statistical variability source in CMOS devices,
but its impact is time-dependent in distinct from the previously presented
variability sources, since the times in the filled and empty states for a given
trap are bias-dependent. The RTS noise is investigated in this manuscript
with a particular interest on its modeling and the findings are presented in
the last chapter.

Figure 2.4: Different types of traps associated with Si-SiO2 interface [25].

The CMOS technology asserts different aging and wear-out mechanisms
that have to be anticipated during the design process. The Negative Bias
Temperature Instability (NBTI) which arises from the generation of inter-
face states and positive trapped charge at the silicon/dielectric interface or
in the oxide layer while the device is in operation. NBTI reduces the per-
formance of p-channel MOSFETs by increasing the threshold voltage of the
device [30–32]. With the introduction of high-k metal gates, the Positive
Bias Temperature Instability (PBTI) [33] has appeared as a new degrada-
tion mechanism. The PBTI affects n-channel MOSFETs when positively
biased. Hot-electron effect (HotE) degrades n-MOSFET on-current by in-
jecting additional charge into the gate oxide which must be overcome in
order to turn the device on [34]. The electromigration (EM) [35] is gradual
displacement of metal atoms, depleting the interconnect of conductor atoms
over an extended period. EM arises from the high current densities in excess
of the reliable limit of the wire causing the drift of metal ions in the direc-
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tion of the electron flow. As the structure size decreases, the significance of
EM increases. The aging and the wear-out mechanisms are strongly related
to how often and how long the device is on and to the chip environmental
operating conditions.

2.3 The Improvement Techniques for Variability
and New Device Architectures

With the continued down-scaling of MOSFET devices towards their ulti-
mate physical limits, the variability had become a critical design parameter
for VLSI circuits and emerged as a major technological barrier for further
downscaling. Traditionally, the systematic variability have been the main
concern in digital circuits and handled in the design process through the
worst-case modeling [36] [37,38], whereas concern for within-chip statistical
variations has been in the domain of analog circuit design [39]. However,
advanced CMOS integrated circuits are large enough (large number of tran-
sistors) that device and interconnect parameter variations within a chip are
as important as chip-to-chip variations. Furthermore, each new technology
node introducing new engineering challenges to overcome scaling limitations
results in very complex manufacturing (figure 2.1). As a result, the within-
die fluctuations have exceeded the die-to-die variations [40, 41] and have
become the main threat to the performance and functionality for digital
circuits [40].

Since 90nm technology node, the variability has taken seriously into
consideration in the design process in order to ensure the design function-
ality over a large number of manufactured circuits. Several improvement
techniques have been developed in order to overcome variability-related
limitations. The systematic variability is strongly mitigated with the im-
provements in the manufacturing equipment, the maturation of the technol-
ogy and the co-operation between process and design techniques, as well as
purely design based improvements [42]; the systematic variability is man-
aged using design for manufacture (DFM) [43] tools as well as through the
regularized design [44] which optimizes layouts [5, 45]. The improvement in
OPC largely mitigated the lithography induced systematic variability, but
the introduction of strain for mobility enhancement exacerbates this last one
due to its non-uniform application introducing additional variations which
depend on channel length.

However, as the technology is downscaled, the random variability within
dies overwhelms the systematic variability. The random variability is by
nature much harder to cope, since it is not related to the quality of manu-
facturing equipment, or to the manufacturability of the design, but related
to atomistic limitations [46, 47]. The miniaturization along different tech-
nology nodes made very difficult to keep a good electrostatic control of the

26



CHAPTER 2. VARIABILITY IN ULTRA-DEEP-SUBMICRON CMOS

channel, which as a consequence increases the leakage current (IOFF ) and
thus decreases the ION/IOFF ratio (Figure 2.5). A more important doping
is needed to improve channel electrostatic which made increase RDF, which
therefore stands as the principal contributor for local threshold voltage vari-
ability [15, 22]. RDF together with other stochastic variability sources like
LER become a huge obstacle not only for the downscaling of device ge-
ometry, but also for the downscaling of the operating voltage; which is a
very important parameter for Low-Power design [48]. The miniaturization
dramatically increases the short-channel effect (SCE) [49] thus degrades the
control of the channel electrostatic, while increasing the local threshold volt-
age variability (σV TH). The introduction of high-K metal gate stack at 45-
32nm provides serious improvements for limiting both SCE and RDF, but
it remains inefficient below 28nm technology. The impact of the different
variability components on the threshold voltage variability is illustrated in
Figure 2.6.

Figure 2.5: ION/IOFF evolution with respect to the technology node in the
planar CMOS technologies for high performance and low power devices [50].

The ageing impact in the CMOS circuits may lead to a significant perfor-
mance lost [52–55] over time and therefore has to be anticipated during the
design process. Furthermore, the resulting impact may totally destroy the
circuit functionality and in that case, some design-level correction methods
are required to compensate the ageing impact. Supply voltage scaling [56],
which consists in gradually increasing the operating voltage, has been pro-
posed to compensate the NBTI induced degradation. However, since the
voltage scaling increase the dissipation of the dynamic power quadratically,
which in turn increases the temperature, it ultimately accelerates the NBTI
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Figure 2.6: The threshold voltage variability (σV TH) with the different com-
ponents w.r.t the gate length for planar CMOS technologies [51].

effect. The increase in the power consumption is also not acceptable for
designs that have power consumption constraint. Adaptive body-biasing
techniques (ABB) [57,58] have been proposed to adjust transistor strengths
through modifying the gate-source biasing in order to maintain same at-
tributes as in the beginning of the product life and to produce a stable
drain current regardless of the threshold voltage shift caused by the ageing.
ABB requires the use of the variability sensors and the detect-and-correct
circuits which as a consequence introduce an area penalty.

Therefore new architectural choices had to be made to overcome bulk
CMOS limitations in order to continue to follow Moore’s Law. Two promis-
ing new process technologies have been developed in this purpose.

FinFET [59,60] is a multiple-gate transistor manufactured as a 3-D struc-
ture and consists of a vertical silicon fin, which is wrapped by the gate. The
thickness of the fin, measured in the direction from source to drain, de-
termines the effective channel length of the device. The wrap-around gate
structure provides a better electrostatic control over the channel thus re-
duces the leakage current and overcomes other SCEs. The 3-D structure
gives more volume than a planar gate for the same planar area, enabling
high density integration, but requires fundamental changes in the manufac-
turing process and re-designing cell libraries and IP block. The width of
FinFET transistors (WSi) is quantized by nature of manufacturing meaning
that the transistors cannot be sized freely, which is not designer-friendly.

The Fully Depleted Silicon-on-Insulator (FD-SOI) [61, 62] is a planar
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technology that relies on two primary innovations: An Ultra-thin layer of
insulator, called buried oxide (BOX), is positioned on top of the base silicon
and a very thin silicon film implements the transistor channel. Thanks to
its thinness, there is no need to dope the channel thus making the transis-
tor fully-depleted and suppressing the main variability contributor of bulk
CMOS, RDFs. The short-channel electrostatics is determined mostly by
the silicon film thickness TSi allowing a better short-channel control com-
pared to the bulk technology, which allows a good scalability as well as the
reduction of the LER impact on threshold voltage variability. The BOX
layer lowers the parasitic capacitance between the source and the drain, effi-
ciently confining the electron flow from the source to the drain and reducing
performance-degrading leakage currents. The BOX also make the body bi-
asing much more efficient compared to the bulk technology thanks to the
reduced parasitic leakage, enabling control of transistor flavor through po-
larizing the substrate underneath the device [62]. One additional source of
variability in FD-SOI compared to bulk devices is the TSi variation across
the wafer [63]. However, SOI wafers fabricated using SmartCut technol-
ogy [64] have demonstrated good within-wafer-uniformity (< ±5A), allow-
ing low threshold voltage variability. For a clear comparison and a better
understanding between different device architectures, the schematic of bulk
CMOS, FinFET and FD-SOI devices are illustrated on Figure 2.7.

Figure 2.7: Schematics of Bulk, FD-SOI and FinFet transistors.

2.4 Conclusion

With the aggressive downscaling in CMOS technologies, the variability
has become a critical design parameter for designers to ensure the perfor-
mance and the reliability over large number of manufactured circuits. In
older technologies, the systematic variability which is mainly related to the
manufacturing equipment quality, was dominant and handled during the
design process through worst-case modeling. However, below 65nm technol-
ogy node, the random variability, which is mostly related to the atomistic
mechanisms, has become the dominant variability source introducing local
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variations in identically-designed transistors leading to unpredictable im-
pacts on circuit operations.

The random variability is first taken into consideration as a design con-
cern in analog circuits [65]. With the aggressive downscaling, the digital
circuits are also concerned by the random variability, since the high inte-
gration and the low-power requirements increase the vulnerability to the
transistor mismatch within the same die. Due to the extremely high sta-
tistical variability in conventional bulk MOSFETs, alternative technologies
such as FinFET and Ultra-Thin Body and Buried Oxide (UTBB) Fully
Depleted Silicon-On-Insulator (FD-SOI) are developed to allow the contin-
uation of CMOS scaling, the improvement of performance, the reduction of
the leakage current and of the statistical variability impact. Both architec-
tures allow reducing the variability impact with respect to the conventional
bulk transistor, but the impact can not be eliminated. The variability re-
mains as the biggest obstacle for performance and density improvements in
advanced technology nodes. A good understanding of the variability impact
on circuit-level and a variability-aware design methodology have therefore
become a requirement for design optimization before manufacturing.
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Chapter 3

The Impact of the Variability
in Static Random Access
Memory

This chapter first presents a brief summary on the role of SRAMs in mod-
ern System-On-Chips and outlines the basic structures and operations of an
SRAM circuit. This is followed by the presentation of multi-dimensional
variability space model that is used to reproduce in simulations real-world
SRAMs that are strongly impacted by variability during the their manufac-
turing. Later, SRAM figure of merits that are used to evaluate stability and
performance are discussed. SRAM bitcell characterization techniques and
the concept of the minimum operating voltage Vmin are presented after a
particular focus on the different bitcell failure mechanisms.

3.1 Introduction to SRAMs limitations in modern
System-On-Chips

The variability impact on digital circuits has been a very popular re-
search topic for last 15 years [66–68]. This impact manifests in digital logic
circuits in the form of delay and leakage power variability [69]. Consid-
ering a signal path passing though multiple gates and each gate having
its particular delay, the resulting distribution of the collection of delays is
assumed as Gaussian-like [69]. The overall delay reduces as the number of
gate in the path increases, since variations along a long path can be averaged
out [70]. However, analogue and analogue-like systems like Static Random
Access Memory (SRAM) and latch registers are more complex, since they
rely for their operation on balanced pairs of transistors. The SRAM circuits
are particularly concerned from the variability phenomenon, since they are
fabricated with most aggressive design rules for density improvements and
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the manufacturing yield degrades dramatically due to the increased in-die
variability [71]. Therefore unlike digital logic circuits, the SRAM requires
additional correction and redundancy circuits to overcome the statistical
variability impact [72, 73], which costs more area in the same chip. The
impact of variability on SRAM circuits has therefore become an important
research topic among the academics and the semiconductor industries. The
published works refer to the statistical modeling of the variability impact
and its characterization both on simulation and silicon measurements, as
well as to the improvement techniques to increase the SRAM immunity to
variability.

The highly demanding low-power market requests to deal with very so-
phisticated applications and thus expects more performance and higher stor-
age capacity from on-chip memories. In modern System on Chip (SoC) ap-
plications, SRAMs can be used as cache memories, temporary buffers and
large capacity storage RAMs, therefore occupying a significant portion of
the chip area [74]. This stems from the fact that 20-40% of all program
instructions require memory [75] and SRAM is the only efficient and fast
storage system for processor caches for the amount of data required by a
processor [76]. This heavy-use of SRAMs makes them the main contributor
for the overall power consumption of a given chip [77]. The equation (3.1)
presents the sum of static and dynamic power of a given digital circuit,
which depends on the leakage current Ileak, the operating voltage Vdd, the
activity factor α indicating the fraction of the circuit that is switching, the
overall equivalent capacitance C and the cycle frequency F.

Ptot = Pstat + Pdyn = (1− α).Ileak.Vdd + 1/2.α.C.V 2
dd.F (3.1)

The equation (3.1) evidences that reducing Vdd will reduces both static and
dynamic power. Considering the fact that SRAMs are the main contributor
for the overall power consumption in a given chip, reducing the memory
operating voltage will lead to a significant overall power reduction. [73].

At each new technology node, SRAM bitcell footprint is shrunk follow-
ing the Moore’s Law by a factor of two as shown in figure 3.1, allowing for
a higher memory density (potentially double). As a consequence, today’s
SRAM arrays contain more than a billion transistors, thus their manufactur-
ing leads to a very large variability in the worst-case values of the transistor
electrical parameters. In addition, the local random variability impact is
also amplified by the aggressive downscaling of the device sizes. This un-
avoidable variability phenomenon stands as the biggest obstacle for further
density improvements, as well as the reduction of the memory operating
voltage, since the variability impact is magnified in low-voltage memory
operations. Figure 3.2 illustrates the stagnation in the SRAM operating
voltage scaling as it is recognized by the International Technology Roadmap
for Semiconductors (ITRS).
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Figure 3.1: SRAM bitcell scaling trend from 65nm to 32nm techonology
node for the performance bitcell (squares) and for dense bitcell (diamonds)
showing the 50% area reduction [78].

Figure 3.2: SRAM minimum operating voltage reported in ISSCC and VLSI
Conferences between 2004 - 2010 (crosses) and ITRS predictions at 2001 and
at 2009 (straight lines) [79].

3.2 SRAM Bitcell Architecture and Common Op-
erations

The conventional SRAM bitcell architecture is the standard 6-Transistors
(6T) SRAM bitcell, which consists of two cross-coupled inverters for the
content storage and two access transistors for the communication with the
external world, as shown in figure 3.3. The cross-coupling is performed as
that the output of the first inverter is connected to the input of the second
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inverter and the output of the second inverter is connected to the input of
first inverter, forming a bistable latching circuitry. The latch input and out-
put nodes, L and R in figure 3.3, represent the bitcell internal nodes. The
state of an internal node is forced by the complementary state of the other al-
lowing for the data storage. For an optimal performance, the inverters have
to be symmetrical and well-balanced in their behavior. The PMOS-NMOS
transistors forming an inverter are named as Pull-Up (PU) and Pull-Down
(PD) respectively. The access transistors, also called as Pass-Gate (PG)
transistor, are controlled via the World-Line (WL) signal and connect the
bitcell internal nodes to the Bit-Lines (BL). BLs are external access points
to the bitcell, where the information can be read from or written to the
cell. To ensure that the access time from both sides is equal in a given
bitcell, the access transistors have to be well matched, representing one of
the vulnerable points of SRAM to the statistical variability.

An SRAM array is formed by a matrix of cells and each cell is associ-
ated to the storage of one bit, hence the name bitcell comes from. Aside
from the bitcells, a SRAM contains a significant amount of peripheral cir-
cuitry including world line pulse generation, addressing logic, sense ampli-
fier, pre-charge/line buffer and multiplexer circuitry. A block level of SRAM
schematic is shown in figure 3.4.

A write operation (WR) in SRAM consist in forcing the bitcell content
to the values set on the BLs. Considering the bitcell illustrated in figure 3.3
which has a low-logic level in the node L and high-logic level in the node R,
a successful WR results in the toggle of the internal nodes in order to have
high-logic level in L and low-logic level in R. The high-logic level and the low-
logic level represents the equivalent voltage level that a internal node needs
to be able store ”1” or ”0” logic values respectively. The write is performed
by first setting left bit-line (BLL) to high-logic level and discharging the right
bit-line (BLR) to 0V. Then the access transistors are turned on via the WL
signal providing access to the bitcell internal nodes. The high voltage level
in the node R is discharged through the access transistor PG2 and the BLR.
When the voltage level of the node R goes below the trip point of inverter
formed by PU1 and PD1, the bitcell content toggles; the bitcell stores now
a ”1” in the node L and a ”0” in the node R.

A read operation (RD) from 6T SRAM is performed as follows: Both
bit-lines are pre-charged to high-logic level and then access transistors are
turned on enabling the connexion between the bit-lines and the bitcell in-
ternal nodes. Considering the same bitcell of figure 3.3, during a RD 0
from the node ’L’, the BLL is discharged through the PG1 and PD1 tran-
sistors generating a voltage difference between BLL and BLR. In case of
SRAM arrays which contain sense-amplifiers in the peripheral circuity, the
BL voltage difference is captured by a sense-amplifier and the required volt-
age difference to enable sensing depends on the sense-amplifier design. It is
possible to perform successful read without sensing, but this requires a full
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Figure 3.3: 6T-SRAM Bitcell schematics: Two cross-coupled inverters (top)
for the storage of the data are connected to the external world via two
access transistors (pass-gates) which are activated with a word-line signal.
The transistor-level schematic (bottom) shows also the pull-up (PMOS),
pull-down (NMOS) and pass-gate (NMOS) transistors.
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Figure 3.4: A block level of SRAM system. Column and row decoder cir-
cuitries are driven by the addressing latch which selects the required bitcells.
Data Register and I/O bufffers are used to write to cells and are disabled
during read cycles when the sense amplifier outputs the stored data. The
clock circuitry and the word line driver which determines the word line pulse
width, are not shown.

swing in the read circuitry, which causes a significant slowing-down in the
read speed. Full-swing read is a popular method for ultra-low-voltage (ULV)
SRAMs [80,81], since conventional sense-amplifiers can not operate in ULV.
A novel ULV sense-amplifier design has been proposed in the literature to
overcome this limitation [82].

3.3 Alternate Bitcell Architecture

Aside 6T bitcell architectures, to answer to the low-voltage requirements,
new derived bitcell architectures as 8T [83], 10T [80] [84] or 11T [85] have
been proposed in the literature. The new architectures mostly offer the
separation of the write and the read operations improving the bitcell sta-
bility and thus increasing immunity to the statistical variability, which ev-
idently allows the downscaling of the operating voltage. Per contra, the
increased number of transistors in the bitcell enlarges the bitcell footprint
and causes an area penalty. The high density requirements to increase the
memory capacity raised the design of smaller (denser) bitcell architectures
as 5T [86] and 4T [87]. The smaller bitcell architectures allow evidently a
higher integration, but on the other hand, the reduced number of transistor
degrades the bitcell stability. Variations in the electrical characteristics of
the identically-designed transistors are also amplified by aggressive scaling
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of the device sizes. Therefore small bitcell limits the downscaling of the
operating voltage.

This research work is concentrated on the conventional 6T bitcell SRAMs,
while a 10T bitcell is used in particular for ulta-low-voltage studies. The
Ultra-Low Voltage (ULV) 10T bitcell architecture designed for ultra-wide
voltage range (UWVR) applications [80, 81] is presented in figure 3.5. The
write and reap operations are separated by the use of dual pass-gates to
access bitcell internal nodes. The inner pass-gates, PG1 and PG2, are con-
trolled by a second world-line signal WLC, whereas the outer read pass-
gates, PG1R and PG2R are controlled by WL signal. During write oper-
ation, WCL and WL are asserted to open both the outer and inner pass-
gates connecting the bitcell to BLs. The dual pass-gate implementation
forms outer internal nodes, Lo and Ro, whose voltage levels are equal to
the inner internal nodes, L and R. Footer gate transistors, FG1 and FG2,
are connected to the outer internal nodes and their gates are controlled by
the opposite inner internal node voltage. Considering a bitcell that stores a
’0’ in the node ’L’, thus both Li and L voltage levels are equal to low-logic
level voltage, the read operation is performed as follows: First the BLs are
pre-charged to high-logic value as for a conventional 6-T SRAM read, then
the outer pass-gates PG1R and PG2R are turned-on via WL signal estab-
lishing the connexion between outer internal nodes and BLs. PG1R and the
footer gate FG1 then discharges the BLL through Lo, without disrupting L
and thus increasing the read stability, since the inner internal nodes are pro-
tected from charge sharing as the inner pass-gates PG1 and PG2 controlled
by WCL are closed.

3.4 A Simple Model for the Bitcell Variability Space

While the downscaling in the transistor sizes allows the designers to
achieve considerable density improvements, it dramatically increases the in-
die variability of the smallest MOS device used in SRAM bitcells. In the
same time, since todays electronics devices feature millions of SRAM bitcells
and chips might be manufactured in millions, the resulting large variability
of the worst-case electrical parameters values increase the risk to obtain a
significant amount of cells that are far from their nominal attribute. The
overall impact of the in-die and within-die variability leads to memory fail-
ures and lowers the overall chip yield. The stability and performance analy-
sis of worst-case SRAM cells has thus a very relevant technological impact,
because it is so tied to the chip yield.

The real-life bitcells, the ones that are manufactured, can not be seen as
identical to the nominal design due to the process variability. Each manu-
factured bitcell has its proper transistors with their proper electrical char-
acteristics; some are close to, some are very far from the nominal design. In
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Figure 3.5: The Ultra-Low Voltage 10T bitcell architecture [80,81].

real-life bitcells, the variability impact is emerged in many physical design
parameter as the oxide thickness, the width and length of channel, the num-
ber of dopants, all affecting the electrical characteristics of manufactured
devices. An ideal modeling of the variability in one transistor requires an
accurate modeling of all different variability sources. At circuit-level, each
transistor in the circuit has to be modeled, which increases significantly the
complexity and the related computing cost, not just because of the increased
number of variation parameter, but also due to the fact that MOS charac-
teristics are heavily non-linear. The threshold voltage (Vth) plays a fun-
damental role in device electrical characterization and stands as the most
significant parameter for transistor classifications. The overall variability
impact thus can be modeled, as a first-order approximation, by variations
in the device Vth. This approximation is a common approach which is also
used in reliability analysis for modeling transistor aging.

Assuming that the overall variability impact in one transistor is modeled
as variations in the device Vth, the collections of many manufactured bitcells,
each having their proper transistors with shifted Vth, can be seen as multi-
dimensional space, in which each dimension represents the amount of VV th

variations in one transistor. In other words, manufacturing of a given SRAM
bitcell can be modeled as a generation of many other bitcells, that are named
henceforth as the ”variants” of the nominal bitcell, where the nominal bitcell
represents the bitcell having exactly the expected attributes as it is designed.
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Figure 3.6: The 2-Dimension variabilty space of an inverter formed by T1
and T2. Variability impact on each transistor is quantified by a shift in the
threshold voltage, δV thT1 and δV thT2. A positive shift result in a slower
device while a negative shift results in a faster device, giving 4 different
combinations. I0 represents the nominal inverter without the variability
representing the origin O of the 2-Dimension space. I1, I2, I3, I4, I5 represent
different variants of I0 appearing as a consequence of variability.

The space covering the nominal bitcell and its variants is called as the bitcell
variability space and the number of dimension is equal to the number of
device impacted by the variability. Figure 3.6 illustrates the variability space
of an inverter formed by 2 transistors giving a 2-Dimension (2D) space. The
horizontal and vertical axes of the 2D space represent the amount of the
Vth shift for the transistors forming the inverter, PMOS T1 and NMOS T2
respectively. The shift amount is denoted by δV th. A positive shift results in
a slower (S) device while a negative shift results in a faster (F) device. Each
quadrants of the 2D space represent therefore a different combination for
NMOS and PMOS process, that are named as the process corners SS, SF,
FF, FS. A particular inverter Ix, which is a variant of the nominal inverter
I0 placed at the origin O, is described by its Vth shift components, δV thT1

and δV thT2. In Figure 3.6, I1, I2, I3, I4, I5 illustrates particular inverters
appeared as a consequence of the variability and they are all variants of I0.

A 6T SRAM bitcell has therefore a 6-dimension (6D) variability space,
which is impossible to illustrate. The origin of this 6D space represents the
nominal bitcell as it is designed. It is evident that the increase in the number
of dimensions of the variability space increases the analysis complexity and
thus its related cost in terms of computing power and time.
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3.5 SRAM Bitcell Failure Analysis

A SRAM bitcell have to be designed in a such way that it provides a
non destructive read and a reliable write operation. The high vulnerability
of SRAM cells to the variability is originated from this required balance
between write and read operations. To perform an optimal write and read,
the cross-coupled inverters have to be symmetrical and well-balanced, since
the bitcell is accessed in the same way for both read and write operations
(section 3.2). Considering that an SRAM design is manufactured on many
dies, the global (inter-die) variability pushes the whole die towards the dif-
ferent regions of the variability space, where the SRAM bitcells attributes
differ substantially from the nominal bitcell. These regions are illustrated
in figure 3.6 with the 4 process corners SS, SF, FF, FS. The real-life bitcells
that are also affected by the local (intra-die) random variability, might suf-
fer more stronger mismatching between the cross-coupled inverters and the
access transistors, which as a result cause one of the many possible SRAM
failure. SRAM failures are classified as:

• Stability Failures: This occurs when the bitcell is supposed to keep
the stored content, but instead the content is lost, which can happen
due to the thermal noise or during the read operation if the inverters
are not well-balanced.

• Write Failures: It occurs during a write operation when the bitcell is
not able to toggle its content, i.e. is unable to perform a write into
the internal node.

• Read-Access Failures: A failure occurs if the required voltage difference
between bit-lines is not captured by the sense-amplifier during a read
operation within the timing requirements.

• Leakage or Retention Failures: The leakage can cause the lost of the
content while the cell is in retention mode, i.e. when the access tran-
sistor are ”off”. The cell leakage impacts also the static power con-
sumption, which is a very important for low-power design.

Ideally, a SRAM design can be characterized on silicon giving a very pre-
cise image of the variability impact under its real-life operating conditions.
However, the silicon test represents high time and money cost. Considering
an SRAM array, in a best-case scenario, the overall needed time can be split
into 3 months for design process, 3 months for manufacturing and then an-
other month for the test. Therefore, in order to perform the very first silicon
test of the design, the one has to wait for 7 month in best-case and then has
to enter again into the same cycle for any optimization that has to be done in
the design. This long process time is evidently unacceptable at the industry
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Figure 3.7: The different steps in the process developpement of a technology
node in semi-conductor manufacturing industry. The SRAM SPICE model
cards reaches the final maturity when the silicon extracted bitcell figures
match with CAD results, both respecting the specifications for that given
technology node.

level. A design has to be efficiently characterized in advance, before perform-
ing any silicon test. This is done through the SPICE-level characterization,
which requires the use of accurate SPICE transistor model cards that has to
model on-silicon behavior of the transistor with highest accuracy, for a wide
range of supply voltage and temperature. Figure 3.7 illustrates the different
steps of the process development of a new technology node in the semicon-
ductor industry. The SPICE model card development starts as well with
the process development with tentative MOSFET model cards. When the
process reaches some low-but-sufficient maturity level, first silicon extracted
MOSFET models are delivered. SRAM transistors have different electrical
characteristics than the transistors used for other logic circuits, since they
are manufactured with more aggressive design rules. Therefore, particular
model cards are build for SRAM. In the process cycle, the delivery of SRAM
model cards can be assumed to be around the same time as the MOSFET
models. The one should note that the SPICE model cards reaches its matu-
rity well before the process reaches its final maturity, giving to the designers
the opportunity to perform SPICE characterizations independently of pro-
cess maturity level. An accurate SPICE-level characterization methodology
should take into consideration the large process variability and parasitic ef-
fects that exist on silicon. The accuracy of the characterization is directly
related to the accuracy and to the efficiency of the used methodology which
has to be validated on silicon. The SPICE-level design characterization rep-
resents therefore a very important step for the design optimization phase.
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The SRAM memory design starts at a bitcell level and the efficiency of
the bitcell design impacts directly the memory array design. In other words,
the memory array characteristic can be estimated within a given accuracy by
performing SPICE characterization of the bitcell that is used in the memory
array. The propagation of the delay across the memory circuit, the impact
of the peripheral circuitry and finally the large statistical variability limits
the estimation accuracy but the estimation remains sufficiently acceptable
if a solid methodology is used. A SRAM bitcell is commonly characterized
by its stability, its read and leakage currents and its response to the timing
requirements. The stability indicates the ability of the bitcell to be read from
and to be written into safely. The read current indicates the read-ability of
the bitcell representing the amount of current that flows from the bit-line
into the internal node during a read operation generating the required bit-
line voltage difference as described in section 3.5.2.1. The leakage current is
a critical parameter impacting the bitcell stability in the retention mode, i.e.
when the bitcell is not accessed, and its static power consumption [88]. The
timing requirements are mostly evaluated using a critical path or the full
memory array [89, 90], since they are meaningless at the bitcell level. The
write time indicating the minimum required time to toggle internal nodes of
bitcell during a write operation within a limited accuracy, since it does not
take into consideration the delay in the array.

A SRAM bitcell can be characterized in two ways. The Direct Cur-
rent (DC) analysis, or also called static, consists in using a quasi-static
approach, in which solutions are found assuming a quasi-infinite access to
the bitcell internal nodes. The Alternative Current (AC), or dynamic, anal-
ysis methodology involves the evolution of the WL pulse width, thus implies
solutions that are found on the time domain. The transient response of
the circuit evolves also with the parasitic capacitance and resistance of the
bitcell layout. The next subsections presents static and dynamic analysis
figure of merits. Although, silicon characterization equivalents for each fig-
ure of merit can be determined, this report mainly concentrates on SPICE
characterization and the following figure of merits are presented for SPICE
use.

3.5.1 SRAM Bitcell Static (DC) Analysis

Traditionally, the static analysis is the commonly used method for bitcell
characterization, either electrical or simulation. It consists in measuring the
design margins which quantify the ability of a particular bitcell to keep the
stored data or to toggle its content under DC conditions. The bitcell nodes
are supposed to be in one of these two stable states, 1 or 0, and then the
margins are calculated with respect to them. The WL signal is always ”on”
and has a infinite duration so that the analysis is called ”static”; the bitcell
is always accessed and there is no time-dependency. The failures occurring
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during a static analysis are defined as the static failures.
Two well-known figure of merits exist in literature for DC analysis: The

Static Noise Margin (SNM) [91] for read stability evaluation, measuring the
bitcell ability to keep its content while a read operation occurs and the
Write-Margin [92, 93] for measuring the ability of the bitcell to toggle its
content while a write operation occurs.

3.5.1.1 Static Noise Margin

The Static Noise Margin (SNM) is a standard measure of the bitcell
stability, which is disturbed during a read operation. SNM measures the
ability of the bitcell to keep the stored data against the read operation and it
consists in extracting the voltage transfer characteristics of the cross-coupled
inverters composing the bitcell. SNM is the minimum of two separately
quantified design margins on the two inverters: SNML and SNMR for the left
and right inverters respectively. SNML and SNMR are roughly correlated, a
large SNML corresponding in general to a small SNMR and vice-versa. SNM
simulation is performed with the bit-lines and the word-line held high. The
SNM voltage represents the maximum voltage which can be present, during
the read operation, on either one of the internal nodes without causing a
content toggle.

Figure 3.8: The 6T-bitcell schematic for SNM simulation. Two separate
noise voltage sources VnL and VnR are connected to the bitcell internal
nodes.

The SNM of a given bitcell is measured by connecting two voltage sources
to each internal nodes, as shown in figure 3.8. The applied bias voltage
Vn is then swept from 0V to the supply voltage Vdd and the voltage at
the opposite internal node is measured. The same procedure is repeated
for the opposite internal node. The Voltage Transfer Function (VTC) for
each inverter is drawn in the same plot forming the ”butterfly curve”, as
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illustrated in 3.9. Then the SNML and the SNMR are defined as the largest
squares that can be fitted within each of the two loops of the ”butterfly
curve” and the final SNM of a given bitcell is the minimum of these two
squares. There are three possible bitcell states: 1, 0 or the cell metastable
point which is illustrated by the three crossover points in figure 3.9.a. Figure
3.9.a shows the butterfly curve for a nominal bitcell without the presence
of the variability, in which the SNM squares within each loop are equal and
the crossover point between the two curves has same x and y axis value,
since the inverters are symmetric. Figure 3.9.b shows the butterfly curve
for a bitcell under variability, in which the loops are unbalanced and the
SNML is much larger than the SNMR. Figure 3.9.c shows the evaluation of
the inverter VTCs under a large process variability.

3.5.1.2 Write Margin

The Write Margin (WM) test tells how hard is to write into the bitcell.
This work uses Bit-Line Margin (BLM) [94] method for SPICE simulations,
which is illustrated in figure 3.10 for a given bitcell storing ’0’ in node L.
The BLR voltage is swept from VDD and 0 while the WL and the BLL are
held ”on”, the WM is defined as the BLR voltage at which the internal node
toggle occurs. As for SNM, the same procedure is repeated at the opposite
internal node, holding BLR at ’1’ and sweeping BLL from VDD to 0. The
final WM is the minimum of these two separately quantified WMs.

Other WM measurement methods exist in the literature: Write Static
Noise Margin (WSNM) [95] method is based on drawing dc characteristics of
the cross-coupled inverters in form of a butterfly curve as for the SNM test.
World-line Margin (WLM) [96] consist in detecting the write step by ap-
plying a voltage sweep on Word-Line instead of bit-line and monitoring the
internal node voltage. Combined World-Line Margin(CWLM) [97] consists
in combining the bit-line and word-line voltage sweeps. In each method, the
test is repeated for both internal nodes as in the SNM test and the final WM
value of the bitcell is the minimum of the two separately measured WM. The
BLM method is sufficiently accurate in SPICE, however the CWLM method
is more reliable for silicon measurements. In CWLM, the final margin value
is given by the WL signal, which is the gate signal of the access transis-
tors. Therefore, the CWLM method gives a linear dependence between the
WM and Vth of the access transistor, which is almost non-varying during
measurements, allowing an efficient quantification of the effects of process
variation and operating environment (temperature, power supply voltage).

3.5.2 SRAM Bitcell Dynamic Analysis

With the increase in the processor’s speed, which goes upto few GHz
in today’s SoCs, SRAM operating frequency had to increase relative to the
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Figure 3.9: The butterfly curve illustrating VTCs of two cross-coupled in-
verters. a)VTC of nominal and balanced bitcell without statistical variabil-
ity b)VTCs of a bitcell under statistical variability c)The spread of VTCs
under a large statistical variability.
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Figure 3.10: The WM SPICE simulation waveforms for a bitcell initially
storing ’0’ in the node L. The BLR is swept from Vdd to 0V while BLL
and WL are held at ”1”. The WM is the BLR voltage at which the internal
node toggle occurs.

processor speed. High-Speed (HS) SRAM arrays have become requirements
to offer good functionality at very short WL pulse. At high-frequency op-
erations, a static test might not be enough accurate, since the mechanisms
behind the static and dynamic failures and the required design optimiza-
tions are different. The dynamic SRAM Bitcell analysis is performed with
a finite duration WL pulse, or with successive finite WL pulses. The mech-
anisms behind the bitcell failures may therefore evolve with respect to the
WL duration and the retention time between successive pulses. The failures
occurring under dynamic conditions are defined as the dynamic failures.

Static analysis of an SRAM bitcell features only two stable states, the
first with an internal node being close to Vdd and the other node close to
ground and the second vice versa. Any bitcell at rest is supposed to be
in one of these two states. At high-frequency, successive operations might
take place [98] on the same bitcell and the internal nodes may not have
the required time between successive operations to reach their stable states.
Therefore the bitcell cannot any more be supposed to start its operations
at rest. The finite pulse duration of the Word-Line (WL) limits the time
available to access a bitcell and thus makes it harder to write, but also
harder to toggle it during reading, with respect to the static case. The
bitcell parasitic capacitance and resistance, which are a function of the bitcell
layout and of the column and row architectures, also slow down any changes
in the bitcell content. The dynamic stability depends thus on the device
variability, on the operating frequency, on the bitcell layout, on the memory
row and column architectures, and, finally, on the access history of each
bitcell. Therefore, new figure of merits have to be introduced to include
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not only the WL pulse length dependency, but also parasitic capacitances
impacting bitcell performance and speed.

3.5.2.1 Read-Ability

In contrast to the static analysis, in dynamic analysis, the stability of a
given bitcell is not the main concern during a read operation. The content
toggle during the read operation is less critical if the WL pulse is relatively
short, so that the time during which the internal nodes are accessed is not
sufficiently long enough to cause a non-desired toggle. However, this short
time might cause a non-successful read of the bitcell content, if the required
voltage difference between bit-lines is not reached. In this work, it is assumed
that the read operation is performed through sensing and the required volt-
age difference is henceforth called as the SAoffset, indicating the minimum
required voltage difference to activate SA. Figure 3.11 illustrates the RA test
in which the figure of merit is defined as follows: The BLs voltage difference
∆VBL=VBLR-VBLL is extracted at the end of WL pulse. A RA failure is
detected if ∆VBL is less than SAoffset. It has to be noted that if for some
reason a read-stability error occurs during the RA test, ∆VBL at the end of
the WL pulse would be negative, thus less than SAoffset, and the stability
error can be captured. In a read operation, the discharge of a BL is slowed
down due to the parasitic capacitance of other bitcells in the column which
share thus the same BLs.

Figure 3.11: The Read-Ability (RA) extraction example for a bitcell initially
storing ’0’ in the node L. The BLL voltage, VBLL, is discharged during the
read. For a successful read, the voltage difference between BLL and BLR
has to be equal or larger than the SAoffset at the end of the WL pulse.

3.5.2.2 Write-Ability

The failures during the write operation are considered as minor concern
in the static analysis, since the infinitely long WL pulse helps writing into
the bitcell. This is not always true in dynamic analysis, since the WL pulse
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width is inversely proportional to the operating frequency. Furthermore, for
a successful write operation, the internal nodes toggle during the WL pulse
may not sufficient. After the toggle, a sufficiently enough voltage difference
between the internal nodes has also to be reached to ensure that the internal
nodes state remain stable state and a non desired toggle would not occur
before or during the upcoming operation. Figure 3.12 illustrates a success-
ful write operation in a bitcell initially storing ’1’ in the node L. Figure
3.13 illustrates the internal node voltage waveforms of the another bitcell
occurred as a consequence of variability. The internal nodes L and R volt-
ages, VL and VR respectively, do not reach low and high logic level voltages
before the tmeasure leading later to a non-desired toggle. The figure of merit
for the WA test is defined as follows: The internal node voltage difference
∆VN=VR-VL is extracted at tmeasure. The value of tmeasure depends on the
timing requirements. A WA failure occurs if ∆VN is less than a given per-
centage p of Vdd. The value of p is assumed to be between 50-80% yielding
in a parameter-dependent figure of merit. The value of p and its impact on
the failure estimation is investigated later in this report in section 4.4. A
write failure that might be caused by the non-toggle of the bitcell internal
nodes within the WL pulse would be also captured, since in that case ∆VN
will be negative, thus less than p*Vdd.

Figure 3.12: The Write-Ability (WA) test for a bitcell initially storing ’1’ in
the node L. The voltage difference between internal nodes has to be equal
or larger than the threshold value p*Vdd at the end of the write operation.
The time at which the test is performed, tmeasure depends on the timing
requirements, for exemple, in a aggressive high-frequency test, tmeasure is
equal to the twice WL pulse width.

3.5.2.3 Multiple-Pulse Analysis and Figure of Merits

In real-world SRAM operations, a bitcell usually might go through a
series of operations. Some particular combinations may actually introduce
failures that would not be captured if only single WL pulse was used. Con-
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Figure 3.13: The Write-Ability (WA) failure for a bitcell initially storing ’1’
in the node L. The voltage difference between internal nodes at tmeasure is
not large enough at the end of the WL pulse and the content is lost.

sidering high-frequency memory operating conditions, a given bitcell may
be accessed for successive reads. This multiple access in a short time space
can affect the bitcell internal nodes stability. A bitcell that is stable enough
to withstand one read operation, might actually fail after two or more suc-
cessive read operations [98] [79]. Figure 3.14 illustrates the internal node
voltages waveform of a given bitcell during multiple read access, in which a
read stability failure occurs after the second consecutive read. The Read-
After-Read (RaR) figure of merit consists in performing an RA test after
each new WL pulse. The RaR failures in a given bitcell might evolve with
the number of successive WL pulses and with their period.

Figure 3.14: The bitcell internal nodes voltage waveforms leading to read-
stability failure during multiple read access. A first read (RD1) is success-
fully performed, but the non stable states of the internal nodes at the begin-
ing of the second read (RD2) lead the bitcell to a stability failure (internal
nodes toggle).

During consecutive access to SRAM bitcell, a read operation may follow a
write operation. Considering a bitcell that struggles in having stable internal
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node states after a write operation, an upcoming read operation may either
help or hinder the completion of write depending on the mismatch present
in the bitcell. These two possible scenarios are illustrated in figure 3.15 as
obtained from two different Monte Carlo simulations runs. In both scenarios,
the first WL pulse is a write 0 into the node ’L’. In figure 3.15.a, the node
R voltage did not reach Vdd within the WL period, thus the state of R is
not stable at the arrival of RD WL Pulse. The pre-charged bit-lines lead to
a current flow from BLR to R helping the node R to be pulled-up to Vdd.
In figure 3.15.b, the internal nodes state is far from being stable and the
upcoming read, thus the current flow into the bitcell internal nodes, causes
a read stability failure. The read-after-write (RaW) figure of merit consist
in performing a read-ability test after the read operation. If a read-ability
failure is detected, the failure may be caused by the write as well as from
the read operation.

Figure 3.15: The bitcell internal nodes voltage waveform during read after
write operations. a) The read helps to the completion of the node R thus
no fail occurs. b) The non stable-states of the intenal nodes lead to read
stability failure during the read.

If a write operation takes place after a read operation, the initial con-
dition of the bitcell cannot be assumed to be one of its stable states and
in general this helps the write operation [98] and is therefore generally dis-
carded from the dynamic analysis.
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3.6 6T-SRAM Bitcell Failure Mechanisms

A nominal bitcell must be designed in such a way that it is immune to
static and dynamic failures to withstand the effect of variability. The simpli-
fied variability space model can be used to study efficiently different bitcell
failures, since bitcells failing under a given criterion can be represented by a
particular zone in the variability space. Figure 3.16 illustrates the concept
of failure zone in the variability space, for the inverter of figure 3.6, in that
one adds a figure of merit deciding about the failure criteria. The failures
zones represents the zones of the variability space in which the amount of
Vth variations in T1 and T2 cause the inverter to fail. Considering a switch-
ing error, i.e. the inverter is not able to invert its input, a failure occur if the
balance in the NMOS-PMOS pair is broken down. In other words, failures
might occur when the Vth variations result in fast PMOS-slow NMOS or
slow NMOS-fast PMOS couples. These zones are illustrated by F 0 and F 1,
respectively. The real-life inverters are modeled using the simple variability
space model through the generation of the inverters I1, I2, I3, I4, who are all
variants of the nominal inverter I0. In this example, the inverters I1 and I4
occur in the failure zones F 0 and F 1, respectively, whereas I2 and I3 occur
in the safe zone of the variability space, and do not fail.

Figure 3.16: The 2-Dimension variabilty space of an inverter formed by T1
and T2, with two failure zones F 0 and F 1 caused by the mismatch beween
T0 and T1. I0 represents the nominal inverter without the variability. I1 and
I4 represent the variants of I0 occuring in the failure zones of the variability
space, whereas I2 and I3 occur close to the failur zones but they are still in
the safe zone of the variability space.

For a 6T SRAM bitcell and its 6D variability space, the number of fail-
ure zones is related to the design choices and to the operating conditions.
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The mismatch combination yielding to a particular bitcell failing under a
given criterion is tied in this work to some failure mechanism. SRAM bitcell
failure mechanisms are largely dependent on the WL pulse width, since the
latter determines the amount of the time during which the bitcell internal
nodes remain connected to the bit-lines; this connexion generating a current
flow that impacts internal nodes. Mainly, the failure mechanism under the
long World-Line pulse are associated to static failures and the failure mecha-
nisms under a short world-line pulse memory operations are associated with
dynamic failures.

The read-related failure mechanisms are strongly dependent on the WL
pulse width. Considering a long WL pulse, the bitcell internal nodes remain
connected to the bit-lines during significantly long time and this represents
a worst-case scenario for read stability failures, since the bit-lines are pre-
charged to high-logic level before the read operations and the large access
time to the internal nodes may cause an unwanted amount of BL discharge.
If this amount of voltage that is discharged from BL is sufficiently high to
toggle internal nodes, a read-stability failure occurs. The read-stability fail-
ures are triggered by the mismatch combination associated to fast (strong)
NMOS and slow (weak) PMOS pair. Considering the particular bitcell illus-
trated in figure 3.17, the presence of variability resulting in a fast NMOS and
slow PMOS devices, the read stability failure mechanism is as follows: The
fast PG1 discharges the bit-line leading to a voltage increase in the node L.
This voltage increases strengthens the initially-fast NMOS PD2 drivability
and weakens the initially-slow PMOS PU2, leading the bitcell to struggle to
keep high-logic level in the node R, and, if the node L voltage is sufficiently
high, the cross-coupled inverter system toggles causing a loss of the stored
bit. The current flow in the bitcell causing a read stability failure is illus-
trated in figure 3.17 via blue arrows. The arrows sizes are proportional to
the amount of the current flows across the device. Overall, a bitcell with a
fast-NMOS and slow-PMOS pair due to the variability is highly vulnerable
to the read stability failures, in particular under long world-line pulse. Un-
der a short WL pulse, the read-stability of a given bitcell is not anymore
the first concern, since there is much less time available to disturb internal
node states [99] [100]. On the other hand, this short WL duration limits the
time for the bit-lines to reach the required voltage difference to complete the
read operation, causing a read-ability failure. Considering again the bitcell
of figure 3.17, a read-ability failure occurs if the PG1 (the device on duty of
discharging the BLL) is too slow, therefore the voltage difference between
BLL and BLR do not reach the required level within the WL pulse. The
current flow of this failure mechanism is also illustrated in figure 3.17 via
the orange arrow.

A write failure in 6T SRAM bitcell occurs if the bitcell content can not
be successfully flipped within the timing requirements. This can be caused
by a non-toggle of the internal nodes within the WL pulse and the under-
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Figure 3.17: The current flow in a bitcell during a read operation causing
a stability (blue arrows) and read-ability (orange arrows) failures. Arrows
sizes are proportional to the amount of current flows across the device.
reached.

lying mechanism is called as write discharge failure. Considering the bitcell
illustrated in figure 3.18, a discharge failure may occur if the bitcell has a
fast PU2 and slow PG2 pair. The underlying mechanism is as follows: The
slow PG2 struggles to discharge the high-logic level of node R to the BLR,
whereas the fast PU2 keeps ”pulling-up” the node R to VDD, preventing
the internal node toggle. The current flow in a bitcell leading to a write
discharge failure is illustrated in figure 3.18 via blue arrows. Discharge fail-
ures are directly related to the strength ratio between pull-up and pass-gate
devices.

Figure 3.18: The current flow during a write operation causing a discharge
failure (blue arrows) and completion failure (orange arrows). Arrows sizes
are proportional to the amount of current flowing across the device.

A short world-line pulse raises the write complexity, since the internal
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nodes state evolves with respect to the WL pulse width and to the time left
between two successive memory operations. Therefore the write operation
is highly concerned by the WL pulse width and the period. As already
mentioned in section 3.5.2.2, the concern is not only for the non-toggling of
the bitcell content, but also for not having the internal nodes at their stable
states within the required time space, even if the toggle occurs within the
WL pulse. This failure mechanism is generated by a lack of sufficient voltage
difference between the internal nodes at the end of the write operation.
This lack of voltage leaves the bitcell with non-stable internal node which
presents a high risk for content lost during the upcoming WL pulses. The
failure is caused by a slow PMOS device on the side of the internal node
initially storing ’0’ and called as completion failure. Considering the bitcell
illustrated in figure 3.18 initially storing ’0’ in the node L, a write completion
failure occurs after the internal nodes toggle if the PU1 struggles to ”pull-
up” the node L to the VDD, leaving the bitcell internal nodes in a non-stable
state at the end of the write operation which may lead the internal nodes
towards a second toggle before, or during, the upcoming WL pulse causing
the lost of the previously written content. The current flow that might lead
to a completion failure is illustrated in figure 3.18 via orange arrows.

The mechanisms behind the write discharge and read stability failures
are opposite in terms of mismatch between NMOS and PMOS. A particu-
lar bitcell being vulnerable to read-stability failures due to the presence of
variability, has a high immunity to write discharge failures and vice-versa.
For long WL pulse memory operations, considering a bitcell design that is
well-balanced for DC conditions, the write failures are less critical then the
read stability failures, since the long ”access time” to the internal nodes
helps the write operation, therefore, most of the bitcell designs are read-
optimized. Write-Assist techniques are also commonly used to improve the
write-ability of the bitcell [101], allowing for larger read margins in the bitcell
design.

The leakage failures occur when the WL signal is off, i.e. the bitcell is in a
retention mode and there is no access to the internal nodes. The immunity
of a bitcell to leakage failures is degraded with longer ”retention” mode.
The leakage failures are not seen as a first-order impact of the statistical
variability, since they are not triggered by mismatch, but by the systematic
variability. The leakage current in a given transistor increases with the
decrease of Vth, therefore an SRAM having fast-NMOS and fast-PMOS
devices represent higher concern against leakage failures. The increase in
the temperature is another factor that increases the leakage current.

As mentioned in 3.5.2.3, successive WL pulses can occur during memory
operations and this can lead the bitcell to failures, even if the first opera-
tion had ended successfully. The failure mechanism analysis in successive
operations is more complex compared to the single-WL pulse analysis, since
failures depend strongly on the internal nodes state before and after each
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WL pulse. The evolution of the internal nodes state depends on the type
of the operation that succeeds the previous operation, the time left between
these successive operations, and, finally, the column and row architecture,
thus the capacitive coupling that affects the bitcell. The failure mechanisms,
which would be one of the mechanisms that are discussed for single-WL
pulse analysis, might also change with respect to the number of successive
operations.

3.7 The Minimum Operating Voltage Vmin

On the top of all characteristics, there lies the minimum operating volt-
age Vmin indicating the minimum possible supply voltage under which the
memory array remains functional, which means that there is no content lost
with a sufficiently high read current during a read operation and the bitcell
is able to toggle its internal nodes during the write operation. The partic-
ularity in the Vmin evaluation is that it can be calculated with respect to
different dynamic or static figure of merits. Moreover, the large amount of
bitcells in an SRAM array yields in a large Vmin distribution. The spread of
the Vmin variation across a memory array is directly related to the array size
and the resulting distribution wander away from the known distribution laws
for larger memory sizes. Therefore, the Vmin is strongly dependent on the
design specifications as the memory cut size, the maximum and minimum
operating temperatures, the operating frequency etc.

Since the bitcell Vmin is direct contributor of the memory array power
consumption and the SRAM is biggest contributor for the overall chip power
consumption, a huge interest has been shown for lowering Vmin. A way for
lowering Vmin is to design new bitcell architectures using an increased num-
ber of transistors as it is already discussed in section 3.2, which enlarge
on the other hand the bitcell footprint. Adding read and write assist cir-
cuitry [100] is another efficient way for Vmin improvement, but again in
trade-off with area penalty. In advanced technology nodes, the body bi-
asing techniques are also used for adjusting the balance between the read
and write operations via adjusting NMOS and PMOS transistors strength
ratio. Although the body-biasing benefits in conventional bulk technologies
are limited by device physics, it is very efficient for design-level Vmin opti-
mization in FDSOI technology thanks to the use of buried oxide under the
thin silicon film allowing the device body to act as a second gate and to
change transitor flavor.

The variability in an SRAM array including more than billions of tran-
sistors leads to a very large statistical distributions of SRAM failures. [102].
Therefore the Vmin of that given array, which represents the Vmin of a
particular bitcell in that array having the worse immunity against bitcell
failures, is impacted dramatically by the large variability. The Vmin mea-
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surement is by nature possible only with a mature manufacturing process,
since it requires measurements on a very large amount of dies to have a
statistical validity. This is possible only if the manufacturing yield is high
enough to allow functionality of a memory cut containing millions of bit-
cells on a statistical set of dies. However, the design starts well in advance
with respect to the time in which manufacturing reaches such a maturity.
An accurate estimate of the Vmin using SPICE models plays a very criti-
cal role, since it allows designers to discover the weakness and the limits of
their designs at CAD level. Such an anticipated design optimization process
helps to cut overall production cost, allowing the designers to optimize and
enhance their designs before being able to perform silicon tests, i.e. saving
time and money.

The Vmin modeling and the accuracy of modeling methodology have be-
come therefore key factors during the design optimization. For large memory
arrays, the Vmin modeling consists in modeling of very rare events which
occur with very small probabilities (< 10−9) and thus requires the use of
advanced statistical analysis. A sufficiently high modeling accuracy is cru-
cial for efficient design optimization, since the Vmin represents the minimum
safe supply voltage value below which the memory array lose its functional-
ity. The next chapter presents investigations on the variability-related Vmin

limitations of SRAM bitcells. An improvement of the existing modeling
methodology for static Vmin as well as a novel modeling methodology for
more complex dynamic Vmin are both presented.
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Chapter 4

SRAM Bitcell Variability
Space Modeling for Vmin
Estimation

This chapter presents two different SPICE simulation methodologies for
the modeling of the SRAM bitcell minimum operating voltage Vmin. First,
an existing SRAM static design margin modeling methodology based on
Monte Carlo simulations is presented. The methodology is improved in or-
der to increase the modeling accuracy at distribution tail. Secondly, a smart
algorithm that is based on hypersherical surfaces and simplified bitcell vari-
ability space analysis is presented. The proposed methodology is first tested
for SRAM bitcells operating under transient conditions. The key advantage
is stated as the efficiency in extracting the underlying mismatch mechanisms
behind failures that limit SRAM bitcell Vmin and their dependencies on the
operating conditions. Silicon measurements are used to validate both mod-
eling methodologies at different technology nodes. Finally, the knowledge
acquired about Vmin-limiting mismatch mechanisms is used for optimiza-
tion of SRAM bitcell usage during the 28nm UTBB FD-SOI technology
development.

4.1 Bitcell Variability Space Modeling using Monte
Carlo SPICE simulations

For an efficient SRAM design optimization at SPICE-level, as a ultimate
condition, the bitcell variability space has to be sufficiently accurate such
that it gives a realistic image of the real-life manufactured SRAMs. In
the same time, this variability space has to be reproducible with a feasible
computing and time cost. The term ”design optimization” can be therefore
used, only if these two conditions are satisfied. This is done by adding the
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systematic variability into the SPICE transistor model cards through the
use of ”process corners”, which describes the models of 5 particular points
of the process variability space; 4 process corners Slow-Slow (SS), Fast-Fast
(FF), Slow-Fast (SF) and Fast-Slow (FS) as already mentioned in section
3.4, plus the typical (TT) process. At each process corner, the random
variability is modeled by normally distributing the device threshold voltage
(Vth), since the overall impact of the different random variability sources
results in a Gaussian-like Vth distribution [103], within a certain accuracy.
The standard deviation of the Vth distribution, denoted as σV th, read as:

σV th =
AV t√
LW

where L and W are the channel length and width respectively, AV t is a
technology dependent mismatch constant that varies roughly linearly with
the technology node length. The variability in V th increases therefore with
the device scaling at each new technology node.

The Monte-Carlo simulation method [104] is a widely used technique for
the modeling and the analysis of correlated and uncorrelated variations in
analog and digital integrated circuits. The Monte-Carlo method is known
as a broad class of computational algorithms that rely on repeated ran-
dom sampling to obtain numerical estimation of the occurrence probability
of a given phenomenon; typically running so-called randomized simulations
many times over allowing one to obtain the unknown distribution of an ob-
servable. The algorithms are often used in physical and mathematical prob-
lems and are most useful when it is difficult or infeasible to solve a problem
analytically, or to solve it with a deterministic algorithm. In an ideal world,
an accurate SRAM bitcell analysis would require the same number of Monte
Carlo runs as the number of bitcells in the SRAM array, and then iterating
the same several times to average out the results reducing the statistical
error which decreases with the total number of total runs.

A Monte Carlo estimation X̂ of the random variable X, is represented by
a confidence interval Z and an error percentage ε. It read as

P (X = X̂) = X ∈
[
X̂− εX̂, X̂ + εX̂

]
= Z

The relation between the number of needed iterations, NMC , and the
targeted occurrence probability, p, with the desired confidence interval Z
and the error percentage ε is determined as:

NMC =

(
Zλ
ε

)2 (1− p)
p

(4.1)

where Zλ represents the equivalent standard deviation allowing to cover
λ% of estimates around the estimated value assuming that the estimation
itself follows a normal distribution; the normal distribution law is described
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in detail later in this chapter. The confidence interval is usually set as
Z =95%, which gives a Zλ equal to ±1.96 normalized standard deviation. In
other words, 95% of confidence interval with 10% of error percentage for the
estimate of a random variable X means the following :

P (X = X̂) = X ∈
[
X̂− 0.1X̂, X̂ + 0.1X̂

]
= 0.95

Therefore using equation (4.1) and considering a targeted p=1.10−5, with
95% confidence interval and 10% error percentage, approximately 38.106 it-
erations have to be run. This very large number of iterations is not feasible
on an industrial basis due to the time cost. On the other hand, a limited
number of Monte Carlo runs is enough to extract fist two moment: the mean
µ and the standard deviation σ of the unknown distribution. Theses infor-
mations are sufficient to estimate tail values, i.e. low probability occurrence,
assuming that the unknown distribution fits well a normal distribution. Fig-
ure 4.1 illustrates the probability density function of the normal distribution
with µ=0 and σ=1, which is known as the ”bell-shaped curve”. The curve
is centered on the mean value µ, which is also the value with the highest
occurrence probability. The left and right tails are symmetric and the area
under the bell curve limited by a given number of sigmas on both sides of
µ is the probability that the random variables assume a value lying in that
interval. For example, the 68.2% of values around the mean in a given nor-
mally distributed set are lying between ±1σ. The ratio between the area
under bell curve limited by ±n*σ and the overall area under the bell curve
is given by

erf

(
n√
2

)
(4.2)

where erf is the error function [105].
A designer may need to estimate the worst-case value of a given bitcell

metric under a given process corner, voltage and temperature (PVT) con-
ditions in order to check the design compliance with its specifications. If
the metric under test is the bitcell read current, denoted as Icell, figure 4.2
illustrates the Icell probability density function (PDF) of the 40nm Single-
Port High-Density bitcell obtained with 4096 Monte Carlo simulations at
typical corners and 27 ◦C, using ST Microelectronics SPICE model cards.
The red straight line represents the normal curve drawn using the mean and
the standard deviation of the simulation results, showing a reasonable fit
for the read current variability under this conditions. The mean of the Icell
distribution is simulated as 15.6µA and the variability results in worst-case
tail values (leftmost tail) less than 10µA, or a value that is ≈ 3σ far from the
mean. This confirms that the distribution is nearly normal. Considering a
4Kb of SRAM cut and a normal-like distribution for a given figure of merit,
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Figure 4.1: Probability Density Function of a normally distributed values
with mean 0 and standard deviation 1: The dark blue area is less than
one standard deviation away from the mean and accounts for 68.2% of the
values, while two standard deviations from the mean (medium and dark
blue) account for 95.4%, and three standard deviations (light, medium, and
dark blue) account for 99.7%.

Figure 4.2: Probability Density Function (blue bars) of the Single Port High
Density Bitcell Read Current in 40nm node obtained with 4096 Monte Carlo
runs performed using typical SPICE process corners at 27 ◦C. The straight
red line represents the normal distribution curve drawn using the mean and
standard deviation of the simulation results.

the worse case bitcells that occur at left and right symmetric tails of the
distribution have both an occurrence probability of

2

4000
=

1

2000
.

One of these bitcells occurs in fact at the best-case tail so that it does not
represent any concern. The distance between the mean and the other bitcell
that is at the worse-case tail can be therefore calculated from equation (4.2)
as:

n =
√

2erf−1(1− 1

2000
) = 3.49σ.
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The table 4.1 presents the equivalent number of sigma (n) distance from the
mean that is needed to reach worse-case tail values for a given SRAM cut
size assuming a normal-like figure of merit distribution.

cut size erf
(
n√
2

)
n

4Kb 0.99951172 3.49
8Kb 0.99975586 3.67
16Kb 0.99987793 3.84
32Kb 0.99993896 4.01
64Kb 0.99996948 4.17
128Kb 0.99998474 4.32
256Kb 0.99999237 4.48
512Kb 0.99999619 4.62
1Mb 0.99999809 4.76
2Mb 0.99999905 4.90
4Mb 0.99999952 5.04
8Mb 0.99999976 5.17
16Mb 0.99999988 5.29

Table 4.1: The number of sigma vs. covered area under the bell-shaped
normal distribution curve.

However, in advanced technology nodes, attempting to fit the distribu-
tion metric with a basic normal fit may lead to a significant estimation error,
especially for large memory arrays containing billions of transistors. Al-
though it is a common approach to assume that SRAM bitcell performance
and stability metrics follow normal distribution law, the large variability im-
pact may results in particular distributions that follow the normal law up to
few σ, but the occurrence probability of the tail values may deviate from the
normal law. This fact represents a very high risk in SRAM analysis, since
the bitcells occurring at the distribution tail are the ones who limit the good
functionality of an SRAM array and they therefore have to be known with
an admissible accuracy during the design optimization.

As previously mentioned in section 3.5.1, the Static Noise Margin (SNM)
is one of the decisive metric indicating the bitcell stability during a read op-
eration, and described as the minimum of two separately quantified margins
performed for both inverters forming the SRAM bitcell. Figure 4.3 presents
PDF of SNM measurements that has been performed for the process mon-
itoring database of Single-Port High-Density (SPHD) bitcell in 45nm tech-
nology node. 105 dies has been measured across multiple wafers and lots
giving a very realistic image of the variability impact at industrial level
manufacturing. The first two distributions show the measurements of the
separately measured SNML and SNMR, and the third one illustrates SNM,
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which is the the minimum of SNML and SNRM in measurements. SNML
and SNMR distribution follow normal law and they are roughly correlated,
but the SNM distribution has a longer leftmost tail, and a smaller mean
and standard deviation. The cross symbols represent the minimum and
maximum SNM results obtained with 105 Monte Carlo simulations showing
the good accuracy of ST Microelectronics SPICE model cards. The results
obtained with a Fast-Monte Carlo extension [106] plugged on the same sim-
ulator are also shown (triangles) confirming the good accuracy of model
cards.

Figure 4.3: Probability Density Function (bars) of SNML, SNMR and SNM
margins, as obtained from approximately 105 measurements at nominal Vdd
and ambient temperature on Single-Port, High-Density bitcell manufactured
in C45. Minimum and maximum SNM results for 105 Monte Carlo simu-
lations are also presented, for a standard simulator (crosses) and fast MC
extension (triangles).

Figure 4.4 presents the same PDF of SNM measurements, but in a log-
scale. The die distribution follows the normal law only until approximately
-4σ, while farther samples have a much higher probability than the extrap-
olated values. A larger standard deviation would be needed to fit the dis-
tribution tail. Figure 4.4 presents an additional normal curve (large-sigma
line), that has mean µSNM and standard deviation
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σLS =

(
σSNM + σSNML(R)

)
2

(4.3)

Using the large-sigma method, the estimation error at left-most tail, which is
the interested region, is significantly reduced. Therefore, the proposed large-
sigma method has to be applied to increase modeling accuracy of SRAM
static design margins for large memory cuts, i.e. for cut sizes in which the
distribution tail modeling requires investigations of further samples than 4σ
variations. It is worth to say that the large-sigma method is also valid for
Write-Margin modeling, since the latter is also determined as the minimum
of separately quantified margins (section 3.5.1) and represents the same
statistical variability dynamics.

Figure 4.4: Same SNM measurements probability density function as in
figure 4.3, presented in log-scale (bars). CAD results with the Gaussian
approximation (crosses) and the large-sigma model for tail estimation (red
line) are also shown.

The term ”yield loss” is a commonly used term in semiconductor manu-
facturing indicating the fraction of the number of manufactured chips that
do not respect the design specifications, in particular at worst case PVTs
of the test metric. The supply voltage reduction trend to reduce power
consumption of SRAM circuits has resulted in new yield loss category that
is named as voltage induced yield loss or Vmin induced yield loss [73]. In
the following section, the static Vmin modeling methodology based on the
proposed large-sigma method for silicon Vmin prediction at industrial level
manufacturing.
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4.2 SRAM Static Vmin Analysis

4.2.1 6T Bitcells Static Vmin Measurements and SPICEMod-
eling Results

Vmin measurements have been performed on a particular corner lot that
has been manufactured in C40 technology by intentionally skewing the pro-
cess centering from the typical process, to yield FS, SF, SS and FF corners.
Two memory cuts of 5Mb Single-Port, REGister (SPREG) and 5Mb SPHD
memories have been manufactured on all process corners. The Marinescu
test algorithm [107] is used to measure Vmin with respect to low-frequency
write and read operations on 60 dies at each corner, at ambient temperature.
In this work, the target Vmin value is set as the supply voltage Vdd at which a
given SRAM has 95% of Vmin yield, and denoted as Vmin@95%. The 5% of
yield less is seen as acceptable considering that the Vmin is estimated on the
worst-case process corner, which represents a 3-σ deviation from the typical
process.

Figure 4.5 presents the Cumulative Distribution Functions (CDF) of the
Vmin measurements for each process corner. Due to the confidentiality, the
measurement results are published in this report with arbitrary units. The
ultimate value for each CDF is the Vdd at which 95% of yield (solid line)
is reached. The bitcell Vmin@95% is the maximum over all process corners
Vmin@95%. The variation in Vmin across different process corners gives
us information about the limiting bitcell operation, which can be either
write (SF as worse-case corner) or read (FS as worse-case process corner)
depending on how the bitcell was designed and which failure mechanism is
dominant (section 3.6). Figure 4.5 shows that the highest Vmin is obtained
at SF process corner, indicating that both bitcells are write-limited. The
spread of Vmin across the different process corners differs between SPREG
and SPHD, but for both bitcells, the best Vmin is obtained at FF process
corner. For SPHD bitcell, which is the bitcell with the smallest devices
and thus the largest variability, the results indicate that the local variability
overwhelms the process variations, since the spread of Vmin across different
process corners is narrower than the spread at a single corner. This finding
confirms that the random variations may become much critical than the
systematic variation for aggressively scaled transistors.

The bitcell Vmin@95% has been modeled in simulations with respect
to read and write static fails. The existing SPICE model cards have been
aligned preliminarily to the measured threshold voltages of the processed
corners. Figure 4.6 (a) present the saturation threshold voltage of the so-
manufactured NMOS and PMOS devices (averages over 50 devices). The
spice model corners have been manually skewed in order to be aligned to
these values. The good agreement between CAD models and silicon data
across the corners was validated by comparing the average Icell value for
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Figure 4.5: Cumulative distribution functions of the measured Vmin (mea-
sured yield) versus the operating voltage for a) Single-Port Register b)
Single-Port High-Density bitcells manufactured in C40 technology. Vmin@95
is the Vdd at which one has 95% of yield (solid line). The two graphs have
a common voltage scale.

each corner, as shown in Figure 4.6 (b).
The read and write operation Vmin are separately calculated using SNM

and WM tests (section 3.5.1), respectively, and the final bitcell Vmin is the
maximum of these two. Both SNM and WM distributions tails are modeled
using the proposed large-sigma method. The modeling methodology is used
as follows: MC simulations are performed at 25 ◦C with STMicroelectronics
C040 SPICE models. The first two moments (µ and σ) of the SNM and WM
distributions are extracted together with the second moment of the half-cell
distribution (left or right inverter). σLS is calculated as in (4.3), and use to
estimate the margin distribution. It is easy to use table 4.1 to obtain the
probability of a fail, i.e. if a margin distribution is normal, and the µ/σ
ratio is 4.9, the average fail probability is one over 2Mb. However, this does
not mean that, if one manufactures cuts of 2Mb, all cuts will contain one
fail. The number of fails per cuts will instead follow a Poisson distribution,
which is taken into account in the existing model to estimate the final yield
of a given a memory cut size.

Figure 4.7 presents the Cumulative Distribution Functions (CDF) of
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Figure 4.6: a) CAD threshold voltage alignment (empty symbols) with re-
spect to the silicon (filled symbols) measurements at each process corners
for pull-down and pull-up transistors. b) Aligned-CAD (empty symbols) vs.
Silicon (filled symbols) bitcell average Icell.

the modeled Vmin at each process corner for two bitcells. The same Vdd
grid spacing as in figure 4.5 is used. For all bitcells under evaluation, the
simulation results show that the highest Vmin is obtained at SF process
corner. This is in good agreement with the previous considerations based
on the experimental data, showing that all bitcells are write-limited. The
best Vmin is obtained at FS process corner for SPREG and SPHD bitcells,
which is evidently a consequence of the design architectural choices, in other
words those bitcells are read-optimized. It has be noted that the spread of
Vmin across the different process corners differs in some cases from the CAD
results.

Figure 4.8 summarizes the comparison between CAD-based modeling
and measurements at each process corner. The largest Vmin@95% esti-
mation error is 46 mV and 48 mV at FS corner respectively for SPREG
and SPHD bitcells. On the other hand, the estimation error for the bitcell
Vmin@95% (the highest Vmin@95% among all process corner) is 15mV for
SPREG bitcell and 31 mV for SPHD bitcell, both at SF process corner.

The main source of estimation error looks to be due to the large sensi-
tivity of the results with respect to the device Vth. In particular, the CAD

66



CHAPTER 4. SRAM BITCELL VARIABILITY SPACE MODELING
FOR VMIN ESTIMATION

Figure 4.7: Cumulative distribution functions of the simulated Vmin (sim-
ulated yield) as obtained with C40 models versus the operating voltage for
a) Single-Port Register b) Single-Port High-Density bitcells. Vmin@95% is
the Vdd at which 95% of yield (solid line) is reached. The two graphs have
the same voltage scale as those of figure 4.5.

vs. silicon alignment for each process corner is done by averaging the Vth

over only 50 devices, which limits the accuracy of the alignment process,
since it includes a significant statistical error. The results show that, even
if the overall spread of silicon Vmin across different process corners cannot
be modeled with a good accuracy, the worst-case silicon Vmin, i.e. the lim-
iting value, which is the Vmin@95% yield, can be estimated within 30 mV
accuracy.

4.2.2 Ultra-Low-Voltage SRAM Static Vmin Measurements
and Modeling Results

Considering SRAM manufacturing at an industrial level, in which many
different SRAM designs using different architectures are manufactured, a
SPICE methodology for design optimization has also to be adaptable for
all of the manufactured architectures. The static design margin modeling
methodology presented in the previous section has been applied to the ST
Microelectronics ULV 10T bitcell [80,81]. This alternate bitcell architecture
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Figure 4.8: CAD vs. Silicon Vmin@95% for the two C40 bitcells at each
process corner. The higher Vmin of all corners is the bitcell Vmin@95%.
The grid lines have the same spacing as in figure 4.5 and figure 4.7.

is described in section 3.3. The Vmin estimation is a very critical concern
in ULV field, since the main motivation of the ULV design is to save power
by reducing the operating voltage Vdd. As a consequence, a sufficiently
accurate estimation of the Vmin in SPICE becomes crucial to optimize for
ULV a bitcell design.

Figure 4.9 presents the 10T ULV bitcell Vmin measurements (circles and
crosses) obtained from a 32Kb cut in C65. Vmin measurements has been per-
formed using two different tests: SCAN test presenting optimistic results,
and the Checkerboard (CHKB) test which gives more pessimistic results.
The SCAN test algorithm covers only stuck-at type faults while the CHKB
test triggers also leakage faults (due to the used check board-like pattern)
since it presents a worst-case scenario for leakage paths between the bitcell
and the bit-lines. Therefore, the Vmin measured with CHKB test is higher
than the Vmin measured with SCAN test, since it covers a larger amount
of memory faults. If one numerically differentiates data presented in 4.9 to
obtain its probability density function, one will see that its maximum and
minimum values lie at ≈ ±4σ from the mean. This is in good agreement
with the normality property expressed by table 4.1 for a 32Kb cut size. Con-
sidering our finding presented in figure 4.4, which indicates that the SNM
distribution follows the normal law within ±4σ, it has be noted that the use
of the large-sigma modeling is not appropriate since the yield loss would be
too pessimistic compared to the reality. Therefore, the read and write Vmin

are modeled in the same way as it is done for C40 6T bitcells, but without
using the large-sigma approach. Instead, σ of the WM and SNM distribu-
tions are directly used. The diamonds and squares in figure 4.9 present the
Vmin cumulative distribution functions. The modeling methodology is ap-
plied on two different process corners, first on typical process in the presence
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of global variations (TTG), and then on Worst-Case process corner (WCC)
in the presence of only random local variations. Figure 4.9 shows us that the
pessimist modeling (crosses) is in line with the aggressive test results, while
the optimistic test yield (circles) is coherent with our optimistic modeling
application, allowing us to estimate the Vmin@95% aggressive test yield with
an error of 20 mV which is a very good value because of the uncertainties
arising in the use of the model cards at ULV operating region that gives an
accuracy within 50 mV. This definitely validates for small cuts the existing
Vmin modeling methodology.

Figure 4.9: Cumulative distribution function of the lowest operating volt-
age of a population of 32kb ULV memory cut. Experimental data (circles
and crosses) are compared to Monte Carlo results (diamonds and squares)
obtained at two different process corners. The dot-lines indicate 50% and
95% yield levels.

4.3 Bitcell Variability Space Modeling using Smart
Algorithm : Hypersphere Most Probable Fail-
ure Point Search Methodology

In the previous section, it is shown that the proposed static design mar-
gins modeling methodology gives a sufficiently enough accuracy considering
SRAM bitcells operating under DC conditions. However, these margins are
calculated with an infinite WL pulse duration and one might question their
validity under transient operating conditions. New figures of merit grouped
under the name ”ability metrics” have been proposed, as already described
in detail in section 3.5.2. The ability metrics use the ”fail or pass” test for
a given criterion instead of calculating margins with respect to the bitcell
stable states. The ”fail or pass” test introduce statistical modeling com-
plexity, since the bitcell variability space can not be simply modeled with
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analytical distribution laws. Moreover, considering an SRAM bitcell oper-
ating at high frequency, the number of possible failure mechanisms and the
chance of transition between the different mechanisms increase. Therefore,
the basic Monte Carlo method leads to unfeasible time and computing costs
considering that the target of the analysis is not only building the bitcell
variability space, but also investigating it in a more efficient way across all
possible operating conditions. The term ”efficient” is chosen intentionally to
point out that the designer has to travel the variability space, i.e. searching
fails in the variability space, with as less as possible complexity. The basic
Monte Carlo approach is expected to explore each direction in the variability
space with equal probability and this implies that a large number of Monte
Carlo runs will be done for configurations that are very far away from fail.
This bottleneck gives rise the need for an in-house smart variability space
search algorithm.

It has to be noted that the SRAM bitcell failure is monotonic with respect
to the variations, which means that when the bitcell is in failure zone, a
stronger variation will keep it in the failure zone, while a lighter variation
will push it back to the pass zone. Using this property, we can assume that
the pass region has simple connectivity, from the topological view. In other
words, the boundary between fail and pass is a simple hypersurface in the
bitcell variability space. Amongst all points of this surface, one lies closest
to the origin with respect to all other points. By definition of the bitcell
variability space, this is the Most Probable Failure Point [98]. An interesting
way to describe rare events behavior is the Large Deviation Theory [108]
that is put into words as ”When a rare event happens, it happens in the
most likely manner”. By definition, the MPFP is the point at which failure
just occurs with the least amount of variations (highest probability), and,
as larger variations will keep the bitcell in failure, thus their occurrence
probability will be lower than the MPFP. We can therefore neglect by the
large deviation theory these less-possible points and concentrate an effort
to search the MPFP, which is illustrated for a 2-dimensional variability
space in figure 4.10, in which the pass region and the failure region are
highlighted. The MPFP is the closest point to the origin of the space lying
on the boundary between the failure and pass regions.

Therefore, if the MPFP of a given failure criterion can be found in the
bitcell variability space, the bitcell failure probability for that given criterion
can be also estimated. The MPFP-based SRAM failure probability estima-
tion methods have been popular in recent years [98,109] [110]. The analysis
presents two main steps: Identification of MPFP and the exact failure prob-
ability extraction. [98] and [109] propose MPFP search through norm min-
imization algorithms based on the Monte Carlo approach. Both optimize
their algorithms by supposing that the failure region in the variability space
is judiciously selected. In other words, the mismatch combination of the dif-
ferent transistors in the bitcell for a given failure criterion is assumed to be
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known. Even though this assumption is practical and the mismatch combi-
nations are generally known, different combinations can be observed under
some conditions; for example in high-frequency multiple WL pulse analy-
sis, the failures are mainly dependent on the dynamic states of the internal
nodes and thus any assumption based on stable states may be wrong. The
proposed search algorithm of this work do not make any assumption about
the failure region position in the variability space and finds it by analyzing
all possible directions. However, if the direction that has to be analyzed is
known, the proposed algorithm can be also run particularly in that region.

Figure 4.10: Most Probable Failure Point illustration in a 2-dimensional
variability space. MPFP is the failure point with the smallest norm lying
on the fail/pass boundary. The smallest norm indicates highest occurence
probability.

In section 3.4, the bitcell variability space concept is presented as a
modeling approximation for the random variability impact in SRAM tran-
sistors, assuming that the change in the electrical characteristics of a given
transistor can be represented by a change in its threshold voltage (Vth).
The 6-dimensional variability space of a 6T SRAM bitcell is therefore repre-
sented by six Vth skews, and each skew follows Gaussian probability density
function with null mean and a given standard variation. Considering the 6T
bitcell with two cross-coupled inverters formed by PD1, PU1, PD2, PU2,
and two access transistors PG1 and PG2, a particular variant bitcell in the
variability space is then described by the vector

(n1σV thPD1
, n2σV thPU1

, n3σV thPG1
, n4σV thPD2

, n5σV thPU2
, n6σV thPG2

)

, and normalizing each skew by its standard deviation, we obtain 6-dimensional
Mean-Shift Vector (MSV) [109] ~n = (n1, n2, n3, n4, n5, n6). Assuming that
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the skews are independent random variables, the norm of the MSV (the
Euclidean distance from the origin O) is inversely proportional to the oc-
currence probability of the bitcell. If the bitcell fails with respect to a given
criterion, the point representing it in the variability space belongs to that
criterion fail region. The MPFP is then simply the point in that fail region
that has the smallest norm. It is therefore possible to find the MPFP by
finding the MSV with the smallest norm that belongs to the failing region.
This is possible using the hypersphere MPFP search algorithm presented in
figure 4.11.

Figure 4.11: The Hypersphere (HS) Most-Probable Failure Point (MPFP)
search algorithgm. The origin of the hypersphere is the nominal bitcell.

The analysis starts by building an hypersphere with radius r0 centered
on the origin O, which represents the nominal bitcell without any variability.
The r0 is an input parameter and its value can be optimized to speed-up
the analysis and to start as close as possible to the failure region. The
equiprobable bitcell variants lying on the surface of the hypersphere are
tested for a given failure criterion. The analysis is carried out at a set of
points meshed at fixed spacing on the hypersphere surface. The value of r0 is
increased until a failing point is detected. When a failing point is detected,
it is defined as the center of a new hypersphere with a radius r1 < r0, which
is meshed at a finer spacing. A new analysis is carried out on the new
mesh of points, and if more than one failing point is detected with equal
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probabilities, i.e on the surface of the same hypersphere, each failing point
is separately analyzed, and the one leading to the failure point with the
smallest norm is selected. As evidently from figure 4.12, the procedure is
iterated by decreasing the radius ri down to a minimum value which sets the
accuracy of the search algorithm. Figure 4.12 illustrates the MPFP search
algorithm in a 2-dimensional variability space. The analysis starts at the
origin O, and finds the MPFP at F4 via analysis performed respectively
at failure points F1, F2, F3. Although the method has been developed
independently, it is similar to those presented in [110], but it is based on a
quicker brute-force approach on the hypersphere surface, instead of a Monte
Carlo approach on the full hypersphere volume.

Figure 4.12: An example of MPFP search in a 2D variability space for two
skew variables n1 and n2. The hypersphere surface in 2D is a circumference.
The algorithm detects successively F1, F2 and F3 and finally F4 as MPFP.

4.3.1 Bitcell Failure Probability Calculation

The norm of the MSV is tied to the occurrence probability, since a smaller
norm means a higher probability. Considering that each component of MSV
is a normally distributed random variable, we can build analytically the
probability density function of a given norm ‖~n‖. In fact, the square root of
the sum of squares of m standard independent normal random variables fol-
lows the chi-distribution law with degree m [111]. A worse-case estimation
of the failure probability is then P (‖~n‖ > ‖~nmpfp‖). However, we would
obtain the occurrence probability of all bitcells that are lying outside the
hypersurface with radius ‖~nmpfp‖, which thus results in a very large overes-
timation of the failure probability as visible in figure 4.13 for a 2-dimensional
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space.
In [98], the authors propose the following: Considering the random vari-

able X =(x1, ..., xm) with xi = η(µi, σ
2
i ) and the MPFP (n1σ1, ..., nmσm) of

a given failure region F, the failure probability is approximated to:

P(X ∈ F ) =
M∏
i=1

P(xi ≥ niσi) (4.4)

The assumption in the equation (4.4) is illustrated in figure 4.13 for a 2-
dimensional space : The failure region is considered as the shaded area and
the grayed area is neglected, which thus results in an underestimation of the
failure probability.

Figure 4.13: Failure probability estimation propsed in [98]. The method
takes into consideration only the shaded area of the failure region and
exludes the grayed parts, thus results in an underestimation of the failure
probability.

Considering the MPFP as a variant bitcell occurring at the tail of the
given failure metric distribution, the failure probability can be numerically
estimated using importance sampling methods [109]. Importance sampling
is a common method in statistical analysis for increasing the estimation
accuracy in the distribution tails, where the occurrence probabilities are so
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low that the standard Monte Carlo simulation is not practical. Considering
a particular distribution, the importance sampling consists in a modified MC
where one samples from a distribution in such a manner to overweight the
important region. Having oversampled the important region, any estimate
has to be corrected numerically to produce non-oversampled results. A
fundamental advantage is that a very precise distribution tail form can be
extracted with no analytical assumptions made for distribution law.

Let us consider a random variable X taking value in a certain do-
main. The probability that X is in a particular region of interest Ainterst

Pr(X ∈ Ainterest) is indicated as pfail. The Monte Carlo method generates

N independent samples X1, ..., XN of X. The estimate of pfail using Monte
Carlo method is simply

p̂fail = 1
N

N∑
k=1

(
Xk ∈ Ainterest

)
where the expression in parenthesis is a logical expression that takes the
value 1 when Xk ∈ Ainterest and 0 otherwise. As said before, if pfail is very
small, the classic Monte Carlo method needs too many samples to have a
good accuracy, because it requires approximately 1/pfail samples to have a
reasonable probability of observing at least one sample belonging to Ainterest.
Let us consider a different random variable X̂ with a distribution such that
p̂ = Pr(X̂ ∈ Ainterest) is not rare (say p̂ is close to 0.5). If we denote the
density function of X as f (x) and the density function of X̂ as f̂(x), one
can write the weight function as:

w(x) =
f(x)

f̂(x)
, for all x.

In such a scenario, p̂fail can be found quickly by performing a Monte Carlo

analysis of X̂ and then adjusting the estimate using w. This is the key idea
behind the importance sampling, which is illustrated in figure 4.14. Evi-
dently, if f(x) is a known distribution law, the use of importance sampling
for pfail estimation does not present any gain. However, if we consider a
SRAM bitcell failure criterion as a random variable, which is itself a function
of a set of 6 different random variables, pfail estimation becomes a complex
problem.

The analytical expression of the weight function w(x) is determined as
in [109]: Let us first consider some function of a set of independent random
variables X (Y1, ..., YM ) where each Yi has a Gaussian distribution with mean
µi and standard deviation σi. In a SRAM, X represents a given bitcell
failure criterion and Yi is the threshold voltage of the i− th transistor. Now
consider X̂=(Ŷ1, ..., ŶM ) where Ŷi has a Gaussian distribution with same
standard deviation σi as Yi, but with a mean µi + si, where si is the skew
value chosen such that X̂i has its mean towards Ainterest region, as shown
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Figure 4.14: Considering an event A that is characterized by a random
variable X and its the probabability density function f(x), the interested
low probability tail region Ainterest can be oversampled using a different
random variable X̂ that has its probability density function f̂(x) centered
at Ainterest. This is the key idea behind Importance Sampling.

in figure 4.14. Since both Yi and Ŷi have a Gaussian distribution, their
probability density functions denoted as f(yi) and f̂(yi), respectively, can
be written as:

f(yi) =
1

σi
√

2π
exp

(
−(yi − µi)2

2σ2i

)
f̂(yi) =

1

σi
√

2π
exp

(
−(yi − (µi + si))

2

2σ2i

)
Therefore the weight function can be calculated as:

w(y1, ..., yM ) =
f(y1, ..., yM )

f̂(y1, ..., yM )

=

exp

(
−

M∑
i=1

(yi−µi)2
2σ2

i

)
exp

(
−

M∑
i=1

(yi−µi−si)2
2σ2

i

)
= exp

(
−

M∑
i=1

si(2(yi − µi)− si
2σ2i

)
(4.5)

Since w is known, considering that the failure region of a given SRAM bitcell
test criterion is the region where X ∈ Ainterest, the failure probability is
estimated in the following way: First, the failure probability of the skewed
variable X̂ is numerically estimated by running Monte Carlo simulations
centered at the MPFP. The resulting failure probability estimate, denoted
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as p̂mpfp, is expected to be ≈0.5. For N Monte Carlo iterations centered at
the MPFP, one has

p̂mpfp =
1

N

N∑
k=1

(X̂k ∈ Ainterest) (4.6)

where the index k represents k-th Monte Carlo run centered at the MPFP.
Considering a failing sample X̂k, its contribution to p̂mpfp is 1/N and its
contribution to p̂fail is therefore w(Xk)/N. In other words, P (X ∈ Ainterest)
can be estimated using Importance Sampling and is denoted as p̂is which is
equal to:

p̂is =
1

N

N∑
k=1

w(Xk)(X̂k ∈ Ainterest) (4.7)

Another concern for the accuracy of the failure probability estimation is
the required number of Monte Carlo iterations centered at MPFP. As it is
proposed in [109], the estimator accuracy can be quantified by the estimator
variance. The variance of the estimator p̂, denoted as VAR(p̂) is

V AR(p̂) =
1

N

(
E[p2]− E[p]2

)
(4.8)

where E[∗] denotes the expectation value operator. From equation (4.7) and
(4.8), the variance of the importance sampling estimator can be calculated
as:

V AR(p̂is) =
1

N

(
E[(X̂k ∈ Ainterest)2w(Xk)2]− p̂2is

)
=

1

N

(
E[(X̂k ∈ Ainterest)w(Xk)2]− p̂2is

)
=

1

N

(
1

N

N∑
k=1

(X̂k ∈ Ainterest)w(Xk)2 − p̂2is

)

in which (X̂k ∈ Ainterest)
2 = (X̂k ∈ Ainterest), since X̂ assumes only the

{0, 1} values. Given the variance of the estimator VAR(p̂is), the figure of
merit for estimator accuracy, ρ(p̂is), is defined as

ρ(p̂is) =

√
V AR(p̂is)

p̂is
(4.9)

In this work, ρ(p̂is) is used as follow: The expression (X̂k ∈ Ainterest) rep-
resents a Bernoulli trial [112], since it is a ”fail or pass” test giving only 1
(fail), or 0 (pass) as output. Therefore, one can write equation (4.8) for p̂is
as:
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V AR(p̂is) =
1

N
[(p̂is(1− p̂is)] (4.10)

Assuming a normal distribution law with the required confidence λ and
error percentage ε, from equation (4.10), one can write equation (4.1) as:

p̂is =
Zλ
ε

√
p̂is(1− p̂is)

N
=
Zλ
ε

√
V AR(p̂is)

Thus from equation (4.9), we obtain:

ρ(p̂is) =
ε

Zλ

For example, if 90% confidence (λ = 0.9, Zλ = 1.644) and ±10% error
(ε = 0.1) are required, the Monte Carlo simulations centered at MPFP have
to be run until ρ(p̂is) ≈ 0.06 is reached.

Finally, it is worth to say that the proposed MPFP search through
Fail/Pass test that is initially developed for transient analysis, can be also
applied for static design margin estimation. For example, if SNM test is
considered, the failure region can be set as the region where SNM ≤ 0,
and then the hypersphere MPFP search algorithm can be run for the given
bitcell design.

4.4 SRAM Dynamic Vmin Analysis

4.4.1 Bitcell Dynamic Fail/Pass SPICE Analysis using Hy-
persphere Algorithm

The Hypersphere Most Probable Failure Point (MPFP) search algorithm
is applied on the 28nm UTBB FD-SOI technology SRAM bitcells for dy-
namic Vmin investigations, in particular for the investigation of the WL
pulse dependency of read and write operations. The analyses are carried
out on two different bitcells : Single-Port 0.120µm2 High-Density (SPHD)
and Single-Port 0.197 µm2 REGister Low-Voltage (SPREGLV) bitcells. The
SRAM portfolio of ST Microelecronics includes two SPHD bitcell with two
different well architectures: First one is the bulk-like Dual-Well (DW) bitcell
in which NMOS is lying on a P-Well and PMOS is lying on N-Well. The
second one is the Single-P-Well (SPW) architecture [99] in which NMOS
and PMOS share a common P-Well, which is peculiar to the UTBB FD-
SOI technology. This feature is feasible thanks to the Buried-Oxide (BOX)
under the thin silicon film. BOX enables the use of the transistor body
as a second gate [50, 62] allowing in principal to form a second channel at
the interface of the silicon film and the BOX, and a stronger channel inver-
sion occurs if the well under the BOX is doped with same type of atoms
as the drain and source. Therefore, the use of P-Well (p-type back-plane)
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for PMOS allows lowering its Vth. Both well architectures are depicted in
figure 4.15. It is worth to say that a design with Single-N-Well architecture
is also possible, in which the common N-Well would allow lowering NMOS
Vth. The SPREGLV bitcell exists only with SPW architecture.

Figure 4.15: Different well architectures in 28nm UTBB FD-SOI [99]. In
Dual-Well bitcell the NMOS is lying on a P-Well and PMOS on a N-Well as
in the bulk CMOS technology. In the Single-P-Well architecure, NMOS and
PMOS shares the same P-Well, which allows lowering the Vth of PMOS.
The P-Well back-plane voltage VBp is set to 0V, which puts the PMOS in
forward-body bias mode

Figure 4.16 illustrates the simulation netlist, in which a column of the
memory array is instantiated. The bitcell under test content is initialized
with a ”1” in the node L and the content of the other bitcells are com-
plementary to the bitcell under test. This setup represents a worst-case
condition for a read operation, because while only the bitcell under test dis-
charges BLR, the leakage currents of the load bitcells tend to discharge BLL.
Simulations are performed under both high-frequency and low-frequency op-
erating conditions, at ambient temperature and typical process corner. In
high-frequency operations, the WL duration is set to one half of the clock
period, which is scaled with Vdd as extracted from a critical path of ARM
A9 Cortex, assuming 2 GHz at 1V. Low-frequency operations are simulated
by dividing ARM A9 Cortex frequencies by a factor of 10.

4.4.1.1 Read-Ability Test

The RA test that is described in section 3.5.2.1 is applied by assuming
100mV for SAoffset, which can be seen as an aggressive value for low-voltage
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Figure 4.16: The 6T bitcell simulation netlist schematic for transisient sim-
ulation. The bitcell under test is initialized to store ”1” in the node L,
whereas other cells of the same column store the oppposite content. The
number of cells in a given column is denoted as nb rows.

operations in the UTBB FD-SOI technology [113].
Figure 4.17 shows high-frequency RA MPFP MSVs of SPHD SPW bit-

cell, for 64,128 and 256 rows, at Vdd=0.5V and 0.6V, with Vb=0V. The skew
factor of each device forming the MPFP MSV is represented by bars. A pos-
itive skew indicates a weakened device, whereas a negative skew indicates a
strengthened device. MSVs show that the failure mechanism is tied to slow
PGR, indicating that the failures are RA failures as described in section
3.5.2.1: an insufficient bit-line voltage difference to activate SA at the end
of the WL pulse. The PGR skew factor of the MPFP is getting smaller
for longer columns, so does the norm of the MSV, thus the MPFP becomes
closer to the origin of the hypersphere, which means an increase of the RA
failure probability. This increase is due to not only the increased leakage
currents that makes harder to reach the desired BL voltage difference at the
end of WL pulse, but also to the change in the parasitic load (capacitance
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and resistance) with larger columns. The RA failures remain same in DW
bitcell, since the PGR NMOS device remains intact after the well change
under the PMOS.

Figure 4.17: SPHD SPW bitcell high-frequency RA MPFP MSVs with 100
mV SAoffset, at Vb=0V. Simulations are perfomed for 64,128 and 256 rows.
RA fails are tied to slow PGR and PGR skew factor decreases with the
increase in the column lenght. The MPFP MSV are same for DW bitcell
(not shown), since the NMOS PGR is not affected by the well change.

Figure 4.18 presents high-frequency RA MPFP MSVs of SPREGLV bit-
cell, for 64,128 and 256 rows, at Vdd=0.5V and 0.6V, with Vb=0V. As for
the SPHD bitcell, the RA failures are tied to the slow PGR device, and the
the PGR skew factor of the MPFP is getting smaller for longer columns.
Comparing figure 4.17 with 4.18, one should note that the MSV norms of
MPFPs of the SPREGLV bitcell are larger than those of SPHD bitcell, thus
SPREGLV offers safer operations at Low-Voltage.

At high-frequency operations, RA failures in the SPHD bitcell are caused
by a non sufficient bit-line voltage difference due to the slow PGR. Figure
4.19 presents RA test results for the same bitcell at low-frequency operations.
At a clock period 10 times slower than high-frequency operations, the read
failures are mainly caused by fast PG and slow PD on the side of node
storing low-logic value and fast PD on the side of the node storing high-
logic value. The failure is related to stability issues similar to the stability
failures in static conditions (section 3.6), but without any contribution of
PMOS devices. A particular case occurs at Vdd=0.5V for 256 rows, in which
RA failures are caused by the slow PGR as in high-frequency simulations, as
a consequence of the high leakage currents and high parasitic load, as already
discussed. RA MPFP MSVs of DW bitcell remain same, since failures are
tied only to NMOS devices which are not impacted by the well change.
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Figure 4.18: SPREGLV bitcell high-frequency RA MPFP MSVs with 100
mV SAoffset, at Vb=0V. Simulations are perfomed for 64,128 and 256 rows.
RA fails are tied to slow PGR. PGR skew factor decreases with the increase
in the column lenght. change.

Finally, a comparison between figure 4.17 and 4.19 allows to show the effects
of the WL pulse duration on read failures.

Figure 4.19: RA failures low-frequency MPFP MSVs at Vdd=0.5 and 0.6V
and Vb=0V, for 64, 128 and 256 rows. Tthe failures are mainly caused by
stability failures as in static conditions.
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4.4.1.2 Write-Ability Test

Before starting to discuss Write-Ability (WA) simulation results, a re-
minder for the different WA failure mechanisms that are presented in section
3.6 may be needed. The WA discharge failures represents the non toggle of
the bitcell internal nodes within the WL pulse and are associated to slow
PG-fast PU couple on the side of the internal node initially storing ’1’. The
WA completion failures are caused by the non-stable state of the internal
nodes after the toggle occurs and are associated to a slow PU device on the
side initially storing ’0’, which prevents the node reaching high-logic level.

The number of load bitcells sharing the same column as the bitcell under
test does not affect write operation in first order, since BLs values are forced
to 0 and 1 during the WL pulse. However, the completion of the write
operation after internal nodes toggle may be impacted by parasitic loads and
leakage currents, but we assume that this impact remain as a second-order
and the following analysis are performed with 128 rows which represents
neither an aggressive nor relaxed architecture. It is worth to say that the
write operation would be strongly impacted by the number of columns in a
given memory array, which will lead to a delay in the WL signal depending
on the position of the bitcell in that row. This is not taken into account in
the bitcell-level simulation.

The WA failure criterion (section 3.5.2.2) is applied on SPHD bitcell
with failure threshold p=0.5 and 0.8. Figure 4.20 presents high-frequency
WA MPFP MSVs at Vb=0V, for Vdd=0.5V, 0.6V and 0.7V, for both DW
(A) and SPW (B) architectures. The results shows that in this voltage range
the DW bitcell WA failures are dominated by completion failures, whereas
the SPW bitcells WA failures are caused by discharge failures. The failure
mechanism is different due to the initially strong PMOS device of the SPW
bitcell, which cancels out completion failures. The DW bitcell results show
that less PUR skew is needed with p=0.8, since the latter represents more
aggressive test condition compared to the p=0.5.

Figure 4.21 presents in the same plots SPHD high frequency and low-
frequency WA MPFP MSVs at Vdd=0.5, 0.6 and 0.7V, with Vb=0V and
p=0.8. Only DW bitcell results is shown, since SPW bitcell WA failures
are dominated by discharge failures, which does not evolve with the WL
pulse duration. Gray bars present the high frequency results (same results
as in figure 4.20 for p=0.8) while purple bars show low frequency results.
Independently from Vdd, the high-frequency completion failure mechanism
turns into discharge failures at low-frequency, showing the high dependency
of the write failure mechanism on the WL pulse duration. The low frequency
results show also that the discharge failure mechanism is more critical in
static-like conditions.

Figure 4.22 presents the summary of the high-frequency WA and RA
yield of the SPHD bitcell. The σ-yield is determined following table 4.1
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Figure 4.20: SPHD bitcell high-frequency WA MPFP MSVs for A)dual-well
and B)single-p-well bitcells at various Vdd, for Vb=0V.

Figure 4.21: SPHD DW bitcell WA MPFP MSVs at high-frequency (purple
bars) and low-frequency (gray bars), at Vb=0V. Larger WL pulse width
results in a change of the failure mechanism.
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as the equivalent standard normal deviation that gives the probability ex-
tracted with Importance Sampling centered at the MPFP. The WA yield is
only presented with p=0.8, since it represents more aggressive results. It is
shown that by reducing column size from 256 to 64 rows, the read Vmin can
be improved by 80mV. On the other hand, using SPW architecture instead
DW, the write Vmin is improved by 40mV thanks to the strengthened PMOS
which improves the completion of the write operation. It is also observed
that both architectures are write-limited under these operating conditions,
since WA yield is systematically lower than RA yield.

Figure 4.22: SPHD bitcell high-frequency WA and RA yield for both DW
and SPW architectures. The sigma-yield are calculated by perfoming Im-
portance Sampling around the MPFP.

Figure 4.23 presents high-frequency WA MPFP MSVs for SPREGLV
bitcell at Vdd=0.5V and 0.6V, with Vb =0V. WA criterion is applied with
p=0.5 and 0.8. At Vdd=0.5V, WA test results with the relaxed failure
threshold p=0.5 shows that WA failures are generated by slow PGL-fast
PUL pair indicating that the failures are caused by the discharge failure
mechanism. However, the mechanism is extracted as completion when WA
test is applied with aggressive failure threshold p=0.8, in which failures are
generated by positively skewed PUR device. If we analyze the results of
p=0.8, we see that there is an increase in the PUR skew factor between
Vdd=0.5V and 0.6V, which shows the improvement of the WA yield with
respect to Vdd. Considering the results at Vdd=0.6V, the decrease in the
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PUR skew factor between p=0.5 and p=0.8 demonstrates the degradation
of WA yield with respect to the aggressiveness of the test. It is worth to
conclude by noting that the parameter dependency of the single-pulse WA
test introduces an uncertainty in the results.

Figure 4.23: SPREGLV SPW bitcell high-frequency WA MPFP MSVs for
at Vdd=0.5V and 0.6V, at Vb=0V. Results for p=0.5 (relaxed) and p=0.8
(aggressive) are shown.

4.4.1.3 Read-After-Write Test

High-frequency operations results of the SPHD and SPREGLV bitcell
show that WA failure probability estimation is highly dependent on the
value of p, which can lead to overestimation or underestimation of the fail-
ure probability, and even in some particular cases, it can expose different
failure mechanisms as the dominant one. At this point, considering that
studied bitcells Vmin are all limited by write operations at high-frequency,
the analysis accuracy remains limited by the use of parameter-dependent
failure criterion. Furthermore, the analysis based on a single-WL pulse is
not a sufficiently realistic representation of the high-frequency memory op-
erations, since in the latter, bitcell internal nodes may undergo a new opera-
tion before reaching their stable state. Considering that a ”readable” bitcell
means in the same time that the bitcell was previously written successfully,
the multiple-WL pulse Read-After-Write (RAW) test gives the opportunity
for more realistic evaluation. In this section, the RAW test that is previ-
ously presented in section 3.5.2.3 is performed on both SPHD DW and SPW
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bitcells. 128 rows are instantiated for both analysis. This intermediate value
is chosen, since RAW is used in this analysis as a figure of merit for write
operation and a subsequent read operation should not affect (help or hinder)
write yield dramatically. One should expect that leakage currents and par-
asitic loads would help the completion of a write operation with this initial
conditions.

Figure 4.24: SPHD bitcell RAW MPFP MSVs at high-frequency operations
at Vb=0V, for DW on the top and SPW on the bottom.

Figure 4.24 represents SPHD bitcell RAW test MPFP MSVs at high-
frequency operations for various Vdd values, at Vb=0V, for DW architecture
on the top and for SPW architecture on the bottom. In the DW bitcell,
the main failure mechanism is extracted as the write completion failures
below 0.7V Vdd, since the MPFP MSV has only one dominant component
which is PUR. At 0.7V Vdd, it is observed that the main failure mechanism
switches to discharge failures, which was not observed in the single pulse
WA test that is presented in figure 4.20 top. In the SPW bitcell, the failure
mechanism is extracted as the discharge write failures over the whole range
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of Vdd, which is in coherent with single pulse WA test as presented in fig-
ure 4.20 bottom, since discharge failures prevent the bitcell internal nodes
toggle during the WL pulse duration and thus they can not evolve with any
subsequent operation unlike completion failures.

Figure 4.25 presents SPHD DW and SPW bitcells WA, RA and RAW
yields in the same plot, in which WA and RA results are the same one as
in figure 4.22. The DW bitcell Vmin, which is limited by write completion
failures in the single-pulse analysis, is simulated as 70mV lower for 64 and
128 rows using RAW test criteria. This improvement is due to the fact that
multiple-pulse RAW test allows canceling fake completion failures thus leads
to a higher yield. However, it is shown that the DW bitcell is read limited
with 256 rows. The use of RAW test does not influence SPW bitcell analysis,
since the write discharge failures related Vmin limitation of the SPW bitcell
do not evolve with the number of successive operations.

Figure 4.25: SPHD bitcell high-frequency WA, RA and RAW sigma-yields
for DW and SPW architectures, at Vb=0V. RAW Vmin for 64 and 128 rows
is 70mV lower than single pulse test. DW bitcell Vmin becomes read limited
with 256 rows. The SPW Vmin bitcell is limited by write discharge failures
thus the multiple pulse analysis gives the same yield as the single-pulse
analysis.

Figure 4.26 presents SPREGLV RAW test MPFP MSVs at high-frequency
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Figure 4.26: SPREGLV bitcell RAW MPFP MSVs at high-frequency oper-
ations at Vb=0V.

operations for various Vdd values, at Vb=0V. At 0.4V Vdd, the failures are
tied to slow PUR indicating that the failure mechanism is write comple-
tion. At 0.5V and 0.6V of Vdd, the failures are caused by slow PGL and
fast PUL which indicates that the failure mechanism is the write discharge.
The failure mechanisms with respect to the Vdd extracted with RAW test,
are completely opposite to the ones extracted with single-pulse WA test,
which exhibits the uncertainty arising from the use of parameter-dependent
single-pulse WA test for high-frequency operation evaluation.

Figure 4.27 presents SPREGLV WA, RA and RAW yields in the same
plot. For 64 and 128 rows, the bitcell Vmin is write limited, and the RAW
test leads to a lower Vmin than WA test with p=0.8. This improvement is
due to the fact that multiple-pulse RAW test allows canceling fake comple-
tion failures thus leads to a higher yield. The bitcell becomes read-limited
with 256 rows due to high leakage.

For the examples that are shown in the dynamic Vmin analysis, the
amount of Vmin shifts are relatively small, and can be even seen as insignifi-
cant considering the inevitable modeling error arising from the use of SPICE
model cards. The Vmin limitation of a given bitcell is highly dependent on
the operating conditions, the chosen architecture and the used test crite-
ria, thereby the underlying mismatch mechanisms behind failures, which
limit the bitcell Vmin, evolve severely as well with the change in these pa-
rameters. The presented analysis have shown that the Hypersphere MPFP
search algorithm coupled with Importance Sampling allows extracting these
dependencies. However, a silicon verification is needed for validation.
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Figure 4.27: SPREGLV bitcell high-frequency WA, RA and RAW sigma-
yields, at Vb=0V. RAW test leads to a lower Vmin then WA test with p=0.8.
With 256 rows, bitcell Vmin becomes read limited.

4.4.2 SRAM Dynamic Failures on Silicon

A 140kB SPHD SPW macro has been tested by O.Thomas et al. using
a dynamic characterization module that has been developed in the Berkley
Wireless Research Center [114]. The proposed measurement methodology
allows extracting the dynamic behavior of SRAM failures and therefore
presents a good opportunity to validate the findings of the previous section.
The presented measurements in this section are courtesy of O.Thomas.

Figure 4.28 presents RA measurement BER with respect to Vdd for var-
ious WL pulse widths, at Vb=0V. The shortest WL pulse leads to highest
BER as expected, since it is associated to a minimum time available to build
the bitline voltage difference required by the SA. For this particular chip,
with a 5 µs WL pulse, the memory remains totally immune against RA fail-
ures down to 0.4 V Vdd. However, if a 2.5ns WL pulse is used, the memory
becomes non functional below 0.75V Vdd.

Figure 4.29 presents RA measurement BER evolution with respect to
Vb, at Vdd=0.5V and 5ns WL pulse. The BER decreases with the increase
in the Vb, confirming that the failures are tied to the slow NMOS Pass-Gate
device as observed in simulations, since the stronger Vb allows strengthening
the NMOS device improving the RA yield.
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Figure 4.28: SPHD SPW SRAM macro RA measurement BER vs. Vdd for
various WL pulse widths, at Vb=0V [114]. The RA yield degrades with
shorter WL pulse.

Figure 4.30 presents WA measurement BER with respect to the Vb for
various Vdd, with a 5µs WL pulse. The two different write failures mecha-
nism are both observed. At Vb < 0, the strong NMOS and the weak PMOS
place memory to the discharge failure zones, thus the BER increases with
the decrease in Vb. At Vb > 0, the initially weak PMOS places the memory
to the completion failures zones, thus the BER increase with the increase in
Vb. Thanks to the SPW memory macro, which allows changing NMOS and
PMOS flavors in opposite senses and control NMOS and PMOS strength
ratio through Vb, both write failure mechanisms are observed confirming
our observations on simulation. The results also show that the optimum
balance between NMOS and PMOS is reached at Vb=0V.

Figure 4.31 presents RA,WA and Read-Stability (RS) Vmin with respect
to the WL pulse width, at Vb=0V. For this particular chip, Vmin is limited
by the RA failures for a WL pulse shorter than 10ns. With longer WL pulses,
WA failures becomes dominant for Vmin limitation, demonstrating the WL
pulse width dependency of Vmin. It is also shown that the RS Vmin do
not evolve with the presented WL pulse width range, which means that RS
related failures occurs under longer WL pulses, confirming the suitability of
this criteria for static-like tests. Another important point is that the RA and
RS results are superposed for WL pulse width values 100ns and longer, which
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Figure 4.29: SPHD SPW SRAM macro RA measurement BER vs. Vb at
Vdd=0.5V and 5ns WL pulse width [114]. The BER is improved with the
increase in Vb (strengthen NMOS), confirming that the failure mechanism
is tied to the slow Pass-Gate device as it is observed in simulations.

means that the RA failure mechanism switches to stability failures; this
WL pulse width dependency of the RA failure mechanism has been already
observed in simulations. The WA Vmin keeps evolving in the given WL
pulse width range, with a slope more and more insignificant (approaching
nearly 0). This means that the long WL pulse width value which leads to a
static-like write operation is not yet reached, but considering that the WA
Vmin is approaching a constant value, the static-like WL pulse width value
is expected to be slightly longer than 10000ns for this particular chip.

The measurement results published in [114] have allowed to validate our
findings on the bitcell failure mechanisms obtained through the simulation
results that are performed using the Hypersphere MPFP search algorithm.
However, silicon validation of an accurate Vmin estimation can not be per-
formed unlike the previously presented C40 static Vmin modeling, since the
required large set of statistical measurements are not yet available. Further-
more, presented measurements are performed on only few dies of the same
wafer that is manufactured with a non industrialized process, so that the
results are not affected by the spatial process variations, but only by random
variations present in the die. As a consequence, these silicon results can not
be fitted by current STMicroelectronics SPICE models. Nevertheless, the
silicon results are sufficient to confirm the efficiency of the proposed model-
ing methodology to capture different failures mechanisms underlying behind
the failures which limit the memory Vmin, thereby the methodology can be
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Figure 4.30: SPHD SPW SRAM macro WA measurement BER vs. Vb, at
5µs WL pulse width under various Vdd [114]. WA measurement BER evolves
with respect to the Vb and exposes two different write failure mechanisms
at Vb < 0 and at Vb > 0.

used for bitcell design analysis and optimization.

4.5 Application Example: Hypersphere MPFP
Search for Investigations on SNM Yield Loss
at High-Voltage in 28nm UTBB FD-SOI
SRAM bitcells

It has been previously shown in figure 3.7 that the maturity of the SRAM
SPICE model cards evolves with the maturity of the technology, which is
possible only if a joint contribution from the process integration engineers
and from memory designers is established. During the development of 28nm
UTBB FD-SOI technology, it was found that all bitcells of STMicroelectron-
ics SRAM portfolio show a drop in SNM-related yield at high-voltage mem-
ory operations. Figure 4.32 illustrates SNM mean/sigma ratio with respect
to Vdd for SPREGLV bitcell at Vb=0V. Above Vdd=0.9V, SNM yield starts
to drop significantly. If 6-σ threshold is chosen as the validation criteria for
manufacturability, 6-σ yield cannot be held anymore above Vdd= 1.4V. It
should be noted that SPREGLV bitcell is optimized for low-power applica-
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Figure 4.31: SPHD SPW SRAM macro RA, WA and Read-Stability (RS)
Vmin vs. WL pulse width, at Vb=0V [114]. It is shown that the limiting
operation switches to write from read for WL pulse larger that 10 ns. RS
yield do not evolve with the presented WL pulse width range, confirming
the suitability of this criterion for static-like tests.

tions, thus it has the highest SNM compared to other bitcells of the SRAM
portfolio, and other bitcells having less margin are susceptible to suffer more
dramatic consequences.

The study on SNM-yield drop at high-voltage is carried out on using
the Hypersphere MPFP search tool, which allows investigating mismatch
mechanisms underlying behind bitcell failures. Figure 4.33 illustrates on
the top, the half-cell storing high-logic level. The current flow mechanism
leading to a content lost during a read operation (WL=’1’ and BLs=’1’) is
illustrated by arrows, which is the same static read failure mechanism as
described in section 3.6, in which the content lost is related mainly to the
battle between a fast Pull-Down and a slow Pull-Up transistors. The bottom
figure presents SNM MPFP MSVs at Vdd between 0.8V to 1.3V, with Vb

held at 0V. At Vdd=0.8V and 0.9V, MSVs are formed by negatively skewed
PDL and PGR and positively skewed PUL and PDR, confirming that the
failure mechanism is tied to a battle between PMOS and NMOS. Between
0.8V and 0.9V Vdd, the absolute value of each skew forming the MPFP
MSV is increasing showing the yield improvement. However, at Vdd=1V
and above, a significant decrease in the PUL skew factor is observed. In
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Figure 4.32: SPREGLV SPW bitcell SNM µ/σ with respect to Vdd, The
yield drop occurs around Vdd=0.9V, and becomes dramatic at higher Vdd.

other words, at Vdd=1V and above, the norm of MSV decreases, meaning
that the failure probability becomes higher, thus the SNM yield lowers. This
behavior change is due to the fact that NMOS become too strong at this high
Vdd value compared to PMOS, and the balance between PDL and PUL that
has to be assured to keep the stored content is broken more easily compared
to lower Vdd operations.

The body-biasing feature of UTBB FD-SOI can be a solution to work
around the high-voltage SNM-yield drop issue. The body-biasing which al-
lows efficiently adjusting the strength ratio between NMOS and PMOS, is
used to keep the required strength balance against stability failures. Fig-
ure 4.34 illustrates the adaptive body-biasing (BB) use. The Vb which was
initially 0V, is reduced to -1V above 1V Vdd, allowing the weakening of
the too strong NMOS and the strengthening of the PMOS. Both WM and
SNM yields are plotted for their worst-case corner and temperatures. The
body voltage change at 1V Vdd and above allows shifting significantly SNM
yield towards higher values, preventing the loss of the 6-σ margin within the
required Vdd range. On the other hand, the weakened NMOS and strength-
ened PMOS lead to lower WM yield, but the decrease is not critical, since
write operation is largely safe (very high yield) at high-voltage operations.

4.6 Smart Dynamic Back-Biasing Bitcell Vmin Boost
in UTBB FD-SOI

As demonstrated in previous chapters, a given bitcell Vmin is limited by
its read or write yield depending on the operating conditions, and also shown
at many occasion that when the bitcell operates close to static conditions,
the failures become more and more related to the broken balance between
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Figure 4.33: On the top, the current flow in the half-cell leading to a
SNM failure and causing the loss of the high-logic level. On the bottom,
SPREGLV SPW bitcell SNM MPFP MSVs at diferent Vdd. SNM MPFP
MSV at Vdd=1V has a much smaller PUL skew component comapred to
MPFP MSVs at lower Vdd values.

NMOS and PMOS devices. Last section shows that the use of body-biasing
feature of UTBB FD-SOI technology can allow preventing SNM-yield loss
at high-voltage operations. The use of body-biasing can be extended to
improve write yield for write-limited bitcells. More general, an adaptive
body-biasing can compensate the variability impact at different process-
corners and temperatures, in order to improve memory Vmin. This idea
of smart body biasing for Vmin improvement have brought along a patent
application, as described on three bitcells: Single Port REGister File Low-
Voltage (SPREGLV), Single Port REGister File (SPREG) and Single Port
High Density (SPHD). Considering the conventional CMOS bulk nomencla-
ture for transistor body voltages, i.e. vdds for PMOS body and gnds for
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Figure 4.34: SPREGLV SNM and WM simulations µ/σ ratio at worse case
corners and temperatures (FS 125 ◦C for read, SF -40 ◦C for write), with Vb

tied to 0V (crosses) and with adaptive Vb (squares) in which Vb is decreased
to -1V above Vdd=1V.

NMOS body, a Single-P-Well architecture requires

vdds=gnds= Vb

The analysis is carried out on as the following: Monte Carlo simulations are
performed for each bitcell with different body-biasing values. SNM and WM
µ

σ
ratios are extracted. Only worst-case process corners and temperature

conditions of SNM and WM are simulated (SF,FS,-40 ◦C and 125 ◦C). For

this analysis, the so-called Vmin represents simply the Vdd voltage at which
µ

σ
ratio is equal to 6. First, the lowest Vmin that can be reached among different
biasing conditions is determined as the ”Blind Usage” Vmin. Secondly, the
Vmin analysis is performed separately at each PVT, and the lowest Vmin of
each PVT is determined as the ”Smart Usage” Vmin.

Figure 4.35 presents SPREGLV blind usage Vmin at various Vb at dif-
ferent PVT’s, which yields a the minimum Vmin 0.565V when Vb is tied to
Vdd. Figure 4.36 presents for the same bitcell, SNM and WM Vmin that
can be obtained using smart biasing. The Vmin can be reduced to 0.489V,
which is obtained at SF corner and -40 ◦C, with Vb=1.2V. It is worth to
say that 0.489V represents maximum of separately obtained Vmin at each
PVT using smart biasing. For example, the Vmin at FS 125 ◦C is 0.448V
with Vb=0V, but this value can not be stated as the overall Vmin, since the
minimum Vmin that can be reached at SF -40 ◦C with all possible biasing
values, is higher.

Figure 4.37 and figure 4.39 present SPREG and SPHD Vmin with blind
usage of the body-biasing, for which 0.591V and 0.691V Vmin values are
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Figure 4.35: SPREGLV SNM and WM 6-σ yields at worse-case corners and
temperature with blind usage of body-biasing. The minimum Vmin that can
be reached is 0.565V.

Figure 4.36: SPREGLV SNM and WM 6-σ yields at worse-case corners and
temperature with smart usage of body-biasing. 0.489V Vmin can be reached.

determined, respectively. Figure 4.38 and figure 4.40 present Vmin simulation
results with smart biasing for same bitcells. It is shown that the smart
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biasing allows reaching 0.474V Vmin for SPREG bitcell and 0.550V Vmin for
SPHD bitcell.

Figure 4.37: SPREG SNM and WM 6-σ yields at worse-case corners and
temperature with blind usage of body-biasing. The minimum Vmin that can
be reached is 0.591V.

Figure 4.38: SPREG SNM and WM 6-σ yields at worse-case corners and
temperature with smart usage of body-biasing. 0.474V Vmin can be reached.
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Figure 4.39: SPHD SNM and WM 6-σ yields at worse-case corners and
temperature with blind usage of body-biasing. The minimum Vmin that
can be reached is 0.691V.

Figure 4.40: SPHD SNM and WM 6-σ yields at worse-case corners and
temperature with smart usage of body-biasing. 0.550V Vmin can be reached.

Table 4.6 presents for each bitcell, the Vmin gain that can be obtained
using smart body-biasing with respect to the blind use of body biasing. The
gain is more important when the bitcell area is smaller, or in other words,
the smart biasing is more efficient when the bitcell has a higher blind use
Vmin. The highest Vmin gain is simulated as 140mV for SPHD bitcell, which
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is a very large improvement for the most critical bitcell.

Bitcell (Area µm2) Vmin with
Blind Biasing [V]

Vmin with
Smart Biasing [V]

Gain [V]

SPREGLV (0.197) 565 489 86
SPREG (0.152) 591 474 117
SPHD (0.120) 691 550 140

Table 4.2: Smart Body-Biasing Vmin gain vs. Bitcell Area

4.7 Conclusion

In this chapter, the SRAM bitcell Vmin limitation due to the process vari-
ability is studied from different aspects, with the ultimate goal of proposing
accurately enough SPICE-level Vmin modeling methodologies for efficient
design optimization. First, a Monte Carlo method based static Vmin model-
ing that uses the full variability models that are integrated in SPICE model
cards is presented. The modeling methodology is validated through C40
silicon measurements showing the good accuracy in modeling the worst-
case silicon Vmin. Static Vmin modeling methodology is also applied on a
Ultra-Low-Voltage bitcell which has an alternate 10-transistor architecture.
A refinement of the method is to use ”Large-Sigma” estimation, which, as
demonstrated on C45 silicon, models distribution tails with a much higher
accuracy and fits better data for large memory cuts and for a industrial-level
process variability. The good agreement between silicon measurements and
modeling results shows that the proposed methodology is independent of the
bitcell architecture and the operating conditions, and the only requirement
is to have sufficiently accurate SPICE model cards.

A smart algorithm that is based on a Most Probable Failure Point
(MPFP) search on hyperspherical surfaces and the Importance Sampling,
is developed to overcome analysis complexity that appears in the advanced
technology nodes, and are mainly related to use of the basic Monte Carlo
method. The key assumption is that the random variability leading to
mismatch in identically designed neighbor transistors is modeled through
a normally distributed threshold voltage variation. Using only this variabil-
ity source, the variability of the real-world SRAM bitcells is represented by
a multi-dimensional variability space centered on the nominal bitcell design.
The Hyperpshere Most Probable Failure Point search algorithm is first used
for the UTBB FD-SOI SRAM bitcells dynamic Vmin investigations. The
findings about the different failure mechanism and their dependency on the
operating conditions are also validated by silicon measurements that has
been performed on a SRAM macro as part of an another work.
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The knowledge acquired during the SRAM failure mechanisms investiga-
tions has served the purpose of bitcell usage optimization during the 28nm
UTBB FD-SOI technology development in which the Hypersphere MPFP
search algorithm is used as an investigation tool. In UTBB FD-SOI tech-
nology, the use of the body-biasing in the single-well architecture bitcells
is presented as an efficient solution to overcome Vmin limitations, since it
allows to adjust NMOS-PMOS strength ratio using their common body volt-
age. It is demonstrated that the smart use of body-biasing, i.e. dynamically
adapting the biasing value with respect to operating conditions, can lead to
a significant Vmin gain. A patent for this invention has been filled during
the thesis work.
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Chapter 5

Random Telegraph Signal
Noise in 28nm UTBB
FD-SOI and the impact on
6T SRAM

In the previous chapter, it is shown that SRAM circuits, which are de-
signed with the most aggressive design rules in a given technology node, are
very vulnerable to static variability. Besides the static variability which is
tied to non-time dependent spatial dispersions, the variability in semicon-
ductor devices may also originate from dynamic shift of the device electrical
characteristics [29] over its life-time depending on its operating conditions.
This dynamic variability phenomenon introduces new challenges for circuit
designers, since it might have dramatic consequences on circuit performance.
In this chapter, the impact of the Random Telegraph Signal Noise, which
is seen as an important dynamic variability concern in advanced technol-
ogy nodes, is studied. The investigation are carried out on UTBB FD-SOI
SRAM 6T Bitcells. First, the RTS noise analytical model peculiar to UTBB
FD-SOI technology taking into account the front- and back-gate coupling, is
presented. The analytical model is then used to generate RTS-aware SRAM
bitcell SPICE netlist. Finally, Monte Carlo simulation results are compared
with silicon measurements for validation of the proposed RTS noise model.

5.1 Time-Dependent Random Telegraph Signal Noise
Variability

Random Telegraph Signal (RTS) [28] noise arises from trapping and
de-trapping of charge carriers (electrons or holes) by defects (also names
”traps”) located in the silicon/dielectric interface and in the dielectric it-
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self. The traps in the gate dielectric may originate from oxidation-induced
defects, metal impurities and different kinds of bond breaking processes,
caused by radiation, hot carrier stress or other phenomena tied to NBTI [25].
Capture and emission of a charge carrier by a trap results in the discrete
modulation of the channel conductance, which causes the channel current
to be similar to a random telegraph signal [115]. The discrete levels of a
two-level RTS correspond to high- and low-conductivity in the channel. In
particular, an empty trap corresponds to a high-current level, whereas a
filled trap corresponds to a low-current level in the channel. A two-state
drain current fluctuation caused by a single trap is illustrated in figure 5.1.

Figure 5.1: Two-state drain current fluctuation caused by RTS noise gener-
ated by a single trap. The low current level corresponds to a filled-trap state,
whereas the high current level is associated with an empty-trap state [116].

The impact of trapping/detrapping has been first observed as a concern
in analog circuits in form of low frequency noise [28,117,118]. In small MOS
devices with a low number of free carriers, LF noise performance is domi-
nated by RTS noise on top of the ever present bulk noise [119, 120]. With
the development of ultra-deep submicron CMOS technologies, the RTS noise
leads to large current fluctuation which might have dramatic consequences
on circuit operations. Theoretically, the RTS noise amplitude scales with the
inverse of the channel area (W.L) and the oxide thickness tox. This means
that RTS noise amplitude increase trend should follow device scaling, since
L,W and tox are in principal scaled by same factor [121]. However, the
stagnation of tox scaling in advanced technology nodes due to the increased
gate leakages currents, has aggravated the increase in RTS amplitude. The
relation between RTS amplitude and the channel geometry is due to the fact
that RTS noise is tied to the fluctuations in the number of free carriers in the
channel, and the latter is proportional to the channel area [122]. In highly-
scaled technologies, RTS noise amplitude is exacerbated by the discreteness
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of dopants in the channel, since the resulting percolation paths through the
valleys in the potential landscape dominating the current flow are strongly
influenced by the occupation of traps in the oxide located within proximity
of these paths [123].

As it will be shown in this chapter, besides the amplitude of RTS noise,
the influence of traps on the performance of a semiconductor device is de-
termined by the density of traps and the probability that these traps are
occupied by a charge carrier. A trap can change its occupancy by either
capturing or emitting a charge carrier. The Shockley-Read-Hall (SRH) the-
ory [124] originally describing generation-recombination of bulk states has
been adopted to describe the trapping-detrapping behavior of the traps lo-
cated at the silicon/dielectric interface. For the traps located in the oxide,
the mechanism is a two step process which involves capture and then tunnel-
ing through the oxide. The physical characteristics of trap will be detailed
later in the next section.

RTS noise is seen as an important dynamic variability concern in ad-
vanced technology nodes [125–129], and is projected to be a significant
source of transistor variability affecting the yield of highly scaled SRAM
cell [130], since SRAM bitcells use small channel area transistors and they
are highly vulnerable against mismatch. The contribution of RTS noise
in SRAM design margins across different technology nodes is illustrated in
figure 5.2 showing the growing impact of RTS noise. Therefore, study of
RTS noise in highly-scaled SRAM has been very popular research topic in
the last decade. The authors of [130] show that in 45nm technology node,
the Vth shift caused by RTS noise is at same order as the one caused by
random dopant fluctuations (RDF) and can even exceed RDF at some rare
cases. In their work, the measurement data obtained from individual tran-
sistors are used to predict the impact of Vth shift caused by RTS noise
on highly-scaled SRAM static margins using analytical models. The au-
thors in [131] demonstrated the impact of RTS on 64kB SRAM array Vmin

through static measurements and quantified the impact as around 50mV in
the 45nm technology node. In [132], the transistor-level modeling of RTS
noise impact with multiple-traps for SPICE simulations is presented and the
proposed approach is applied on SRAM static margins simulations. How-
ever, physical characteristics and dynamics of traps are extracted from mea-
surements performed on individual transistors, which limits the accuracy of
bias-dependency of their model. In [133], authors investigate large-signal
bias and temperature dependencies of the RTS impact on SRAM through
measurements. A considerable conclusion of their work is that the impact of
RTS noise on SRAM stability differs with respect to the number of successive
operations.

All findings in the literature point that the RTS noise represents high
risk for stability and performance metrics of highly-scaled SRAM bitcells.
Therefore, the dynamic RTS noise variability has to be considered in the
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SRAM design optimization. This raises the need for an efficient SPICE-
level RTS characterization tool that can be used in time domain analysis
with industrial EDA softwares.

Figure 5.2: Contribution of RTS Noise on SRAM design margins vs. tech-
nology nodes [134].

5.2 SPICE-level RTS Noise Modeling in UTBB
FD-SOI

5.2.1 RTS Trap Characteristics and Particularity of UTBB
FD-SOI

The trapping and de-trapping of charge carriers in CMOS devices is ob-
served as an increase or decrease of the channel conductivity leading to Ids
fluctuations. Considering an N-channel MOSFET in which the majority
carriers are electrons, the capture of one electron by a trap located in the
gate dielectric causes the loss of a majority carrier in the channel modulat-
ing the intrinsic transistors parameters which leads as a consequence to a
decrease of the Ids current. On the other hand, the subsequent emission of
the electron will lead to an increase in the Ids current. The same mechanism
is valid for a PMOS device, in which majority charge carriers are holes.
The trapping/de-trapping event caused by a single trap in a N-channel bulk
CMOS is illustrated in figure 5.3. Using the frame shown in figure 5.3, a
particular trap in the gate dielectric is characterized by its distance from
the silicon/dielectric interface xt, its energy level in the silicon band gap, its
capture cross section σ, its activation energy Ea.

The relative amount of fluctuation on the current flowing through the
transistor channel due to one single trap at the interface has been observed
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Figure 5.3: Schematic diagram of RTS noise by a single trap in bulk N-
Channel CMOS device. RTS is attributed to trapping/detrapping events
caused by defects near the silicon - oxide interface. High and low states
correspond to carrier capture and emission.

in [135] to be described as:

δIds
Ids

=
gm
Ids

−q
WeffLeffCox

(5.1)

where gm is the transconductance in AV−1, Ids is the source-to-drain current
in A, Weff and Leff are the effective transistor dimensions in m, Cox is the
gate dielectric capacitance per area in F/m2, and q is the elementary charge
given by 1.602x10−19C.

An equivalent way to consider the effect of a single trap is to think in
terms of threshold voltage fluctuation. Considering that the voltage fluctu-
ation produced by a charge trapped at the silicon/dielectric interface as a
fluctuation in the device threshold voltage Vth, from [27] the one can write

δVth = δVfb =
−q

WeffLeffCox

where Vfb is the flatband voltage. Recalling the definition

gm =
δVg
δIds

and using the simple approximation δVfb = δVg the equation (5.1) becomes

δVth = δVg =
δIds
gm

=
−q

WeffLeffCox
(5.2)

representing the equivalent input gate voltage fluctuation of the channel
that is caused by one single trap. In transistor-level modeling, it is more
suitable to work with δVg rather than δIds, since gate voltage is one of the
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inputs of 4-terminals SPICE transistor model cards. From equation (5.2),
according to [28], we can obtain the analytical expression of the threshold
voltage fluctuation as a function of the location of the trap in the oxide:

δVth =
q

WeffLeffCox

(
1− xt

tox

)
(5.3)

where 0 ≤ xt ≤ tox. xt is the location of trap indicating that how deep it is in
the oxide thickness as illustrated in figure 5.3, and tox is the oxide thickness.
Considering the device of figure 5.3, a filled trap (captured electron) will
increase the device Vth by δVth, whereas the subsequent emission of the
electron will decrease Vth by δVth. From equation (5.3), a trap close to the
silicon interface will cause Vth fluctuations with larger amplitude than those
caused by a trap in the depth of the dielectric.

The cross section of UTBB FD-SOI transistor is illustrated in figure 5.4.
The body of an UTBB FD-SOI transistor acts as a second gate, placed
below the buried oxide (BOX) under the thin silicon film, and participates
substantially to the control of silicon film charge. In the detail, the excellent
body factor in UTBB-FDSOI technology allows dynamically changing the
device flavor through the use of body-biasing techniques [62] [50]. In other
words, a UTBB FD-SOI transistor is formed of two gates: front and back
gates (FG and BG) and has as a consequence two sources of RTS noise in
distinct from bulk transistors : the front gate dielectric and the BOX at
the back-gate. As a result, the trapping/detrapping events occur at both
interfaces.

Figure 5.4: Schematic diagram of RTS in N-Channel UTBB FD-SOI device.
Trapping/detrapping events occur at the silicon/gate dielectric interface and
at the silicon/BOX interface.

The average number of traps in a given dielectric layer, Navg, is related
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not only to the dielectric geometry, i.e. to its width W, to its length L and
to its thickness tox, but also to the oxide quality, which is quantified by its
average volume trap density N T [136]:

Navg = NTWeffLeff tox (Emax − Emin) (5.4)

where (Emax − Emin) represents the active energy of the silicon band gap
(1.11 eV at 300K). Figure 5.5 presents the cumulative distributions of the
number of traps in 28nm UTBB FD-SOI 6T SPHD SRAM Bitcell NMOS
Pull-Down (PU) and Pull-Up (PU) transistors. It is assumed that number
of traps in a given dielectric follows Poisson distribution with the mean Navg

calculated using equation (5.4). The average trap densities at FG and BG di-
electrics, NTox and NTbox, are chosen as 1018cm−3eV −1 and 1017cm−3eV −1

respectively [137], indicating that BOX has a better oxide quality than the
FG gate dielectric, which can be explained by the use of thermally grown
SiO2 in BOX, instead of the complex stack of high-K dielectrics in the FG.
More traps are expected in NMOS PD transistors, since PMOS PU are
smaller (W=51 nm L=40n) then NMOS PD (W=106 nm L=40nm). It has
to be noted that the larger dimensions of BOX (tBOX=25nm vs. tox=1.7nm)
is compensated by the improved oxide quality. However, even with its better
oxide quality, BOX is prone to have more traps than the FG dielectric.

Figure 5.5: Cumulative probability distribution of number of traps in 28nm
UTBB FD-SOI SPHD 6T SRAM Bitcell NMOS Pull-Down (PD) and PMOS
Pull-Up(PU) transistors, at both FG and BG dielectrics. It is assumed that
the number of traps in a given dielectric follows Poisson distribution.

Assuming that traps are uniformly distributed in a given dielectric [29],
figure 5.6 presents cumulative distribution of δVth for FG dielectric traps in
PD and PU devices. Fluctuation amplitudes are larger in the PMOS due
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to smaller geometry of the dielectric (equation (5.3)). It is worth to say
that the overall impact of many traps in a given device is cumulative and
indicated in this work as ∆Vth. Equation (5.3) can be applied to BG traps,
if tBOX and CBOX are used instead of tox and Cox.

Figure 5.6: Cumulative probability distribution of δVth of FG dielectric traps
in 28nm UTBB FD-SOI SPHD 6T SRAM Bitcell NMOS Pull-Down (PD)
and PMOS Pull-Up(PU) transistors. It is assumed that traps are uniformly
distributed in the gate dielectric.

In order to get the dynamical picture of RTS, one should be able to
calculate how a trap state evolves between filled and empty during device
operations. The trap occupancy evolves as a stochastic process over time
with capture τc and emission τe times following exponentially falling distri-
bution [29]. Using the SRH [124] recombination model, the average capture
and emission times satisfy the following relations :

< τc > =
q

feσQi
(5.5)

< τe > = < τc >
Qi

Qitrap
exp

(
xtFox
kBT

)
(5.6)

where kB is the Boltzmann constant expressed in eV/K, T is the absolute
temperature in Kelvin, q is the elementary charge, f e is the (constant) escape
frequency for tunneling into traps of the dielectric, F ox is the electric field
in the dielectric. The cross section σ of a given trap at ambient temperature
can be estimated as

σ = σ0. exp

(
−xt
λ

)
where σ0 is the cross-section pre-factor [138] and λ is the tunneling atten-
uation distance in the dielectric. Qitrap is the inversion charge at 50% trap
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occupancy (< τc >=< τe >), which is related to the position of the trap in
the energy band with respect the valance band, and finally Qi is the charge
inversion at the silicon/dielectric interface as illustrated in figure 5.3 a bulk
device. In the UTBB FD-SOI transistor, charge inversion occurs at both sil-
icon/dielectric interfaces as illustrated in figure 5.4. Hence, equations (5.5)
and (5.6) should be duplicated and written for each interface. In particular,
Qi will become QiFG for silicon/front-gate dielectric interface and QiBG for
silicon/BOX interface. The same duplication is then also applied for Fox
giving us FoxFG and FoxBG. Therefore, an accurate modeling of RTS noise
average time constants implies accurate modeling of the charge inversion at
both gates of a UTBB FD-SOI transistor.

5.2.2 Front- and Back-gate Coupling Aware 2-Dirac Charge
Inversion model

As shown in [139], the inversion charge Qi at each interface placed at
xi can be modeled as a Dirac’s delta function, whose amplitude depends on
the surface potential Vs at that interface. The dynamic behavior of RTS
comes from the fact that Vs evolves with the applied gate and body bias,
which evolve in time. Considering an SRAM bitcell transistor which can
experience large and very fast bias swings within a trapping cycle of a given
trap, the modeling of Vs becomes crucial for an accurate RTS Noise time
constants modeling. In detail, Qi at a given interface placed at xi reads

Qi = qDOS exp

(
Vs
kBT

)
δ (x− xi) (5.7)

where DOS is the effective density of states emulating the silicon film at
each silicon/dielectric interface, and determined by

DOS = ni
tsi
2

where ni is the intrinsic carrier concentration in silicon (1.4510 cm−3) and
tsi is the thickness of the silicon film (7nm in 28nm UTBB FD-SOI [61]).
The model is named as 2-Dirac with respect to the shape of the charge
distribution between both silicon/dielectric interfaces.

Figure 5.7 illustrates the capacitive network between FG and BG of an
UTBB FD-SOI device [62] [50]. The standard equation of charge coupling
in a SOI MOSFET [140] is adapted to UTBB FD-SOI as:

Qi(VsFG) = CSi(VsBG − VsFG) + COX(Vg − VsFG)

Qi(VsBG) = CSi(VsFG − VsBG) + CBOX(Vb − VsBG)

in which flat band voltages are omitted for simplicity. Recalling equation
(5.7), the system of equation can be written as:
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Figure 5.7: Schematic diagram of the capacitive network between the front-
gate and the back-gate of an UTBB FD-SOI transisotr.

Qi(VsFG) = qDOS exp

(
VsFG
kBT

)
δ (x− xi)

= CSi(VsBG − VsFG) + COX(Vg − VsFG) (5.8)

Qi(VsBG) = qDOS exp

(
VsBG
kBT

)
δ (x− xi)

= CSi(VsFG − VsBG) + CBOX(Vb − VsBG) (5.9)

Using the non-linear system formed by equations (5.8) and (5.9), we can
solve Vs from 1D models of FG and BG voltages (Vg and Vb). For a given
solution of VsBG and VsFG, FOX at FG and BG then can be modeled as:

FOXFG =
Vg − VsFG

tOX

FOXBG =
Vb − VsBG
tBOX

The analytical 2-Dirac model is implemented in both Mathcad [141]
and MATLAB [142] softwares using their integrated system solver functions,
assuming 0V as initial values of VsFG and VsBG. In order to validate the
accuracy of the simplified surface potential modeling, TCAD simulations
using more complex electrostatic equations are performed with FlexPDE
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[143]. Figure 5.8 presents results for Qi, τc and FOX at both FG and BG
for a NMOS FET , showing the good agreement of the proposed model with
TCAD simulations. We can therefore conclude that the proposed model has
a sufficient accuracy at all tested operating conditions. The results shows
for both gates that the increase in Qi will decrease τc, which means that the
traps are more probably filled (smaller τc and larger τe) at strong channel
inversion. Trapping at each gate is also accelerated by the strong inversion
in the other gate. The larger thickness (25 nm vs. 1.7 nm [61]) and the
better quality of BG oxide result in few decades slower τc compared to FG.

Figure 5.8: TCAD simulations (crosses) vs. 2-Dirac model (straight lines)
for Qi, τc and FOX .

The 2-Dirac model is used to calculate the fundamental trap character-
istics and their average time constants, as they evolve under different bias
conditions. Figure 5.9 illustrates < τc > and < τe > evolution of a given

113



CHAPTER 5. RANDOM TELEGRAPH SIGNAL NOISE IN 28NM
UTBB FD-SOI AND THE IMPACT ON 6T SRAM

trap in a NMOS FG dielectric with respect to Vg, at different Vb values,
at ambient temperature, for two different trap energy levels. The results
tell that, as already observed in figure 5.8, traps have more tendencies to
be filled (captured) at strong inversion in both gate sides. Considering that
the average period between two successive capture and emission events is
simply

< T >=< τc > + < τe >

the one can define define the trap frequency FT as the inverse of the period:

FT =
1

< T >
.

A trap with higher energy has shorter < τe >, for the same < τc >, which
as a result increases FT . If FT is higher than, or same order as, the memory
operating frequency, the transistor mismatch may evolve during a memory
operation or between two successive operations which may lead to dramatic
consequences in SRAMs. The impact of Vb is more significant on < τc >,
until some value above which < τc > remains quasi-stable independent of
the value of the Vb.

Figure 5.10 illustrates < τc > and < τe > evolution of a given trap in a
NMOS BG dielectric with respect to Vb, at different Vg values, at ambient
temperature, for two different trap energy levels. It is shown that BG traps
average time constants are mainly set by the applied Vg, leading to a 7
decades shorter < τc > between Vg=0V and Vg=1V. As for FG traps, a
trap with higher energy leads to a shorter < τe >, however the impact is
insignificant compared to FG traps.

Figure 5.9: < τc > and < τe > evolution with respect to Vg and Vb for
Etrap = 0.25eV (low energy) and 0.6eV (high energy) for FG dielectric. at
ambient temperature.
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Figure 5.10: < τc > and < τe > evolution with respect to Vg and Vb for
Etrap = 0.25eV (low energy) and 0.6eV (high energy) for BG dielectric. at
ambient temperature.

5.2.3 RTS-aware 6T SRAM SPICE netlist generation in Mat-
lab

Equation (5.3) shows that the effect of a trapped charges can be de-
scribed in terms of Vth shifts, and a significant simplification can be done by
describing the Vth shift as a shift of the gate voltage. In this way, a trapped
charge in a given silicon/dielectric interface of a transistor can be modeled
by a voltage sources connected to the gate node like in [132]. For example,
Vth fluctuations caused by a single trap in the FG dielectric is added into
SPICE transistor model by connecting a Piece-Wise Linear (PWL) voltage
source to the front-gate of the transistor. How these fluctuation waveforms
are generated will be described later in this section. The equivalent RTS-
aware transistor model with multiple traps at both FG and BG, is shown in
figure 5.11. N different voltage sources are connected in series modeling N
FG traps, and M different voltage sources are connected in series modeling
M BG traps. A voltage source modeling Vth fluctuation caused by i−th
trap is denoted as Ri. The overall Vth modulations at each gate, ∆VFG and
∆VBG, are equal to the sum of independent δVths.

The stochastic behavior of RTS is accounted for by randomly generating
the capture and emission times using exponentially falling distributions in
time domain. As a consequence, traps are not stationary and their occu-
pancy rate is changing with bias conditions. The bias dependency, which
distinguishes this work from [132], is extracted from a nominal simulation,
i.e. a run without RTS, performed at first. The extracted FG and BG
gate voltage waveforms, Vg(t) and Vb(t), are used as inputs, together with
dielectrics geometries, for RTS generator program in MATLAB. Figure 5.12
presents the proposed RTS-aware simulation flow.
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Figure 5.11: The equivalent RTS-aware transistor model with multiple traps:
N traps at FG, M traps at BG. A voltage source modeling Vth fluctuation
caused by i−th trap is denoted as Ri. The overall Vth modulation is the
sum of the independent δVths.

Figure 5.12: RTS-aware simulation flow chart.

Figure 5.13 presents in detail the MATLAB RTS PWL Generator, which
is composed of two sub-generators:

• Trap Generator generates the trap profile of each device: position of
traps in the dielectric layer, their energies and their cross sections. The
generated profile can be saved for further use through the user input
trap profile. The number of traps in a given dielectric is a Poisson
random variable with the mean Navg calculated using equation (5.4).

• PWL Voltage Source Generator generates the PWL Voltage Controlled
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Voltage Source netlist for each trap, that will be connected to the
corresponding device’s gate.

Figure 5.13: MATLAB RTS PWL Generator scheme.

For each trap in each device, the PWL Voltage source Generator gener-
ates bias-dependent < τc > and < τe > using Vg(t) and Vb(t) input wave-
forms as look-up tables. τc(t) and τe(t) are then randomly generated re-
specting their exponentially falling distribution. Each computed τ value is
added to the sum of previously computed τ ’s, allowing to move forward step
by step in time domain, until the overall simulation time, tmax, is reached.
It is worth to say that the overall simulation time tmax is extracted by the
priorly performed nominal simulation. The dynamic-like bias-dependent be-
havior of time constants is obtained by canceling very slow time constants
that occurs when bias voltage is below a given threshold Vdd − ε. This pro-
posed optimization algorithm that allows to simulate dynamic behavior of
< τc > and < τe >, is illustrated in figure 5.14. Considering the simulation
time ti, where the gate voltage Vg(i) is at 0V, the τci computed at ti can
be very slow (few seconds), since equation (5.7) will result in a nearly zero
Qi. If this τci is very slow, the next computation step that will be at ti + τci
exceeds tmax, meaning that there will be no trapping/de-trapping during
the simulation, even if the Vg(t) switches to high-voltage level. However,
considering short channel transistors, the capture and emission time con-
stants response to bias change is the same order as the electron diffusion
time (≈ 1ps), meaning that the time constants have to be updated when a
bias change occurs. A simple way to simulate this bias-dependency with-
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out affecting the simulation speed is to cancel very slow time constant that
occurs at very low gate bias. This approach is not affecting the model ac-
curacy, since these slow time constants would not be anymore valid when a
bias change occurs considering real-world SRAM operating frequencies.

Figure 5.14: The proposed optimization algorithm to model bias-dependent
behavior of RTS time constants. Very slow τc that occurs at Vg=0V is
canceled out and time constats are calculated only if Vg > (Vdd − ε).

Figure 5.15 presents RTS-aware 6T SPW bitcell netlist. A PWL Voltage
source associated to a single trap is illustrated with a block denoted as R.
Each transistor of the illustrated bitcell has one trap at FG and one trap at
BG. The output waveform of a single R (single trap) is illustrated in figure
5.16 on the top. The trap initialization time, t0, is first chosen randomly,
then τc0, τe0, τc1, τe1, τc2, τe2 are computed successively (using the previously
described optimization algorithm) until the sum of the τ ’s reaches tmax. On
the bottom of figure 5.16, the overall Vth modulation waveform that is caused
by multiple traps in a given device, is shown.

5.3 Measurements and Simulation Results

5.3.1 Hardware Setup

The RTS investigations are carried out on a 143Kb SPW SPHD SRAM
array through Write Ability measurements using the dynamic characteriza-
tion module that is mentioned in section 4.4.2. The measurement is com-
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Figure 5.15: An RTS-aware 6T SPW bitcell netlist where each device has
one FG trap and one BG trap. The bloc ”R” represents the PWL voltage
source modeling Vth fluctuation cuased by a single trap.

Figure 5.16: On the top: PWL Voltage source waveform of a single trap.
On the bottom: The overall Vth modulation waveform with multiple traps.

posed of 4 phases: Initialization, overdrive, write (WR) and check. The
measurement setup is presented in figure 5.17. In the initialization phase,
the memory (same bitcell as in figure 5.15) is written at nominal operat-
ing voltage (Vddnominal) and low-frequency with the internal node ”L” to
”1”. An overdrive phase of 1.5 seconds at 1.9V is performed to accelerate
trapping and to increase the number of filled traps. Considering the mem-
ory initial conditions, the overdrive will impact more PU1 and PD2, since
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these two devices are turned on during the overdrive, thus their channels
are in strong inversion. The array operating voltage Vddm is reduced to
the Vddmtest for the WR phase, which is performed column wise to avoid
read disturb errors. Vddmtest is held at very low value to push the bitcells
towards the failure zone, where the sensitivity to RTS will be critical. In
the check phase, the memory is read at Vddnom and low frequency to avoid
read access errors. The fraction of cells having a WR failure is denoted the
Bit-Error-Rate (BER). It is worth to note that the used measurement allows
separate the effects of the dynamic variability and the static variability that
is present in the measured die.

Figure 5.17: RTS measurement setup that is used in the dynamic charac-
terization module.

The analysis is performed in the following way: BER is measured with
and without overdrive, and the difference of the 2 results is interpreted as
being due to RTS. 4 different conditions are tested: no overdrive, only-FG-
overdrive, only-BG-overdrive and both FG-and BG overdrive, allowing to
study separate and joint impacts of both gates. In simulation, both RTS-
aware netlist and the nominal netlist (without RTS) are simulated with
Monte Carlo method using the STMicroelectronics SPICE model cards, at
ambient temperature and typical corners. The overdrive phase is also sim-
ulated with RTS-aware netlist to increase the probability of trapping.

In simulation, for each device, it is assumed that the number of traps fol-
lows a Poisson distribution, traps are uniformly distributed in the dielectric,
and, for each trap, the cross-section pre-factor σ0 is randomized between
1.10−14 and 1.10−17.

Before starting to discuss the results, a reminder about Write Ability
failure mechanisms (section 3.6) is useful, since the RTS can be only ob-
served in failing bitcells. A discharge write failure is caused by a strong
PMOS which will prevent discharging the node initially storing ”1”, and
a completion write failure is caused by a weak PMOS which will prevent
the node initially storing 0 reaching 1. In other words, the WA of a bit-
cell depends on the strength ratio between the NMOS and PMOS. In this
work, the body biasing is used to adjust NMOS-PMOS strength ratio, and
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this causes a transition between the WA failure mechanisms. Besides, this
is done in a simple way controlling only one body-supply voltage, thanks
to the single-well architecture. A negative Vb will place the bitcell in dis-
charge failure zone, since it strengthens (forward body-bias) PMOS, whereas
a positive Vb will place the memory in the completion failure zone, since it
weakens (reverse body-bias) PMOS. According to this, the presence of RTS
noise can be visible as the difference of BER between the nominal test and
the overdriven test: If a bitcell is failing due to strong PMOS, the overdriven
PMOS that is weakened due to RTS can prevent the failure. On the other
hand, if a bitcell is failing due to weak PMOS, the overdriven PMOS may
lead to additional failures.

5.3.2 Results

Figure 5.18 shows WA measurement BER for a single write operation,
in which a ’0’ is written into the node ’L’ at 80ns WL pulse width and
0.34V Vddmtest. Results for 4 different conditions are shown. It is shown
that at strongly negative Vb, the only-FG-overdrive leads to a significant
BER improvement, since the memory is in its discharge failure zone and
the weakened PMOS due to RTS cancels out some of the discharge failures.
On the other hand, only-BG-overdrive do not show a significant impact
compared to the nominal test (no overdrive), indicating that the impact of
the BG traps remains as a second order and the main source of RTS noise is
the FG dielectric. This is also confirmed by the FG- and BG-overdrive test,
which gives similar results as only-FG-overdrive and the slight difference can
be explained by statistical error in the measurements. Therefore, although
BG traps have larger amplitudes (up to 60mV), the body factor (≈ 0.06
[50,62]) attenuates their final impact on the device Vth.

Figure 5.19 shows WA simulation BER for a single write operation, at
108ns WL pulse width and 0.34V Vddmtest. The RTS-aware netlist is used
to perform only-FG-RTS, only-BG-RTS and FG-and BG-RTS tests. As in
figure 5.18, RTS-aware simulations are compared with the nominal netlist
(no RTS) results. The same WA BER trend as in the measurements is re-
produced, showing the good accuracy of the proposed RTS-aware simulation
method.

The good accuracy of the proposed RTS-aware simulation method is also
illustrated in figure 5.20, which shows the normalized measurements and
simulation WA BER, performed at 320ns pulse width and Vddmtest=0.34V.
The one should conclude that the WA BER improvement trend that is ob-
served on silicon, is accurately reproduced using RTS-aware netlist.

With single write WA tests, the RTS noise presence is observed as im-
provement of BER, when the memory is placed in its discharge failure zone.
Figure 5.21 illustrates Write-After-Write (WAW) WA measurements BER
with respect to the Vb, at Vddmtest=0.34V and 320ns WL pulse-width.
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Figure 5.18: Single Write WA measurements BER vs. Vb for no overdrive,
only-FG-overdrive, only-BG-overdrive and both FG-and BG overdrive, at
80ns WL pulse width and Vddmtest = 0.34V. The BER improvement with
overdrive is interpreted as the impact of the RTS in the PMOS PU1, which
slows down the device, thus cancels some of discharge failures. Results are
normalized with respect to those obtained at Vb =-0.1V

Figure 5.19: Single Write WA simulation BER vs. Vb for no RTS, only-FG-
RTS, only-BG-RTS and both FG-and BG RTS, at 80ns WL pulse width and
Vddmtest = 0.34V. Results are normalized with respect to those obtained
at Vb =-0.1V.

WAW consists in performing a WR0 which is followed by a WR1 in the
next WL pulse, and the memory content is checked to read ’1’ from the
node ’L’. At Vb < 0, the same BER change trend as in the single write WA
mesurements is observed, since the initially strong PU1 places the mem-
ory in the discharge failures zone and these discharges failures occur in the
WR0 giving the same picture as the single write test. In distinct to single
write WA measurements, results for Vb > 0 are also shown, where only-FG-
overdrive results present degradation in BER. At strongly positive Vb, the
PMOS is initially reverse body-biased (weakened) switching the main failure
mechanism to completion failures and WR0 is therefore not anymore con-
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Figure 5.20: Single Write WA measurements BER vs. simulation BER with
respect to Vb for FG overdrive and the FG-RTS simulation, at 320 ns WL
pulse width and Vddmtest = 0.34V. Results are normalized with respect to
those obtained at Vb =-0.1V.

cerned by discharge failures. Since the memory initial conditions are same
as in the single write test (’L’ at ’1’), the devices that are mostly impacted
by RTS noise are also same (PU1 and PD2), and the overdriven PU1 plays
also an active role in the completion of the WR1. The BER degrades with
overdrive, since the PU1 is weakened due to RTS noise increasing completion
failures that occurs in WR1.

Figure 5.21: Multiple Write (WAW) WA measurements BER with respect
to Vb for no overdrive and only-FG-overdrive, at 320 ns WL pulse width and
Vddmtest = 0.34V. The impact of RTS is observed at extreme Vb values,
as a BER decrease at negative Vb (discharge failure zone) and as a BER
increase at positive Vb (completion failure zone).

Figure 5.22 shows WAW simulations with and without RTS-aware netlist,
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at two extreme Vb conditions, Vb=-0.4V and Vb=0.4. The WA test is per-
formed after each WL pulse. At Vb -0.4V, the discharge BER in WR0 is
reduced by 62%. The total BER is decreased by 70% telling that discharge
in WR1 is also improved. At positive Vb, WR1 completion BER is increased
by 38%, a result that justifies the increase in total BER by 35%. In conclu-
sion, the RTS noise in the overdriven PU1 impacts the WA BER as either
an improvement or degradation depending on the main failure mechanism.

Figure 5.22: Multiple Write (WAW) WA simulation BER at Vddmtest =
0.34V and 320 ns WL pulse width for no-overdrive and only-FG-overdrive.
Two exreme Vb conditions are simulated. At negative Vb BER decreases
with overdrive (discharge failures) and at positive Vb, BER increase with
overdrive ((completion failures).

Figure 5.23 presents WAW BER measurement vs. Vdd at 108ns pulse
width and 0.5V Vb, with (squares) and without (diamonds) overdrive. It is
shown that the minimum Vddm at zero BER with respect to WAW WA can
increase due to RTS, in aggressive conditions. A 30mV increase is observed
for this particular chip, and, even if a larger increase can be supposed to
arise in a statistical amount of chips, the shift looks relevant but not critical
for this technology node. The strongly positive Vb justifies the increase of
the BER due to RTS, since the memory is in its completion failure zone and
a weakened PMOS due to overdrive leads to additional failures.
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Figure 5.23: Multiple Write (WAW) WA measurements BER with respect
to Vdd for no overdrive and only-FG-overdrive, at 108 ns WL pulse width
and Vb = 0.5V. The overdrive results in a 30mv increase in the minimum
Vddm that can be reached without having write failures.

5.4 Conclusion

In this chapter, we investigated the impact at circuit level of RTS on
a 6T SRAM manufactured in 28nm UTBB FD-SOI technology node. A
new modeling approach considering the UTBB FD-SOI back-gate dielectric
as a second source for RTS and taking into account front-and back-gate
coupling has been presented. The proposed analytical model is first val-
idated by TCAD simulations. The RTS is added in SPICE netlist as a
Vth fluctuations through voltage sources connected to the device gate, for
which the stochastic time-domain waveforms are generated in MATLAB.
The bias-and time-dependency of carrier trapping is extracted from a nomi-
nal simulation. Single and multiple-writes measurement tests are performed,
in which an overdrive is first applied to accelerate trapping. The presence
of RTS noise impact is observed as either an improvement or degradation of
the Write-Ability Bit-Error-Rate, depending on the write failure mechanism
at that given measurements conditions. The body voltage Vb is used to ad-
just NMOS-PMOS strength ratio, allowing to switch between two different
write failure mechanism.

It is demonstrated that the proposed RTS-aware SPICE-level model re-
produces well the measured BER trends. Results show that the RTS is not
a critical failure source in 28nm UTBB FD-SOI 6T SRAM bitcells and that
the bitcell has to be pushed in his failure zone to expose RTS-related issues,
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which is illustrated in figure 5.24 for a 2D variability space. However, in very
aggressive conditions, it is shown that RTS could limit further reduction of
Vdd for SRAM circuits, thus it should be considered as a serious variability
concern for future, downscaled UTBB FD-SOI devices.

Figure 5.24: The illustration of the RTS-sensitive zone in SRAM bitcell in a
2D variability space. RTS is not a limiting variability souce in 28nm UTBB
FD-SOI technology and becomes visible when the memory is already in the
failure zone.
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Chapter 6

General Conclusion

In the ultra-deep-submicron era, SRAM design is by nature very chal-
lenging due to the fact that the design must answer both high-density and
low power requirements. The aggressive downscaling in transistor geometry
and the operating voltage exacerbate together the impact of process variabil-
ity on the stability and performance metrics of SRAM circuits. Considering
that the manufacturing yield of memory circuits represents an important
milestone for the maturity of a given technology node, a joint optimization
is needed between process technology and memory design, and this has even
become a mandatory requirement for the process development in the ad-
vanced technology nodes. This work shows novel variability-aware statistical
methodologies for SRAM bitcell simulation that is to be used during SRAM
design optimization phase of process development, with the ultimate goal
of providing a sufficiently accurate modeling of the SRAM bitcell minimum
operating voltage. The compatibility with industrial EDA softwares and the
easiness of integration into the already existing simulation flows are stated
as key qualities of proposed statistical methodology, evidently together with
modeling accuracy and time- and computation-cost efficiency. Besides the
modeling of the conventional static variability subclass of process variability,
which is by definition not time-dependent, a particular interest is carried out
on the modeling of the time-dependent sub-class of the process variability.
Random Telegraph Signal noise which is seen as a critical dynamic variabil-
ity concern for sub-28nm SRAM circuits, is first modeled at UTBB FD-SOI
transistor-level and is later successfully integrated into SRAM bitcell SPICE
netlist.

6.1 Key Contributions

The key contributions of this work are as follows:

• An existing Monte Carlo method based static design margin modeling
is improved in order to increase the modeling accuracy under large
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variations. The methodology improvement is derived from investi-
gations that are carried out on a very large amount of Static Noise
Margin silicon measurements performed on C45 SPHD SRAM bitcell.

• The proposed methodology is first applied on C40 SPHD and SPREG
bitcells for Vmin modeling. The worst-case Vmin across all process
corners is simulated with 30 mV error with respect to silicon mea-
surements that are performed on intentionally skewed process corners
during the process monitoring.

• The static design margin modeling methodology is also applied on C65
Ultra Low Voltage 10 Transistor bitcell and Vmin is estimated with
20 mV error with respect to the silicon measurements showing the
adaptability of the proposed methodology to different SRAM bitcell
architectures.

• In order to perform more complex variability analysis addressing very
large cut size and both static and transient operating conditions, a
smart algorithm based on hypespherical surface analysis of the multi-
dimensional bitcell variability space is developed. The proposed Hy-
persphere Most Probable Failure (MPFP) search methodology is cou-
pled with Importance Sampling method allowing accurate simulation
bit-error-rate extraction under large variations with a feasible compu-
tation time.

• The Hypersphere MPFP search tool allows extracting different mis-
match mechanisms that underlie behind bitcell failures, offering a bet-
ter understanding of bitcell failures and their dependency on operating
conditions. The simulation-based findings are also validated through
silicon measurements that are performed by CEA/LETI. In partic-
ular, the tool has been used during 28nm UTBB FD-SOI technology
development to investigate SNM drop issue that had appeared at high-
voltage SRAM operations.

• In order to anticipate novel variability-related limitation in further
downscaled SRAMs, the Random Telegraph Signal (RTS) Noise, which
results in time-dependent mismatch in a given SRAM bitcell, is stud-
ied. A transistor-level modeling that takes into account the particu-
lar two-gates device architecture of UTBB FD-SOI technology is pre-
sented. The transistor-level modeling is integrated into SPICE SRAM
bitcell netlist in order to perform bias-dependent RTS-aware simula-
tions. Silicon measurements are performed to validate the accuracy in
modeling the impact of RTS noise on SRAM stability metrics using
the proposed RTS-aware netlist.
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6.2 Future Work

This work has shown that a variability-aware SRAM bitcell design us-
ing industrial EDA softwares can be performed with a sufficient accuracy
with respect to the real-life manufactured SRAM bitcells. One can say that
it is always possible to provide higher accuracy or lower computation cost
and this can be true considering the nature of modeling works. We have
concluded that the provided accuracy and the computation time for Vmin
modeling under static process variability is admissible for a semiconductor
industry and therefore no perspective work for modeling improvement will
be mentioned. However, it is worth to say that the normally distributed
threshold voltage approximation for modeling process variability impact on
a single transistor tends to be not valid anymore in further downscaled
technologies (≈ 10nm gate length) and as a consequence, modeling method-
ologies based on this approximation may not be valid neither.

On the other hand, considering our findings about the impact of the
RTS noise and the growing weight of the dynamic variability with respect
to the one of the static variability, the development of bias-dependent RTS-
aware SPICE model cards modeling accurately RTS noise has to be seen
as a priority by semiconductor industry and EDA software companies for
further downscaled technologies.

More generally, considering today’s SRAMs which may operate up to
few GHz and the exacerbated parasitic effects that are present in the high-
density memory arrays, bitcell stability under transient conditions becomes
main concern for Vmin limitation and may lower significantly Vmin yield that
is measured using static stability tests. Semiconductor industries therefore
need to update their conventional bitcell characterization flow in order to
integrate dynamic stability metrics.

It has also explicitly shown that the variability-aware bitcell design op-
timization is a mandatory requirement in advanced technology nodes. The
memory designers have to be aware of potential risks related to process
variability and also understand the underlying reasons behind variability-
related failures. Based on this fact, the knowledge acquired on the different
bitcell failure mechanism and their dependency on operating conditions can
be used to design ”highly-optimized” bitcells for specific applications. In
particular, the very promising body-biasing feature together with the low
threshold voltage variability provided by UTBB FD-SOI technology can of-
fer great opportunities for optimum memory designs that address all of the
high-density, high-performance and low-power requirements. This optimiza-
tion should not be only considered in bitcell design, but also for novel assist
circuitry techniques.
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