N

N

Advances in opto-electronic oscillator operation for
sensing and component characterization
Toan Thang Pham

» To cite this version:

Toan Thang Pham. Advances in opto-electronic oscillator operation for sensing and component char-
acterization. Electronics. Kcole normale supérieure de Cachan - ENS Cachan, 2015. English. NNT:
2015DENS0013 . tel-01159548

HAL Id: tel-01159548
https://theses.hal.science/tel-01159548
Submitted on 3 Jun 2015

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://theses.hal.science/tel-01159548
https://hal.archives-ouvertes.fr

EDSP o
0 '\ ONS “universi

e LoCtorale - ™ : PARIS-SACLAY
noes Pratiques C A C H A N:

ENSC-2015-N°572

THESE DE DOCTORAT

DE L’ECOLE NORMALE SUPERIEURE DE CACHAN

présentée par

PHAM Toan Thang

pour obtenir le grade de

DOCTEUR de 'ECOLE NORMALE SUPERIEURE de CACHAN

domaine

Electronique, Electrotechnique, Automatique
Sujet de la these

Advances in opto-electronic oscillator operation for

sensing and component characterization applications

Soutenue a Cachan le 26 mars 2015 devant le jury composé de

Xavier CHECOURY Université Paris Sud Président
Gaéle LISSORGUES ESIEE Rapporteur
Emmanuel BIGLER ENSMM Besangon Rapporteur
Isabelle LEDOUX-RAK ENS Cachan Examinatrice
Bernard JOURNET ENS Cachan Directeur

Laboratoire de Photonique Quantique et Moléculaire
UMR 8537 CNRS, Institut d'Alembert - ENS Cachan
61 avenue du Président Wilson, 94230 Cachan






Acknowledgements

I would like to thank the following people for helping me to complete this thesis:

Firstly, I express my sincerest gratitude to my thesis supervisor, Mr. Bernard
Journet, for accepting me in his research group with academic atmosphere, variety
research facilities, for sharing his invaluable experience, immense knowledge and

essential encouragement throughout my PhD thesis.

Prof. Joseph Zyss - former director of “Institut d’Alembert”, Prof. Pascal Larzabal -
director of SATIE laboratory, Prof. Isabelle Ledoux-Rak — director of LPQM
laboratory and Marjolaine Vernier from Institut d'Alembert for their excellent advice,

discussions and support.

Mr. Du Kim Pha David, Mr. Christophe Salle (Département EEA, ENS Cachan)
and Mr. Patrice Vallade (SATIE) for their enthusiasm and indispensable help in
fabricating and providing many mechanical support and for making several electronic

cards.

Asso. Prof. Vu Van Yem (HUST) for his valuable guidance and discussions and
Asso. Prof. Bach Gia Duong (VNU-UET) for his collaboration and advice.

Asso. Prof. Lai Ngoc Diep (LPQM) and Nguyen Chi Thanh (LPQM) for their

discussions and support.

All friends in the SATIE and LPQM laboratories and other Vietnamese friends for
maintaining a creative and friendly studying atmosphere: B.D. Thanh, L.V.H. Nam,
N.T. Minh, P.T. Thong, T.Q. Cong, P.V. Chi...

Vietnam International Education Development (VIED), Ministry of Education and
Training, Vietnam for granting me a full scholarship for completing my PhD thesis in

ENS Cachan.

Finally, no word can express my appreciation to my family: my parents, my

beloved wife and my lovely son and daughter!






Table of contents

Table of contents

Acknowledgements 1
Table of contents 3
Abbreviations 7
List of tables 9
List of figures 11
Introduction 17
Chapter 1 Optoelectronic oscillator 21
1.1 INtroduCtion....ooove i 21
1.2 Optoelectronic oscillator...........oooiiiiiii 22
1.2.1  Oscillation 10ss PhenOmMENON ....ccceeeeeieeeiiiiieeee e 24

1.2.2  Oscillation frequency drift...........ooooiiiii 24

1.3 Electrooptic modulator...........uuuiiiiiiiii e 25
1.3.1  Optical modulation ... 25
1.3.1.1  Direct modulation .........ccooeiiiiiiiiiiiiie e 25

1.3.1.2  External modulation............ccooviiiiiiiiiiiiiiii e 25

1.3.1.3  Pockels effect ... 26

1.3.1.4  Intensity mOdUlation .............uuuuuuiimiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieeeeeeeeeeees 26

1.3.2  Mach-Zehnder Modulator (MZM).......cccooiiiiiiiiiiiiiiiiie e, 27

1.3.3  Drift phenomenon of EOM ... 27

1.4 Conclusions and motivations..........ccoeeeiiiiiii 29
Chapter 2 Optoelectronic oscillator simulation 31
2.1 Noise SoUIrces i OEO ..uuiiiiiiiiiiiiiiiiiiiiiiiieii ittt stesasssnannnees 31
2,101 LASET TMOISE tevvineiiiii et ettt ettt et e et aaaa 31

2.1.2  Photodetector NMOISE ........uuiiiiieeiie e 32
2.1.2.1. 1 SROE T10ISE 1.eeviviiiieie e 32

2.1.2.1.2  Thermal NOISE .....ooieeeiiiiiiiiiee e 33

2.1.2.1.3  Flicker noise (1/) ..cccoiiiiiiiiiiiiiii e 33

2.1.2.1.4  Dark current noiSe ...........ueieiieriiiiiiiiiiis e 33

2.1.3  AMPHIEr MOISE ...oo i 34



Table of contents

2.2 PRASE NOISE .uvvviiiiii e 34
2.3 EXPeriment SEUUD ......uuuiiiiee e 35
2.4 Yao — Maleki MOdel......cccoooiiiiiiiiiiiiiii e 38
2.5 Simulation With Matlab .....ocoooiiiii e 40
2.5.1  Simulation MOdElS .......cooiiiiiiiiiiii e 40
2.5.1.1  Simulation analysis .........ccccoiiiiiiiiiii e 41
2.5.1.2  Implementation of the Levy model. .........ccccoviiiiiiiiiiiiiiiiiiiiiiii 42

2.5.2  STUIATION TESUIES ..ttt 43
2.5.2.1  Case of 1000 m optical fiber length ..........ccccooiiiiiiiiiiiiii 43
2.5.2.2  Case of 500 m optical fiber length ..........cccccooiiiiiii 45
2.5.2.3  Case of 1500 m optical fiber length ..........ccccoooiiiiiiii 46

2.6 Other simulation software SySteIMS ........uviiiiiiiiii e 48
2.7 Conclusions and diSCUSSIONS .......uuuuei e 49

Chapter 3 Impacts of temperature on behavior of the EOM and the

OEO 51

3.1  Temperature MeaSUTEIMIEIIT «......uiiieeiiiiiiiiiies e ee ettt e e e et eeeeeees 51
3. 1.1 TemPeratire SEISOTS. ... eeeeeiiiitiiieeeeeee ettt e e e e e e et ettt e e e eeeeeeaaaa e e e eeeeeeeneneens 51
3111 Definition covveeniee i 51

B T8 0 B I T 00 11 0 ) SRR 52

3.1.2  Measurement CiTCUIt ... .....uieeiiiii et 53
3.2 Tuning temperature ...t 56
3.2.1  Peltier MmOdule .......ouviiiiiiiiiiiiiee e 56
3.2.2  Mounting Peltier to the EOM ... 57
3.2.3  Temperature tUuning Card ..........oooeeeeiiiiiiie e 58
3.3 Controlling tEMPETATULE. ......c.iiiiiiiiee et 59
3.3.1  Digital signal proCessing .........ooooiiioiiiiie e 59
3.3.1.1  Spectrum Digital eZdsp F28335 card.............uvvevrviriiiiiiiiiiiiiiiiiiiiiiiiiiinnns 61
3.3.1.2  Link Research LR-F28335DAQA daughtercard..........cccccccoeeeeiiinnnnnne. 62
3.3.1.2.1  Memory Address ......eeeeiiieeeiiii e 63
3.3.1.22  ADC and DAC ... ..o 64

3.3.2  PID CONBIOIIET .oiiiiiiiiiieee et 64
3.3.3  Software development ..........ooooiiiiii i 67
3.3.3.1  Matlab/Simulink.......cccoociiiiiiiiiii e 67
3.3.3.2  Code CompoSEr SHUAIO ....vvvvvriiiiiiiiiiiiiiiiiiieieieieeeeeeeeeeeeeee 68
3.3.3.3  Graphical user interface control on PC..........cccccovviiiiiiiiiiiiiiiiiiiiiiiiiiiins 69

3.3.4  Experimental 1esults.......ccooiiiiiiiiii 69
3.4 Temperature impact on average optical output power of the EOM ..................... 72
3.5 EOM temperature and its transfer function .....................coooo 75
3.5.1  Transfer function determination............cccoeeeeiiiiiiiiiiiiiier e 75
3.5.2  Transfer function drift............coooiiiiii 79
3.6 EOM temperature variation and OEO oscillation power.............cccccc 80
3.7  Fiber loop temperature and OEO oscillation frequency..............ccccccc. 81
3.7.1  Data acquiSition PIOZTAINL . ....vuuiunieeeetiiiiiii et 82



Table of contents

3.7.2  Measuring temperature and oscillation frequency............ccccccvvveieieeiniiiinnnnis 84
3.8 Conclusions and diSCUSSIOIS ........uuuuuuuereriiiiiiiiiiiiitiiiaeaaaiaeieaaisaaaesnnennnenannansannsnnnnnnes 86
Chapter 4 Controlling EOM by using DSP technique 89
4.1  Dither based bias CONEIOL........oooiiiiiiiiiee e 89
4.1.1  Drift determination and control..............cccoveeiiiiiiiiiiiiiii e 89
4.1.1.1  EOM drift simulation ............ccccvvviiiiiiiiiiiii 89
4.1.1.2  Drift determination principle..........ccccccooiiiii 92
4.1.1.3  Drift control scheme in DSP ........cccooooiiiiiiiii i, 93
4.1.1.4  Designing model with Matlab/Simulink ............cccccoooiiiiiniiiiii, 94
4.1.1.5  Digital filber. ... 95
4.1.2  EOM bias control by using external photodetector .............cccceeviiiin. 96
4.1.2.1 Drift determination in terms of the Non-Linear Indicator..................... 97
4.1.2.2  Bias control at EOM positive Slope...........cccvvvvvviiiiiiiiiiiiiiiiiiiiii 97
4.1.2.3 Bias control at EOM negative slope........cccccccvviiiii 99
4.1.3 MZM bias control by using the internal photodiode.................oevvviiiirininnii. 100
4.1.3.1  Designing interface card ............ccooouiuiiiiiiiiiiiiiiiiiiiiiiii 100
4.1.3.1.1  Current to voltage Circuit ........ccccoovviiiiiiiiiiieiiee 100
4.1.3.1.2  AC amplifier Circuit.......oooovieiiiiiiiii e 102
4.1.3.2 Connection scheme and results..............uvvvviiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiens 102
4.1.4 Integrating two controls: temperature and bias..........ccceeveveeiiiiiiiiiiiiiiininnnn. 105
4.2 Optical output power based bias cONtIOl......ccoooeviiiiiiiiiiiieieieieeeeeeeeeeeeeeeeeeeeeeeeen 107
4.2.1  DC amplifier CITCUIL ....vuvtieiiiiiiiiiiiiiiiiiiiiie e 107
4.2.2  Transfer function determination with the internal photodiode.................... 108
4.2.3  Simulink model of optical power based control............ccccevvuviiiiiiiiiiiiiiiiinnnns 111
4.3 Integrating both bias control techniques with other functions............................ 112
4.3.1 Combining both bias control techniques............cccccuvviiiiiiiiiiiiiiiiiiiiiiiiiiiiies 112
4.3.2 Integrating both bias control techniques with EOM temperature
control and fiber temperature MeasuTing...............euvveeeueeiveeiiiiiiiiiiiiiiiiiiienes 114
4.4 Conclusions and diSCUSSIONS ....uuuuereeieeeeeeeeeeee e e e e e e e e e e eeeeeeeeeeeenns 117
Chapter 5 OEO application to refractive index measurement 119
5.1  Measurement Principle ......ooioeeiiiiiiiiiii e 119
5.2 Short-term refractive index measurement ..............c.ccoovvvieereeeiiiiiiiiiiiee e, 122
5.2.1  Experimental SETUD .......cooiiiiiiiiiiiiin e 122
5.2.2  Calibration of the free spectral range............ccccccocoiiiiii 126
5.2.3  Individual MeasuremMEent........cceeiiiiiiiiiiie e 127
5.2.3.1 Measurement with 500 m fiber and 2 mm cuvette............c....cooeiiiinnnnn. 128
5.2.3.2  Measurement with 500 m fiber and 10 mm cuvette ............................. 129
5.2.3.3 Measurement with 4 m fiber and 2 mm cuvette............................... 130
5.2.3.4 Measurement with 4 m fiber and 10 mm cuvette............cccoooeeeiiiiiinnnnn. 130
5.2.4  Measuring with an RF generator..............ccccccoooiiiii 131

5.3 Real-time and long-term measurement by using an external frequency
SOUTCE ettt ettt et ettt ettt e ettt e et e et e et e et a et e e e e e e e 133



Table of contents

D CONCIUSIONS . et 135

Chapter 6 Improving long-term refractive index measurement with a

vector network analyzer 137

6.1  Principle of measurement................ooo 137
6.2 Improving the phase measurement ............cccoooeoiiiiiiiiiiiiiiee e 141
6.3  Data acquisition PrOgram ..........ooviieiiiiiiiiii e 144
6.4  Monitoring OEO frequency drift with a VINA ... 145
6.4.1 OFEO oscillation frequency vs temperature ...........cooeeeeeieeiiiieiieiiec 145

6.4.2 OEO oscillation frequency vs Phase .....ooooeeeeeeieiiieieeeeieieeeeeeeeeeeee e 147

6.5  Accuracy of this technique when applied for long-term measurement................ 149
6.6 Method for implementing the correction to the oscillation frequency drift......... 152
6.6.1  PrinCIPLE oo 152

6.6.2 Determination of long-term refractive index variations............cooooeeeeiieeennns 154
6.6.2.1 Refractive index of the liquid at time O..........cccoovviiiiiiiiiiiiiiiiiiiiiie 154

6.6.2.2 Refractive index of the liquid at time t.........ccccccvvvviiiiiiiiiiiiiiiiiiiiieee, 154

6.6.2.2.1 Direct determination of the refractive index variation................. 154

6.6.2.2.2 Indirect determination of the refractive index variation .............. 155

6.7 New software for long-term measurement...............ceeeeeeiiiieiiiiieiiieieeeeeeeeeeeeeeee 157
6.8  COMCIUSIONS .. ettt e e e e 158
General conclusions and perspectives 161
Annex A Schematic diagrams of electronics cards 165
A.1 Schematic of temperature measuring card .............ccccviiiieeeriiiiiiiiiiieee e 165
A.2  Schematic of temperature tuning card...........ccccoovviiiiiiiiiiiiii e 166
A.3  Schematic of bias iNput card ..........coooiiiiiiiiiiii e 167
Annex B Descriptions of DSP kit 168
B.1  Spectrum Digital eZdsp F28335 card ... 168
B.2 Link Research F28335 daughter card..........cccooooiiiiiiiiiiii e, 169
Annex C RF filters specifications 170
O B € L S 61 =) 170
C.2 2.1 GH2z RF fIlBOT .eeiiiieeii e 171
List of publications 173
Bibliography 175



Abbreviations

AC
ADC
ADS
ASIC
LPF
BNC
BPF
CCS
COMSIS
DAC
DC
DSP
EOM
FPGA
FIR
FFT
FRM
GPIB
GUI
HPF
IC
IEEE
IIR
ISR
LIMO
LPF
MZM
NLI

Abbreviations

Alternating Current

Analog-to-Digital Converter
Advanced Design System
Application-Specific Integrated Circuit
Low Pass Filter

Bayonet Neill-Concelman

Band Pass Filter

Code Composer Studio
COMmunication System Interactive Software
Digital-to-Analog Converter

Direct Current

Digital Signal Processing
Electro-Optic Modulator
Field-Programmable Gate Array
Finite Impulse Response

Fast Fourier Transform

Forward Rectangular Method

General Purpose Interface Bus
Graphical User Interface

High Pass Filter

Integrated Circuit

Institute of Electrical and Electronics Engineers
Infinite Impulse Response

Interrupt Service Routine
Light-Induced Microwave Oscillator
Low Pass Filter

Mach-Zehnder Modulator

Non-Linear Indicator



Abbreviations

RF
OEO
PI
PID
PSoC
TF
VNA

Radio Frequency
Opto-Electronic Oscillator
Proportional-Integral
Proportional-Integral-Derivative
Programmable System-on-Chip
Transfer function

Vector Network Analyzer



List of tables

Table 3.1

Table 3.2.

Table 3.3.

Table 3.4

Table 3.5

Table 5.1.
Table 5.2.
Table 5.3.
Table 5.4.
Table 5.5.
Table 5.6.

Table 5.7.
Table 6.1.

List of tables

Some key features of eZdspF28335 Card.........uuuiuimiiimiiiiiiiiiiiiiiiiiiiiiiiiiiieeee 62
Memory address table of A/D and D/A channels of LR-F28335DAQA

AAUGNEETCAT ...t 63
Binary representation of LR-F28335DAQA daughtercard .........cccccoeeiiiiiiiiiinei, 64

EOM photodetector output DC voltages at different triangle signal frequencies
shown on the 0scilloSCoPe SCTEEN. .......coiiii i 75

EOM photodetector output DC voltages at different temperatures shown on

the 0SCIIOSCOPE SCIEEI. .. ..t eiiiiiiiii et 79
Measurements of the FSR and equivalent loop length .....................coo . 126
Measurement results with 500 m fiber and 2 mm cuvette..........ccccccceiviiiiiiiiiinn, 128
Measurement results with 500 m fiber and 10 mm cuvette........cccccccoeiiriiiiiiinnnn. 129
Measurement results with 4 m fiber and 2 mm cuvette ................cco . 130
Measurement results with 4 m fiber and 10 mm cuvette ..........cccccceiiiniiiiiiiinn, 130

Measurement results with 4 m fiber, 10 mm cuvette and an external RF

BETIETAOT ...ttt 132
Reference refractive IdeXes .......oooiiiiiiiiiiiiii 135
Theoretical and experimental results of coefficient b ....................o 153



List of tables

10



List of figures

Figure 1.1

Figure 1.2
Figure 1.3
Figure 1.4
Figure 1.5
Figure 1.6
Figure 1.7
Figure 1.8

Figure 2.1
Figure 2.2
Figure 2.3
Figure 2.4

Figure 2.5

Figure 2.6

Figure 2.7

Figure 2.8

Figure 2.9

Figure 2.10

Figure 2.11

Figure 2.12

List of figures

Block diagram of a sinusoidal oscillator using an amplifier with a frequency-

dependent feedback path [13].......cooiiiiiiiiiiiiii e 21
Basic structure of single 100p OEO ..ottt 23
Oscillation 10ss happens at 7445 S.......uuuuiuimimiiiiiiiiiiiiiiiieieiieiieeeeeeeeeeeeeeeeeeeeeeeieenennnees 24
Oscillation frequency drift during 7400 S. ........eeueueeeeeerereeeieininiiiaiaieeeieeaenneenenenenaeeaennanes 24
Block diagram of direct modulation.............coeeeiiiiiiiiiiii 25
Block diagram of external modulation ............ccccoiiiiiiii e 26
A structure of an electrooptic modulator (source: Photline) .........cocoooiviiiiiiicinennne. 27

Classification of the different sources of the drift phenomenon of LiN,Os

TOAULATOT. 1. 29
Experimental setup for phase noise measurement ...............ooeeeeeeeeeeeeieenieneieeeeeeeeeeeeenn. 36
Spectrum and phase noise of 500 m OEO. ... 37
Spectrum and phase noise of 1000 M OFEO .......uuiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiaiaees 37
Spectrum and phase noise of 1500 M OFEO ........uuiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiaiaees 37

Phase noise of the OEQ in case of 1 km fiber loop, with simulation from Yao &
Maleki theoretical MOdel.......ccooiiiiiiiiiiiii e 40

Phase noise of the OEO in case of 1 km optical fiber length. Simulation results
with different numbers Ny of iterations (Nigp = 10000). .c.veervieriieniiniiiiiiiieiiece 44

Phase noise of the OEO in case of 1 km optical fiber length. Simulation results
with different values of GS parameter (Nt = 40000). ...eeoviiiieriieniiiiiiiiiiieiceeee 44

Phase noise of the OEO in case of 500 m optical fiber length. Simulation results
with different numbers Ny of iterations (Nio = 10000). ..veioveiriiiriiiieiiiiieeiieeee 45

Phase noise of the OEO in case of 500 m optical fiber length. Simulation results
with different values of GS parameter (Niw = 20000). ...ccooiiiiiiiiniiiiiiiiiiieiiieeeeee. 46

Phase noise of the OEO in case of 1.5 km optical fiber length. Simulation

results with different numbers Ny, of iterations (N2 = 10000 for the curves (3),

(4) and Ny = 30000 for the curve (5)). .oooveoiiiiiiieie it 47
Phase noise of the OEO in case of 1.5 km optical fiber length. Simulation

results with different values of Gs parameter (Nit = 150000)....cc.ccviiiniiniiniiieieene. 47
Open-loop OEO model with COMSIS SOftWATE. ......uvvvuiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiinianns 49

11



List of figures

Figure 3.1

Figure 3.2
Figure 3.3
Figure 3.4
Figure 3.5
Figure 3.6
Figure 3.7
Figure 3.8
Figure 3.9
Figure 3.10
Figure 3.11
Figure 3.12
Figure 3.13
Figure 3.14
Figure 3.15
Figure 3.16
Figure 3.17
Figure 3.18
Figure 3.19

Figure 3.20

Figure 3.21
Figure 3.22
Figure 3.23

Figure 3.24

Figure 3.25
Figure 3.26
Figure 3.27
Figure 3.28
Figure 3.29
Figure 3.30
Figure 3.31
Figure 3.32

NTC thermistor and its resistance as a function of temperature. (source:

TRETTIOMISC) . ettt 52
Scheme of Wheatstone bridge with a thermistor.........cccoocoiiiiiiii 53
Thermistor temperature as a function of Wheatstone bridge output voltage. ............. 54
Simplified drawing of AD620 and three op amp deSighl.............uvvvvviviveriieiiiiiiiiiiiiiinanns 54
Schematic of temperature measurement CirCuit..............evvvvviiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieas 55
Top view and bottom view of temperature measurement board .............ccooeeeeeeeieeennn. 56
Structure of a Peltier module...........ooooviiiiiiiiii 57
Mounting MZM with Peltier modules and thermistor...............cccccoiniiinn 58
Temperature tuning schematic with OPABAL ....cooooiiiiiiiiieee e 58
Temperature tuning card built around OPAB4AL ... 59
Block diagram of a digital signal processing system ..........cccocciiiiiiniiiiin. 60
Block diagram and top view of eZdspF28335 development system. .............ccoeeeeeennnn. 61

LR-F28335DAQA daughtercard plugged on the top of the F28335 eZdsp board ........ 62

Block diagram of process with a feedback controller............ccoooooviiiiiiiiiiiiiiiiieieieeeennn. 65
Non-interacting and interacting form of the PID algorithm...........cccooooeiiiiiiiiiiiiinnnnnn. 65
Matlab/Simulink model for temperature control...........c.ceocviviiiiiiiiiiniiin 68
Block diagram of Matlab/Simulink, CCS and DSP Kit. ......cccocvviiiiiiniiniiiiiieie 68
Software development and connections to DSP and other devices..........ccccccvvvviiiinii. 69
MZM temperature control system around DSP kit ........ccoooooiiiiiiiiiiiiiiii 69
EOM temperature evolution with different currents applied to the Peltier

TILOAULES - s 70
Compact view of temperature control SOftWare ..................vvvvviiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiens 71
Full view of temperature control SOfEWATE. .......coveieeeieeeeeeeeeee e 71
Changing temperature from 20 °C t0 25 ®Cl...oooiiiiiiiiiiiiiiiiii e 72
Structure for estimating the temperature impact on the average optical output

power of the EOM ... 73
Evolutions of photodetector output DC voltage at different working conditions......... 73
Photodetector output DC voltage evolution under temperature changes.................... 74
Photodetector DC voltage and 0.5 Hz triangle signal represented in Igor................... 7
Transfer function: oscilloscope data and fitting curve ...........coooeeeeeeiiiiiiiiiieiieeeeeeeeenn 78
OEOQ oscillation loss phenomenon due to EOM temperature change..................c........ 81
OEO oscillation data acquisition program in Agilent VEE Pro 9.3...........cccoooiiinn 83
Drift of the oscillation frequency and temperature changes versus time...................... 84
Drift of the oscillation frequency and opposite temperature changes versus time........ 85

12



List of figures

Figure 3.33

Figure 3.34

Figure 4.1
Figure 4.2
Figure 4.3
Figure 4.4
Figure 4.5
Figure 4.6
Figure 4.7
Figure 4.8
Figure 4.9
Figure 4.10
Figure 4.11
Figure 4.12
Figure 4.13

Figure 4.14

Figure 4.15

Figure 4.16

Figure 4.17
Figure 4.18

Figure 4.19

Figure 4.20
Figure 4.21
Figure 4.22

Figure 4.23
Figure 4.24
Figure 4.25
Figure 4.26

Figure 4.27

Oscillation frequency as a function of the opposite temperature and the fitting

curve determining a modeling of the frequency drift behavior ..............ccoooci 85
Fluctuations of the oscillation frequency compared to the modeling of Eq.

(3.23) as a function of BIME........civiiiiiiiiiiii e 86
Simulation program for determining the MZM behavior Vb0 =3 V .....viviviiiiiiininnnn. 90
Modulated signal and its spectral when VH0 =2 V. ..., 90
Modulated signal and its spectral when VB0 =1 V..ooooiiiiiiiiiiiiiiie e, 91
Modulated signal and its spectral when VD0 = 0 V. ..cooooiiiiiiiiiiiiiiii e, 91
Block diagram of Non-Linear Indicator evaluation ............ccccoiiiiiiiiiiini. 93
Bias control scheme in DSP . ... 94
Matlab Simulink model for controlling the EOM bias point. ........c.cccccevnniiiiiiiiiiinn. 95
Frequency response of the band-pass filter .................cooo 96
Block diagram of EOM bias control with DSP and an external photodetector............ 97
Long term evolution of the NLI caused by the EOM transfer function drift................ 97
EOM bias control with its external photodetector..............ccoeeiiiiiiiiii, 98
Evolution of the NLI during the control process. .........cccoeeeieieieiiiiieiiieieeeeeeeeeeeeeeen 99
Evolution of the EOM bias voltage during the control process. .........ccccooveuiiiiiieeinnn. 99
A Photline modulator MX-LN-10. The internal monitoring  photodiode

connected at PIns 3 and 4. ... 100

Schematic of electronic circuit for converting Photline MX-LN-10 modulator’s

internal photodiode output current to a DC voltage signal...................oeeeeiiienn. 101
Schematic of electronics circuit for filtering the DC component and amplifying

the AC COMPONENT. ......oiiiiiiiiiii 102
EOM bias control by using internal photodetector ..............ooeeeeiiiiiiiiii, 103

EOM bias control by using internal photodetector for a duration of 23.13 hours ...... 103

A EOM bias control by using internal photodetector for a duration of 23.13

hours: & Z0OMEd-IN VIEW.....coeiiiiie i 104
Simulink model for EOM bias and temperature control.............cccccccuiiiiiiiiiiiiiiinnnnn. 105
GUI software operating on PC site for controlling MZM bias and temperature......... 106
Schematic of DC voltage amplifier circuit by using operational amplifier TL082.

This circuit also filters the AC component of VIB..........ccccciiiiiiiiiii, 107
EOM transfer function program interface............ccccoeieiiiiiiiiii, 108
EOM transfer function with one scanning period view ..........ccccooeiiiiiiiniiiiiiinnn. 109
EOM transfer function represented in IGOT .........cooooiiiiiiiiiiiii, 110
EOM transfer functions at different laser power levels. ...............ccc . 110

Simulink model for EOM bias control based on photodetector output DC

13



List of figures

Figure 4.28

Figure 4.29
Figure 4.30

Figure 4.31

Figure 4.32

Figure 4.33

Figure 4.34

Figure 4.35

Figure 4.36

Figure 5.1

Figure 5.2

Figure 5.3

Figure 5.4

Figure 5.5
Figure 5.6

Figure 5.7

Figure 5.8

Figure 5.9

Figure 5.10
Figure 5.11

Figure 5.12

Figure 6.1

voltage. The control voltage is sent to EOM via DAC1_Output, and a copy

sent to oscilloscope via DAC3__Output for testing purpose. ...........cccceevevevevervevrevnnnnns 111
The graphical user interface of EOM bias control based on average optical

output power and temperature CONtrol. ..........ccooieeiiiiiiiiiiiiiie e 111
Evolutions of voltage output with and without optical power based control.............. 112
Schematic of bias input card with AC and DC outputs. ...co.evvvviiiieiiiiiiiiiiieeeeie 113

Photo of bias input card used with internal PD of EOM. It converts PD’s
current t0 AC and DC VOILAZES . ...uuuuuriiiiiiiiiiiiiiiiiiiiiiiiiiiiiiitieaiaiaieeieaeeieeaiaeaeeeeeeenennnne 113

The bias input and temperature measurement cards are mounted with other

connections on the same Plate...........ooii it 114

AC/DC and temperature measurement cards mounted in the box with the

DSP kit with all COnMeCtIONS. .. ...iiii e 115

Matlab/Simulink model of 4 functions: dither-based bias control, optical output
power-based control, temperature control for the EOM and temperature
measurement for optical fIDer 100D, ... ..u.uuuruiiiiiiiiiiiiiiiiiiiiiiiiiiii s 116

The integrated graphical user interface program for controlling EOM bias point
(dither-based combined with optical output power-based), controlling EOM

temperature and monitoring optical fiber temperature. ....................co 117
OEO with an optical fiber-to-fiber coupling system .............cccccoiiiiiiiiiiiiiiiiiiiiiiiiiiinns 121
Relation between the variation of the oscillation frequency and the optical

length at 8.004 GHZ [11] .ieiiiiiiiiiiiie e 121
Optical fiber-to-fiber COUPlNG SYSTOIML .. ....viviiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiee it 123
Refractive index measurement using an OEO with an optical fiber-to-fiber

COUPIIILE SYSTOINL. ... 123
2 mm and 10 mm quartz cuvettes used for measurements .............ccccouevvvveveevvnenennnnns 124
Optical fiber-to-fiber coupler and the cuvette ...........ccccccciviiiiiiiiiiiiiiiiiiies 124

FSR of 504 m fiber OEO with an empty cuvette placed in the fiber-to-fiber
COUPING SYSEOIML ...t eeee ettt e e e et eeeeeeaees 127

2 mm cuvette and its supporting adapter placed the optical fiber-to-fiber

COUPING SYSEOINL. ..ottt e e et eeeeeeaees 128
10 mm cuvette and its supporting adapter placed the optical fiber-to-fiber

COUPIIILE SYSTOINL. ... eeeeeenenne 129
Refractive index measurement with an OEO and a generator.............ccccccvvvevvvvveennnns 131
Real-time and long-term refractive index measurement with two identical OEOs .....133

Two-OEO-based configuration for real-time and long-term refractive index
TNEASUTEINIEIIE .ot e ettt ettt e e eeeaan 134

System for monitoring and modeling the frequency drift of the OEO. A VNA

14



List of figures

Figure 6.2

Figure 6.3

Figure 6.4

Figure 6.5

Figure 6.6

Figure 6.7

Figure 6.8

Figure 6.9
Figure 6.10

Figure 6.11

Figure 6.12

Figure 6.13
Figure 6.14

Figure 6.15

Figure 6.16

Figure 6.17

Figure 6.18

Figure 6.19

loop is inserted in order to measure the phase of S21 parameter leading to the
knowledge of the propagation time across the modulator and the fiber loop. ............ 138

Experiment for monitoring and modeling the frequency drift of the OEO (PC,
VNA, PSA, DSP and EOM) ....oooiiiiiiiiiii et 139

Experiment for monitoring and modeling the frequency drift of the OEO
(VNA, PSA, DSP and OEO) ..ottt 139

Experiment for monitoring and modeling the frequency drift of the OEO (DSP
kit, control cards and OEQ elements).........c.cociriiiiiiiiiiniiiicie e 140

Behavior of the homemade filter associated to the amplifier. The bandwidth is
equal to 108 MHz. The quality factor is approximately equal to 20........................... 142

Modulus of 521 parameter in the VNA loop, showing the improvement in the
quality of measurement thanks to the amplifiers placed in the loop. ......................... 143

521 phase measurement improvement by increasing the amplification in the
VNA loop. On top is the case of the filter alone, then with only the homemade

amplifier, the Photline one and finally in the bottom with the two amplifiers........... 143
Data acquisition program with Agilent VEE Pro 9.3 for recording OEO

oscillation frequency and VNA phase shift..........ccoooiiiiiiiie 145
Drift of the oscillation frequency and temperature changes versus time .................... 146
Drift of the oscillation frequency and opposite temperature changes versus time ...... 146

Oscillation frequency as a function of the opposite temperature and the fitting
curve determining a modeling of the frequency drift behavior..........................ooo. 147

Fluctuations of the oscillation frequency compared to the modeling expressed by

Eq. (6.3), as a function of tImMe ........cooiiiiiiiiiiiiie e 147
Drift of the OEO oscillation frequency and S21 phase parameter versus time. .......... 148
Oscillation frequency of the OEQ, as a function of the S21 phase.........ccccccccvvininnne. 148

Fluctuations of the OEO oscillation frequency with respect to the modeled
frequency, calculated from the measured S21 phase, as a function of time............... 149

Introduction of a sending part in the fiber loop for detecting a refractive index
change (a). Another possibility is to detect a small distance modification

obtained by moving the lens L2 (D) ...ccoooiiiiiiiiiiiiii e 150
Refractive index variation determination without modeling frequency drift
generated by fIDer L0OP. ...oooiviiiiiiii 155
Refractive index variation determination  with modeling frequency drift
generated by fIDer L0OP. ..ooooooiiiiiiii 156
Interface of new software for all controls and long-term measurement ...................... 158

15



List of figures

16



Introduction

Introduction

The electronic systems are developed for all aspects of modern life and become
essential things to human being. In these systems, oscillators are devices designed for
generating signal at a specific frequency. The basic oscillators are electronic oscillators
which generate signals with frequencies up to some tens of GHz by multiplying low
frequency. Traditional electronic oscillator can satisfy the phase noise criteria for low
frequency applications. However, when working with higher frequencies, because of
basing on multiplication, the electronic oscillator creates more unwanted noise. In
some applications such as Doppler radars, satellite communication, metrology or
sensor which operate at ultra-high frequencies, high performance oscillators are really
required. One potential candidate has ability to meet this requirement is the

optoelectronic oscillator (OEO).

Chapter 1 briefly presents about the OEO which was first demonstrated by X. S.
Yao and L. Maleki in 1994 [1], in 1995 [2] and in 1996 [3], [4]. The system was initially
developed for next generation radar [5], [6] to replace microwave generator. Then new
applications appear for time and frequency, telecommunication and navigation
technology [7], [8]. This new microwave oscillator showed the ability to synthesize
directly the signal with a very low phase noise. This advantage mostly comes from the
use of a low loss optical fiber loop to make a very high Q factor cavity. Theoretically,
the phase noise of the OEO does not depend on the frequency and it is only limited by
the capability of available commercial RF and optical components when operating at
high frequencies. Then we describe the Electrooptic Modulator (EOM), a key
component in an OEO system. We analyze the drift phenomena of the Mach-Zehnder
Modulator (MZM) which is caused by several factors.

Chapter 2 describes theoretical analysis of different noise sources in the OEQ.
Then we present simulation study for phase noise of a single loop OEO based on
different models and compare with experimental results. OEO is a complex system

in which the resonator quality factor is not the only parameter to optimize in order
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to get a good phase noise performance. The OEO includes both optical and
electronic elements by which many noise conversions occurred during the
operation. These noises have contributions to the phase noise of the OEO and
should be analyzed carefully. Yao-Maleki proposed the first model to analyze the
time-averaged noise in relation with frequency offset from the carrier frequency,
loop delay and oscillation power [4]. The limitation of this model is that it takes
into account only white noise and it assumes the signal at any point in the OEQO is
in steady state. To generalize model of Yao-Maleki, Levy et al. proposed new
method that takes into account all physical effects in Yao-Maleki model as well as
other necessary physical effects [9]. There are several software packages which can
be used to simulate an OEO system: ADS, COMSIS, Matlab. All these software
packages can characterize individual components. However, only Matlab has full

ability to simulate phase noise of a closed-loop OEO.

In Chapter 3, we analyze the impacts of temperature on the OEO behavior. The
temperature affects not only the EOM transfer function but also the OEO oscillation
frequency. To monitor at the same time several characteristics of the different
elements of the OEO, we decided to work with Digital Signal Processing technique
which has ability to handle multiple tasks with multiple inputs and outputs.
Temperature belongs to extrinsic category and it should be the first factor to be
monitored. We implemented two experiments to analyze the impact of temperature on
the drift phenomena of the EOM. By changing the temperature of the EOM, we found
that when the temperature changes, the average optical output power of the EOM
also varies immediately. When the EOM is thermally stabilized, the drift of the EOM
is significantly reduced. These results show that the EOM should be thermally
stabilized during its operating duration. We also present method to determine the

transfer function and demonstrate the drift effect under specific temperatures.

By designing temperature measurement and temperature tuning cards separately,
we can monitor the temperature at different elements of the OEO and control element
we want. We use both cards to control the temperature for the EOM and analyze its
drift phenomena under different conditions. Both cards are connected to a DSP kit
and control process is handled by a program developed and loaded into the DSP
memory. The algorithm for temperature control is Proportional-Integral-Derivative

(PID). Experimental results indicate logically that with thermal stabilization, the
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EOM has less drift phenomena than in the case without thermal stabilization. The
influence of EOM temperature variation on the OEO oscillation power is also studied
and the experimental result shows that the OEO oscillation could be disappeared if
the EOM temperature is varied big enough. In another experiment, by monitoring
temperatures of EOM and fiber loop at the same time as measuring the oscillation
frequency, we found that the oscillation frequency is also affected by the

temperature of the fiber loop.

From the results in Chapter 3, we know that thermally controlling is not
enough to totally avoid the EOM drift phenomena. Chapter 4 presents further
studies in stabilizing the behavior of the EOM by using DSP technique. Firstly, we
present the technique based on a dither signal at low frequency which is applied
into DC electrode of the EOM. The second harmonic of this signal is detected by
an appropriate digital filter. By evaluating this second harmonic, we can determine
the drift level of the EOM transfer function. A digial PID controller one more time
is used to control the EOM working at the best linear position on its transfer

function.

In the first configuration, an optical coupler and an external photodetector is
used to provide signal to the DSP kit. The EOM drift is well controlled not only
at its negative slope but also at positive slope. In our case, the modulator from
Photline has an internal photodiode and we take this advantage to reduce the size
of the system. We design an electronic circuit to separate the internal photodiode
output current into AC and DC components then amplify them to fit input
voltage range of the DSP kit. With AC signal, we can apply the same technique
used for the case of using external photodetector. With DC component, we develop
another method to control the EOM by keeping its output power at an optimized
value. Each bias control method has its own benefits and drawbacks. By
combining both methods, we have a more powerful control method. Finally, we
have successfully integrated both bias control methods, EOM temperature control

and fiber loop temperature monitoring into one software suite.

With the control system built around DSP kit presented in Chapter 3 and
Chapter 4, the OEO now can be operated stably for a long duration. Chapter 5

presents the applications of the OEO in refractive index measurement which is
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basically based on the close relation between the global loop delay and the
oscillation frequency. The long fiber loop length acts as a high ) cavity where the
light energy is stored and delayed before being fed back to RF electrode of the
modulator to create a closed loop. We insert into the optical fiber path a fiber-to-
fiber coupling system with a transparent cuvette containing the liquid to be
analyzed. By measuring the variation of the oscillation frequency before and after
putting the liquid, we can determine the refractive index of the liquid. The results
for individual measurements are suitable with values already published [10]. We
also propose a configuration enabling to measure in long-term by using an external

frequency source and a mixer.

In Chapter 6, we focus on how to improve the long-term refractive index
measurement with a vector network analyzer (VNA). In individual measurements,
the effect of environment change can be neglected. However, in long-term
measurement, the surrounding variation creates bigger impact on sensitive
elements of the OEQO. To separate the impact of temperature change on the fiber
loop from the variation created by sensing part, we have developed a technique to
monitor the propagation time variation of the light inside the fiber loop. The
principle of this technique relies on the relation between propagation time and the
phase of the signal travels through this fiber loop. In addition to improving long-
term measurement, this technique can also be applied to improve the individual

measurement by means of calibrating the free spectral range parameter.

This work is a part of a general study of the optoelectronic oscillator and its
applications initiated in 2006 by a first doctoral study following a master
internship. The first work was conducted in the SATIE laboratory as projects of
the d’Alembert Institute. The first thesis [11] has underlined many possible
applications of the oscillator. The second thesis was concerning the electrooptic
modulator and the compensation of the drift with PSoC microcontrollers [12].
Then the third thesis was initiated thoughts about the replacement of the fiber
loop by a microresonator. In 2012, the group working on the OEO has joined the
LPQM laboratory and belongs to the team “Components and technologies for the
photonics”. The aim of the work is now to develop applications in the field of

sensing systems based on OEOQO.
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Chapter 1

Optoelectronic oscillator

1.1 Introduction

RF and microwave oscillators are universally found in all modern radar and wireless
communications systems to provide signal sources for frequency conversion and carrier
generation [13]. At low frequencies, basic transistor oscillator is usually used with
crystal resonators to enhance frequency stability and low noise characteristic. To
create higher fundamental frequencies, diodes or transistors biased to a negative
resistance operating point can be used with cavity, transmission line, or dielectric
resonators. The main principle of an oscillator is converting a DC power to an AC
signal by a nonlinear circuit. To minimize unwanted harmonics and noise sidebands,

the outputs of RF oscillator are often sinusoidal signals.

Vin(w) Voue ()
+ >I> >

H(w) [¢&————

Figure 1.1 Block diagram of a sinusoidal oscillator using an amplifier

with a frequency- dependent feedback path [13].

The basic conceptual operation of a sinusoidal oscillator can be described with the
linear feedback circuit shown in Figure 1.1. An amplifier with voltage gain A has an

output voltage V_ .. This voltage passes through a feedback network with a frequency

out"

dependent transfer function H(w), and is added to the input V,,, of the circuit. Thus

the output voltage can be expressed as
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v

out

(w) = AV, (w) + H(w) AV, (w) (1.1)
From Eq. (1.1), it is easy to represent the output voltage as a function of the input
voltage:

A
V.

out (W) = Tﬂ(w)vm(w) (1.2)

The oscillation will appear if the loop gain AH(w) equal to unity in absolute
magnitude or 1 — AH(w) becomes zero at a particular frequency, it is possible to
achieve a non-rezo output voltage for a zero input voltage [13]. The condition for an
active feedback to produce self-sustained oscillations with sinusoidal output signal is
known as the Barkhausen criterion and Nyquist stability criterion. It is important to
note that the Barkhausen criterion is only necessary but not sufficient criterion for
steady-state oscillation of an electronic circuit [14]. Oscillation startup condition is
recently reinvestigated in several publications [15]-[19]. To our knowledge, the latest
publication one more time reconfirms that the Barkhausen criterion is only necessary
but not sufficient oscillation condition [20]. Furthermore, study [20] also pointed out
that the Nyquist stability criterion, in its general form, only indicates instability but

cannot provide any information if this instability will cause oscillations or not.

Moving to higher frequencies in microwave bands, it is more difficult to create
fundamental frequency oscillators that can satisfy requirements in power, stability and
noise. A popular approach is to use frequency multipliers that can be classified in
three categories: reactive diode multipliers, resistive diode multipliers and transistor
multipliers [13]. However, the biggest disadvantage of frequency multipliers is that
noise levels are increased by the multiplication factor because the phase noise
fluctuations is multiplied in the same way that frequency is multiplied. The increase in
noise level is given by 20logn, where n is the multiplication factor. From these
difficulties and limitations, new types of microwave oscillator with better phase noise

performance were expected and studied.

1.2 Optoelectronic oscillator

The first work related to the OEO was conducted by Neyer & Voges [21] when they
studied the optoelectronic feedback circuits in 1982. Twelve years later, Yao and
Maleki proposed the first optoelectronic oscillator (OEO) as an electro-optical

oscillator capable of generating high stability optical signals at frequencies up to 70
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GHz [1]. Then, in 1995, Yao — Maleki introduced this oscillator as light-induced
microwave oscillator (LIMO) [2]. The two main descriptions were published in 1996

[3], [4]. The basic structure of an OEO is presented in Figure 1.2.

EOM
Laser > —C>— @
Fiber
I -
) loop
DC RF
Photo-
detector
RF RF
Filter Amplifier

RF RF . /\ < :‘
output Coupler

Figure 1.2 Basic structure of single loop OEO

As indicated in the Figure 1.2, the OEO consists of both optical and electronic
components. The continuous light from a laser source is introduced into an
electrooptic modulator (EOM). After travelling through the optical fiber loop, it is
converted to radio frequency (RF) signal by a photodetector. This RF signal is then
amplified, filtered and divided into two ways by a directional coupler: one way is fed
back to RF electrode of the EOM to make a closed-loop oscillator and the other way is
an RF output which can be used for a spectrum analyzer. The OEO can have an
optical output which can be extracted by using an optical coupler before the

photodetector.

The advantage of the OEO is that it has very low phase noise. The phase noise at
10 kHz offset frequency in Yao’s single loop experiment was less than -130 dBc/Hz
measured at a frequency of 800 MHz and a loop delay of 1.25 us [4]. It was enhanced
to -140 dBc/Hz by using a dual loop OEO working at 10 GHz [22]. This phase noise is
44 dB lower the phase noise -96 dBc/Hz of a high-performance HP frequency
synthesizer HP 8617B. In the last two decades, several new structures of the OEO
have been proposed with the target of improving the phase noise characteristics: -150
dBc/Hz by using a coupled OEO working at 9.4 GHz [23] and -160 dBc/Hz after
optimization for an OEO working at 10 GHz [24].
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1.2.1 Oscillation loss phenomenon

Although having a superior phase noise performance, the OEO still has some
drawbacks that need to be improved. These downsides of a single loop OEO were
observed in our laboratory. We found that, under specific circumstance, the OEO
oscillation can be lost. Figure 1.3 illustrates the oscillation loss happened at the time

of 7445 s.
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Figure 1.3 Oscillation loss happens at 7445 s.

1.2.2 Oscillation frequency drift

Another issue we faced during our observation was the oscillation frequency drift.
The oscillation frequency does not remain unchanged at its original value, otherwise it
drifts slowly. The data shown in Figure 1.4 is extracted from the data used in Figure

1.3 but is zoomed in for clearer visualization.

8.00440
\\

) ~——_

T 800439 10 9
E — Power %-
& 8.00438 o S — Frequency 2
1 20 g
S —_ g
S 8.00437 ~—_ H
= -30 §
= E
& 8.00436 ~—_

-40

0 1000 2000 3000 4000 5000 6000 7000

Time (s)

Figure 1.4 Oscillation frequency drift during 7400 s.

In order to apply this OEO to sensing application as our target, we need to find the
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reason and the method to counteract these limitations. After analyzing all components
of the OEO, we concentrate on the EOM and two high Q elements including the
optical fiber and the RF filter.

Firstly, in the next section, we will analyze characteristics of the EOM.
1.3 Electrooptic modulator

1.3.1 Optical modulation

In signal transmission domain, a carrier signal is modulated by a modulating signal
that contains information to be transmitted. The frequency of carrier signal is higher
than that of modulating signal in order to have a high data carrying capability. There
are many different modulation schemes: amplitude, frequency, phase and polarization.

In optical telecommunication, there are two modulation methods:
1.3.1.1  Direct modulation

The information signal is used to modulate the current which will be supplied to a
laser diode. The modulating signal is superposed on the polarization current and its
frequency can reach several GHz [25]. This method is used to modulate the current

supplied to the laser diode.

Current R Current R _ Modulated
Source | modulator " signal
Laser
diode

Modulating /m/
signal
Figure 1.5 Block diagram of direct modulation

In cases of using high modulation frequencies, the direct modulation is rarely
used because of disadvantages in following aspects: high Relative Intensity Noise

(RIN), high signal distortions and large frequency chirp.
1.3.1.2 External modulation

When modulating frequency is higher than 5 GHz, an external modulation must be
used [26]. The laser is biased at a constant current to provide continuous wave optical

beam (CW) which is then modulated by an optical modulator. The scheme of external
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modulation is illustrated in Figure 1.6

Current ~ .|  Optical Modulated
Source - "| modulator signal
Laser
diode

Modulating
signal
Figure 1.6 Block diagram of external modulation

1.3.1.3 Pockels effect

Electro-optic effect results from a change in the optical properties of a material in
response to an electric field that varies slowly compared with the frequency of light.

The term encompasses a number of distinct phenomena, which can be subdivided into:

Pockels effect (or linear electro-optic effect): change in the refractive index linearly
proportional to the electric field. Only certain crystalline solids show the Pockels

effect, as it requires lack of inversion symmetry.

Kerr effect (or quadratic electro-optic effect, QEO effect): change in the refractive
index proportional to the square of the electric field. All materials display the Kerr
effect, with varying magnitudes, but it is generally much weaker than the Pockels

effect.

Electro-optic modulators are usually built with electro-optic crystals exhibiting the
Pockels effect. The transmitted beam is phase modulated with the electric signal
applied to the crystal. Amplitude modulators can be built by putting the electro-optic
crystal between two linear polarizers or in one path of a Mach—Zehnder interferometer.
Additionally, Amplitude modulators can be constructed by deflecting the beam into
and out of a small aperture such as a fiber. This design can be low loss (<3 dB) and

polarization independent depending on the crystal configuration.
1.3.1.4 Intensity modulation

In optical communication networks, the intensity modulation is the most widely
used. Several types of external optical intensity modulators have been developed over
the past several decades for optical fiber communication applications [27]. These
include Lithium Niobate (LiNbO modulators, semiconductor electroabsorption mod-

ulators (EAMs), semiconductor Mach—Zehnder modulators (MZMs), and polymer
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modulators. The most popular intensity modulator is MZM.

1.3.2  Mach-Zehnder Modulator (MZM)

The popular material used for fabricating the MZM is Lithium niobate (LiNiOs).
This is a ferroelectric material with excellent electro-optic, nonlinear, and piezoelectric

properties. The basic structure of a MZM is depicted in the Figure 1.7:

DC electrodes

RF electrodes

= Slave
LINbO4 Optical chip Q/
e\,
Optical fiber
Figure 1.7 A structure of an electrooptic modulator (source: Photline)

The input light is separated equally into two arms and then these two signals are
combined again at the output. In one arm, a voltage is applied in order to modify the
refractive index of this arm that leads to change the phase of the light in this arm.

Depending on the electronic field, the phase shift A@ between the two signals will

make the intensity of the output signal to be increased or decreased.
Iy
I= 5 [1 4 cos(Ap)] (1.3)

where Iis the input light intensity

1.3.3  Drift phenomenon of EOM

In optical telecommunication, the modulator is electrooptic modulator (EOM). In
typical application, the DC voltage is applied into one arm while the modulating RF
signal is applied in the other arm (see Figure 1.7). In some cases there is only one

electrode, DC and RF signals must be combined before to be applied to the device.

The transfer function of the EOM is a mathematical representation of the relation

between the input and output power. It is expressed by the Eq. (1.4) :

P, ..(t) = %aPm [1 + ncos (Vl V() + ¢(t))}

e

(1.4)
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where P, is the input power, P, , is the output power, « is the insertion loss of
the modulator, 7 is the visibility factor [28] which leads to the extinction ratio
(1+n)/(1—mn), V,(t) is the voltage applied to the modulator. This voltage contains
the information that will be used to modulate the input light. In Eq. (1.4), #(¢) is a
time dependent phase shift taking into account other physical effects than the
modulating process. The quantity v, is called half-wave voltage, corresponding to the

applied voltage leading to a phase shift change equal to 7.

A good transmission for analog or digital application is obtained in case of a
modulator working in a symmetric way, leading to a good extinction ratio. The EOM
should be biased at the optimum operating point to keep the MZM working at the
best linear position on the transfer function curve. The best behavior of the modulator
is obtained at its half-transparency bias points. In this case, the symmetry of the
transfer function with respect to the average value is optimal. These points are called

quadrature bias points.

However, the initial optimal state could not be kept for a long duration and it is
called drift phenomena. The reason comes from the fact that electro-optic modulators
are not perfectly stable with time and the optimum bias point changes during the
operating time. In fact we consider now that the phase shift ¢(¢f) in Eq. (1.4) is a
function of time leading to the transfer function drift. When ¢(t) changes, the transfer
function of the EOM is shifted accordingly, to the right or to the left, during the
operating time. The drift of the EOM transfer function can be explained by different
effects such as changes of working temperature, optical coupling efficiency and
photorefractive effects [29], [30]-[33]. In [29], Jean Paul Salvestrini et al. figured out
that the drift of an lithium niobate (LN) Mach-Zehnder (MZ) modulator occurs due to
different sources as indicated in Figure 1.8. The two main source categories are

intrinsic and extrinsic origins.

Extrinsic sources of drift are due to changes of environmental conditions such as
temperature, humidity or stress. Under some conditions, such as with optical sources
of shorter wavelength and high power, photo-induced processes may also contribute to

bias point drift.
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Different sources of the drift of LiN,O;

—1 Inhomogeneous electrical properties
Intrinsic

L Electrically anisotropic LN substrate

A 4

l—' Thermooptic effect

Temperature

IS Pyroelectric effect

» Extrinsic »  Optical Power Photorefractive effect

Mechanical stress Strain optic effect

Figure 1.8 Classification of the different sources of the drift phenomenon of LiN,Os

modulator.

If the bias voltage is constant and if the transfer function is horizontally shifted
then the bias point is no more in the optimal quadrature position. Modulators made of
lithium niobate material are much more stable than electro-optic polymer based
devices [34], [35]. Nevertheless a drift can be observed even at a medium term time

scale.

1.4 Conclusions and motivations

Our main motivation is to apply the OEO into the domain of sensing applications.
In this thesis, we develop software and hardware to improve the accuracy of the
refractive measurement of chemical solutions in short-term as well as in long-term
duration. In order to apply the OEO for above motivation, the following tasks need to

be first completed:

- Enhance the stability of the OEO in terms of operation time and oscillation

power.
- Optimize the OEO by analyzing and simulating the phase noise of the OEQO.

- Analyze the impacts of temperature on behavior of the OEQO: Control
temperature for the EOM and monitoring the temperature of fiber loop and

RF filter.
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- Controlling the transfer function drift of the EOM.
- Integrate all monitoring and controlling functions by using DSP technique.
- Short-term refractive index measurement with an OEO.

- Improve long-term refractive index measurement.
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Chapter 2

Optoelectronic oscillator simulation

Since the time the OEO was first introduced as a low phase noise RF source in
1996 [4], many studies have been carried out to improve the phase noise of the OEO.
In this chapter, we will present several noise sources in the OEO and phase noise

simulation models.

2.1 Noise sources in OEO

There are two noise types: external noise and internal noise.

- External noise includes following sources: noise from transmission channels,
coupling spurious signal close to the receiver, from power sources and noise

from mechanical vibration.

- Internal noise includes following sources: shot noise, thermal noise and

flicker noise 1/f noise.

2.1.1 Laser noise

The noise of laser exists in terms of the fluctuations in its optical power level and is
often described by the Relative Intensity Noise intensity noise (RIN). For the case of
Distributed Feedback Laser (DFB), fluctuations mainly stem from intrinsic optical
phase and frequency fluctuations caused by spontaneous emission [36]. Low frequency

laser RIN has only a minor influence on phase noise of the OEO [37].

Relative intensity noise can be generated from cavity vibration, fluctuations in the
laser gain medium or simply from transferred intensity noise from a pump source.
Since intensity noise typically is proportional to the intensity, the relative intensity
noise is typically independent of laser power. Hence, when the signal to noise ratio

(SNR) is limited by RIN, it does not depend on laser power. In contrast, when SNR is
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limited by shot noise, it improves with increasing laser power. RIN typically peaks at
the relaxation oscillation frequency of the laser then falls off at higher frequencies until
it converges to the shot noise level. The roll off frequency sets what is specified as the
RIN bandwidth. RIN is sometimes referred to as a kind of 1/f noise otherwise known

as pink noise.

Relative intensity mnoise is measured by sampling the output current of a
photodetector over time and transforming this data set into frequency with a fast
Fourier transform. Alternatively, it can be measured by analyzing the spectrum of a
photodetector signal using an electrical spectrum analyzer [38]. The photocurrent of a
detector is proportional to the received optical power. Noise observed in the electrical
domain is proportional to electrical current squared and hence to optical power
squared. Therefore, RIN is usually presented as relative fluctuation in the square of
the optical power in decibels per hertz over the RIN bandwidth and at one or several
optical intensities. It may also be specified as a percentage, a value that represents the

relative fluctuations per Hz multiplied by the RIN bandwidth.
RIN of laser is calculated by equation below [36], [39]:
(AP,
P2

opt

RIN(f) = (2.1)

where the brackets () denote time averaging.

Frequency noise of laser:

Laser frequency noise refers to random fluctuations of the instantaneous frequency
of the laser. Laser frequency noise may be measured directly at the optical frequency,
or by heterodyning to a reference laser [38], [40].
Sy (f)

£2
where f is the noise frequency, S, (f) is the phase noise of the laser and S,(f) is

Sy(f) = (2.2)

power spectral density of frequency noise.

2.1.2 Photodetector noise

Photodetector noise belong to the internal origin of noise, including shot noise,

thermal noise, flicker noise (1/f) and dark current noise.

2.1.2.1.1 Shot noise
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The normalized spectral density of the shot noise in terms of current is given by the

equation below [39], [41]:

in(f) = 2q « I, (2.3)
the unit is in A?/Hz, where I, is the photo current; ¢ = 1.6 X 10719 is the charge

of an electron.

2.1.2.1.2 Thermal noise

When the Johnson noise is the result of random fluctuations, the current spectral
density of thermal resistance noise of a photodetector can be expressed by equation
below [39]:

4kT

() = 2.4)

the unit is in A?/Hz. The voltage noise source is given by the Johnson — Nyquist

formula [41]:
un,r(f) = VAKTR (2.5)
the unit is in V/\/H_z, where k is the Boltzmann constant: k = 1.38 10723 J. K}
T is the absolute temperature (in Kelvin);

R is the load resistance of the photodetector.

2.1.2.1.3  Flicker noise (1/f)

Because flicker noise is an elusive phenomenon and the analysis could not be based
on an unified theory [42], [43]. While shot noise and thermal noise are white noise,
flicker noise exists in another type of fundamental noise where the spectral density is

not constant with frequency. Flicker noise dominates at low frequencies [39].
. 17
i) = K5 (2.6)
where the unit is A*/Hz, v ~ 1 and  ~ 2 depends on components and materials.

2.1.2.1.4 Dark current noise

Although in the case without illumination, the Photodetector has a current loss
that derives from the presence of surface recombination and leakage paths in the
material. This kind of current is unwanted and in fact, it is very small. The

normalized spectral density of the dark current noise can be calculated by equation
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below [39]:
Z%arkc(f) = 2q Idarkc (ln AQ/HZ) (27)

where I;,,.. is the average value of the dark current.

2.1.3 Amplifier noise

Amplifier noise is also created by internal sources: thermal and shot noise. The
amplifier is characterized by its noise factor F, as the ratio of the effective noise power
in the load divided by the noise power in the load if the amplifier was noiseless. It can

be expressed as:

- SNR,, ,
~SNR,, (2.8)

F is usually expressed in dB and called noise figure [38]:

NF =10 x log(F). (2.9)

2.2 Phase noise

Phase noise presents the quality of a frequency source and it is the most important
figure of merit of a microwave oscillator [44]. In a feedback oscillator, the phase
fluctuations of the amplifier are directly converted into frequency fluctuations through
the oscillator non-linearity. In a classical microwave oscillator, there are many factors
leading to phase fluctuations. It includes the active element such as the RF amplifier,
the flicker noise of the resonator. It also includes mechanical vibrations, the thermal

fluctuation and electrical network contribution (50 Hz).

Let us consider a signal at the output of an oscillator, at frequency f,, with a

constant amplitude and phase fluctuation ¢,, (). It can be written as:
v(t) = Vjy.cos(2m fot + ¢, (1)) (2.10)

The quantity SLP( f) is introduced as the single side power spectrum density of
phase fluctuations, S,(f) = |@,,(f)|>.

In 1978, P. Kartaschoff [45] defined phase noise is the ratio of the power in one
sideband due to phase modulation by noise (for a 1 Hz bandwidth) to the total signal

power (carrier plus sidebands):
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power density in
__one phase noise power modulation sideband, per Hz (2.11)

L(f
(®) total signal power

In 1988, The IEEE standard 1139 [46] points out that the definition (2.11) breaks
down when the mean squared phase deviation {(p?(t)) = j}oo S,(f)df exceeds about

0.1 rad? or whenever there is a correlation between the power in the upper and lower
sidebands. Phase noise is then designated as the standard measure of phase instability

and is redefined as:
L(f) = —Sp(f) (2.12)

The units of £(f) are dBc/Hz and it is practically calculated as 101log, 3 S,(f)] or
it is equal to 10log;y[S,(f)] —3 dB [47]. The unit dBc/Hz stands for “dB below the

carrier in a 1 Hz bandwidth”.
The 1999 revision of The IEEE standard 1139 [48] recommends phase noise as the

standard measure for characterizing frequency and phase instabilities in the frequency

domain and it was defined as one half of the double-sideband spectral density of phase

fluctuations. Luckily, the equation was written the same as Eq. (2.12).

The new definition of IEEE reduces the difficulties in the use of phase noise £(f)
when the small angle approximation is not valid. There are many factors affect to
model the oscillator’s noise behavior. To simplify this model, D. B. Leeson has

proposed a new model [49].

2.3 Experiment setup

According to the structure presented in Figure 1.2, we have set up a classical

oscillator working at frequency of 8 GHz with following elements:

The laser source is a multiple quantum well laser diode FLDSF6CX from Fujitsu
Company; its wavelength is 1535 nm and its FWHM is 0.1 nm. It is used in the OEO
with an output power of 1.55 mW (or 1.9 dBm) in order to get the oscillation. The
laser diode is stabilized for both its operating temperature at 25°C and its optical
output power. The Mach-Zehnder intensity modulator is made of lithium-niobate with
an RF bandwidth at -3 dB of 12 GHz and optical insertion losses of 3.5 dB (ref. MX-
LN-10 from Photline Company [50]); the optical attenuation is about 4 dB.

It is associated at the input to a polarization controller FiberPro PC1100-15F/A
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with 0.3 dB insertion loss. The fiber loop is made of SMF28 single mode fiber, all the
connectors are FC/APC; in this experiment the fiber length is 1 km. The fiber loop is
placed in a temperature controlled box. The detector is a 15 GHz PIN receiver
associated to a preamplifier working up to 12.5 Gbps (ref. DAL-15-OI from DA-
LightCom Company). We consider this system as the global photodetector.

The amplification section is composed by two amplifiers; the first one is a
XKLAT7T585N2015-3MH from Seekon, with a bandwidth from 7.5 to 8.5 GHz, a
measured gain of 22 dB at 8 GHz and a noise figure of 2 dB (it is a rather low noise
amplifier); the second one is an AWB2018-23-22 from ALC Company with a
bandwidth from 2 to 10 GHz a gain of 28 dB, and a noise figure of 5 dB. The cavity
type RF filter BP8000-20/T-5TE01 from BL-Microwave with a center frequency of
8 GHz, a bandwidth of 20 MHz that correspond to a quality factor of 400. The
datasheet of this filter is presented in Annex C.1. The filter is placed in the same

thermal box as the fiber loop.

Laser
source

Amplifier 2

Optical fiber loop + RF filter
inside a thermal box

Figure 2.1 Experimental setup for phase noise measurement

To feedback the signal to the RF electrode of the MZM, we use a 10 dB coupler
from ATM (C116-10, frequency range of 7.0 — 12.4 GHz) with the main output having
an insertion loss of -3 dB. This coupler output has another output with insertion loss
of -10 dB and is connected to a spectrum analyzer PSA-E4446A from Agilent
Technologies. The Figure 2.1 presents photography of the experimental setup.
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Figure 2.3 Spectrum and phase noise of 1000 m OEO
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Figure 2.4 Spectrum and phase noise of 1500 m OEO

Both the fiber spools and the RF filter are sensitive to temperature, it is why we
put them inside a thermal box with temperature stabilized around 22 — 23 °C . This
thermal box is a thermoelectric wine cooler named “cave & vin thermoélectrique
Climadiff CV48AD” which contains a small fan inside to evenly distribute the cool

temperatures being created by the node throughout the interior of the box.

37



Chapter 2 - Optoelectronic oscillator simulation

By using the spectrum analyzer PSA-E4446A, we measure spectrum and phase
noise for three cases: 500 m, 1000 m and 1500 m. The results are presented as
captured screens of the spectrum analyzer. The spectrum and phase noise

measurements are presented in Figure 2.2, Figure 2.3 and Figure 2.4:

Free Spectral Range of the OEO is determined by:

c
FSR = —

nL, (2.13)

Optical fiber plays a role as an energy storage. An optical fiber length of

L = 1000 m, popular refractive index n = 1.5 corresponds to a delay T'=5 ps for

keeping optical light stay inside the loop.

2.4 Yao — Maleki model

Theoretical analysis of the OEO has been made in Yao & Maleki's fundamental
paper [4]. The output voltage of the amplifier is expressed as a function of the input

voltage of the modulator (noted v§2™(t)):

in

ETP () =V, {1 ~ psin [w (“"Tm(t) + %)] } (2.14)

™ ™

with:

1

where o is the modulator insertion loss, P, is the input optical power, p is the
photodetector responsivity, R; is the photodetector output impedance, and G 4 is the
amplifier voltage gain; V_ is the modulator half-wave voltage, Vz is the DC bias
voltage, and 7 is the visibility factor leading to the modulator extinction ratio

(14 7n)/(1 — n). The small-signal open-loop gain of the oscillator is:

_ dVout o 777TVA (TI—VB)
GS - d‘/zn - - Vﬂ, cos Vﬂ (216)

The input voltage of the modulator is considered as a sine function where w, is the

angular oscillation frequency:
v () = Vosin(wot + @) (2.17)

The linearization of Eq. (2.14) is based on a development with Bessel functions. If

the RF filter is able to eliminate all the harmonics of the oscillation frequency then we
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get the linear expression based on the first order Bessel function .J; of the first kind:

o ey (T
G(V,) =G, 7 ( - ) (2.18)

Y

and so with the development in Taylor series of J; at order 2:

- 1aV\? 1 /aVy\*
G(V,) =G, [1 3 (ﬁ> +3 (ﬁ> (2.19)
The phase noise power density is given in [4] by:
/ G2 POSC
Srr(f’) pnGal (2.20)

T L [H(P)GVy) P = 2H(F)|G(Vy ) [eos(2m f'7,)

where f’ is the offset frequency from the carrier, 7; is the propagation time across
the loop (7, =5 ps for 1 km optical fiber length). |H(f’)| is the modulus of the filter
transfer function considered here as a second order band-pass filter with a center
frequency at 8 GHz, a quality factor of 400 and a bandwidth Af =20 MHz. G, is
the voltage gain in the loop (G4 =44 dB), P,,. is the RF power at the modulator

input (P,,, = 13.6 dBm) and py is the noise power spectral density at the output of

the photodetector (the photodiode is associated to a first stage amplifier). G(V;) ~ 1
and |H(f")| ~ 1 is a good approximation [4].

In order to compare the theoretical function and the experimental results we have
decided here to align the theoretical model of Yao & Maleki and the experimental
results at the 10 kHz offset frequency point. From the previous values and the
experimental measurement of the phase noise —108.3 dBc/Hz at 10 kHz offset from

the carrier, we obtain py = 1.35 107'® or pyy = —149 dBm/Hz.

Figure 2.5 is a plot of the phase noise as a function of the frequency offset, with our
experimental data and the theoretical curve from Yao & Maleki's model. The results
obtained with Yao & Maleki's model agree actually very well with the results obtained

from Rubiola’s theoretical model [47].

In the offset frequency range 150 kHz — 1 MHz, two curves have similar shape and
have exactly positions of the spurious peaks corresponding to k/7; with k € [1,5] and
T4 = o ps. There is a disagreement in the range 20 kHz — 150 kHz of offset frequency,
the experimental curve is higher than Yaho & Maleki curve. This irregular data from
experimental data can be explained by the existence of not optimized RF components

in the experiment.
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Figure 2.5 Phase noise of the OEO in case of 1 km fiber loop, with simulation from Yao
& Maleki theoretical model

From the offset frequency 2 kHz to 20 kHz, the experimental slope is equal to the

theoretical value of —20 dB /decade corresponding to a variation as f2.

Below 2 kHz the theoretical phase noise is diverging with respect to the
experimental one. This can be explained by the existence of non-white noise sources in
the real OEO, which was not taken into account in the Yao model. These non-white
noise sources have been studied by other researchers, one important reference is
Leeson model [49]. Flicker noise (1/f) component predominates at low offset
frequencies compare to the feedback loop bandwidth and leads to a higher value of the
slope. According to [47], [49], pure "1/f" should lead to a variation of phase noise as
f73. In our case, by fitting between 100 Hz and 2.7 kHz we get a variation as f~2-51.

There is flicker-noise effect but not pure "1/f".
2.5 Simulation with Matlab

2.5.1 Simulation models

Simulating the optoelectronic oscillator is fundamental in order to predict
dynamical behavior, amplitude temporal changes, mode hoping and phase noise
fluctuations. Yao and Maleki have analyzed the theoretical and experimental
dependence of the time-averaged phase noise on the frequency offset from the carrier

frequency, the optical filter length, and the oscillation power [4], but their model
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concerns only the final steady state and does not take into account time dependent
dynamical effects. These effects can degrade the performance of OEO in some
operating regimes. First attempt to study the signal dynamics in OEO has been
developed by Chembo et al. based upon delay-differential equation [51]. A new model
of OEO was developed by Levy et al. [9], [52] implementing important dynamical
effects. This model can deal with three different frequency scales, including the order
of few gigahertz of the output RF signal frequency, the order of hundreds of kilohertz
of the cavity mode spacing and the frequency offset of the phase noise in the order of
several to thousands of hertz. Other frequency scale, of the order of 100 THz,
corresponds to the carrier frequency of the light in the OEQO’s optical fiber. We use
this simulation model, developed in the Matlab® programming environment [52] in this

section.
2.5.1.1 Simulation analysis

In an OEO, the RF bandwidth of all the devices is considered as small compared to
the oscillation frequency and the input signal of the electro-optic modulator is
supposed to be a sine signal at the oscillation or carrier frequency with amplitude and

phase depending slowly on time.

W™ (t) = Vo™ (T)sinlwot + () (2.21)

m

In Eq. (2.21), T is changing in a slow time scale of the round trip order of
magnitude, some ps; ¢ is changing in a much more faster scale of the order of 27 /w.
From these hypotheses it is possible to find the expression of the amplitude of signal

at the output of the amplifiers:

am v, Veom(T)y
V() = ~2ncos (T2 ) Vg, () eserm 22)

T T

The RF filter is supposed to be a linear system, the response in the time domain is
the convolution product of the input signal, by the impulse response of the filter noted
h(T).

+o0
H(f) = / h(t)e?? ' TqT (2.23)
The Fourier transform of the signal at the output of the filter is hence equal to the

transfer function of the filter by the Fourier transform of the signal at in output of the
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amplifier:
VI = H(fo+ 1)Ver(f) (2.24)

Levy et al. have made the hypothesis [9] that the filter has a Lorentzian shape:

iAf

H(f) = 2 (2.25)
where f,. is the center frequency of the filter and Af is the bandwidth of the filter

or its full width at half maximum. In the time domain the response of the filter can be

written as:

h(t) = wA fexp [—z’27r <f + 2A2f) ] u(T) (2.26)

where u(T") is the Heaviside step function.

In their model [9], [52], Levy et al. calculate the complex amplitude of the signal at
the output of the amplifier (or at the input of the filter) noted here V2™ (f’), on cach

out

round trip. In the time domain it becomes V\"**(1,T") where [ is the number of round
trips after the OEQO is switched on. The duration of one trip is equal to the
propagation time ¢;. The time response of the filter is supposed to be small compared

to the propagation time and V\**(1 = 0,7 = 0).

In a first approximation the authors considered only white noise, thermal noise
from the amplifiers, shot noise from the photodetector and intensity noise from the
laser. Globally this noise is a white Gaussian noise @, (1,f) with a single side power
spectral density py at the output of the photodetector: this noise is added at each

round trip.

Vot (L f7) = G [V (1, ) + @, (1,1)] (2.27)

out

where f/i':lmp (1, f") and VOZTP (1, f") are Fourier coefficients of the complex amplitude

at the input and output of the amplifier, at the round trip number I*".
2.5.1.2 Implementation of the Levy model.

The calculation is performed on a computer with Intel Xeon CPU 3.1 GHz, 8 GB of
RAM and is divided into two parts. For the first one there is no record of the
calculated data. After N,

;41 iterations of round trip, the steady state is reached, then

all the results are stored; there is N, more iterations in order to get the voltage
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amplitude. All together there are N, , = N;; + N, iterations. The phase noise is
obtained by averaging N, cycles of the N, iterations leading to N, X N, runs.

The simulation duration highly depends on the computer configuration and iterations

number.

2.5.2 Simulation results

In this section we apply the Levy simulation with the value of py,;, the voltage gain
G 4, the propagation time 7; and the bandwidth Af of the filter known from the
experiment. Tunable parameters are the small-signal open-loop gain Gg and the
numbers of iterations N;;; and N;,,. Levy et al. [9] have tested their model in case of a
56 m optical fiber length and obtained good results for simulation with Gg =
1.5, N;;; = 2000, N;;p = 10000, N,,, = 350. This value of Gg was already underlined
in [4] as leading to the minimum of the noise-to-signal ratio, taking into account the

non-linearity of the modulator.
2.5.2.1 Case of 1000 m optical fiber length

In Figure 2.7, simulations are conducted with Gg = 1.05 for different iterations

number.

Only N;,; is concerned by this change, the second part is performed with
N5 = 10000. For low values of the iterations number, the simulation does not give
good results by comparing with the experimental data. For N,, = 40000 the
simulation phase noise move closer to experimental curve especially around peak
positions. When N, , is increased to values greater than 40000, there is no significant
improvement. At the offset frequency of 10 kHz, the phase noise from Levy’s model is
—110.6 dBc/Hz, which is 2.3 dB lower than the value of —108.3 dBc/Hz obtained by

Yao & Maleki's formula after adjustment to the experimental data.

The Figure 2.7 presents, for the Levy's model, the effects of Gg for a given number
N, = 40000 of iterations and 350 cycles. The simulation results, based on the
experimental data used as input parameters for the Levy's model, are improved by

decreasing the value of G4 down to 1.05.
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Figure 2.6 Phase noise of the OFO in case of 1 km optical fiber length. Simulation results
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with different values of GS parameter (N = 40000).
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The hypothesis of nonlinear distortions of the amplifier being lower than those of
the modulator [9] is maybe not justified in our case. When working with a 20 m single
loop OEO [53], by taking into account the non-linearity of microwave amplifier, it has

been shown that the best choice of Gg should be 1.33 rather than 1.5 in [4].
2.5.2.2  Case of 500 m optical fiber length

The same study has been conducted with OEO in case of 500 m optical fiber
length. We use the same value of the noise power density at the output of the
photodetector as determined in case of 1 km optical fiber. Figure 2.8 and Figure 2.9
present the case of an OEO with 500 m optical fiber length, studying the effect of the

iteration number and of G'g parameter.

For such a length, 20000 iterations are now necessary for a good simulation which
means that the simulated phase noise is as close as possible to the experimental data.
Even for a rather short optical fiber loop the necessary number of iterations is bigger
than the 12000 ones used by Levy et al. for the case of 56 m length. As for 1 km

length, Gg = 1.05 is a good value for the simulation.
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Figure 2.8 Phase noise of the OFO in case of 500 m optical fiber length. Simulation
results with different numbers Ny, of iterations (Nae = 10000).
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Figure 2.9 Phase noise of the OFO in case of 500 m optical fiber length. Simulation
results with different values of GS parameter (N = 20000).

In both figures one can see a small difference between experimental and theoretical
phase noise at 10 kHz offset from the carrier: as the experiment have not been
conducted on the same day and not for the same temperature in the lab maybe the

noise power spectral density was not exactly the same.
2.5.2.3 Case of 1500 m optical fiber length

Figure 2.10 and Figure 2.11 present the case of an OEO with 1.5 km optical fiber
length. We found that the number of iterations need to be increased up to
Nior = 150000 with Ni; = 120000 and Ny = 30000). But once again Gg =1.05 is a
good value for the quality of simulation. Logically the G'g parameter does not depend
on the length of the optical fiber, but on the other parameters like the non-linear
behavior of the modulator and amplifiers [53]. The number of iterations greatly

depends on the length of the fiber.
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Figure 2.11 Phase noise of the OEQO in case of 1.5 km optical fiber length. Simulation

results with different values of Gs parameter (N = 150000).
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2.6 Other simulation software systems

Before working with Matlab, we have studied other simulation software systems.
The first one is Advanced Design System (ADS) — an electronic design automation
software system from Keysight Technologies (former name was Agilent Technologies).
Because ADS is an electronic simulation software, it does not have model library for
optical components. While OEO includes both electrical and optical components, so it
must be to describe optical components by equivalent electrical circuits. ADS has been
used to simulate microwave optical system for time and frequency applications [54],
microwave optical system including phase noise [55]. To our knowledge, the most
detailed study on OEO simulation using ADS is presented in [56] for a fiber ring
resonator based OEO [56]. This OEO ADS model is well designed and can simulate all
individual elements, OEO behavior for open-loop power and frequency part. However,
when simulating OEO phase noise, this OEO ADS model shows some limitations. For
open-loop configuration, the simulated phase noise seems to be very high regarding the
quality factor of fiber ring resonator. For closed-loop configuration, phase noise
simulations are more not realistic due to the fact that the oscillation is autonomously
started from the noise amplified by the feedback loop. The difficulties come from
original design of ADS with the use of “osc_port” for simulating classical RF
oscillators. This “osc_ port” simulation works when the system has only frequency.
Unfortunately, in OEO system, there are two frequencies: laser frequency and OEO
oscillation frequency. The author in [56] has tried several methods to overcome this
obstacle. However, this OEO ADS noise modeling still needs further studies. For us,
we also tried to work with ADS, but finally, we have not found any other solutions

compared what author in [56] has already presented.

The second simulation software system is COMSYS (COMmunication System
Interactive Software) which has been developed by a French company named IPSIS
(Ingénierie Pour Slgnaux et Systémes) [57]-[59] to simulate a communication system.
The advantage of COMSIS comes from its electrical and optical component models
library. The power and frequency of the open-loop OEO can be simulated with
COMSIS as shown in Figure 2.12.
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Figure 2.12 Open-loop OEO model with COMSIS software.

However, we found no way to simulate the OEO phase noise with COMSIS.
Furthermore, the version used in our test is COMSIS v8.7.1, released in 2003 and

COMSIS software seems not to be updated to newer version.

2.7 Conclusions and discussions

In this chapter, we have presented noise sources of main components inside an
OEO such as laser noise, photodetector noise and amplifier noise. Then we concentrate
on the phase noise simulation of the OEO based on models proposed by Yao — Maleki
[4] and Levy et al. [9]. Some results concerning parameters to use in the Levy's
computational model of OEO [9]. In this model, the signal is propagated in the loop a
certain number of iterations and this process is repeated a certain number of cycles.
An experimental OEO based on an optical fiber length of 1 km and working at an
oscillation frequency of 8 GHz was the basis to calculate the values of noise, small-
signal open loop gain and the optimum values of the iterations number. A comparison
with the Yao & Maleki [4] theoretical formula with the phase noise of the OEO has

also been introduced.

The experimental phase noise curves agree well with the theoretical formula in
terms of peak position and slope close to the offset frequency of 10 kHz. The Yao &
Maleki curve can be adjusted, at this offset frequency, to the experimental value of the
phase noise —108.3 dBc/Hz, leading to an estimation of the noise power spectral

density at the photodetector output of —149 dBm/Hz.

The Levy's model for simulating the OEO has then been performed with the data
obtained previously. From different tests of the model it can be seen that the optimum
small-signal open-loop gain is Gg = 1.05 and that the number of iterations necessary
to get a good agreement with the experimental phase noise depends on the length of
the optical fiber. In case of 1 km optical fiber length, the number of iterations is

N, = 40000. Looking back to the phase noise, it can be seen that the Levy model
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gives results lower by 2 to 3 dB than the experiment.
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Chapter 3
Impacts of temperature on behavior

of the EOM and the OEO

From the analysis in Chapter 1, the temperature is determined as one of the most
important factors in the drift of the EOM. In this chapter, we will present in details
the influences of temperature on the behavior of the EOM as well as of the OEO.

3.1 Temperature measurement

3.1.1 Temperature sensors

3.1.1.1 Definition

To measure the temperature, we need to use a temperature sensor which is a device
with ability of detecting a small change in temperature and provides a corresponding

output with good sensitivity and can be in the form of electrical or optical signal.
Temperature sensor can be classified into 2 categories [60]:

+ Contact temperature sensors: contact physically with the object or substance
which can exist in solids, liquids or gases forms. The contact temperature sensors can
be further classified into four categories: thermocouples, resistance temperature

detectors (RTD), thermistors and temperature-transducer integrated circuits (ICs).

+ Non-contact temperature sensors: detect temperature by intercepting a portion of
emitted infrared energy of the object or substance, and sensing its intensity. They can
be used to measure temperature of only solids and liquids. It is not possible to use
them on gases because of their transparent nature. The typical non-contact

temperature sensor is infrared sensors.
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3.1.1.2 Thermistor

Thermistor is a temperature sensitive resistor for which its resistance depends on its
temperature. Generally, thermistors are made from ceramic material semiconductor,
such as cobalt, manganese or nickel oxides coated in glass. It is formed into small
pressed hermetically sealed discs that give relatively fast response to any temperature

changes.

Due to the semiconductor material properties, thermistors have a negative
temperature coefficient (NTC), i.e. the resistance decreases with the increase in
temperature. However, there are also thermistors available with positive temperature
coefficient (PTC), their resistance increases with the increase in temperature. Figure

3.1 shows photo of one NTC thermistor and its resistance-temperature relation curve.

(T1,R1)
2
=
I
2
@
[
[
m
b
o
-4
(T2.R2)
Temperature (Kelvin)
Figure 3.1 NTC thermistor and its resistance as a function of temperature.

(source: Thermodisc).

The resistance R of the thermistor at temperature T is determined by following
equation [60]:

1 1

Ry = ROeE}(T’To) (3.1)
where:
- Ry is the resistance at temperature T}y in Kelvin.
- B is a constant of the thermistor.

Among several types of temperature sensor, thermistor was selected in our
experiment because it has very high sensitivity (0.0001 °C) [61]. Thermistor also has
disadvantages in non-linear relation curve which is determined by an exponential

function and a limited working temperature range of —100 = 300 °C.
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3.1.2 Measurement circuit

The selected thermistor for our experiment is NTSAOXV103 from Murata. The
resistance of this thermistor at 25 °C is 10 kQ. The constant B of the thermistor can
be selected within the range 3900-3949 with tolerance of 1%. The resistance of the
thermistor can be converted into a voltage value by using the Wheatstone bridge

diagram indicated in Figure 3.2.

R1 R,
L
\ v,
Vn:rl/ .
R
Rs
Thermistor v,

Figure 3.2 Scheme of Wheatstone bridge with a thermistor

The Wheatstone bridge is supplied by a constant voltage V. .;. The difference
between V; and V,, is determined by:

Ry
R, + R,

RTh

AV =V, -V, = _
ror2 Ry + Ry,

Vier — Vies (3.2)

To simplify the calculation when using thermistor with Wheatstone bridge, we
choose three identical resistors with resistance equal to resistance R, of thermistor at

By doing so, the Eq. (3.2) becomes:

R
AV =V, -V, =V (0.5—7“) .
1 2 ref R2 +RTh (3 3)
or
Vs +2AV

From Eq. (3.1), thermistor temperature can be expressed as a function of its
resistance:

1

T =
3.5
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Replace Ry, determined in Equation (3.4) into Equation (3.5), we know the
temperature of thermistor by AV

T 1
B 1 1 Vref + 2AV (36)
TO+F|:IH <R2W —IHRO

From Eq. (3.6), we obtain the relation chart:

80

60

40

20

T~

-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0

Thermistor temperature (OC)

Voltage difference (V)

Figure 3.3 Thermistor temperature as a function of Wheatstone bridge output voltage.

As shown in Figure 3.3, the voltage output varies from -2 V to 2 V corresponding
to a change in temperature from -17.9 °C to 85°C. This temperature range covers the
working temperature range [0, +70 °C] of the modulator Photline MX-LN-10. Because
the DSP input voltage is from -10 V to 410 V, so in order to take advantage of this
wide input range, we amplify the Wheatstone bridge output voltage to a bigger range.

> \ 10kQ* 10kQ*
OPO7D -\ AW
— W —
L
(&) Vour e 1000+ 10k OP07D
"] )
REFERENCE \
+INPUT s OPO7D VW~ sAA;
Vs ) / 10kQ* 10kQ* %7

Figure 3.4 Stmplified drawing of AD620 and three op amp design

Temperature measurement is made by connecting the Wheatstone bridge output to
a low power instrumentation amplifier AD620. The AD620 is a monolithic
instrumentation amplifier based on the classic three op amp scheme [62]. Absolute

value trimming allows the user to program gain accurately (to 0.15% at G = 100) with
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only one resistor.

The gain G is tunable thanks to external gain setting resistor R placed between

Pin 1 and Pin 8. The relation between R, and the gain G is given by:

where R is expressed in kQ.

G

494
RG

+1

(3.7)

The schematic drawing of the temperature measurement is shown in Figure 3.5. In

Figure 3.5 (¢), the £15 V voltage supply is regulated to +12 V by two three-terminal

voltage regulators MC78M12 for positive voltage and MC79M12 for negative voltage.
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Figure 3.5

Schematic of temperature measurement circuit

The +12 V voltage source then is used as supply for the amplifier AD620 and for
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+5 V precision voltage reference REF02. In Figure 3.5 (a), the REF02 creates an
output voltage of +5 V with a good accuracy of +0.2 V which is used as reference
voltage for the Wheatstone bridge. The thermistor is connected to resistors R1, R2,
R3 to make a Wheatstone bridge via 2-pin connector J4. A resistor 5.62 kQ is placed
between pins 1 and 8 of the AD620. According to Eq. (3.7), the voltage difference

between pins 2 and 3 is amplified 9.79 times and sent to pin 6.

Then, we convert the schematic drawing to printed circuit board (PCB) format by
the software Cadence OrCAD which is used to make the real board by chemical
technique. To reduce the size of the board, we use surface mount components. The top

view and bottom view of the final board is shown in Figure 3.6.

TEMPERATURE
READING V2

Figure 3.6 Top view and bottom view of temperature measurement board

The dimension of this card is 5 cm x 7 ¢cm which is suitable to be mounted into our

homemade MZM box.

In our experiment, we monitor temperature at two different positions: the
temperature of MZM and the temperature of fiber loop. So, to bring the flexibility to
our measurements, we created two different cards: one for temperature reading and

one for temperature controlling.
3.2 Tuning temperature

3.2.1 Peltier module

Peltier module is a thermoelectric device that creates a different temperature on its
two sides when there is a current applied to it and this phenomenon is called Peltier
effect. A Peltier module comprises two conductors A and B, when a current I,z flows

through a junction between them, heat is generated or removed at the junction and is
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determined by Eq. (3.8) [63], [64]:

= ([T~ [T s (39
where:

+ dQ/dt is the heat generated at the junction

+ /1, and [] is the Peltier coefficient of conductor A, B; and

+ I, 5 is the current from A to B.

g

(Cold Side) Positive(+)

Heat Abso

Ceramic Plates
(Electrical Insulator)

Heat Rejected(Hot Side) Copper Tabs
(Electrical Conductor)

Figure 3.7 Structure of a Peltier module

The Peltier module has advantages in compact size, fast response time and simple
control. In fact, a typical Peltier module has multiple junctions in series as shown in

Figure 3.7.

3.2.2  Mounting Peltier to the EOM

To control the temperature for the MZM, we use the setup as indicated in the
Figure 3.8 [12]. Two copper plates are connected together by two Peltier modules and
are fixed by 4 plastic screws to avoid temperature leakage between these copper
plates. The temperature is controlled by the current injected to Peltier 1 and Peltier 2
serially placed.

The MZM is attached on the top of the upper copper plate. In the upper copper
plate, a groove has been etched to put a thermistor aligned with the middle of the
modulator case. The distances of the thermistor to the two Peltier modules are the
same to make sure that the temperature measured by the thermistor is the average

temperature of the MZM.
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The real time temperature is amplified and is sent to one input of DSP kit. This

signal is used as input parameter for PID control process programmed by DSP script.

— e - R
o == ]
Copper Peltier 1 / Peltier 2
lates A A
P \-1 7 ]
/ >
Controlled /
current Thermistor

Figure 3.8 Mounting MZM with Peltier modules and thermistor

3.2.3 Temperature tuning card

The principle for controlling the temperature is to modify the current injected to
Peltier modules to reach the desired temperature value or so called temperature
setpoint. Normally, the current is modified by a voltage source via an operational

amplifier.

In our experiment, we develop a temperature control circuit around a high power
monolithic operational amplifier OPA541 [65] as shown in Figure 3.9. The packaging
type of the OPAb541 used in our design is plastic package.

18V =
R - C3
100u 100n
Receive control voltage —
frem DSP
1 V SFfe Ut To Peltier modules
2 wn 1 Tl1s 2
1 + R1
2 7 + 1
- - 2
COnN2  E—
= o OPAS41 0.68/10W
) conz
L4 —_
R2
5150 s
-~ C2 = 4
100u 100n
18V

Figure 3.9 Temperature tuning schematic with OPAS541
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Connects to
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+15 V power
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Figure 3.10 Temperature tuning card built around OPA541

The relation between the control voltage V;,, and the current sent to the load made

of Peltier modules I

peltier 15 determinied by:

Vi
Ipeltier = (39)

R,
The internal current limit circuitry is controlled by a single external resistor R;.
Output load current flows through this external resistor. The current limit is activated

when the voltage across this resistor is approximately a base-emitter turn-on voltage.

The value of the current limit resistor is approximately:

0813
|Ilzm|

Ry (3.10)

We have chosen to limit the current at 1.2 A with a resistor R; equal to 0.68 (2.
Our final temperature tuning card is shown in the Figure 3.10 with the dimension is
around 6.0 cm x 4.5 cm. Three blue connectors are connected to DSP kit, power
supply and Peltier modules. A heat sink is used for dissipating heat generated by the

OPA and two resistors during operation.
3.3 Controlling temperature

3.3.1 Digital signal processing

There are several methods to implement a temperature control system such as

FPGA (Field-Programmable Gate Array), PSoC (Programmable System on Chip),
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ASIC (Application-Specific Integrated Circuit), DSP (Digital Signal Processing)...
Typically, the circuit design of ASIC is already set to a specific application. PSoC and
FPGA are more powerful with programmable ability in its circuit configuration. DSP
solution is often available in the form of a complete DSP kit providing the most

flexible and performance to a control system.

In addition to temperature control, we also control and monitor other properties of
the OEO. In our laboratory, the first solution for stabilizing the bias point of an
polymer material-based EOM was implemented by using all analog components [66].
The implementation technique then has been further studied and improved to the use
of a microcontroller PSoC CY8C29466 Cypress [12], [67]. A PSoC includes a core,
tunable analog and digital blocks, programmable routing and interconnect. The
advantage of PSoC comes from its low price and its programmable ability. However,
due to the fact that this PSoC was originally designed to perform specific tasks and
applications, so it has low operating frequency, limited resources such as Random
Access Memory (RAM), Read-Only Memory (ROM). Some functions could not be
implemented with this PSoC such as phase comparator, direct 500 Hz and 1 kHz
signal generation and filters. These functions are then realized by using external
analog elements and circuits connected to this PSoC. It is impossible to modify
parameters of these analog elements and circuits after having been soldered on the

card.

Due to these limitations, a DSP system has been studied for creating a new control
system which has ability to handle multiple control processes with better performance
and easier reconfiguration. The structure of a DSP system is illustrated in Figure 3.11.
At the beginning, the analog input signal is converted to digital signal via an Analog-
to-Digital Converter (ADC) then it is processed in the digital domain. Finally,
processed digital signal is converted into analog by a Digital-to-Analog Converter

before being sent to other analog systems.

A 4
A 4
\ 4

Analog ADC DSP DAC > Analog
Input Output

Figure 3.11 Block diagram of a digital signal processing system

Compared to analog technique, DSP technique has following advantages:

+ Flexible programming: DSP enables creating digital signal processing programs
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and these programs are easily modified to meet the change of requirement. It is not

necessary to modify the hardware.

+ Implementing adaptive algorithms: It is possible to adjust a digital processing
function in real time according to certain criteria of the signal changes (example: the

adaptive filters). The signal processing functions are easy to implement digitally.

+ Stability: by using digital technique, DSP is stable under variations of

temperature, supply voltage, aging, etc.

Nowadays, DSP technique is widely used in many aspects: signal processing,
telecommunication, image analysis, monitor and control, robot, data security.. After
considering several solutions available on the market, we decided to work with a

combination of two cards:
+ eZdspF28335 development system from Spectrum Digital Incorporated

+ Daughtercard from Link Research, which is designed to operate only with
eZdspF28335 card.

We will present techniques to develop several monitoring and controlling functions
based on this DSP kit to improve the behavior of EOM and OEO, and then integrate

them all these function into a complete solution.

3.3.1.1 Spectrum Digital eZdsp F28335 card
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Figure 8.12 Block diagram and top view of eZdspF28335 development system.

The block diagram and top view of eZdspF28335 development system [68] are
shown in figures. The heart of this card is its microprocessor - TMS320F28335 Digital

Signal Controller — a product of Texas Instrument.

Some main features of eZdspF28335 are listed in the Table 3.1:
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Table 3.1 Some key features of eZdspF28335 card

Hardware features

TMS320F28335 Digital Signal Controller | 256K bytes off-chip SRAM memory

150 MHz operating speed On chip 32-bit floating point unit

68K bytes on-chip RAM 512K bytes on-chip Flash memory

On chip 12 bit Analog to Digital (A/D)
converter with 16 input channels

Software features

Texas Instruments Code Composer Studio, Integrated Development Environment.

Texas Instruments’ Flash APIs to support the F28335.

The TMS320F28335 supports +3.3V Input/Output levels which are NOT +5V
tolerant. Connecting the eZdsp to a system with +5V Input/Output levels will
damage the TMS320F28335.

3.3.1.2 Link Research LR-F28335DAQA daughtercard

To simplify the control process, we use the LR-F28335DAQA daughter card from
Link Research which is designed to operate with eZdspF28335 card. This card is
mounted on the top of the eZdsp F28335 as shown in figure below:

Figure 3.13  LR-F28335DAQA daughtercard plugged on the top of the F28335 eZdsp board

This daughtercard includes miscellaneous peripherals, like 8 user digital inputs, 2
user red LEDs and an RS-232 port with a maximum baud rate of 921.2 kbps. It also
includes LR-DAQEXTSET4 height extenders, which are necessary to clear the tall
DSP socket presents on the F28335 eZdsp board.
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The LR-F28335DAQA daughtercard contains the following features:

- 4 A/D input channels (Optional support for up to 8 A/D channels), single

ended, £10V range, simultaneous sampling.

- 8 D/A output channels, single ended, +10V range, simultaneous output
update

- An RS232 asynchronous serial communications interface

- A software controllable output signal with a +15V to ground swing

- 08 general purpose digital logic inputs

- Optional support for a fiber optic asynchronous communications interface

- Optional support for a 10/100 802.3 Ethernet interface

- Support for up to 16 A/D and 16 D/A channels by using the optional

model LR-28335DAQA8x8 daughtercard.

3.3.1.2.1 Memory Address

We can read data from A/D channels and write data to D/A channels via the

addresses listed in the table below:

Table 3.2. Memory address table of A/D and D/A channels of LR-F28335DAQA

daughtercard
Device / Channel Hardware Address
A/D #1 (channels 1-4) 0x0108000
A/D #2 (channels 5-8) 0x0108004
D/A channel 1 0x0108008
D/A channel 2 0x0108028
D/A channel 3 0x0108048
D/A channel 4 0x0108068
D/A channel 5 0x0108088
D/A channel 6 0x01080A8
D/A channel 7 0x01080C8
D/A channel 8 0x01080E8

Each A/D IC has a single hardware address used to access the 4 channels of
converted data. When the A/D signals the processor that it is done converting, the
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processor can then make 4 consecutive reads of the A/D chip to obtain samples from
channels 1, 2, 3 and 4, in that order. The D/A chip has 8 unique hardware addresses

used to access each of its 8 channels.

3.3.1.2.2 ADC and DAC
The daughtercard contains 4 (optionally 8) A/D channels, and 8 D/A channels. All

channels have a full +/- 10V range, and are protected against transient voltage spikes.
All A/D channels have the capability of being simultaneously sampled, whereas all the
D/A channels can be updated simultaneously [69].

All data processed by the DSP should be in Q13 format. This means that the lower
13 bits of a 16-bit word are the significant bits, and the 14th bit is the sign bit. Data
read from the A/D within the interrupt service routine (ISR) will be sign-extended
before being presented to the user. Data processed by the DSP and destined to be
written to the D/A chip, not necessary to be sign-extended, since bits 14 and 15 are

not used.

All ADC/DAC are 14 bits, the 14™ bit is the sign bit and the binary representation

is shown in table below:

Table 3.3. Binary representation of LR-F28335DAQA daughtercard

Voltage input Hexadecimal value
+10V O0x1FFF
0 0x0000
-10V 0x2000

It should be noted that the D/A used on the daughtercard, the AD7841, has uni-
polar input values. That is, writing 0x0000 produces —10V output, writing 0x2000
produces 0V, and writing 0x3fff produces +10V output. This minor incompatibility is
easily handled by software in the ISR.

3.3.2 PID controller

Proportional-Integral-Derivative (PID) controller is the most common control
algorithm which has been widely used in industrial control [70]. Most feedback loops
are controlled by this algorithm or minor variations. The principle of feedback can
then be expressed as follows: increase the manipulated variable when the process

variable is smaller than the setpoint and decrease the manipulated variable when the
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process variable is bigger than the setpoint. The feedback principle is illustrated by
the block diagram shown in Figure 3.14.

YVsp e u y
Controller Process —>

A 4

A

-1

Figure 3.14 Block diagram of process with a feedback controller

The y,, is the setpoint value, e =y, —y is the control error, u is manipulated
variable or also called control variable and y is the process output. The control
variable is a sum of three terms: the P-term (which is proportional to the error), the I-
term (which is proportional to the integral of the error), and the D-term (which is

proportional to the derivative of the error).

The textbook version of a continuous-time PID algorithm [70] is described as:

u(t) =K (e(t) —|—Tii/e(r)dr—|— TddZ—(tt)) (3.11)

0

where K is proportional gain, T; is integral time and T} is derivative time.

> D

Non-interacting form

A 4
ae]

il u

Interacting form

A 4

Figure 3.15  Non-interacting and interacting form of the PID algorithm
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Many studies to improve the performance of a PID controller have been carried out
[71], [72]. The various structures can be classified into two main forms: non-interacting
form and interacting form [70]. In the non-interacting form, the integral time T, does
not influence the derivative part, and the derivative time 7); does not influence the
integral part. The non-interacting form of the PID algorithm is presented in Figure

3.15:

It should be noted that the Laplace transform [73] of a signal x(t) is presented by:
X(o) = [ atte (3.12)
0

where s =7+ 4w is the complex number frequency and represents the Laplace
transform operator. By using Laplace transform, it is possible to convert the Eq. (3.11)

[74] into the form:

U(s) =K (1 —l—%Ti + sTd> E(s) (3.13)

From Eq. (3.13), the transfer function of the PID controller can be determined:

G(s) = gg — K (1 + %Ti + sTd> (3.14)

PID controllers were originally implemented using analog techniques. Along with
the development of digital signal processing, PID controllers are now popularly
implemented by using microcontrollers, microprocessors or computers. All the issues
applied in continuous-time PID controllers have been studied and presented by the

way of digital implementations [73]-[75].

To present the continuous-time PID controller in the digital domain, the integral
and derivative components of Eq. (3.11) must be discretized. When the sampling
period T}, is small and noise from the process output signal is effectively filtered out,
the simplest algorithm is obtained by replacing the derivative with a difference of the
first-order (two-point, backward difference) [74]

de e(k) —e(k—1) Ae(k)
dt T, T,

(3.15)

where e(k) is the error value at the sampling number k, or at the time ¢ = k7Tj,.

The integral part of Eq. (3.11) is approximated by using the forward rectangular
method (FRM)
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k
/e(f)dm TOZe(i— 1) (3.16)

The discrete-time PID controller version of the continuous-time PID controller

demonstrated by Eq. (3.11) now becomes:
) = K {e) + 223" e(i = 1)+ Eh{e(h) et~ 1) 317
u(k) = e T, 2 e(i T, e e (3.17)

For a digital PID controller, the increment of the output Au(k) = u(k) —u(k —1)

can be calculated by:

Ti (3.18)

+ 2 le(k) — 2e(k — 1) + e(k — 2)]}

Au(k) = K {e(k‘) k= 1) + 2o (k)

Performing Z transform to the Eq. (3.17) in time domain, we achieve:

U(z) =K (1 +T1 — +?0(1 — zl)) E(z) (3.19)

The relation between input and output is:

_ _ Ty 1 Ty
G(z) = _K(1+Ti1—zl+T0<1 2 )) (3.20)

Replacing K, = K, K, = K /T and K; = KT,, we achieve the transfer function of

a digital PID controller in Z domain:

Uz 1
G(Z) = Egzi = Kp + KZTOF—F

Ky
Ty

(1—2z71) (3.21)

3.3.3 Software development

3.3.3.1 Matlab/Simulink

We design the temperature control model in Simulink as denoted in Figure 3.16.
The temperature information is sent from temperature measurement card and is
converted in to digital values via ADC4_Input of the DSP. This value is data type
converted and is put to a comparator with setpoint value. The error value is then
forwarded to the PID block to control the temperature. The PID output is passed

through a saturation block to limit the voltage will be converted to analog and sent to
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temperature tuning card via DAC7_Output port of the DSP kit.

EN

dst
Memary Copy Data Type Conversion Vtemperature
ADC4_Input
»
' =
i r cony
0 £ Output_Limit Memaory Copy
o DACT_Outpct
Setpaint Sum Disorete FID Controller
C28x T
Data | Data
F28335 eZasp SCI RCV SC1XMT
SCI Recee SCI Tarsmit

Figure 3.16 ~ Matlab/Simulink model for temperature control.

3.3.3.2 Code Composer Studio

Code Composer Studio (CCS) is a powerful integrated development environment
which is used for developing programs and applications for Texas Instruments
embedded processors. In our works, we use CCS version 3.3 which was provided along

with the purchase of eZdspF28335 development kit from Spectrum Digital.

Matlab/Simulink

Embedded Target for TI C2000 DSP

\ 4

Code Composer Studio

A

eZdsp F28335

Figure 3.17  Block diagram of Matlab/Simulink, CCS and DSP kit.

The Real Time Workshop supported by Simulink in Matlab has Embedded Target
for TT C2000 DSP blocks. Figure 3.17 shows how Simulink interacts with Code
composer Studio. At the beginning, the model is created with Simulink. Then by using
“Build model” inside Simulink, the Embedded Target for TT C2000 DSP platform
generates frame to Code Composer Studio environment under the C code language.
From this fundamental code, we need to develop addition code to meet our
requirements such as temperature reading or temperature controlling... The final

program is then compiled and loaded in to the memory of DSP board for executing.
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3.3.3.3  Graphical user interface control on PC

In addition to the program developed for the DSP, to help users utilize the control
program more easily, we have developed a Graphical User Interface (GUI) with
Microsoft Visual Basic 6.0. This program communicates with the program developed

in CCS and loaded into DSP via RS232 port as illustrated in Figure 3.18.

PC Agilent VEE
Pro < > [ Measurement Instruments
- Spectrum Analyzer
EEE-488/GPIB - Vector Network
Matlab < > Analyzer
Graphical User Interface | + 1« Our
(Microsoft Visual Basic) <:_VUSB/ \———/ electronic ~N——/
RS232 DkSitP celis OEO
Simulink e A N
Code Composer Studio <: A ]
Figure 3.18 Software development and connections to DSP and other devices

3.3.4  Experimental results

Firstly, to test the effectiveness of the temperature tuning card, we set up an

experiment as illustrated in Figure 3.19.

MZM
1 DC PD >
1 - —
| Peltier | Thermistor |
USB/
RS232
T DSP
kit Temperature
——,

—— ] tuning card

Temperature
measurement
card

AN

Figure 3.19 MZM temperature control system around DSP kit

The DSP kit is programmed to generate three voltages +1281 mV, 0 mV and -1770

mV to the control voltage port of the temperature card. As result, the output currents
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are +255 mA, 0 mA and -351 mA respectively. These three currents are applied
successively to the Peltier modules and we measure the temperature of the EOM by

the temperature measurement card mentioned in previous section.

In Figure 3.20, at the beginning, we applied 0 mA current to the Peltier modules.
With this current, there is no temperature modification happened between the top and
bottom surfaces of the Peltier modules. The measured data is the room temperature
with value started from 22.225 °C, slightly increased and reached 22.355 °C after 30
minutes and is plotted in blue color line. After that, the current is increased up to
+255 mA, the temperature decreases from 22.355 °C to 18.748 °C within 30 minutes.
Finally, the current is set to —351 mA, the EOM temperature is increased from
18.807 °C to 29.121 °C. All three measurements are realized in the same duration of

30 minutes or 1800 seconds.

29
28
27
26
25
24
23
22
21

P e
\\
19 1 1 1 1 1 1 ——

0 200 400 600 800 1000 1200 1400 1600 1800

— +255 mA
| — -351 mA
|=—0mA | ]

Temperature (OC)

Time (sec)

Figure 3.20 EOM temperature evolution with different currents
applied to the Peltier modules

In fact, to increase the temperature changing speed, we can apply higher absolute
value of current. However, our aim is to stabilize the EOM at normal room
temperature (25 °C), so it is not necessary to do that. From these results, we can
conclude that both the temperature measurement card and the Peltier mounting

scheme to the EOM work fine. Now, we will create the temperature control circuit.

Then, we have developed a graphical user interface with Microsoft Visual Basic to
monitor and control the temperature for the MZM. This program communicates with

the DSP kit via RS232 Serial COM port with the Baud Rate is set to 57600. The
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temperature data transmission from the DSP kit is tunable by software loaded to it.

= Temperature Control

~Temperature (Celcius degree)

START Desired value |25 . 000 Change temperature Currentwalue: 24 . 999
T B S O A B B B A S I R A B I R B R R A R
25.35*; ;,
Export data Load data 53 _: | | | | | | | | | | | | _
25_25_; I I I I I ;_
Options.. 25_2_; | | | ! ! ! | | | ! | 1 _
PID parameters 513 t i i t i i t i i i i i =
. 25,05 = | | | | | | | | | | | | L

<3 Kii: kd £ I &
20 = =
E fo24 o128 2495 Y . . | | . | . | | . . . =
249 f] ,
Lpdate FID | 24.85 5 i i i i i =
24_3_; | | I 1 | ! | | I ! | | ;_
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Figure 3.21

% Temperature Control

Compact view of temperature control software

- Temperature (Celcius degree)
START Desired value |2 5.000 Change temperature | Currentvalue 24 .999
B B T I S A AR AR R I IR
2535 < :
Export data Load data 235 | | | | | | | | | | | =z
2553 i i i i =
- | mei I I | N -
2515 = :
FID parameters 251 =
i 25,05 = I I I I I I I I I I I 2
kp Ki kd |
< .
s [o.24 o125 24950 | | | | | | | | | | | S
2484 Z
Update PID 2485 % T T i T =
2484 I | I I I I I I I I I =
2475 I | I I I I I I I I I =
o 273
ore infa 2485 % I I I I I I I I I I I =
245 % I I I I =
: 2055 < I I I I | I I I I | I i
= i] 100 200 300 400 500 00 00 00 800 1000 1100 1200 1300 1400 1500
tbarEoie de pholorique qUaniqus e malkoisre
i] T T T T ™ T T T T T

-?UU-;
DSF outputwoltage sentto Peltier 750 S . ik =

control circuit (') :.]
800 %] =
850 5 :

L B B L B B R B IR R R R SRR ISR OB SO (R RO
0 100 200 300 400 500 00 700 800 900 1000 1900 1200 1300 1400 1500

Figure 3.22

Full view of temperature control software

Figure 3.21 shows the controlled temperature at set point of 25 °C, for duration of
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10 minutes at steady-state with 100 measured data sent per minute, the highest

variation is 0.008 °C and the steady-state error is 40.0019 °C.

“More info” button shows the DSP output voltage sent to Peltier control circuit as
shown in Figure 3.22 and two data lists which can be exported to Microsoft Excel by
clicking on the button “Export data”. The PID parameters can be modified to meet

specific demand and sent to DSP kit by clicking “Update PID” button.

Figure 3.23 shows the evolution of the temperature of the EOM when we change
the temperature setpoint from 20 °C to 25 °C. The overshot of the control is only

0.2 °C. The lower chart shows control voltage sent to temperature tuning card.

-Temperature (Celcius degree)

START Desiedvalue: (25 000 Change temperature curentvaie: 25 . 000
e T B =
Expont data Load data ” 2
2452 :
Options... : :
24 = -
~PID parameters - 23.5_2 _
K Ki: Kd 2 :
E [pza [o1zs 0 :
BT =
Update PID = -
2152 .
214 :
: il s
More info ‘ 205 = =
|
LPQM e R I I I I

0 100 200 300 400 500 BOO YO0 800 900 1000 1100 1200 1300 1400 1500 1600 1700

iharsire de pholorin. .

Figure 3.28 Changing temperature from 20 °C to 25 °C

3.4 Temperature impact on average optical output

power of the EOM

The stability of the average optical output power of the EOM can be estimated by
using the internal photodiode of the EOM. The electronic card to convert the internal

photodiode current to DC voltage is presented in section 4.2.1.

We implemented two experiments to estimate the impact of temperature on the
average optical output power of the EOM based on the configuration illustrated in
Figure 3.24. The modulator is biased at its quadrature point of 4+5.5 V and at its

optical input, a laser power of 1.50 mW is supplied.
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Internal photodiode
current to DC voltage
converting card
MZM
uss/ —>|RF DC PD —>
R5232 — — —
<: DSP | Peltier | Thermistor
kit
Temperature
———— " tuning card
Temperature
measurement
card
Figure 3.2/ Structure for estimating the temperature impact
on the average optical output power of the EOM
NI -
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—— With temperature control (day 1)
\ —— With temperature control (day 2)
00 \
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Photodetector DC voltage variation (mV)

Time (Hour)

Figure 3.25 FEvolutions of photodetector output DC voltage at different working conditions

In the first experiment as shown in Figure 3.25, the EOM is not thermally
stabilized. We measure the change of the DC voltage which is converted from
photodiode current, it is marked by the red curve. Then, we apply temperature control
to the EOM to stabilized it at 25 °C and measure the changes of DC voltage for two
different 5 hours duration on two different days. The first day is marked by the blue

73



Chapter 3. Impacts of temperature on behavior of the EOM and the OEQ

curve and the second day is marked by the green curve. Because the starting DC
voltages of three measurements are different, so in order to have a clearer comparison,

each data stream is plotted relatively to its starting value.

Without temperature control, the change of photodetector output DC voltage is
—165 mV, while with temperature control process it is reduced to +39 mV for the
first day and —22 mV for the second day. Obviously, the optical average output
power of the EOM is affected by the ambient temperature.

To present more clearly the changes of photodetector DC voltage caused by
temperature variation, we implement the second experiment in which we tune the

temperature of the EOM to different values. The results are illustrated in Figure 3.26.

I
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Temperat \ =<
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0.0 0.2 0.4 0.6 0.8 1.0
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Figure 3.26 Photodetector output DC voltage evolution under temperature changes

At 25 °C, the photodetector voltage is unchanged. After 15 minutes, we decrease
the temperature from 25 °C down to 20 °C, the photodetector DC voltage variation
increases from 0 to +0.4 V. After 15 minutes more, we increase the temperature from
20 °C to 30 °C, the photodetector output DC voltage change decreases from +0.4 V to
—0.4 V. Finally, we reduce the temperature from 30°C to 25°C and the
photodetector output DC voltage comes back closely to 0.

From results of these two experimental, it is easy to recognize that the average
optical output power of the EOM, presented in the form of photodetector output DC

voltage, is clearly affected by the temperature.
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3.5 EOM temperature and its transfer function

3.5.1 Transfer function determination

The EOM used for this study is a Mach-Zehnder (MZ) intensity modulator. It is a
commercial device made of lithium niobate material (LiNbOs) (ref. MX-LN-10 from
Photline Company) with a 12 GHz modulation bandwidth. It has already been
presented in a previous work [67]. The EOM has two electrodes, one for the bias signal
(for DC or quasi DC signals) and one for the modulating signal corresponding to the
data to be transmitted (AC high frequency signals). A laser diode at 1550 nm
wavelength provides the constant laser beam intensity at the optical input of the

EOM.

The principle to determine the transfer function of an EOM is to change slowly the
bias voltage applied to the EOM and simultaneously register the optical output power.
After getting the complete data, the transfer function can be achieved by drawing the
optical output power as a function of bias voltage. In this part, we present the

determination of the EOM transfer function by using laboratory instrumentations.

Because the EOM transfer function is “static” characteristic, the principle is to
inject a low frequency triangle signal to the DC electrode of the EOM. We use an
Agilent Arbitrary Waveform Generator HP 33120A to create a triangle signal at
different frequencies as listed in Table 3.4, with a peak-to-peak amplitude of 20 V and
an offset of 0 V. This triangle signal is fed into the DC electrode of the EOM. A laser

power of 1.5 mW is injected into the input of the modulator.

Table 3.4 EOM photodetector output DC voltages at different triangle signal

frequencies shown on the oscilloscope screen.

i  SOoon 2  S5.00% =.5kg/s  +—-8522 =008, +2 RUN
Ty : : : M : ; : Frequency: 0.5 Hz

|
|
Lo : b 5 5 §
| E ......... ........ : ..... ........ Y SUUUE I W ......... ........ Photodetector output peak-to_peak
: ..... ........ | ......... ........ ......... DC VOltage: 3.95V

e

! . N N | N - N N N N
Fregqi2) not found Vp-pC2i=20.00 W Wawgl13=35.860 %
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i =00% 5 .00V
T : :
B :

M : :
Y :
Freqi2)=995.0mH=

Vp—plzi=153.54 ¥

Z00%/ 2 RUN

Wawgr13=2.550 ¥

Frequency: 1 Hz

Photodetector output peak-to-peak
DC voltage: 3.25 V

The shape is the same with the

case of using 1 Hz frequency.

i So0% 2 5.007
! . N N

10RS s +GCo0E

50,08/ 2 RUN

S

! . N N
Fregqi2) not found

Vp—plzi=153.54 ¥

Wawgr1d=2.536 ¥

Frequency: 3 Hz

Photodetector output peak-to-peak
DC voltage: 3.00 V

10RS s +GCo0E

50,08/ 2 RUN

Frequency: 5 Hz

Photodetector output peak-to-peak
DC voltage: 2.75 V

ZERks s+~ CoaE

i So0% 2 5.007
T N N

Vp—plZI=20.00 ¥

Wawgr1d==.528 ¥

v :
Fregqi2) not found

Frequency: 7 Hz

Photodetector output peak-to-peak
DC voltage: 2.50 V
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i So0% 7 5.00v _ZSka s +Sa6k 0,007 2 RUN
M N N N N N N N

Frequency: 10 Hz

Photodetector output peak-to-peak
DC voltage: 2.20 V

W ! : : : : : : : i
Freqizi=10.000 Hz Wp-plzi=19.84 W Wawgr11=2.909 Y

i So0% 7 5.00v SOk s +So6k 10,007 2 RUN
! . N N N N N N N

Frequency: 20 Hz

Photodetector output peak-to-peak
DC voltage: 1.25 V

From the experimental results, we found that when the triangle signal frequency is
increased, the photodetector output peak-to-peak DC voltage decreases. Especially,
when 20 Hz frequency is used, the measured transfer function is severely distorted
with the peak-to-peak voltage is reduced from 3.25 V in 0.5 Hz to only 1.25 V.
Consequently, bias point determination will not be accurately determined. At
frequencies of 0.5 Hz and 1 Hz, the transfer functions are similar and clear. It means

that in order to achieve an accurate transfer function, a frequency lower than 0.5 Hz

should be used.

55 T T T T T T T AV T T T aNm 10

o\ /\ /

Y / \\ /
TN VY
NIRVANVAVARRVY

P

Photodetector DC voltage (V)
\
o
(A) enyidwe jeubis a|buel |
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-1.0 -0.5 0.0

T

Figure 8.27  Photodetector DC voltage and 0.5 Hz triangle signal represented in Igor

To draw the transfer function, after capturing screen of the oscilloscope, we also
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need to record the raw data. For example, from the raw data achieved in the case of
using 0.5 Hz frequency, we can redraw the two curves of the EOM with Igor software

as below.

The Figure 3.27 is the same with the captured screen shown in Table 3.4. Then, in
order to visualize the transfer function, we need to present the photodetector output

DC voltage as function of triangle signal amplitude.

55 ! ! !

—— Oscilloscope data
| — Fitting curve

45 & ff
I 7
I | 7/ ?
3.0 S /;*/f )
25 1‘/7 w

-10 -8 -6 -4 -2 0 2 4 6 8 10

50

Photodetector DC voltage (V)

P\

Triangle signal amplitude (V)

Figure 3.28 Transfer function: oscilloscope data and fitting curve

The resulting curve shown in Figure 3.28 presents the output voltage of a
photodetector placed at the output of the modulator, as a function of the slowly
varying voltage applied to the DC electrode. The transfer function displays a
sinusoidal behavior and the equation corresponding to the experimental results is given

by:

Vout(%) = ‘/0 + VOM Sin(K' % + ¢0) (322)

Where:
v

o

V, = (4.0132 + 0.0042) V

a = (1.6107 + 0.0057) V

K = (0.4910 £ 0.0006) V!
¢, = (0.4849 + 0.0037) rd

From this equation, the half-wave voltage can be determined by V. = /K and we

found the half-wave voltage of this EOM is V. = (6.3980 + 0.0085) V.
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3.5.2 Transfer function drift

To visualize the impact of temperature on EOM transfer function, the frequency of
triangle signal is set to 0.5 Hz, then we change the temperature of the EOM at
different values and capture 2 data streams of photodetector output DC voltage and
the amplitude of triangle signal from the oscilloscope. The results are listed in Table

3.5.

In order to see the “real” tramsfer function of the EOM, we need to perform
procedures similar to those presented in previous section (3.5.1). However, due to the
fact that, two data streams on the oscilloscope are presented in the time domain, so by
keeping the same setting for the oscilloscope and observing captured screens, we can

have a quite clear view about the drift of the transfer function.

Table 3.5 EOM photodetector output DC voltages at different temperatures
shown on the oscilloscope screen
At 15 °C 1 5001:} 2.; 5.oov: 2.5:k§/5 <—v|—852g 2005"5*/ 3:2E RUN

+ Photodetector output peak-to-
peak DC voltage: 3.25 V

not found

Vp—plZ)=19.60 v

Wawg(11=4.063 ¥

At 20 °C

+ Photodetector output peak-to-

peak DC voltage: 3.25 V

+ Transfer function drifts to the

left

1 S00y

2 5.00v
) N

Z.Ska s

=008 Auto£2 RUN

Fregi2l

not found

N N L N
Vp—plz)=19.64 ¥

Wawg(11=3.972 ¥
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|
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|
! . N N | N N N N
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|
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+ Transfer function drifts to the
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$

. : : : : : :
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It is easy to figure out that the temperature variation does not only make the EOM
transfer function drift phenomenon more clearly but also make the transfer function
deformed. To simplify the transfer function determination, another method will be

presented in Chapter 4, section 4.2.2.

3.6 EOM temperature variation and OEO
oscillation power

From above results, we know that the EOM is significantly affected by the
temperature. In the OEO structure, EOM plays an important role. In this section, we
study how EOM behavior under temperature changes can influence the OEO

oscillation characteristic.

We use the OEO structure as presented in Chapter 2. The EOM is thermally
stabilized at 15 °C, the OEO is started with oscillation power is 7.35 dBm. Then the
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temperature is increased to 35 °C, the oscillation power reduces gradually. At the time
of 583 s, the oscillation power drops from 0 dBm to —57 dBm, and consequently the

oscillation is lost.
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Figure 3.29 OFEO oscillation loss phenomenon due to EOM temperature change

Figure 3.29 (a) shows the relation between the EOM temperature evolution and the
OEO oscillation power during 700 s. Figure 3.29 (b) shows a closer view of (a) which
is equivalent to 590 s.

3.7 Fiber loop temperature and OEQO oscillation

frequency

The long-term stability is usually estimated by the oscillation frequency drift in a
long duration. In 2003, D. Eliyahu et al. made an experiment to figure out the relation

of the oscillation frequency versus the temperature during 52 days [76]. There are two
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high Q elements in the OEQO: the optical fiber loop and the RF filter. Both are
sensitive to the surrounding temperature variations, leading to a change of the phase
shift and so creating a drift of the oscillation frequency. The fiber delay change due to
temperature has the strongest contribution to the oscillation frequency drift with a
slope of about —8 ppm/°C [77]. The negative sign indicates that the change of
frequency has opposite direction with the change of temperature. Comparing with the
case of fiber, the temperature has less impact on the RF filter with a phase drift of

—0.3 ppm/°C.

The result mentioned above was carried out in very good laboratory conditions
with thermal stability kept as low as 0.001 °C and 0.003 °C over 1 hour and 24 hours
respectively. In the real implementation, this condition is sometimes difficult to be
satisfied. In this real case, in order to use the OEO for any application, it is

substantial to analyze the behavior of the OEO under the real condition.

To estimate the relation between the fiber temperature and the OEO oscillation
frequency, we need to record the temperature and the oscillation frequency data at the

same time for a long duration.

3.7.1 Data acquisition program

The oscillation frequency and power are measured with our Agilent spectrum
analyzer PSA E4446A connected to a personal computer (PC) by an IEEE-488

(Institute of Electrical and Electronics Engineers) interface with following parameters:

- Center frequency determined by peak search function and the returned value

is the oscillation frequency of the OEO.
- Span: 50 kHz.
- Resolution bandwidth: 470 Hz
- Sweep points: 600 points.

Another software was used in our experiment is Agilent VEE Pro — a graphical
dataflow programming development environment. It is optimized for building
automated test and measurement applications [78]. VEE is originally developed by
Hewlett-Packard in 1991, it stood for Visual Engineering Environment then it has

been renamed to Agilent VEE.
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Figure 3.30 OFO oscillation data acquisition program in Agilent VEE Pro 9.3

To record the measurement data, we created an acquisition program with Agilent

VEE Pro 9.3. The block diagram of this program is shown in Figure 3.30.

Fourth parameters are recorded includes:

- Oscillation frequency (Hz)

- Oscillation power (dBm)

- System date information of the PSA E4446A

- System time information of the PSA E4446A

The date and time information is used for post tracking and for synchronizing with

temperature data measured DSP mentioned in 3.1. All these information is saved to a

text file (.txt) and then this text file is converted to Microsoft Excel and imported into

Igor software for analysis and creating comparison charts.
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The interval between two recordings is 10 s. This interval is defined by the “Delay”
block. However, if we set Delay = 10 s, the experimental results saved in the text file
showing that the real interval is greater than 10 s but very close. The tolerance can be
explained by the time used for sending commands to PSA, receiving result and writing
to the text file. This tolerance depends on the measurement instrument and the
configuration of the PC. With our system, after doing some tests and calibrations, we

found the real interval of 10 s can be guaranteed by setting Delay = 9.965 s.

“For Range” block allows us to specify “From”, “Thru” and “Step” parameters.
The program’s counter starts from “From” value to “Thru” value with an increment

of “Step” value.

3.7.2  Measuring temperature and oscillation frequency

In our experiment, we used a commercial fiber loop with a plastic protective box.
This plastic box was then put into a thermal box which operates based on Peltier
effect with stability of 41 °C. This thermal box and other system were arranged inside

a room without any air conditioner.

We use the temperature measurement card mentioned in 3.1 to monitor the
temperature of the fiber loop during 13 hours. The temperature information is
amplified and transmitted to our Digital Signal Processing (DSP) kit. This DSP then
sends temperature information to a Personal Computer via RS232 port. At the same
time, the oscillation frequency is recorded every 10s by a program created and
executed within Agilent VEE environment. Two data streams then are processed,

synchronized, plotted by Igor software and the result is presented in Figure 3.31.
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Figure 3.31 Drift of the oscillation frequency and temperature changes versus time
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Figure 3.32  Drift of the oscillation frequency and opposite temperature changes versus time

The oscillation frequency is presented simultaneously with the opposite temperature
to show more clearly their correlation as shown in Figure 3.32. The drift of the OEO
oscillation frequency appears clearly and there is a good correlation between the two
curves. In Figure 3.33, the oscillation frequency is presented as a function of the
opposite temperature showing a linear relation between them, and a fitting line from

Igor software leads to the modeling expression in Eq. (3.23).
fose = 8003619 x 10% 4+ 1.161 x 105 x (—0) (3.23)
where 6 is optical fiber temperature. So we can introduce the oscillation frequency

fluctuations as the difference between the measured frequency and the value obtained

by (3.23); these fluctuations are presented in Figure 3.34 as a function of time.
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Figure 3.33 Oscillation frequency as a function of the opposite temperature and the fitting

curve determining a modeling of the frequency drift behavior

The relevance of the modeling introduced here, can be checked by comparing the
evolutions of the oscillation frequency in Figure 3.32 and Figure 3.34. In Figure 3.32

the peak-to-peak variation of the oscillation frequency is equal to 130 kHz, its
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standard deviation is 37.53 kHz. For the fluctuations of the OEO frequency with
respect to the modeling of Eq. (3.23), in Figure 3.34, the peak-to-peak variation is
7.02 kHz, and the standard deviation is 1.65 kHz. Taking into account the standard
deviation, the improvement corresponds to a factor 23, and for a less flattering

comparison, with the peak-to-peak variations, the improvement factor is equal to 18.5.

4000

Y-

AT e WY
NUAARARATAYAY A"

'\J\:\]\,J\z*\l

0 2 4 6 8 10 12

Frequency fluctuations (Hz)

-4000

Time (hour)

Figure 3.3/ Fluctuations of the oscillation frequency compared to the modeling

of Eq. (3.23) as a function of time

In Figure 3.34, we can clearly see a periodic behavior of the frequency fluctuations.
It cannot be a "random" effect but seems to be a "periodic" one. It could be explained
by the way of the thermal box containing the fiber loop is working: it is based on
thermoelectric effect cooler, with a fan for circulating the air inside the box. The
working time of the cooler and fan depends on the gap between the real temperature
inside the box and the set-point but also on the difference between the room
temperature and the internal temperature. The fluctuation repetition rate in the first
four hour is faster than that in the last five hours. This can be explained by the fact
that the room temperature in the morning is quickly increased by the direct sunlight.
It makes the thermoelectric-based thermal box need to control its internal temperature
more frequently than that in that last 5 hours, when the room temperature is more

stable.

The results mentioned above improve the fact that the OEO oscillation frequency
has close relation with temperature of the fiber loop. In Chapter 5, we will analyze this

issue in comparison with the delay time across the fiber loop.

3.8 Conclusions and discussions

In this chapter, we presented analysis of several influences of temperature on
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behavior of the EOM and the OEO. Firstly, we designed a temperature measurement
schematic with Cadence OrCAD and fabricated the PCB card. Then we developed the
temperature tuning card with the same technique with temperature measurement
card. The system is designed around the DSP kit. The DSP kit interacts with PC via
a RS 232 interface. A Graphical User Interface (GUI) software is developed with
Microsoft Visual Studio to control, monitor and acquire data. The temperature control
process is handled by a PID algorithm. With this system, we stabilized the
temperature of the EOM at a desired value. Here, in our case, it is set to a

temperature of 25 °C.

Secondly, we estimated the effect of temperature on average optical output power
of the EOM with two experiments. The first experiment is conducted with and
without temperature controls. The second one is conducted by controlling the EOM at

different temperatures.

Thirdly, we demonstrated method to determine the transfer function of an EOM.
Then we analyze the influences of temperature on the transfer function of the EOM.
In the next chapter, we will introduce other techniques for stabilizing the EOM

transfer function.

In the fourth experiment, we showed the influence of EOM temperature change on

the stability of the OEO oscillation.

Finally, we carried out experiments to analyze the impact of fiber loop temperature
on the OEO. This result shows the high correlation level between oscillation frequency

and temperature variation that will be studied in more detail in Chapter 6.
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Chapter 4

Controlling EOM by using DSP technique

As shown in Chapter 3, the drift of the EOM can be reduced by applying a thermal
control to this EOM. However, there is still a small drift during operating time. This
chapter presents other techniques to eliminate the transfer function drift. The
evolution of the modulator characteristics can be followed through its non-linear
behavior by detecting the second harmonic of a low frequency modulating signal
injected to DC electrode of the modulator. Using DSP technique is a great

improvement because of all the available possibilities.

4.1 Dither based bias control

4.1.1 Drift determination and control

4.1.1.1 EOM drift simulation

In order to visualize the drift behavior of the EOM, we have developed a simulation
focusing on its transfer function. In Figure 4.1, the EOM transfer function is shown by
blue curve in the upper left chart. This transfer function is simulated with bias voltage
in the range of [-10 V, +10 V] which is similar to the output working range of the
DSP. Under the EOM transfer function is a slider to change the real bias voltage
applied to the DC electrode of the EOM. The current value of bias voltage is indicated

by a magenta line in the EOM transfer function chart.

Under the bias voltage slider is the modulating signal graph with frequency of
500 Hz, the time duration for presenting here is 8. 1072 seconds, which is equivalent to

4 cycles. This modulating signal then is fed to the DC electrode.
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The modulated signal is presented in the upper right chart corresponding to bias
voltage of 3 V corresponding to the quadrature point. Because the EOM is working at
the best linear point, so theoretically there are only 500 Hz component and other odd
order harmonics components. There is no even order harmonics at this operating

condition.

Under the modulated signal presented in the time domain is the spectral

representation of modulated signal in the frequency domain.

In Figure 4.2, when the bias voltage is set to 2 V, the modulated signal is no more
symmetric and contains both odd and even harmonics. It is clear to see both 500 Hz
and 1 kHz signals in the modulated signal spectral chart at the bottom right. The
1000 Hz component becomes bigger when the bias voltage is set to 1 V as shown in

Figure 4.3.

In Figure 4.4, the bias voltage is set to the peak point of transfer function. At this
operating point, the output of MZM is the modulated signal with only the even order

harmonics.
4.1.1.2 Drift determination principle

From the drift simulation results presented in previous section, a technique which
has been developed to determine the drift level which based on a synchronous
detection scheme is now introduced. The method for estimating the drift of the
transfer function is based on an evaluation of the non-linear behavior of the modulator
[35]. Testing the linearity of the modulator is performed by the way of a dither signal
which is a sine wave, applied to the bias DC electrode for modulating the optical

beam.
vy(t) = Vpsin(2m f t) (4.1)

Because the dither signal v,(t) should not perturb the high modulated frequency
dedicated to the transmitted data, we have chosen a rather low frequency f; =
500 Hz. For detecting a non-linear effect with a good sensitivity the dither signal is a

large signal with an amplitude V, = 850 mV.

Taking into account a DC bias voltage V;, and the modulating signal v,;(t) applied

simultaneously to the DC electrode.

Ui (8) = Vio + va(?) (4.2)
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Then the transfer function in the time domain of the EOM is obtained from Eq.
(1.4):

hplt) = 2D S0 s [T, s+ o0] )

If the EOM is biased at the quadrature position then the transfer function is
symmetric around this bias point, and hop(t) contains only odd harmonics. In case of a
drift of the transfer function, the bias point is no more at the quadrature position and
the curve is no more symmetric, even harmonics will appears in hop(t). The
synchronous detection process is built in order to detect the amplitude of the second
harmonic of the modulating signal v,(¢). The optical signal at the output of the EOM
is detected by a photodetector, then filtered around 2f;; then there is the
multiplication process by a reference signal at 2f; and a low pass filtering (see Figure

45).

EOM
Laser = > :@
Fiber
= loop
DC RF

NLI < D [\ < ZF Photo-
detector

RF Filter 2fa
2fa
Figure 4.5 Block diagram of Non-Linear Indicator evaluation

The output of detection scheme indicates level of the second harmonic component
in the modulated signal and it is an indication of drift level of current bias point on
the transfer function. This quantity has been called the Non-Linear Indicator during
our development steps and is denoted with the acronym NLI. NLI equals to 0 when

the EOM is biased at quadrature point and it increases when the bias point is drifted.
4.1.1.3 Drift control scheme in DSP

From above analysis, drift control is a process to keep NLI close to 0 as much as

possible. There are different techniques have been developed to control the EOM and
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can be classified into two categories: dither-less category and dither-based category. In
dither-less category, the operating parameters of modulated signal are directly
analyzed [32], [79], [80]. In the second category, a dither signal is injected into the
EOM then the modulating signal is observed [31], [81] or the second harmonic of
dither signal is estimated [67], [82].

From Figure 4.5, we propose a control scheme in DSP as shown in Figure 4.6 with
input is photodetector output voltage and the output is bias voltage will be sent to

DC electrode of the EOM.

EOM
DC electrode 1
D _ Photo-
@J DAC ADC < detector
Vbc
/A€)
@><— 500 Hz
BPF
PID MW
Vo
Signal 1kHz c ; usB/
generator RS232
yuL ﬁ
NLI LPF
DSP

Figure 4.6 Bias control scheme in DSP

The modulating signal v,;(t) is obtained by a VCO block in Matlab/Simulink with
a sampling frequency f, =40 kHz leading to 80 points in one period. The signal at
foq =2f; =1kHz is built with the same method, but it is a square signal. The
photodetector output signal is directly acquired by the Link-Research board also with
sampling rate of 40 kHz.

Similar to temperature control described in section 3.3, a PID controller is used
again. However, in this case, the input of PID controller is not the different between

setpoint and current value but only the NLI.
4.1.1.4 Designing model with Matlab/Simulink

From the knowledge of NLI it is possible to build a control system for
compensating the changes of ¢(¢) by adding a control signal to the bias voltage V; in
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order to keep NLI = 0: the bias point is controlled at the quadrature position. The
control loop is designed with a PID controller [75], [83]. The experimental system for
controlling the bias point of the EOM at a quadrature position is presented as it has

been developed with Matlab Simulink in Figure 4.7.

The signal wv,,(t) applied to the DC electrode has three components, tuned from
the eZdsp-DSP-F28335 board: the DC bias voltage V;,, the dither signal v,(t) at
fq =500 Hz and the control signal V;. obtained from the digital PID.
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Figure 4.7 Matlab Stmulink model for controlling the EOM bias point.

The generation of dither signal and of reference signal at 1 kHz is achieved by two
VCO blocks. The input signal at ADC1 comes from the photodetector and the output
signal wv,,(t) is placed at DAC1 for applying to the EOM electrode. The other outputs
are Viigs = Vio + Ve at DAC3 and NLI at DACS.

vm<t> = vaO + %c + Ud<t> (44)

4.1.1.5 Digital filter

The band-pass filter is an important part of the system. It has been designed with
the Filter Design & Analysis toolbox of Matlab [84]. There are two major digital filter
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types: finite impulse response (FIR) and infinite impulse response (IIR) [85]. In this
study, a second order Butterworth IIR filter has been chosen because its advantage in
requiring lower filter order than FIR filter to achieve the same performance level. For
designing the filter, the center frequency is 1 kHz, the sampling frequency 40 kHz and
the two cut-off frequency are 998 Hz and 1002 Hz. The frequency response of the filter

(shown in Figure 4.8) has been obtained from a function generator and an oscilloscope.
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Figure 4.8 Frequency response of the band-pass filter

Experimentally the bandwidth of the filter centered at f,; = 2f; =1 kHz is found
to be Af =4.2 Hz, the corresponding quality factor of this digital filter being
therefore @ = f5,; /Af = 238. Such a Q factor would have been impossible to obtain

with analog technique.

4.1.2 EOM bias control by using external photodetector

In order to measure the optical power at the output of the MZM, we use an optical
coupler to extract one part of EOM output light energy and feeding a low frequency
photodetector.

In our experiment, a homemade photodetector is used to convert the EOM output
light signal to RF signal. This signal is then connected directly to the ADC input of
Link Research Daughter card. The controlled voltage output of the DSP is connected
to the DC electrode of the MZM as shown in Figure 4.9.
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Figure 4.9 Block diagram of EOM bias control with DSP and an external photodetector

The only disadvantage of this method is that it requires more space to arrange one

optical coupler and a photodetector.
4.1.2.1 Drift determination in terms of the Non-Linear Indicator

To determine the drift in working condition without any control, the dither signal
with DC component of +5.5 V, AC amplitude of 0.85 V and frequency of 500 Hz is
injected to DC electrode of the EOM. The evolution of the NLI parameter as a
function of time has been recorded and the corresponding result for an experimental

time of 7.45 hours is shown in Figure 4.10.
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Figure 4.10  Long term evolution of the NLI caused by the EOM transfer function drift.

The peak-to-peak variation of NLI is 248 mV and the standard deviation is
56 mV.
4.1.2.2  Bias control at EOM positive slope

We developed a GUI software with Microsoft Visual Basic to control the bias point
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as illustrated in Figure 4.11. Two real-time values are shown in the “Parameters”
panel including bias voltage sent to DC electrode of the EOM, the non-linear
indicator. For short-term observation, we can decrease the sampling interval (increase
sampling rate) to several samples per second. For long-term monitoring, this interval

is increased and usually we set it to 10 s.

The bias control software has two options: positive slope and negative slope. These
two values indicate which slope of the transfer function that the bias point is being
controlled. If the bias point is on positive slope, the modulating signal and the
modulated signal are in phase. And if the bias point is on the negative slope, they will

be 180 degrees out of phase. By default, the positive slope is selected.
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Figure 4.11 EOM bias control with its external photodetector

In this experiment, the bias control is applied to EOM positive slope. After a
duration of 33.450 s (or 9.29 hours), NLI is kept closed to 0 with the minimum and
maximum are —9 mV and +9 mV respectively. The controlled bias voltage is reduced

from —718 mV down to —915 mV.
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4.1.2.3 Bias control at EOM negative slope

In this experiment, the bias control is set to work at negative slope of the EOM for

a duration of 30000 s or 8.3 hours. The result is presented in Figure 4.12.
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Figure 4.12  FEwvolution of the NLI during the control process.

The average value of NLI is —1.314 pV, the standard deviation is 3.074 mV and
the peak-to-peak variation is 21 mV. Comparing the peak to peak variations with the
case without control (Figure 4.10) there is a reduction by a coefficient 11.8 for the
NLI variations; comparing the standard deviation the reduction of the variations

corresponds to a factor 18.2 thanks to the bias point control.

For compensating the drift, the bias voltage is automatically modified by the DSP
software as shown in Figure 4.13 with the variations of V;,, =V, +V,. as a

function of time.
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Figure 4.13 Evolution of the EOM bias voltage during the control process.

These two experimental results indicate that the bias control operates well on
positive slope as well as negative slope of the EOM and the EOM is stabilized at its

quadrature point for long duration.
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4.1.3 MZM bias control by using the internal photodiode

In our laboratory, we work with several modulators with type of MX-LN-10 from
Photline and one of these modulators is illustrated in Figure 4.14. One advantage of
this modulator is that it has an internal monitoring photodiode connected at pins 3

and 4.

The output of this internal photodiode is a current while the DSP working with a
voltage signal input. So to use this internal photodetector with DSP kit, we need to

convert this current to voltage.

Internal
monitoring
photodiode

X \\\V

Optical

Optical RF DC
output

input input

Figure 4.1} A Photline modulator MX-LN-10. The internal monitoring
photodiode connected at pins 3 and 4.

The advantages of using internal PD for controlling MZM are:

- It is not necessary to use an optical coupler to extract laser power for the
photodetector. The optical output power is 100% provided to the OEO

system,
- The system structure is simpler and the size of the system is reduced.

4.1.3.1 Designing interface card

4.1.3.1.1 Current to voltage circuit

Because the internal photodiode output signal in our case is a current signal, so we
need to design an electronic circuit to convert current signal to a voltage signal which
is used as the input for the DSP kit. This circuit is called current-to-voltage converter

circuit or a trans-impedance amplifier and is presented in Figure 4.15.
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Figure 4.15  Schematic of electronic circuit for converting Photline MX-LN-10 modulator’s

internal photodiode output current to a DC voltage signal.

In Figure 4.15, the two output pins of the internal photodiode of the Photline MX-
LN-10 are connected to 2-pin connector J1. The internal photodiode cathode is
connected to a +12 V voltage source and its anode is connected to pin 2 of the first
TL082 (named UIA in the schematic). The feedback resistor R, is placed in parallel
with a capacitor C; which is placed for the stability of the amplifying circuit. The
output voltage correlated with the photodiode current Ipp, is:

_IPDRl

Via= 1+ 2n/R G, (4.5)

Because the current output of the internal photodiode Ip, is very small (order of
pA), the feedback resistor R, is chosen high enough to achieve a reasonable value for
the output voltage. At low frequencies, the value of 27 fR,;C; are small and can be

negligible. In this case, the Equation (4.5) becomes:
Via=—IppR; (4-6)

Now, the current output of the internal photodiode has been converted to voltage.
However, their changes are in opposite directions as indicated by the sign minus in the
Equation (4.6). To make voltage output is proportional to Ipp, as shown in Figure
4.15, the voltage output V;, is connected to an inverting amplifier circuit [86]

implemented by the OPA U1B. The voltage output V; g is determined by:
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R R

The role of resistors R, and R,; is to reduce the offset at the output of the

amplifiers.

4.1.3.1.2 AC amplifier circuit

The signal Vg contains both DC and AC components. When using dither based
technique, we are only interested in AC components and do not need DC component.
We added a circuit to filter the DC component and amplify the AC component as
presented in Figure 4.16:

c12
100nF R11 =
— 22K
+12v ’
Vv +12V
B w U3A cs
330nF © uss V.
V. B
3,1 1 3A1 ) Va2 s 3B
2 1 * 7 AC Output 1
p 6, 2
< TLO82
TLO82 <
c13 CON2
“12v
100nF R10 ’
-12v

56K

R9

Figure 4.16  Schematic of electronics circuit for filtering the DC component and amplifying

the AC component.

Firstly, the signal V)5 is passed through the amplifier circuit with unity gain, the
output signal is V5,4, = Vg. Then the DC component of the signal V;,; is filtered out
by capacitor C3.

After passing one more non-inverting amplifier circuit, the final output is:

jRy,Caw R10 R10
- 1 Vg (14—
3B 1+jR1103w< + Rg> g (14 R9>

Vip (4.8)

4.1.3.2 Connection scheme and results

To control the bias point of the EOM, we setup a configuration as shown in Figure
4.17. Obviously, this configuration is simpler and more compact than that of the case

using the external photodetector. The signal V;p5 is injected to the ADC1 _Input of the
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DSP kit, the DSP kit execute the program developed in section 4.1.1. The control
voltage is sent to DC electrode of the EOM via DAC1_ Output.

MZM
RF DC PD >

A 4

Laser

Internal photodiode
| — DSP — current to AC voltage

kit converting card

Figure 4.17  EOM bias control by using internal photodetector
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Figure 4.18  EOM bias control by using internal photodetector for a duration of 23.13 hours

From Eq. (4.8) and schematic in Figure 4.16, it is easy to calculate the AC
amplification gain of this circuit and the result is 47.67. The dither signal amplitude is
reduced from 850 mV down to 250 mV. With high amplification gain, the AC voltage
arrived to the ADC port of the DSP kit will be bigger and it helps the DSP to analyze
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more accurately.

This experiment is conducted for a longer duration. After 83.270 s or 23.13 hours,
the result is achieved and displayed in Figure 4.18. The controlled bias voltage varied
from +5000 mV to +5422 mV to keep NLI around to 0. The average value of NLI is
—2.64 pV, the standard deviation is 0.473 mV and the peak-to-peak variation is only
6 mV.

To show it more clearly, we used horizontal zooming handles to view a portion of

this control process, starting from time around 16000 s to 26000 s. The result is shown

in Figure 4.19. Obviously, the controlled bias voltage in this experiment is much more

stable than that shown in Figure 4.13.

= EOM bias control

-Bias voltage (m)

START 505 - - =
5360 < - .
Export to Excel 5340
5320 .
Load saved file 5300 = L vt gt s e i " £
I . . | £
Options... i £
5260 = - £
~Parameters —————— 5240 — '
Bias woltage (mY) 5290 _ | | _

1 ; el el E
| 5422 1600 1800 2000 2200 2400 2600

-Maon-Linearity Indicatar (m
LI (') = .ty e—— .( \./) e — T — T ———— R e
Data acquisition rate 10 - i i i i i i —

(seconds per sample):

10 55

& MNegative slope

Eborzmoire de pholorique quartique e mokoisre

Figure 4.19 A EOM bias control by using internal photodetector for a duration of 23.13

hours: a zoomed-in view.

This experimental result improves a significant enhancement in NLI and controlled
bias voltage in compare with that in the case of using the external photodetector. The
advance does not depend on the use of external photodetector or internal photodiode

but it is result of using the AC amplification card.
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4.1.4 Integrating two controls: temperature and bias

Up to now we have two separates control processes for the EOM: temperature
control and bias control. Because the DSP kit has ability to handle greater amount of

processes so we will present the way to integrate these two programs into one.

The first step is to design new model with Matlab/Simulink with both controls, the
result is presented in Figure 4.20. At the input, the voltage signal from photodetector
is connected to ADCI1 Input and the temperature information is connected to
ADC4_Input. Among 8 outputs supported by Link Research daughter card, two
outputs DAC1_ Output and DAC7_Output are used for bias voltage and temperature
control voltage. Other ports are used to test the values at different points of the
scheme such. For example, DAC4_Output allows us to know the output of the band
pass filter at 1 kHz, DAC5_Output gives us the NLI value...
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S N i Sum
Sum_FID-VE0 >
Memory Copy
DAC3_Output
PID{z) «
Bias PID Controller
Satur stion
Discrete-Time .': » .F >
veo . .
i “
— Sig GaintkHz
b4 Biguad >
> Memory Copy
5|
LEP_|IR_Btw_SHz DAC5_Output
= o o
Memory Copy e O i
=i Bias_Conversion BPF_IIR_Btv_1kHz
ADC1_Input
-
Memaory Copy
DAC4_Output

Temperature Comwersion

.
\
PIDz) » »
: . ‘ Ed
Cutput_Limit IMemory Copy

- ) DACT_Output
Setpoint SumTemp_Setpoint Tempersture PID Controller =

Memory Copy
ADC4_Input

C28x C28x

Data - Csta

SCI RCV SCI XMT
SCI Receive SCI Trans mit

F28335 efdsp

Figure 4.20 Sitmulink model for EOM bias and temperature control.

After completing the first work, we continue to create the new GUI software for
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both controls. The reason comes from the fact that, the DSP kit communicates with

PC via a serial connection port RS232, when this port is opened and locked by one

application it is impossible to open this port for another application. The new program

must contain all functionalities from both individual ones.
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Figure 4.21

This GUI software is created with Microsoft Visual Basic and the result

GUI software operating on PC site for controlling MZM bias and temperature.

is

presented in Figure 4.21. Four real-time values are shown on the “Parameters” panel

including bias voltage sent to DC electrode of the EOM, the EOM temperature, the

non-linear indicator and the control voltage used for temperature controlling. Another
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information is also listed in the “Parameters” panel is data acquisition rate, in this

case, it is sampling interval indicated in second.

On the right side, there are four charts which allow us to know history of the whole
control process. Each chart has horizontal and vertical handles for zooming and
panning. With these functions, we can view in more detail a specific duration of
control process. All these values can be saved to Microsoft Excel file by clicking on the
“Export to Excel” button. In the inverse direction, the saved file can be opened by one

click on the “Load saved data” to review the control process in the past.

4.2 Optical output power based bias control

The dither based bias control technique described in 4.1 can control the EOM to
operate in its quadrature point in a long duration. The fact shows that, the drift of
EOM is a slow process, so the dither signal is not necessary to be used continuously.
Furthermore, dither signal can create a detrimental effect on modulation link’s

dynamic range [87].

In this section, we present another way to control the drift of the EOM. Instead of
using a dither signal, we use directly the output power of the EOM, which is done
here by using the internal photodiode.

4.2.1 DC amplifier circuit

+12V
100nF 1
_| 1 ce
—— 330nF
Vv = +12V
1B © U2A V
TLO82 u2s 2B
3 N Vo1 B8 Vopo © TLog2 J3
! AAN S
2 + 7 DC Output 1
- 2
22K -
< c1
<
12V
100nF

Figure 4.22 Schematic of DC voltage amplifier circuit by using operational amplifier
TLO82. This circuit also filters the AC component of V,g.
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With the circuit presented in Figure 4.15, we achieved the voltage V;p which
reflects the optical power arrived to the internal photodiode. In order to take
advantages of +10 V input range of the DSP, we amplifier this DC signal by the

amplifier circuit:
The relation between V) and V5 4 is:

Vour = Vig (4.9)

Then the AC component V, 4, of the signal is routed to ground by capacitor C2,
only the DC component continues travelling to pin 5 of U2B with V; 45 = V5 ,4;. After

passing one more non-inverting amplifier circuit, the final output is:

R7+ R6
Vop = (1+ T)VQM (4.10)

4.2.2 Transfer function determination with the internal

photodiode
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Figure 4.23  EOM transfer function program interface
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To simplify the determination of the transfer function of the EOM, we have
developed a program with CCS and loaded it to DSP kit. On the PC side, we
developed a program with Microsoft Visual Studio which allows us to obtain easily the

EOM transfer function.
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Figure 4.24 EOM transfer function with one scanning period view

The GUI program generates a bias voltage which is applied to the DC electrode of
the EOM. This voltage starts from a minimum value of —10 V, and then it is
increased gradually to the maximum voltage of +10 V by step of 50 mV. So, totally
we have 401 points for one full scan and it is big enough to draw a smooth chart of
transfer function. After reaching the maximum value, the bias voltage then is
decreased to the min value and so on. To show only one scan period, the user can use
the horizontal zooming handles in the two strip charts to zoom in only one full scan of

bias voltage from -10 V to 410 V. The result looks like in Figure 4.24.

The bias voltage is controlled by the DSP kit and a program written with MS
Visual Studio. Firstly, the bias voltage is set to —10 V and then it is increased to

+10 V with a step of 25 mV at every 150 milliseconds. At the same time, we measure
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the voltage V,p as shown in Figure 4.22.
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Figure 4.25 — EOM transfer function represented in Igor

From the data achieved in Figure 4.24, we export to MS Excel, then imported into
Igor. The transfer function presented in Igor is illustrated in Figure 4.25. It is identical
with result plotted in Figure 4.24. Three possible quadrature points are A, B and C.
The null point on the left side is at -3.9 V corresponding to a DC voltage output of
2309 mV and the peak point is at +2.3 V corresponding to a DC voltage output of
5463 mV. The average line, indicated by a green line, is around 3886 mV.
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Figure 4.26  EOM transfer functions at different laser power levels.

With this program, we can draw the transfer function of the EOM at different

laser power levels as shown in Figure 4.26.
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4.2.3 Simulink model of optical power based control
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Figure 4.27  Simulink model for EOM bias control based on photodetector output DC
voltage. The control voltage is sent to EOM via DACI1_Qutput, and a copy sent to oscilloscope

via DACS_Output for testing purpose.
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Figure 4.28 The graphical user interface of EOM bias control based on average optical

output power and temperature control.
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We use Simulink to build the model for generating code to Code Composer Studio
v3.3 for handling the DSP F28335. The DC voltage is from the electronic circuit in
Figure 4.22 is connected to ADC1_Input then it is put into a comparator. The output

of this comparator is the error value to put into the PID controller.

Base on the generated frame code, we complete the control program with CCS. .
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Figure 4.29 Evolutions of voltage output with and without optical power based control.

Without control, the photodetector output DC voltage decreases quickly during the
first 10 minutes then it decreases more gradually down to -165.396 mV. The peak-to-
peak variation is 165.396 mV and the standard deviation is 39.256 mV. While with the
control process, the amplified voltage output is stabilized around set point with the
min of —1.204 mV and the max of 0.903 mV leading to a peak-to-peak variation of
2.107 mV, a mean value of -0.128 mV and a standard deviation of 0.326 mV. The
improvement for the standard deviation is 120.4 times and for the peak-to-peak

variation it is 78.2 times.

4.3 Integrating both bias control techniques with

other functions

4.3.1 Combining both bias control techniques

Why do we need to combine both techniques together? The answer is to achieve

the advantages of both ones and eliminate those disadvantages.
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Photodiode input

330nF usB
Ja
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CON2

Figure 4.30  Schematic of bias input card with AC and DC outputs.

From the electronic circuits presented in Figure 4.15, Figure 4.16 and Figure 4.22,
we combined them into one common circuit as described in Figure 4.30. The
completed schematic is presented in the Annex A.3. The internal photodiode output
current is converted to voltage and then is divided into AC and DC voltages. These

two signals are amplified and sent to appropriate AC and DC output ports.

From this common schematic, we create the printed circuit board (PCB), choosing
surface mount components to reduce the size of the board. The final board has a
dimension of 7 x 5 cm with double sides as shown in Figure 4.31. The voltage source
+15 V is down converted to +12 V by regulators are placed at the bottom side for an

even more compact board.

=15¥

LPOM 05/2014

Figure 4.51 Photo of bias input card used with internal PD of EOM.
It converts PD’s current to AC and DC voltages
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Finally, the board is attached to the box containing the EOM. The AC and DC
output ports of this card then are connected to two ADC input ports of the DSP kit
via two Bayonet Neill-Concelman (BNC) cables. These two signals will be used by

dither-based bias control technique and optical output power-based technique.

Now, the hardware for combining both bias control techniques is ready. It will be

integrated with other functions.

4.3.2 Integrating both bias control techniques with EOM

temperature control and fiber temperature measuring

With the bias input card mention in previous part and based on the successful
integration of bias control with temperature control in section 4.1.4, we will present
the way to integrate dither-based bias control, optical power-based control with

temperature control and temperature measuring.

At the beginning, the bias input card and temperature measurement card are
mounted on one aluminum plate of our homemade EOM box as shown in Figure 4.32.
These two cards are supplied with the same power source. One reverse-voltage
protection card has also been made to avoid any damages could be happened by an

improper connection to external power supply.

RS232 port Receives Connects to power

Temperature connects to DSP control supply (x15 V) and .Blas
measurement ¢ bi it input
card or temperature ias reverse-voltage card
control voltage protection card
Figure 4.52 The bias input and temperature measurement cards are mounted with other

connections on the same plate.

This plate then is mounted to EOM box as illustrated in Figure 4.33. Other

connections are also firmly plugged or soldered.
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2 BNC
connectors
AC +DC

Modulator Photline MX-LN-10

Figure 4.33  AC/DC and temperature measurement cards mounted in the box with the
EOM

The DSP kit with all connections is presented in Figure 4.34.

Figure 4.34 DSP kit with all connections.

Now, all the necessary cards are ready. It should be noted that another
temperature measurement card is separately mounted close to the thermal box where
the fiber loop temperature sensor is situated. We develop new software to control all

these functions: one program with Simulink, CCS and one graphic user interface
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(GUI) with Visual Basic.

The Simulink model is illustrated in Figure 4.35.
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Figure 4.35  Matlab/Simulink model of 4 functions: dither-based bias control, optical output
power-based control, temperature control for the EOM and temperature measurement for

optical fiber loop.

The GUI software is shown in Figure 4.36 with experimental result for a

duration of 94970 s, equivalent to 26.38 hours.
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Figure 4.36 The integrated graphical user interface program for controlling EOM bias point
(dither-based combined with optical output power-based), controlling EOM temperature and

monitoring optical fiber temperature.

4.4 Conclusions and discussions

In this chapter, we introduced two techniques for controlling bias point of the
EOM. The dither based bias control was implemented by using a tone signal injected
into the DC electrode of the EOM. To understand the behavior of the EOM due to
different input conditions, we have built a visual simulation with Matlab. The non-
linear behavior of the EOM is evaluated by its second harmonic signal generated in
case of a non-symmetric position of the bias point on the transfer function. This
quantity is kept at 0 thanks to a digital PID and the bias point is kept at quadrature
point. In the case of using the external photodiode, with process control, we obtain an
improvement of 18 for the standard deviation when working at EOM negative slope.

In another experiment, the bias control process works well with the positive slope.

To take advantage of the MZM in our laboratory which has an internal photodiode,
we created an electronic circuit to convert the internal photodiode output current to
AC voltage and to amplify it with an amplification gain of 47.67. Thanks to this gain,
NLI and the control voltage become more stable. In the next experiment, we present

the way to integrate bias control with temperature control.
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The second technique to control the EOM is based on optical average output
power. An electronic circuit has been made to convert internal photodiode output
current to DC voltage. This technique is simpler than the dither-based technique. By
implementing two 5-hour experiments, we obtain an improvement of 120 for the

standard deviation.

Each technique has its own advantages and disadvantages. These two techniques
are then combined and integrated with EOM temperature control and fiber
temperature monitor. The temperature measurement and bias input cards are then

attached to the EOM box.
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Chapter 5
OEO application to refractive index

measurement

Traditional method to measure refractive index is to use a refractometer which
operates based on Snell’s law. Among several types of refractometers, the Abbe
refractometer is the benchtop one with the highest precision. The standard
refractometer uses the wavelength 589 nm and measures at 20 °C. Laboratory
refractometers can provide resolutions between 0.0001 and 0.00001, while the handheld
models have resolutions between 0.1 and 0.01 [88]. Ellipsometry is another technique
that can be used for determining the refractive index of a thin film by studying the
change in the polarization state of a light beam reflected on the sample that has been

prepared and installed into the instrument.

With the system developed in Chapter 3 and Chapter 4, the EOM is stabilized at
quadrature point with a controlled bias voltage and the OEO can operate in a long
duration. In this chapter, we focus on how to apply this OEO into sensing application,
especially to measure the refractive index of chemical solutions. The reason to work
with refractive index is that refractive index is fundamental physical property of
substance and it is often used to determine the purity or the concentration of a
particular substance [89]. By definition, the refractive index of a medium is a measure
of how much the speed of light is reduced inside the medium. It is a fundamental
optical property of polymers that is directly related to other optical, electrical, and
magnetic properties. For example, electron-rich organic dopants, dissolved in polymers,

cause a pronounced increase in the refractive index.

5.1 Measurement principle

Global loop delay 7, of the OEO is composed of optical delay 7,, and electrical
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delay 7.;. The optical delay is the time for the optical signal to travel through the
optical fiber in one single loop. This delay depends on the velocity of the light inside
the fiber loop which is affected by the refractive index of the fiber. The electrical delay
is the time for the electrical signal to travel from the photodetector output to the RF
electrode of the MZM in one single loop. This electronics part includes RF amplifiers,
RF filter, RF coupler and some connecting cables. We also present the way to
estimate the equivalent electrical delay in the OEO based on the theoretical

calculation and experimental measurements.

It should be reminded that, the oscillation frequency has a relation with global
delay by:
k k

Tg

Top T Tel (5-1)
According to the Eq. (5.1), with the same mode number k, by changing the global
delay, we can change the oscillation frequency. Considering a very small change of the

global delay due to a variation of 7, , we obtain at the first order the change of the

D

oscillation frequency:

A AT, AT,
fOSC o~ g — P (52)
fosc 7—g Tg

To visualize this relation for the frequency of 8 GHz, as indicated in Figure 5.1, two

collimated lenses are inserted into one end of the fiber loop.

The two lenses are tuned and aligned to have maximum transmitted light through
it. This setup allows the light can be transmitted through the free space between two
lenses and by that it can maintains a closed loop. Lens 1 is mounted at a fixed
position while lens 2 is mounted on an accurate tunable mechanic tool which can keep

these two lenses on the same concentric axis.
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Spectrum RF [\
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Figure 5.1 OFEO with an optical fiber-to-fiber coupling system

By tuning the position of lens 2, we can tune the distance between lens 1 and lens
2. By that, the optical length 7,, of the OEO is varied and as result the oscillation
frequency of the OEO is changed as shown in Figure 5.2 [11]. It is logically conformed

to Eq. (5.1) that when we increase the optical length, the oscillation frequency

decreases.

-200

-400

(kHz)

-600

osc

Av

-800

-1000

-1200

Figure 5.2 Relation between the variation of the oscillation frequency and the optical

length at 8.004 GHz [11]

To measure a distance variation, we should mount two lenses on two ends of the
structure or object to be monitored. The way of mounting is required to keep two
lenses are always in line of sight and well aligned. From Eq. (5.2) and as on one hand

n gyl . . . .
Ar,, = Al, -2 and on the other hand 7, = 7, = =222 the distance variation is given
0 0
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by:
AL, = —2oscNoplop (5.3)
* fOSCnf
where:

n,: refractive index of the environment between two lenses. Our experiment
is carried out in the room condition, so we can consider that
Ny, = Ny ~ L.

l,: length of the free space part included in the optical loop.

Mop: refractive index of the optical fiber.

Lop: optical fiber length.

At the beginning, we measure the first oscillation frequency f, To detect a

scl-

distance variation, we measure the new oscillation frequency f, From these two

sc2-

values, we can get the frequency difference Af, .. = f 0 — f, Replace this value

scl-

to Eq. (5.3), we can obtain the distance variation between two lenses.
5.2 Short-term refractive index measurement

5.2.1 Experimental setup

Based on the principle of oscillation frequency versus optical delay, the OEO can be
used to measure the refractive index of a liquid. For the refractive index measurement,
when the light travels through the liquid, its intensity is reduced due to the absorption
caused by the liquid. To compensate this reduction, we need to use a greater laser

power.

In the experiment in Chapter 2, a laser diode FLD5F6CX from Fujitsu Company is
used, the maximum optical output power is less than 4 mW. In this experiment, we
use a tunable laser 81940A inserted in a lightwave multimeter 8163B from Agilent
Technologies. Its wavelength is tunable in the range of 1520 nm — 1630 nm, the optical
power is from 4 mW to 20 mW (13 dBm). The wavelength has been tuned at
1550 nm.

Then, we open the fiber loop and insert another optical fiber-to-fiber coupling

system as shown in Figure 5.3.
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Figure 5.3 Optical fiber-to-fiber coupling system

Unlike the configuration shown in Figure 5.1, both lenses in this experiment are
firmly fixed. To increase the stability and the accuracy of the measurement, we use an
optical fiber-to-fiber coupling system from Thorlabs which includes two Fiber-Port
collimators (PAF-X-11-C), a single axis fiber bench with wall plates (FB-51W).
Furthermore, in order to keep the quartz cuvette in the perpendicular position with
the optical path between two collimated lenses, we use a universal component base

(UCB) from Thorlabs and design several adapter structures by ourselves.

Fiber-to-Fiber
EOM

@ coupling
Laser > —C>— T
Fiber =
= Y loop
DC RF
Photo-
detector
RF RF
Filter Amplifier

Spectrum «— RF « /\
Analyzer Coupler

Figure 5.4 Refractive index measurement using an OEO with an optical fiber-to-fiber

coupling system

Figure 5.4 shows the structure of our system when the cuvette is inserted into the
OEO. A cuvette made of quartz has been chosen in order to meet high transmission

requirement.

In the middle of two lenses, we will place a transparent cuvette containing the
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liquid to be analyzed. To ensure the laser is highly transmitted from lens 1 to lens 2,
the cuvette should be made of a high quality glass. Here, we used a 2 mm quartz
cuvette (ref: 441/2mm) from Thuet (France) [90] and a 10 mm quartz cuvette (ref:
111-QS) from Hellma (Germany) [91].

Figure 5.5 2 mm and 10 mm quartz cuvettes used for measurements

To reduce the light refraction and reflection effect, the cuvette is placed
perpendicularly to the laser beam, by that the laser is transmitted through two
opposite sides of the cuvettes. Filling the cuvette with a liquid creates minor changes
to the optical path and also to the global delay of the loop. By the way the oscillation
frequency is slightly shifted, and by measuring this change, for example with a
spectrum analyzer, it is possible to determine the variation of the refractive index

which occurred inside the cuvette.

The sensing part can be illustrated by Figure 5.6:

Lens 1 Quartz Lens 2
cuvette

Figure 5.6 Optical fiber-to-fiber coupler and the cuvette

where
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Nops Lop refractive index and length of the fiber.

Neo1s leol refractive index and length of the air between lens 1 and cuvette
Nep2s Leos refractive index and length of the air between lens 2 and cuvette
n, refractive index of the liquid to be measured

l,=d width of the cuvette

In case of an empty cuvette, we can write at a fixed order k:

k= fose(Top + Te + Teo + Tac) (54)
where:
Top the optical delay of the fiber loop 7, = n,,l,,/co-
T, the delay in the electronic part of the oscillator.
Teo the delay due to the air within the space of fiber-to-fiber
coupling system but outside the cuvette.
Toc the delay due to the air in the test cuvette.

When the cuvette is empty, the air inside the cuvette has a refractive index n,;,
approximately equal to 1. Then, the liquid is filled into the cuvette. The variation
An,, between the refractive index of the air before filling and the filled liquid creates a
change in the oscillation frequency. The corresponding refractive index of the liquid is

determined by:

Ny = Ngir + Anaﬁ (55)

Eq. (5.4) can be written as:
k= fosc(Top + Te + Teo + Tx) (56)

where 7, is the optical delay in the liquid to be studied depending on the refractive

index n,, to be determined.

nmdc
T, = —
= (5.7)

where d, is the inner width of the cuvette.

From Eq. (5.2), (5.4), (5.6) and (5.7), we can obtain the difference of the refractive

indexes of the liquid and of the air:
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Af oo C
A - osc* -0
"o = T RSR.d, (5:8)

So the refractive index of the liquid can be calculated from Eq. (5.5). From Eq.
(5.8), with a given variation of refractive index, it is easy to calculate the change of

oscillation frequency:

.FSR.d
Afyye = —din, T T e (59)
0

Considering this formula, it appears necessary to increase as much as possible the
oscillation frequency, the free spectral rang and the width of the cuvette for improving
the sensitivity of the system. By this way it should be possible to improve the
detection limit in term of RIU (Refractive Index Unit).

5.2.2 Calibration of the free spectral range

It should be reminded that from Eq. (2.13) FSR = c¢/nL,, it is easy to figure out

g7
that the FSR is an important factor in accuracy of the measurements using the single

loop OEQO. The FSR of the OEO has a close relation with the equivalent loop length.

A calibration of the FSR has been conducted using an OEO starting from the basic
fiber loop length of 4 m. Then, the loop length has been increased with a step of 500 m
by using Corning SMF-28 fiber loops which have an effective refractive index of 1.4682
at the wavelength of 1550 nm. The 4 m fiber corresponds to two connecting fibers
attached to the fiber-to-fiber coupling system. Other sections of short optical fibers are
mounted with the modulator and at the input of the photodetector. These unknown
quantities of fiber loop and the electrical delay can be globally determined from the
different FSR measurements. In this calibration, the fiber-to-fiber coupling system

with empty cuvette is placed in the oscillator loop.

Table 5.1. Measurements of the FSR and equivalent loop length

Fiber loop length (m) 4 504 | 1,004 | 1,504

Measured FSR (kHz) 8,997.0 | 388.3 | 199.4 | 133.5

Equivalent length (m) 23 526 | 1,025 | 1,531
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Figure 5.7 FSR of 504 m fiber OEO with an empty cuvette
placed in the fiber-to-fiber coupling system

From Table 5.1, we can see that the equivalent global length of the oscillator delay
line is systematically longer than the real length of the fiber loop. These differences are
approximately in the range of 19 m to 27 m corresponding to the short fibers, fiber-to-

fiber coupling with empty cuvette and the electrical delay.

Figure 5.7 shows the FSR measurement in the case of a fiber loop length of 4 m +
500 m with the empty cuvette inserted in the fiber-to-fiber coupling. The center
frequency is 8.0003117 GHz, span is 450.3 kHz and the number of points is 601. To
increase the accuracy, we used the averaging function of the spectrum analyzer with a
factor of 32. Another way to improve the accuracy of FSR measurement is to increase
the number of points or improving the resolution bandwidth in the setting of the

spectrum analyzer.

5.2.3 Individual measurement

In this type of measurement, the laser will be transmitted through the liquid, so the
liquid to be measured must be transparent enough and has low absorption at the
wavelength 1550 nm. We select 4 solutions matching these criteria: acetone,

acetonitrile, dioxane and dioxolane.
Steps of individual measurement:

a) Clean inside and outside of the cuvette with acetone and tissue. Let it be

dried.

b) Put the empty cuvette in the middle of the fiber-to-fiber coupling system.
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c) Measure the first oscillation frequency.

o,

) Fill the solution into the cuvette.

)

) Measure the second oscillation frequency.
f) Calculate the refractive index from measured variation of frequency.

The oscillation frequency is measured by our Agilent spectrum analyzer PSA
E4446A which is configured with a span of 5 kHz and a resolution bandwidth (RBW)
of 47 Hz.

In this work, we keep f, .. at 8 GHz, and we set up four different combinations of

osc
optical fiber lengths and quartz cuvette types. The measurements are repeated 10

times for each solution.
5.2.3.1 Measurement with 500 m fiber and 2 mm cuvette

In the first configuration, we use a fiber loop of 500 m long and a cuvette of 2 mm
width. The 2 mm cuvette is placed in the middle of the fiber-to-fiber coupling system

with a homemade supporting adapter as shown in Figure 5.8.

Supporting
adapter

Figure 5.8 2 mm cuvette and its supporting adapter placed the optical fiber-to-fiber

coupling system.

Table 5.2. Measurement results with 500 m fiber and 2 mm cuvette
Measured Afose Refractive Standard
solution (kHz) index deviation
Acetone 6.950 1.3356 0.0097
Acetonitrile 6.784 1.3276 0.0073
1,4 — Dioxane 8.167 1.3943 0.0045
1,3 — Dioxolane 7.869 1.3800 0.0058
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After measuring for four chemical solutions, the results are listed in Table 5.2. The
results obtained in Table 5.2 have lower standard deviation than our previous
experiment [92] thanks to the mechanical precise improvement of the quartz cuvette

mount in the fiber-to-fiber coupling structure.
5.2.3.2 Measurement with 500 m fiber and 10 mm cuvette

From Eq. (5.8), we found that, in order to increase the measurement resolution, we

can increase the oscillation frequency f,,., the FSR, or the width of the cuvette d.. In

sc)
the second configuration, we keep the fiber loop of 500 m long but replace 2 mm
cuvette by 10 mm one. Another supporting adapter suitable with 10 mm is used as in

Figure 5.9

Supporting
adapter

Figure 5.9 10 mm cuvette and its supporting adapter placed the optical fiber-to-fiber

coupling system.

Repeating the refractive index measurements for four liquids, we achieve the results

in the Table 5.3.

Table 5.5. Measurement results with 500 m fiber and 10 mm cuvette
Measured Afose Refractive Standard
solution (kHz) index deviation
Acetone 36.872 1.3561 0.0031
Acetonitrile 35.105 1.3390 0.0029
1,4 — Dioxane 43.252 1.4177 0.0008
1,3 — Dioxolane 41.090 1.3968 0.0022

The results show that by using a 5 times bigger cuvette, the Af .. values in this
experiment are approximately 5 times greater than those acquired in Table 5.2. Tt is

theoretically conform to Eq. (5.8) and Eq. (5.9).
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5.2.3.3 Measurement with 4 m fiber and 2 mm cuvette

In this experiment, we try to increase the resolution more by using a shorter fiber

loop. The 500 m fiber used in the first two configurations is replaced by a 4 m fiber.
All necessary steps are taken to achieve the results listed in Table 5.4.

According to Table 5.1, the equivalent length of 4 m and 500 m configurations are
23 m and 526 m respectively, corresponding to a ratio of 22.87. We will verify this

ratio by considering A f .. of acetone of the first configuration and this experiment.

osc

In the first configuration, Af, .. is 6.950 kHz while in Table 5.4 it is 162.029 kHz

osc

which corresponding to a ratio of 23.31. Comparing with the fiber length ratio of

22.87, this value is reasonable.

Table 5.4. Measurement results with 4 m fiber and 2 mm cuvette
Measured Afose Refractive Standard
solution (kHz) index deviation

Acetone 162.029 1.3414 0.0079

Acetonitrile 159.835 1.3368 0.0061

1,4 — Dioxane 197.251 1.4156 0.0058

1,3 — Dioxolane 185.231 1.3903 0.0065

5.2.3.4 Measurement with 4 m fiber and 10 mm cuvette

In the fourth experiment, one more time, we keep 4 m fiber and replace 2 mm
cuvette by 10 mm cuvette. Similar to thee configurations mentioned above, we display

our result in Table 5.5.

Table 5.5. Measurement results with 4 m fiber and 10 mm cuvette
Measured Afose Refractive Standard
solution (kHz) index deviation
Acetone 900.525 1.3753 0.0051
Acetonitrile 845.063 1.3522 0.0031
1,4 — Dioxane 1,061.971 1.4426 0.0016
1,3 — Dioxolane 1,007.755 1.4200 0.0041

Taking one value of Af of 1,4-Dioxane for comparing with the third

osc

configuration: 1,061.971 kHz vs 197.251 kHz leading to a ratio of 5.38. It is a little bit
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greater than the cuvette length ratio of 5.

5.2.4  Measuring with an RF generator

For each individual measurement mentioned in 5.2.2, it is necessary to measure
twice the oscillation frequency: when the cuvette is empty and when the cuvette is
filled with the chemical solution. In order to get directly the frequency shift due to the
change in liquid’s refractive index, we propose a new configuration as shown in Figure

5.10.

In Figure 5.10, the first oscillator is used with a fiber-to-fiber coupling and is called
measurement oscillator. Its oscillation frequency is called as f,. The RF generator
plays a role as a reference source, its oscillation frequency is f,.¢. In our laboratory,

the RF generator is Agilent 8257D.

Fiber-to-Fiber

EOM @ coupling
Laser > —C>—
Fiber
= 'y loop
DC RF
Spectrum Photo-
Analyzer detector
1 RF RF
Filter Amplifier
RF . RF . /\ .
Coupler | Coupler | ‘_<‘
RF
Mixer fo
D Frequency
| Counter
fref |f0 _frefl
RF Filter
RF
Generator

Figure 5.10 Refractive index measurement with an OFO and a generator.

The output of the measurement oscillator is connected to another RF coupler to
monitor the oscillation frequency, and at the same time, to transfer the oscillation
frequency to the RF port of the RF mixer (Marki double-balanced mixers M1-0212
[93]). The output of the RF generator is applied to the LO input of the mixer.
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The mixer produces new frequencies at the sum f, + f,.r, the difference fo — f,.s
and other frequency components as results of different combination of fy and f..,;. A
low pass RF filter is placed at the output of the RF mixer to filter out high
frequencies. By using a frequency counter at the output of RF filter, we obtain the

difference | fy — f,oz|. The frequency counter is a HP53131A [94].

To perform the refractive index measurement, an empty cuvette is placed into the
fiber-to-fiber coupler. The measurement OEO generates the oscillation frequency at f.
Then, we tune the RF generator to create the frequency at f,. ¢, and at this step,
Jref = Jfo- When we put the liquid into the cuvette, the measurement OEO has a new
frequency f,. The quantity Af=|f,.;— fo| reflects the difference between the

refractive indexes of the liquid and of the air.

How can we determine the changing direction of f, compare to f,..;? As we know
that the velocity of light in vacuum is the fastest which corresponding to its refractive
index of 1. The light travels in the air with a slower speed than in vacuum because of
air’s refractive index is greater but very close to 1. Other chemical liquids have
refractive index higher than 1, so according to Eq. (5.9) the oscillation frequency will

decrease when the cuvette is filled by a chemical solution, it means that f, < f,..-

Other studies have figured out that, the OEO is very sensitive to the surrounding
changes. This drawback can be eliminated by putting the fiber spool and RF filter into
a well temperature stabilized box with a stability as low as 0.001 °C over 1 hour and

0.003 °C over 24 hours in a constant ambient temperature [76], [77].

Table 5.6. Measurement results with 4 m fiber, 10 mm cuvette

and an external RF generator

Measured Afose Refractive Standard

solution (kHz) index deviation
Acetone 865.525 1.3607 0.0044
Acetonitrile 823.089 1.3431 0.0037
1,4 - Dioxane 1,014.046 1.4226 0.0013
1,3 — Dioxolane 960.255 1.4002 0.0029

Before taking measurement, we tune the RF generator to create a signal at

frequency f,.; = fo , the power is set to -10 dBm. When starting new measurement,
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we also need to repeat this tuning procedure. This is due to the fact that, the
oscillation frequency f, is drifted slowly due to the ambient change. When we fill the
liquid into the cuvette, f, becomes f;, and by looking at frequency counter, we can

get directly the Af.

Applying this procedure to the same set of four chemical solutions, we have results
as shown in Table 5.6. Here we can observe that the oscillation frequency variations

Af.

osc i Table 5.6 are systematically smaller than those in Table 5.5. The reason has

to be further investigated.

5.3 Real-time and long-term measurement by
using an external frequency source

In some situations, it could be necessary to measure the refractive index in real-
time and long-term, however, the configuration mentioned in 5.2.4 could not be used.
Because the real-time and long-term measurement method based on the variation of
two different frequency sources, the first one is the reference frequency and the second
one is the measured frequency. To achieve a good result, the reference source must be
stable enough. However, as discussed in 3.7, under the temperature change, the OEO
has always a slow drift of the oscillation frequency by itself if the system is not well
thermal stabilized. In order to get directly the frequency shift due to the change in

liquid’s refractive index, we propose a new configuration as shown in Figure 5.11.

fo
Measurement
Oscillator
D | Frequency
counter
Reference RF Filter |f0 — frefl
Oscillator
fref
Figure 5.11 Real-time and long-term refractive index measurement with two identical

OEOs

Two OEOs are assumed to use the same elements and ideally, they can be
considered as identical except in the measurement oscillator, one sensing part is
inserted to measure the liquid. The two OEOs can be considered to have the same

behavior with respect to ambient environment changes. Any changes not caused by
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the sensing part in the measurement OEO is compensated by the same change
happened in the reference OEQO. These changes at both OEOs will be canceled by the
RF mixer. The detail scheme is shown in Figure 5.12.

MEASUREMENT OSCILLATOR
Fiber-to-Fiber

EOM coupling
Fiber
= by loop
DC RF
Spectrum Photo-
Analyzer detector
A RF RF
Filter Amplifier

RF . RF . /\ | 4
Coupler Coupler G

RF D | Frequency
Mixer | Counter
|f0_fref|
RF Filter
| RF | RF | \ <:‘
Coupler | Coupler |
| RF Filter  REF
Amplifier
Photo-
detector
DC RF
- ©
Laser > —C>—
Fiber
|
EOM °P  REFERENCE OSCILLATOR

Figure 5.12 Two-OFO-based configuration for real-time

and long-term refractive index measurement

The advantage of this configuration is significantly useful when monitoring
refractive index variations of a chemical reaction in long-term. This two-OEO-based

configuration can overcome the unwanted drift effect caused by ambient fluctuations.

At the beginning, if the oscillation frequencies of two oscillators are not the same,

one RF phase shifter could be added to the reference oscillator to tune f, ., = f; .
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Then the chemical reaction is filled into the cuvette. Similar to section 5.2.4, the value
shown on frequency counter indicates the frequency change due to the chemical

reaction.

5.4 Conclusions

In this chapter, we have presented the relation between oscillation frequency and
loop delay which can be used to apply the OEO in sensing application. We realized
different configurations to measure the refractive index for four chemical solutions. In
order to compare our results to previous publications, we show below the refractive
indexes of the four liquids already published in [10]; they are listed in Table VII.
These standard values have been obtained at wavelength 4 = 589 nm (sodium D line)
and a temperature of 20 °C. These experimental conditions are different compared to
those of our laboratory without air conditioned and a room temperature measured

during the experiments is in the range of 22 «<» 24 °C.

The refractive indexes values in Table 5.2, Table 5.3, and Table 5.4 are lower than
those listed in Table 5.7. This is in agreement with the Cauchy law, because the
wavelength used in our experiments is 1550 nm which leads to a decrease in the
refractive index results. The measurement results for acetone solution are also suitable
by comparison with the value of 1.3540 measured with an Abbe refractometer at the
wavelength of 830 nm and 20 °C [95], and the value of 1.345 measured at the
wavelength of 1551 nm and 25 °C [96].

Table 5.7. Reference refractive indexes
Measured 20
. np
solution
Acetone 1.3588
Acetonitrile 1.3442
1,4 - Dioxane 1.4224
1,3 - Dioxolane 1.3974

The measurements data obtained in Table 5.5 and a part of Table 5.6 are slightly
over estimated than those listed in Table 5.7. This irregular result is still under
examination. One possibility could be an effect of the RF filter, because with a
deviation of 1 MHz for the oscillation frequency the phase-shift could be rather

important and it needs to be further characterized.
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Chapter 5. OEO application to refractive index measurement

From the experimental data shown in section III, we can see that with the same
fiber loop length, the results measured with the 10 mm cuvette have better standard
deviation than those measured with the 2 mm cuvette. That was predictable from Eq.
(5.8). However, there is a tradeoff between the stability of the oscillation frequency,
the resolution and the fiber loop length. The shorter the fiber loop, the higher the
measurement resolution. Unfortunately, for a shorter loop, the oscillation frequency
stability tends to decrease. Among our four experiments, the configuration including
504 m fiber loop and 10 mm cuvette is the best combination because it has the lowest

standard deviation.

More systematic tests should be implemented in order to find the real optimal
combination. However, from Eq. (5.9), mathematically, another method to increase

the measurement resolution is to work with higher oscillation frequency.

From the previous results, we can infer some characteristics of this measurement
system. For example, with f,,.=8 GHz, a free spectral range of 400 kHz
(corresponding to a fiber loop of 500 m) and a cuvette of 10 mm width, the sensitivity
= 103.5 kHz/RIU (RIU = Refractive Index
then it

of the frequency measurement is Af, ..

Unit). Or if frequency measurement accuracy is approximately 1 kHz as Af, ..
should be possible to detect a variation of the refractive index An, ~ 1072, When
measuring oscillation frequency at 8 GHz, our spectrum analyzer Agilent PSA-E4446A
can be configured with a span of 100 Hz and a resolution of 1 Hz. With the accuracy
of frequency measurement is 1 Hz, theoretically, this leads to a refractive index
sensitivity of An, = m ~ 0.966.107°. Obviously, the stability of the OEO

oscillation frequency needs to be more improved to be able to achieve this result.

The advantages of our method lies in the fact that it can be applied in-situ, under
the condition that it is possible to access to the material by the way of aligned optical
fibers, to track the variation of refractive index in real-time and for a long-term.
Otherwise determining a change of frequency presents a much better noise immunity

than that of amplitude or intensity.
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Chapter 6
Improving long-term refractive index
measurement with a vector network

analyzer

Beside applications in radar, telecommunication and satellite systems, OEO can
also be used in sensor applications such as refractive index or distance measurements.
However, the long-term stability of the OEO is easily affected by ambient
environment variations. The optical fiber loop effective refractive index varies
corresponding to its surrounding temperature changes. Consequently, it makes the
optical transmission path inside the fiber loop differ from the initial state, leading to
oscillation frequency changes. To stabilize the oscillation frequency of the OEOQO, it is
essential to keep its high Q elements in a well-controlled thermal box as much as
possible. Unfortunately, in the real implementation condition, this requirement is

difficult to be satisfied.

This chapter presents a technique to estimate the oscillation frequency variation
under the room temperature by using a vector network analyzer (VNA) [97].
Experimental results show a good correlation between OEO oscillation frequency drift
and the phase measured by the VNA. This technique can be used to stabilize the OEO
or can be implemented to apply corrections when using the OEO as a distance
variation or a refractive index measurement tool. We also tracked the temperature of
high @ element at the same time with the VNA-based experiment to compare the

correlation of temperature and phase with OEO oscillation frequency.

6.1 Principle of measurement

As mentioned in section 5.3, in order to have a good measurement result, the
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measurement system should be put in a thermally stabilized chamber, or using two

identical OEOs. How can we do if we cannot satisfy these criteria?

To solve this problem, we need to answer the question: how can we determine the
drift generated by the OEO itself and separate it from the effect of the liquid to be

measured? One solution could be the use of a vector network analyzer (VNA).

The VNA is a very powerful instrument and can be used for distance measurement
if it is associated to the optical head of a laser rangefinder, including the laser beam
emitter and the photodetector [98] or for improving the accuracy in distance
measurement [99]. In this section, we describe our experiment to monitor the long-

term stability of the OEO with a VNA as depicted in Figure 6.1.

Vector Network Analyzer RF Filter 2 RF Amplifier 2 Photodetector 2
Agilent _ /\ L |A
O, E5070 @ I ) g | Z‘S ' \
VNA LOOP
EoMm
Optical .
@ coupler 10%
Laser > —C>—
Fiber 90%
[
loop
DC T RF
B -~._ Fiber-to-Fiber =
| Power " coupling
| Splitter | OEO LOOP
A R //l
Agilent ) RF |, [\ —< : }._ —/
PSA E4446A | Coupler ZF
Spectrum Analyzer RF Filter 1~ RF Amplifier 1 ~ Photodetector 1

Figure 6.1 System for monitoring and modeling the frequency drift of the OEO. A VNA
loop is inserted in order to measure the phase of S21 parameter leading to the knowledge of the

propagation time across the modulator and the fiber loop.

The VNA is configured to generate a testing signal at 2.1 GHz at the output port 1.
This signal is combined with 8 GHz feedback signal of the basic OEO loop and the
mixed signal is fed to RF electrode of the MZM. Based on the basic structure of the
OEOQO, we append one more loop by extracting with an optical coupler 10% of optical
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beam power at the end of the fiber loop. This extracted light is then detected,
amplified, filtered at 2.1 GHz and injected into to the port 2 of the VNA. The VNA
used in our experiment is an E5070A model from Agilent Technologies [100].

Spectrum
Analyzer

Figure 6.2 Experiment for monitoring and modeling the frequency drift of the OEO
(PC, VNA, PSA, DSP and EOM)

“Thermal box
contains optical fiber
loops and 8 GHz RF

filter

Figure 6.3 Experiment for monitoring and modeling the frequency drift of the OEO
(VNA, PSA, DSP and OEQ)

139



Chapter 6 - Improving long-term refractive index measurement with a VNA

Figure 6.4 Ezxperiment for monitoring and modeling the frequency drift of the OFEO
(DSP kit, control cards and OEQ elements)

The OEOQO is working at 8 GHz and the VNA operates with a narrow span of 1 MHz
centered at 2.1 GHz. These two RF frequencies are chosen far enough in order to be
filtered by classical filters. With these frequencies, the testing signal will be filtered by
the RF filter 1 already in the main OEO loop and does not disturb the oscillating
signal at 8 GHz. On the other hand, the 8 GHz signal will also be filtered by the RF
filter 2 in the VNA loop. This filter is a homemade coupled line filter at 2.1 GHz [11]
with a bandwidth of 90 MHz, the quality factor is equal to 24 and insertion losses of
1.8 dB; the substrate is made of Duroid 6010. Detailed design of this filter is
illustrated in Annex C.2. The 8 GHz filter is the same as in the simple loop already
presented in this document. The fiber loop length is 1 km and the free spectral range
of the oscillator is approximately 200 kHz. The 8 GHz filter and 2.1 GHz filter were
fabricated with different technologies and operates at different frequencies leading to
different behaviors under the same temperature fluctuation. However, according to our
calibration in section 5.2.2 and other studies [76], [77], [101], the contribution of
electrical elements to global delay is very small compared to that of long optical fiber.
So, these two filters are assumed to have same behavior under the same temperature

change.
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The port-1 of the VNA is connected to an input of the power splitter, the other one
being connected to the RF coupler of the OEQO; the power splitter is used in additive
mode the sum of the two RF signals being applied to the same electrode of the
modulator. In the VNA loop, an amplification stage and a selective filter at 2.1 GHz
have been introduced in order to improve the phase measurement accuracy. The VNA
port-2 is connected to the output of the filter. With this structure, it is possible to
measure the S,; phase leading to the determination of the propagation time in the

path including the modulator and the fibber loop.

From the measured phase difference Ag, , the VNA loop delay variation A7,

NA

can be derived as:

A ¢821

=2 1
7—9\/1\1,4 360 x fVNA (6 )

where fin4 is the center frequency of the VNA being used to measure the Sy,

parameter.

In an OEO system, in case of ambient temperature changes, the most sensitive
component to temperature is the fiber loop and the second one is the RF filter. Other
electrical components have negligible sensitivity effect. We assume that the behavior
of two filters corresponding to surrounding changes are similar, so that we can

consider that ATg e~ ATg )
VNA

From this global loop delay variation A7, at the same oscillation mode k, the
oscillation frequency is shifted to a new value that can easily be calculated.

k
Joser = for1 = e (6.2)
h 9

In the main loop of the OEQO, a fiber-to-fiber coupling element is inserted which can
be used for distance measurement if the lenses are movable, or for refractive index
measurement, for example, a quartz cuvette with a liquid to be analyzed is inserted
between the lenses. The experiment has been conducted without any cuvette and
without changing the distance between the two lenses: the optical path in the fiber-to-

fiber coupler remains constant.

6.2 Improving the phase measurement

Because VNAs are very powerful instruments, they can detect very small signals
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and obtain phase information for the S parameters. Nevertheless with a higher power
of the signals it should be possible to increase the accuracy of the measurement. Here
the modulus of S,; parameter is considered. Because of the modulated signal
transmitted with the optical carrier, the modulus of S5; has no real physical meaning

for this experiment, but it can be a good indicator for the quality of the measurement.

For studying this problem, a homemade amplifier has been designed for inserting
into the VNA loop. It is based on a pHEMT GaAs FET transistor SPF-2086. The
design is achieved in order to get a 50 mA drain current and the gate-source voltage is
-0.40 V. Matching cells to 50 ohms, based on transmission lines and short-circuit
stubs, have been implemented. When the amplifier is associated to the 2.1 GHz filter,
we get a gain of approximately 14 dB (see Figure 6.5). The amplifier has been realized

on an available FR4 substrate.

The data from VNA are saved in Touchstone (S2P file) format to be included in

ADS software for graphical presentation.

20
] mi
m 3
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S o]
o
o
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-30
B B e B B o o
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0—
-100—
% -200—
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-400—
-500—
-600—|
B o e LA I o e o e LI o e
1.85 1.90 1.95 2.00 2.05 2.10 2.15 2.20 2.25 2.30 2.35
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m2 m1 m3
freq=2.044GHz freq=2.100GHz freq=2.152GHz
dB(S(2,1))=10.646 dB(S(2,1))=13.980 dB(S(2,1))=10.819

Figure 6.5 Behavior of the homemade filter associated to the amplifier. The bandwidth is
equal to 108 MHz. The quality factor is approximately equal to 20.
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The homemade amplifier can be also associated to the amplifier which is a Photline

DR-~-GA-10, with a 15 GHz bandwidth and a gain of 27 dB at 2 GHz.

Figure 6.6

Figure 6.7
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Modulus of Sy, parameter in the VNA loop, showing the improvement in the

quality of measurement thanks to the amplifiers placed in the loop.
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Sy, phase measurement improvement by increasing the amplification in the

VNA loop. On top is the case of the filter alone, then with only the homemade amplifier, the

Photline one and finally in the bottom with the two amplifiers.

The modulus of Sy, is shown in Figure 6.6 for different cases. Without any
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amplifier in the phase measurement loop (S(2,1) in Figure 6.6) the modulus of Sy is
approximately —92 dB, with the homemade amplifier alone (S(4,3) in Figure 6.6) it is
—T74 dB, with the commercial one alone (S(6,5) in Figure 6.6) it is —64 dB and with
both commercial and homemade amplifiers (S(8,7) in Figure 6.6) the modulus rises to
—48 dB. There is a clear improvement for S,; modulus, which means by the way on
the power received by the VNA. So the accuracy for phase measurement should also

increase.

Then the evolution of phase of S,; is shown for the same cases in Figure 6.7. It is
also possible to see the improvement in the phase measurement as made by the VNA.

Here all the results are obtained with an averaging process of 16 counts.

Better results could be obtained by designing a narrow bandpass amplifier
associating, on the same good substrate as duroid, both filter and amplifier.
6.3 Data acquisition program

Similar to Section 3.7.1, this program is created with Agilent VEE Pro 9.3 but in
addition to oscillation frequency, power, date and time parameters, it can also register

the phase and power of the signal generated by the VNA.
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Figure 6.8 Data acquisition program with Agilent VEE Pro 9.3 for recording OEO
oscillation frequency and VNA phase shift

6.4 Monitoring OEQO frequency drift with a VNA

In order to compare the relation between OEO oscillation frequency and the
temperature as well as the relation between OEO oscillation frequency and the phase,
we measure simultaneously, as a function of time, three parameters: OEO oscillation

frequency, temperature and the phase ¢S :
21

6.4.1 OEO oscillation frequency vs temperature

This measurement is similar to section 3.5 but with longer duration. After 62 hours,

we obtain the following results:
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Figure 6.9 Drift of the oscillation frequency and temperature changes versus time

The data acquisition has been carried out for 62 hours and is illustrated in Figure
6.9. Because the OEO oscillation frequency changes in the opposite direction with the
change of temperature, for a more clear view, the temperature data is presented in the
opposite values in Figure 6.10. The result shows a good correlation between the

evolutions of oscillation frequency and those of the opposite temperature.

8.00072—""""""""""""""/“'\'\""""""""'—-21.8
/

8.00070 — = R

—-22.0
/ . .—""j

8.00068 —| / N LT 22
/ 222
“4

9

Oscillation frequency (10™ Hz)

(Do) @4nyesadway aysoddp

8.00066 — — Oscillation frequency
< --- Opposite temperature L 203
““
I"/
800064 —bzeq™ | vl v b b b b b b e b b L 224
0 5 10 15 20 25 30 35 40 45 50 55 60
Time (hour)

Figure 6.10  Drift of the oscillation frequency and opposite temperature changes versus time

To estimate the correlation between these two curves, the oscillation frequency was
plotted as a function of the opposite temperature (see Figure 6.11) and then was fitted

by a line by Igor software. The fitting function leads to a line determined by:

£ =8.003495 x 109 + 1.2737 x 10° x (—0 6.3
oscl

The oscillation frequency fluctuations defined as the differences between the
measured frequency and the value obtained by Eq. (6.3) are presented in Figure 6.12

as a function of time.

In Figure 6.10, the peak-to-peak variation of the oscillation frequency is equal to

82.1 kHz, its standard deviation is 20.31 kHz. For the fluctuations of the OEO
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frequency with respect to the modeling of Eq. (6.3), in Figure 6.12, the peak-to-peak
variation is 9.80 kHz, and the standard deviation is 2.07 kHz. Taking into account the
standard deviation, the improvement corresponds to a factor of 9.8, and for a less

flattering comparison, with the peak-to-peak variations, the improvement factor is

equal to 8.4.
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Figure 6.11 Oscillation frequency as a function of the opposite temperature and the fitting

curve determining a modeling of the frequency drift behavior

In some parts, the changes in the oscillation frequency are slower than the changes
in the temperature. This can be explained by the fact that the heat needs some time

for expanding into inner layers of the fiber loop.
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Figure 6.12 Fluctuations of the oscillation frequency compared to the modeling expressed by

Eq. (6.3), as a function of time

On this day, the periodicity of the fluctuations still present but less visible than it

was on the day corresponding to the results in Figure 3.34

6.4.2 OEO oscillation frequency vs phase

The S21 phase data measured by the VNA are sent every 10 s to the PC via an
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IEEE-488 connection (GPIB). This process has been performed simultaneously with
the temperature measurement mentioned in previous section. Evolutions of the
oscillation frequency and the phase of S21 for duration of 62 hours are illustrated in

Figure 6.13.
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Figure 6.13  Drift of the OEO oscillation frequency and S21 phase parameter versus time.

The variations of the OEO oscillation frequency as a function of the S21 parameter
phase are presented in Figure 6.14. From this result we have determined the new
experimental modeling given by Eq. (6.4) based on the same mode number. The
variations of the frequency are smaller than the FSR so there is clearly no mode

hoping effect.

Fose,m = 8:000703 x 10” + 2129 x ¢, (6.4)

From it is possible to determine the fluctuations of the OEO oscillation frequency
around the theoretical value obtained from the phase of S21 parameter. These
fluctuations are presented in Figure 6.15, with variations from —1.72 kHz up to

+ 1.74 kHz.
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Figure 6.1/ Oscillation frequency of the OFQ, as a function of the Sy, phase
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In Figure 6.13 as in Figure 6.9, the peak-to-peak variation of the oscillation
frequency is 82.1 kHz and its standard deviation is 20.31 kHz. For the fluctuations of
the OEO frequency with respect to the modeling in Eq. (6.4) (Figure 6.15), the peak-
to-peak variation is 3.47 kHz, and the standard deviation is 0.606 kHz. Considering
the standard deviation the improvement corresponds to a factor 33.51, and for the less
flattering comparison with the peak-to-peak variations the improvement factor is equal

to 23.66.
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Figure 6.15  Fluctuations of the OFEO oscillation frequency with respect to the modeled

frequency, calculated from the measured S, phase, as a function of time

From these results, it can be said that this phase-based method leads to a better

modeling than the one based on temperature measurement mentioned in Section 3.5.

6.5 Accuracy of this technique when applied for
long-term measurement

The technique proposed in section 6.4 can be applied in sensor applications
including distance variation and refractive index measurements [92], [102] as indicated

in Figure 6.16. The fiber-to-fiber coupling system part can be used in two ways.

In Figure 6.16 (a), lens L2 is movable and will be attached to the object to be
measured the distance variation. In Figure 6.16 (b), the two lenses are fixed and a
quartz cuvette containing the liquid to be measured is put in the middle of two lenses.
The fiber loop is opened and two collimated lenses are inserted. These two lenses are
placed in the basic OEO loop but after the optical coupler in order to be self-isolated
from the fiber delay variation measurement by the VNA. This arrangement separates

the variation of the fiber loop delay itself and the variation induced by the sensing
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part.
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Figure 6.16  Introduction of a sending part in the fiber loop

for detecting a refractive index change (a). Another possibility is to detect

a small distance modification obtained by moving the lens L2 (b)

The new global delay of the OEO 7, is a sum of the optical fiber loop delay 7,
which has a length of L;. and a refractive index of ny, the variable delay of the
sensing part 7,, the electronic delay 7, caused the electrical components and is

expressed by Eq. (6.5). The sensing part delay 7, will be determined by the

multiplication of the refractive index n, and the distance L.

nel+n,L
7Jg=7'f+7'z+7'e:( f fco - x)+re

(6.5)

Under the temperature fluctuation, the electronic delay 7, does not change so much

and is negligible. The global delay variation of the OEO can be written as:

AT, ~ AT+ AT, (6.6)

where the optical fiber delay variation A7y could be calculated from the phase shift
measured by the VNA.

At a given time t of the experiment, the oscillation frequency change compared to
time 0 is due to the temperature change and the refractive index n, or distance L,
change. The effect of temperature is known from the phase of S,; parameter
measurement, leading to the experimental modeling expressed in (4). Our hypothesis

for calculating the variations with time of n, or L, is to take at time ¢ the modeled

€

frequency f,

are given by Afosc’m(t) = fosc(t) —

the temperature change, are included in f,

o as a reference. So the considered variations of the oscillation frequency
fose2(t) and by this way the variations A7, due to

sc2- This method corresponds to a
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calibration of the experimental system.
The variation A7, is easily obtained in Eq. (6.7).

From Eq. (5.8), with a given variation of refractive index, it is easy to calculate the
change of oscillation frequency:
Af

0sc2

For the case of distance variation measurement, n, is unchanged, so (7) becomes:

Af

osc,m

AL = —cy—mroiem
* o FSR foch'nx

(6.8)

For the case of refractive index variation measurement, L, is a constant, (7)

equivalent to:

Af

osc,m

An, = —cgmamrosem
Me = TSR f,.n. L,

(6.9)

From Figure 6.14, Figure 6.15 and from Eq. (6.4) we got a standard deviation in
the fluctuations of the oscillation frequency with respect to the experimental modeling
0(f,se2) = 0.606 kHz. This standard deviation effect is actually included in the

measured variation of the oscillation frequency Af

osc,m

leading to a detection limit of
n, or L, . It is important to remind that these limits correspond to long term variation

detection as the modeling has been obtained from 62 hours data acquisition.

0 (fosc2)

AL ~ 0ScC

‘ “rin " OFSR. [y (6.10)
0 (fosc2)

A ~ oScC

‘ Menin ¥ OFGR. f, o0 Ly (6.11)

In our case f .o ~ 8 GHz and with 1 km of fiber loop the FSR is approximately
200 kHz.

For distance variation measurement, we have n, =1 so ’ALx ~ ~0.113 mm’
min

Considering refractive index variation measurement, if the liquid is placed in a

quartz cuvette with L, = 10 mm the limit is ‘Anxmm ~ 0.0113|.

From Eq. (6.10) and Eq. (6.11), we can see that the measurement accuracy should

be improved by increasing both the oscillation frequency and the FSR of the OEO.
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But increasing the FSR is obtained by decreasing the fiber loop length the
consequence being also decreasing the quality of the oscillator by the phase noise.

There is a tradeoff to be analyzed more precisely in a future work.

6.6 Method for implementing the correction to the

oscillation frequency drift

6.6.1 Principle

We determine the theoretical expression of the frequency drift as it can be obtained

from S,; parameter measured by the VNA.

The frequency oscillation is given by f, ..

= k/7, where the global delay is

T, = T + Top and k is the order of the oscillating mode.

The delay of the RF modulating signal across the optical fiber is related to the
phase of the transmission parameter S,; by ¢521 = —WyNaTp- LThe RE signal at the
output of the fiber (or at Port -2 of the VNA) can be written as y = A. cos(wt + ¢, —
WVNATop)-

The phase variation during time is then Ag, = ¢, (1) — ¢y (0) = —wynaAT,,.

21

If frequency variations are due to temperature change only then they can be written

as:
k k k k
Afy = Foselt) = foue(0) = — — — = -
fO fosc() fosc( ) Tg TgO Te+7-op Te+7-op,0 (612)

kE(—A
PV N N
(Te + Top) (Te + Topo) Te + Top) \Te + Topo (6.13)
= —fosc- FSR. AT,

Ag,
Afy=f,... FSR.—>2 (6.14)

WynA

Finally the frequency variation is given by: Afy = bA¢, where:
21

152



Chapter 6 - Improving long-term refractive index measurement with a VNA

~ fose- 'SR

b
27 funa

Afo = foselt) = fose(0) = b [dg (1) — by (0)]

B fose- FSR
27 fyna

And the frequency at time ¢ is given by:

fosc(t) = fosc<0> - b¢s21 <0> + b¢321 <t) = fa, + b¢521 (t>

With 1 km of optical fiber, FSR ~ 199.4 kHz, f,

osc

45, (1) — ¢ (0)]

we obtain if the phase is expressed in degree: b = 2116 Hz/deg.

(6.15)

(6.16)

(6.17)

This theoretical value of the slope b can be compared with different experimental

values. We obtained 4 values corresponding to different dates, different durations and

different experimental conditions concerning the use of one or two amplifiers, or the

placing or not of the filter at 2.1 GHz in a thermal box. Anyway the results are

summarized in Table 6.1.

Table 6.1. Theoretical and experimental results of coefficient b
Case Theory Exp-1 Exp-2 Exp-3 Exp-4
Slope (Hz/deg) 2116 2134 2354 2054 2129

where the experimental conditions of 4 cases as below:

- Exp-1: the fiber loop and the 8 GHz filter are placed in the thermal box; the

experimental duration is 12 hours; two amplifiers are used in the VNA loop.

- Exp-2: the fiber loop, the 8 GHz filter and the 2.1 GHz filter are placed in

the thermal box; the experimental duration is 12 hours; one commercial

amplifier is used in the VNA loop.

- Exp-3: the fiber loop and the 8 GHz filter are placed in the thermal box; the

experimental duration is 12 hours; one commercial amplifier is used in the

VNA loop

- Exp-4: the fiber loop and the 8 GHz filter are placed in the thermal box; the

experimental duration is 62 hours; two amplifiers are used in the VNA loop.

The standard deviation of frequency fluctuation in Exp-1 is 433.3 Hz. There is some
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agreement between all these values, but not really satisfying. The reason for the
dispersion of these results should be further investigated especially the effect of the RF

filters and amplifiers.

6.6.2 Determination of long-term  refractive index

variations

6.6.2.1 Refractive index of the liquid at time 0

At t =0, the oscillation frequency is fy,..(07). Then the liquid to be studied is

placed into the cuvette, the new oscillation frequency is f,..(0").

osc,e

The variation of the refractive index, A(n, )y, at t = 0 can be determined from Eq.

(5.2), (5.6) and Figure 5.6.

Af ar, A A(%2)

fosc,e<07> Tg 7-gO Tg Co

Finally the refractive index is:

Co Af

6.6.2.2 Refractive index of the liquid at time ¢

Here we introduce the variation of refractive index Ayn, from time 0 to time ¢.

The refractive index at time t is:
n,(t) =n,(0) + Ayn, (6.20)

where n,(0) is the refractive index at time ¢t = 0, already determined in Eq. (6.19).

6.6.2.2.1 Direct determination of the refractive index variation

At time ¢ we get the experimental value of the oscillation frequency f,,. .(t) that

can be compared to the initial one f, . .(07).

osc,e

We  consider A f,o. = fosce(t) = fosee(07). This variation is resulting from
temperature effects and from the refractive index that we want to determine.

kK k

If there is no mode hoping we can write: A f, . = - @~ 707
g 9

with 7, =7, + 7, +

Top
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k[<7—x,0 - ) + (Top,O - 7—op)]

A o T
1fosc Tg<t)7-g<0+) (621)
= fosc,e(t)(_Ale - A7-op)F’S]%
Empty cuvette

R A) fosc.e(07)

Cuvette with liquid

A = osce(t)_ osc,e 0+
Fiber loop effect osel S ose Josca (00

Rl variationto be detected

fosce(t)

Figure 6.17  Refractive index variation determination

without modeling frequency drift generated by fiber loop.

The effect of refractive index variation is A7, = I;—;AOt(nx) where Ay (n,) =

As seen previously, the effect of temperature on the propagation time across the

A
optical fiber leads to a variation AT, = —%?ﬁ
L
B fone = Fanee®) (= 2 B, + 53— —Ag,, ) FSR |
1Josc fosc,e( ) co 0t'"zx 27TfVNA ¢521 (6 22)

The variation of refractive index is so given by:

_C_O Alfosc + 1 C_O
L:I; fosc,e(t)‘ FSR 27erNA Lx 521

Agn, = (6.23)

6.6.2.2.2 Indirect determination of the refractive index variation

At time t, we get two quantities: the experimentally measured frequency fosc,e(t),

and ¢ (¢) from the VNA. Based on Eq. (6.17) and on the VNA data a frequency

modelling f,

osc,m

(t) is calculated:
Josem(®) = fo 0 (1) = fose,e(07) +0AGg (1) (6.24)

The oscillation frequency difference Ay f,.. = fosec(t) = fosem(t) = fosce(t) —
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[fosc,e (0+) + bA¢5'21 ] :

A
Empty cuvette _
e A> fosc,e(07)

Cuvette with liquid

fOSC,€(0+)

fosc,m(t)

Azfosc = fasc,e(t) - fosc,m(t)

fasc,e (t)

Figure 6.18 Refractive index variation determination

with modeling frequency drift generated by fiber loop.

fosc,e<0+)' FSR

27 funa 521

A2fosc = fosc,e(t) - fosc,e<0+> -

(6.25)

with b determined in Eq. (6.15). Dividing two sides by f,,. .(t), Eq. (6.25) becomes:

A2fosc _ fosc,e<t) - fosc,e<0+) FSR

_ — Ag 6.26
fosc,e (t) fosc,e (t) 27TfVNA 51 ( )
Multiplying two sides with — 2= Eq. (6.26) becomes:
- Co A2fosc
Lac' FSR fosc,e(t>
t) — ,e(0t
- _ C0 fosc,e( ) fosc 6( ) (627)
LmFSR fosc,e(t)
o

—A
" Lx 27TfVNA ¢Sz1

In the left side of the Eq. (6.27), we can recognize Ay,n, as expressed in Eq. (6.9):

Co A2fosc Co fosc,e(t> - fosc,m(t)
AOtnac == = -
L$'FSRfOSCC<t) Lx‘FSR fosce(t)
’ ’ (6.28)
. Cy fosc,e(t> - fosc(o) + Cy A¢
L, FSR o L, 2 fomn S

The right side of Eq. (6.28) is the same with that of Eq. (6.23). It means that, two

methods give the same result.

The correction method is based on the measurement at time ¢ of f

osc,e

(t) and
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¢ (t) and then the determination of the modelling frequency fy,. ,,(t). The refractive

21

index n,(t) at time ¢ is determined by replacing Ay, n, to Eq. (6.19) and Eq. (6.20):

n,(t) =14+ An,(0) + Ayn,
—1— Co Af . C_O A1fosc 1 C_OA¢ (629)
LxFSR fosc,e<07> Lx fosc,e(t)‘FSR 27TfVNA Lx S

6.7 New software for long-term measurement

In Chapter 3 and Chapter 4, we have presented several programs developed with
Microsoft Visual Basic 6.0 (MS Visual Basic 6.0) when controlling the EOM. In
Chapter 6, we developed program with Agilent VEE Pro to acquire data from
Spectrum Analyzer and Vector Network Analyzer to monitor the drift of oscillation
frequency of the OEO and phase variation of S,;. The acquired data with MS Basic
and Agilent VEE then are combined into a MS Excel file and are synchronized by
taking some calculations in MS Excel. Then the final Excel file is loaded by Igor to

view the chart.

For long-term measurement or tracking based on our OEO system, it is necessary
to develop a software package that can monitor the OEO oscillation frequency, VNA
S5, phase and control the EOM. We could continue to work with our software
packages developed in MS Visual Basic 6.0. However, for OEO applications in long-
term measurement, we found that Matlab is more powerful programming environment

than MS Basic 6.0 due to following advantages:

- Communicating easier with measurement instruments through GPIB
interface such as Agilent Spectrum Analyzer and Agilent Vector Network

Analyzer.

- Working easier and faster with big MS Excel file, especially when saving a

long-term data.

- Suitable for future digital signal processing tasks which can be used in

combination with the DSP kit.

Finally, we have completed new software with Matlab as shown in Figure 6.19. It
can acquire data from Spectrum Analyzer, Vector Network Analyzer and DSP kit.
The current frequency and phase values are compared in the real-time with their

values and these variations are shown automatically by the software. Other
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information related to EOM control process is also retrieved and displayed.

OEO_Monitor_Control_Suite2 BEE]

EOM and OEO: control and monitor
— OEQ oscillation frequency measured by Spectrum Analyzer (Hz) — Bias voltage applied to the EOM(mv)——— — Photodetector DC voltage (Internal photodiocde) (m)
2
x 10
8.0007 1420 4500
D N g OO gy
4000
8.0007 1480
o 300
it 0 50 100 150 200 i} &0 100 150 200
§.0007 — EOM's temperature (Celcius degree) ——————————————— — Optical fiber's temperature (Celcius degres)
2501 208
8.0007
0 al 100 150 200 25005 2078
— 321 Phase measured by Yector Metwork Analyzer (degres) % ’ 078
g8 24995 074
u] a0 100 180 200 0 a 100 160 200
7.8
— Yoltage applied to temperature control card (M) ————————————— — Mon-Linear Indicator (m'’
7B 10
=720
74
74D 0 el
72
-7B0
7 -10
0 A0 100 150 200 1] A0 100 150 200 1] a0 100 150 200
Inttital frequency (Hz): ‘ 8000716120 _| Inital 521 phase (degree; | 7.399504169 | _ =
—_— e
Start Currert frequency (Hz): 1 8000713740 | Currert 521 phase (degree): | 7860592253 \ L P Q M \
Freguency vatiation (Hz) 1620 | 521 phase vatiation (degree) | 0461038085 m \zbormpire de phojacique quarigus it

Figure 6.19  Interface of new software for all controls and long-term measurement

The combination of new software suite, electronic cards, VNA and DSP kit
improves that the implementation of this technique is feasible. The long-term
measurement and real-time tracking could be done automatically with this

combination of software and hardware.

6.8 Conclusions

In this chapter, we presented a technique for enhancing the long-term refractive
index measurement based on the OEQO. This technique is very essential because the
ideal stable working condition of an OEO could not be satisfied in many cases. To deal
with this situation, we have performed an experiment to analyze the relation between
the global delay and the OEO oscillation frequency under the room temperature
conditions. We have proposed a new technique to monitor the OEO stability in a long-
term by using a VNA to track the change of the S,; phase caused by the temperature

variation.

The correlation between oscillation frequency and the S5; phase has been compared
with the correlation between oscillation frequency and the temperature. The results

obtained from S,; phase measurements are much better than those from direct
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temperature measurement. With this technique, in the applications for distance and
refractive index measurements, the tolerance induced by the fiber under temperature
change can be separated from the sensing part and can be easily estimated. We also
presented two methods for implementing the correction to the oscillation frequency

from measured Sy, phase.

Finally, in order to make this technique become more applicable, we have
developed new software with Matlab which can acquire data from measurement
instruments as well as communicate with the DSP kit for the EOM control process.
When equipped with the new software, our technique become more applicable because
the real-time detection or in-situ measurements such as tracking chemical reaction

could be automatically implemented by only one software package.
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General conclusions and perspectives

In this manuscript, we have presented a study of the optoelectronic oscillator
(OEO) system focused on a possible development of optical path variations sensing
application, especially refractive index variations measurement. The work is a
contribution in defining a measurement tool and features some multidisciplinary
aspects. Furthermore, this work is also a contribution to the knowledge baseline of the
optoelectronic oscillator for an application oriented study at the laboratory level:
different aspects, mainly DSP based instrumentation, could be used for other OEO

structures or other systems.

A simulation study of the OEO has been conducted in order to have a good
theoretical base to optimize the system, by which we could introduce the sensing part
and to study the effect of various parameters of the system. This modelling is based on
loop calculations developed in MatLab® software. For a good modelling, comparing to

experimental results, we have determined the required number of iterations.

Then we have developed a measurement and control system based on a DSP kit.
That is useful in the prospect of other applications like radars or telecommunications.
Thanks to this kit, it is possible to monitor different parameters of the OEO like
temperature of the electrooptic modulator (EOM), temperature of the fiber loop, but
we could also get that of the RF filters. The DSP kit allowed us also to control the
bias point of the EOM. Several software packages have been developed for data
acquisition, and control with MatLab-Simulink®, Code Composer Studio, then been
converted for application to the DSP board. With high data processing rate, it is
possible to perform simultaneously optical bias point control, temperature control as
well as other data acquisition. Other software like displaying, in real time,
simultaneous acquired data in graphical format or monitoring of measurement
instruments have been also implemented. For the global instrumentation, we have also
developed all the analog interface circuits to get the data (photodetectors, temperature

measurement) or for acting on the system (temperature tuning by the way of Peltier
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effect based module). And of course, the designs of different boxes for mounting the

elements have also been done.

Controlling the bias point of the EOM during operation is essential to maintain the
working condition of the OEO. In case of an EOM made of Lithium Niobate, the
transfer function drifts faster at the beginning of the operating time, then it becomes
more stable after some working hours. For other technology such as polymer material,
the drift phenomenon is bigger than that in Lithium Niobate EOM. Two techniques
for controlling the bias point at the quadrature position have been developed: the first
one is based on a dither signal at 500 Hz and the second technique is based on the

optical average output power.

The measurement of different solutions refractive index shows the feasibility of this
method, for which the main advantages rely in the frequency based technique less
sensitive to noise, in the fundamentally communicant tool, and in the real time and in-
situ aspects. With a configuration using 500 m fiber loop and 10 mm wide cuvette
containing the liquid to be analyzed, the standard deviation for refractive index
measurement is approximately three per thousand. The results are in rather good
agreement with what can be found in the literature [10] but they should be improved

in the future.

In order to monitor long-time chemical reactions a special attention during our
work has been attached to long-term measurement possibilities. Because of the long
fiber loop used in the system, there is an important sensitivity of the oscillation
frequency to temperature variations. Thanks to the simultaneous registration of both
oscillation frequency and optical fiber temperature the supposed correlation between
them has been demonstrated. A solution based on determining the propagation time
through the optical fiber loop has been introduced, based on the use of a vector
network analyzer. Without taking into account temperature changes in the fiber loop
the resulting oscillation frequency can be affected by some tens of kilohertz
fluctuations. These fluctuations are accumulated with specific variations to be detected
such, for example, as small refractive index variations due to the chemical reaction
under process. Consequently this makes long-term measurement becomes no really
accurate. With the corrections obtained from the VNA, fluctuations of the oscillation
frequency can be estimated and eliminated making the sensing part effect more visible.
Finally the fluctuations of the oscillation frequency are reduced to approximately

500 Hz even for rather long-term (compared to the initial tens of thousands ones): we

162



General conclusions and perspectives

should obtain an improvement of the measurement signal to noise ratio. This is a
significant result especially if compared also to the 8 GHz of the oscillation frequency

for getting an idea of the order of magnitude.

Future work will concern increasing the oscillation frequency and one possibility is
up to 18 GHz. As seen in chapter 5, by increasing the oscillation frequency we can
increase the frequency variation corresponding to a refractive index change, so it will
be possible to increase the sensitivity of the system. Then, refractive index
measurements of a chemical reaction in the real experimental conditions could be
developed. Concerning to long-term measurement, to reduce the cost and minimize the
size of the system, the VNA should be replaced by a dedicated system with ability to
modulate and demodulate the 2.1 GHz signal. The parameters of the OEO like FSR
and oscillation frequency should also be improved for a better accuracy taking into

account their effects on the oscillator phase noise and stability.

Mode hoping possibility is an intrinsic characteristic of the oscillator based on delay
line. Reducing the phase noise is obtained by increasing the length of the optical fiber.
However, the consequence is to reduce the distance between the peaks of the frequency
comb. In this case, the mode hoping can happen more easily. There is a trade-off to
solve, but it should also be possible to study a better selective RF filter to be placed in
the microwave part of the loop. The first solution could be to introduce a multiloop
configuration where one loop determines the oscillation frequency and a second one
enables to reduce the phase noise [22]. Another solution, looking only to the principle
of the OEQ, is to replace the fiber loop by an optical resonator: the oscillator is no
more a delay line oscillator but a classical oscillator with a filter, the resonator which
acts as an optical filter. The oscillation frequency is equal to the free spectral range of
the resonator. Measurement can be conducted based on a change of the FSR change
but like this it is not possible to make direct measurement of the refractive index
change as previously. Such solution is one of research and development directions

concerning the OEO in our laboratory.

163



General conclusions and perspectives

164



Annex A. Schematic diagrams of electronics cards

Annex A

Schematic diagrams of electronics cards

A.l Schematic of temperature measuring card
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Annex C. RF filters specifications

Annex C

RF filters specifications

C.1

8 GHz RF filter

Type: BL Microwave filter 8GHz BP8000-20/T-5TE01

1. FElectrical Specifications
No Item Specification
I-1 | Description TE01 Model Filters
1-2 | Part Number BP8000-20/T-5TE0]
1-3 | Center Freq 8000MHz
1-4 | -3dB BW <20MHz
1-5 | IL@8GHz =4.2dB
1-6 | Attenuation 40dB(min)@F0+70MHz
1-7 | VSWR 1.5
1-8 | Input Connector SMA-F
1-9 | Output Connector SMA-F
2. Environmental Specifications
No Item Specification
2-1 | Temperature range | -30 to +70 deg C
3. Mechanical Specifications
No Item Specification
3-1 | Dimensions See Figure 3-1
Figure 3-1  Unit : mm
< 4-p2.2 2-SW-F
—_ == ., _?_ —
0fte e 00 o [O-
- &
10 57
L 67
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2.1 GHz RF filter
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Résumé

L'oscillateur optoélectronique (OEO) a été introduit pour la premiére fois en 1996 par S. Yao et L. Maleki, en
tant qu'oscillateur microondes a tres faible bruit de phase et obtenu par synthese directe. Les développements
de I'OEO concernent les applications en photonique microondes, télécommunications optiques, radar et
traitement du signal. Mais 'OEO devrait aussi pouvoir étre utilisé dans le domaine des capteurs. Dans cette
these nous étudiants plusieurs aspects de I'OEO pour son application a la mesure d'indice de réfraction d'un
liquide.

Compte tenu de sa structure I'OEO dépend fortement des conditions ambiantes d'utilisation. S'il n'est pas
bien optimisé ni contrdlé, il ne peut pas fonctionner correctement sur une longue durée. Nous avons étudié les
influences de la température sur le modulateur électrooptique (EOM) et sur le comportement global de I'OEO.
Un controle de température réduit de fagon significative le phénomene de dérive de I'EOM. Afin de la
supprimer complétement, nous avons mis au point une instrumentation construite autour d'une carte DSP,
permettant de détecter et compenser la dérive du point de fonctionnement optique de 1'EOM tout en
controlant simultanément sa température. Une premiere technique est basée sur un signal de test, basse
fréquence, appliqué a 1'électrode DC du modulateur. Une deuxiéme solution consiste a travailler sur la
puissance optique en sortie du modulateur. En combinant les deux on peut profiter des avantages de ces deux

méthodes.

Utilisant ainsi I'OEO nous avons testé plusieurs configurations pour mesurer l'indice de réfraction de quatre
solutions chimiques bien connues, nous avons obtenu une variance de 3 pour mille. Les résultats sont en assez
bon accord avec les publications correspondantes. Enfin nous avons aussi introduit une nouvelle méthode pour
améliorer les mesures d'indice de réfraction faites a long terme en suivant, grace & un analyseur vectoriel de
réseau, les évolutions au cours du temps du temps de propagation dans la fibre optique. En introduisant a
partir de cette mesure une correction aux mesures de la fréquence d'oscillation il est possible de réduire les
fluctuations de cette fréquence a seulement 606 Hz, sur une durée de 62 h, ce que l'on peut comparer aux
8 GHz de l'oscillateur. Ainsi le rapport signal a bruit, peut étre grandement amélioré lors de la mesure d'indice
de réfraction et il doit étre possible de diminuer la limite de détection des variations de l'indice de réfraction

au cours du temps.

Abstract

The optoelectronic oscillator (OEQO) was first introduced in 1996 by S. Yao and L. Maleki as a very low phase
noise microwave oscillator working in direct synthesis. The OEO developments concern applications in
microwave photonics, optical telecommunication, radar and high speed signal processing systems but it should
also be used in the sensing domain. In this thesis, we study several aspects to apply the OEO to liquid
refractive index measurement.

Because of its structure the OEO is very dependent on the ambient conditions. If the OEO is not optimized
and controlled, it cannot operate well for long duration. We have analyzed the influences of temperature on
the electrooptic modulator (EOM) and the global OEO behavior. Temperature control can significantly reduce
the drift phenomena of the EOM. In order to totally remove this drift, we have developed a complete digital
system, based on a DSP kit, to detect and compensate automatically the EOM optical bias point drift and to
control simultaneously its temperature. The first technique is based on a dither signal at low frequency,
injected to DC electrode of the EOM. The second one is based on the average optical output power of the
EOM. A combination of these two techniques can take advantages from both of them.

Using like that the OEO, we have tested several configurations to measure the refractive index of four classical
chemical solutions leading to a standard deviation of 3 per thousand. The results are in rather good agreement
with previous publications. Finally, we have introduced a new method to improve the long-term refractive
index measurement by monitoring, with a vector network analyzer, the variations of the optical delay in the
fiber loop of the OEO. Introducing by this way a correction to the long-term frequency measurement it is
possible to reduce the oscillation frequency fluctuations to only 606 Hz, compared to the 8 GHz of the
oscillator, for a duration of 62 hours. Therefore the signal-to-noise ratio in the refractive index measurement

can be enhanced and so the detection resolution of the refractive index variations during time.



