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## Résumé

Les progrès réalisés ces dernières années dans le contrôle des interactions photon-photon dans les milieux optiques non-linéaires ont permis l'observation expérimentale de fluides quantiques de lumière. Un des défis actuels du domaine est d'augmenter la force de ces interactions, afin d'atteindre le régime dit "fortement corrélé". Dans un tel régime, les effets des interactions deviennent importants dès que le système contient plus d'une particule, donnant ainsi lieu à de fortes corrélations quantiques. Pour atteindre cet objectif, les réseaux de cavités non-linéaires sont des candidats prometteurs. Nous montrons tout d'abord (chapitre 1), que de tels réseaux de cavités peuvent être décrits par une version hors-équilibre du modèle de Bose-Hubbard dans laquelle les pertes des cavités sont compensées par un pompage laser extérieur. Les photons ayant un temps de vie fini, ces systèmes sont en effet intrinsèquement hors-équilibre et les phénomènes dissipatifs y jouent un rôle important. L'étude théorique des différents états stationnaires de ce modèle quantique est le sujet principal de ce travail de thèse.

Dans sa formulation la plus générale et pour un nombre arbitrairement grand de cavités, le modèle de Bose-Hubbard hors-équilibre est, comme la plupart des modèles de physique à N corps, trop complexe pour être résolu de manière exacte. Il devient alors nécessaire de s'appuyer sur certaines approximations. En particulier, nous considérons dans un premier temps un réseau infini et calculons les états stationnaires dans le cadre de l'approximation de champ moyen (chapitre 2 et 3). La principale hypothèse simplificatrice est d'imposer une forme factorisée pour la matrice densité du système (ansatz de Gutzwiller). Cette approche est d'abord appliquée (chapitre 2) au régime de faible pompage et faible dissipation [22]. L'exploration de ce régime est essentielle pour une meilleure compréhension des relations entre le modèle de Bose-Hubbard hors-équilibre et son homologue "à l'équilibre", mieux connu et s'appliquant à des particules matérielles à l'équilibre thermique. Le modèle à l'équilibre se caractérise entre autres par une transition de phase quantique entre un état isolant de Mott et état superfluide. Dans le cadre du modèle hors-équilibre, nous identifions un équivalent
de l'état isolant de Mott sous la forme d'un mélange statistique d'états de Fock ayant une densité de photons deux fois moins élevée qu'un état de Fock pur, mais avec la même valeur de la fonction d'auto-corrélation d'ordre deux, $g^{(2)}(0)$. Ces états non-classiques de la lumière apparaissent lorsque la fréquence du laser est à résonance avec des processus d'absorption multi-photons. Il est montré que ces états existent jusqu'à une valeur critique du couplage entre les cavités, au-delà de laquelle une transition vers des états (classiques) quasi-cohérents a lieu. L'étude du régime de faible pompage et faible dissipation révèle également qu'hors des résonances multiphotoniques, une faible densité de photon dans l'état stationnaire peut être associée à de fortes fluctuations dans la statistique des photons, se manifestant par un phénomène de fort groupement de photons (photon superbunching), au voisinage de la résonance à deux photons.

L'approche de champ moyen est ensuite généralisée au cas d'un pompage et d'une dissipation arbitraire [23] (chapitre 3). Un diagramme de phase général est établi en utilisant une solution exacte du problème à une cavité. Cette solution s'appuie sur la représentation $P$ complexe de la matrice densité. Un des traits caractéristiques du diagramme de phase est l'apparition d'une bistabilité induite par le couplage entre les cavités. Pour une large portion de l'espace des paramètres, la théorie de champ moyen prédit en effet l'existence de deux états stationnaires stables. Les propriétés des deux états stationnaires dans la région bistable sont liés aux états identifiés dans le régime de faible pompage et faible dissipation. L'un est caractérisé par une faible densité mais un fort groupement des photons (photon bunching). Dans l'autre, la densité est beaucoup plus élevée et les photons dégroupés (photon antibunching), en accord avec le cas des résonances multiphotoniques exposé précédemment. L'étude de la stabilité de ces solutions révèle également que dans la région monostable, pour certaines valeurs des paramètres, l'unique solution de champ moyen est instable. Ces instabilités indiquent la formation d'une phase inhomogène dans le système.

La principale motivation derrière l'emploi de l'approximation de champ moyen est avant tout sa prédiction qualitativement correcte de la transition isolant de Mott-superfluide du modèle à l'équilibre. Cette approximation ne peut cependant pas être contrôlée a priori et sa validité doit être testée par une comparaison avec d'autres résultats plus précis. Pour ce faire, nous présentons les résultats de simulations numériques exactes sur des réseaux de taille finie (chapitre 4). Le défi principal de cette approche est la dimension de l'espace de Hilbert, qui croit exponentiellement avec la taille du réseau. Toute simulation numérique "brutale" d'un réseau de grande taille est alors impossible. Pour contourner cette difficulté, nous développons une nouvelle méthode consistant à résoudre l'équation maîtresse gouver-
nant la dynamique du système dans une "petite partie" de l'espace seulement, mais contenant les états les plus importants [24]. La précision des résultats obtenus est contrôlée en augmentant progressivement la dimension de cette "petite partie", jusqu'à ce que les valeurs des différentes observables convergent. Appliquant cette méthode au modèle de Bose-Hubbard hors-équilibre, nous montrons que la théorie de champ moyen constitue une bonne approximation pour des petites valeurs du couplage entre les cavités. Des déviations significatives apparaissent lorsque le le couplage augmente et devient comparable à l'interaction photonphoton. Ces résultats numériques constituent la première étape d'un projet ambitieux et offrent de nombreuses perspectives. En particulier, la méthode présentée, spécifiquement conçue pour des systèmes dissipatifs avec pompage extérieur, peut être appliquée à de nombreux modèles sur réseaux. De futurs travaux pourront porter par exemple sur des réseaux à géométrie complexe, avec frustration ou désordre. L'étude des champs de jauges artificiels dans les réseaux de cavités est également envisageable et prometteuse.
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## Introduction

It is a common belief that titles of scientific PhD thesis must be utterly unintelligible to ordinary mortals. Judging by the bewildered faces and blank stares I often encountered while trying to convince people that my subject was fascinating, I am afraid that this manuscript is, in this respect, no exception to the rule. To make things worse, its title might even be puzzling for the physicist, as it contains an apparent contradiction. Indeed, how could photons, which are thought to be noninteracting particles, be strongly correlated? This paradox contributes of course to the charm of the subject.

Even before considering interacting photons, the simple fact of exploring, theoretically or experimentally, the particle-like behavior of light is in itself worthy of interest. After more than a century of quantum mechanics, the concept of photon has become very familiar to us, but one must not forget how traumatic an experience was the introduction of light quanta at the beginning of the $\mathrm{XX}^{\text {th }}$ century. Planck himself, when he presented for the first time his new results explaining the law of black-body radiation, had not yet accepted all the conceptual consequences of his discovery. He considered quanta solely as a working hypothesis, and described right away how calculations should be performed in case the energy was not a multiple of the elementary quantum. At that time, probably only Einstein was ready for the great quantum leap forward [1]. Needless to say, it was extremely fruitful and lead to spectacular developments. One of the many surprising ideas that emerged was that the particle-like behavior of light was not in contradiction with its well established wave-like nature. It was instead to be understood as part of the same phenomenon, formulated by De Broglie in 1924 as a general wave-particle duality. Of course, what makes this principle powerful is that it applies not only to light but to all kinds of material particles as well. Exploring the quantum world is still an on-going task and a considerable amount of work has been devoted to designing and carrying out experiments that would provide a better understanding of the wave-particle duality. One of the first remarkable success in this direction was the observation in 1927, by Davisson and Germer of diffraction patterns, which are a
clear evidence of wave-like behavior, with electron beams.
After having introduced the concept of wave-particle duality, gaining deeper insight on the quantum nature of light required further theoretical developments. In particular, a first fully quantum theory of the electromagnetic field was proposed by Dirac in 1927 [2] and later improved by Fermi [3]. Nevertheless, these first attempts in defining what would become quantum field theory suffered several flaws, such as seemingly unavoidable diverging quantities. It was only after the second world war with the breakthrough of Schwinger, Feynman and Tomonaga, that a mature theory of quantum electrodynamics was established. It turned out however, that in the field of optics, many effects involving interaction of light with matter, could be explained by quantizing only the matter degrees of freedom and considering light as a classical field. In the introduction of one of the seminal articles that were to lay the foundation of modern quantum optics, Roy Glauber indeed noted [4]:" It would hardly seem that any justification is necessary for discussing the theory of light quanta in quantum theoretical terms. Yet, as we all know, the successes of classical theory in dealing with optical experiments have been so great that we feel no hesitation in introducing optics as a sophomore course. The quantum theory, in other words, has had only a fraction of the influence upon optics that optics has historically had upon quantum theory."

The quantum nature of light gradually came to the forefront when it became possible to perform photocounting experiments with photoelectric detectors. It was realized that the measure of statistical fluctuations in the photon distribution gave access to important information regarding the nature of the field. For example, it was shown that photons in laser light obey a Poissonian distribution, and that any sub-Poissonian distribution, (i.e with smaller fluctuations), could not be explained by a classical theory. The first observation of such sub-Poissonian statistics, also called photon antibunching, was reported by Kimble, Dagenais and Mandel in 1977 [5]. This was considered as the first quantum optical experiment. The term antibunching suggests that photons have a tendency to be emitted one by one rather than in bunches. In other words, the probability of detecting two photons at the same time is smaller in that case than for classical light. How this phenomenon is related to the quantum nature of the field can be understood easily by considering the ideal case of "perfect antibuching", for which the probability of detecting two photons at the same time goes to zero. A perfect antibunching simply means that the light source is emitting single photons only, which is of course the most direct evidence of "quantumness". Apart from its important theoretical implications, the efficient emission and manipulation of single photons is also of great practical interest. Indeed, single photons are an invaluable tool to implement
various quantum cryptography and quantum information protocols.

Quantum physics is already very rich at the single particle level, but is even more intriguing in systems composed of many interacting particles. An example of such spectacular many-body effect is the superfluidity of Helium-4. When cooled down below 2 K , the viscosity of liquid Helium vanishes and the fluid starts to flow without friction. This phenomenon, discovered by the Russian physicist Piotr Kapitza in 1937 [6], can be seen as a quantum effect at a macroscopic scale. For Helium-4, the main mechanism behind superfluidity is that of Bose-Einstein condensation (BEC). At low enough temperature, a fraction of the atoms, which, as bosons, obey the Bose-Einstein statistics, condense in the same lowestenergy quantum state. All the atoms of this condensate then behave in exactly the same way, forming a macroscopic quantum object. A related and no less famous manifestation of this kind of "quantum fluid" is superconductivity. In certain materials and under a critical temperature, a sort of condensation mechanism involving pairs of electrons takes place, allowing electric current to flow without any dissipation. Generally speaking, the large number of particles and the crucial role of interactions between them make the study of quantum fluids extremely complex. In fermionic as well as bosonic systems, to understand fully all the different mechanisms behind strong quantum correlations is still one of the biggest challenge of quantum physics. Nevertheless, great progress has been made in the last decades. In particular, the field of quantum fluids gained considerable momentum in the nineties with the experimental realization of a BEC with ultra cold alkali atoms [7, 8]. Since then, cold atoms have been a very efficient platform for manipulating, controlling and testing many-particle quantum systems. In this context, many other promising routes have also been explored and in particular, the question of whether photons could behave like a quantum fluid and exhibit collective behavior was asked. To some extent, this question is pushing the wave-particle duality one step further: light is composed of particles, but could these particles interact with each other? As we shall see throughout this manuscript, going from a fluid composed of material particles like atoms to a photon fluid is not conceptually trivial. The first reason is simply that photons in vacuum do not interact. It is only through the coupling of light to matter degrees of freedom that many-body effects become significant in optical systems. In fact, all the photon-photon interactions discussed in this work are mediated by a nonlinear medium to which light is coupled. In other words, the photons we will consider are not bare photons but photons "dressed" by the interaction with matter. Another non trivial aspect of photonic systems is that photons, unlike atoms, have a finite life time: they are continuously leaking out of the cavities and must be injected into the system by an external
source. As a result, instead of a thermal equilibrium with a well defined number of particles, the system can only reach a steady-state, in which losses are exactly compensated by the external driving. As we shall see shortly, this also has important consequences.

The first studies on photon hydrodynamics were motivated by the close analogy between the Gross-Pitaevskii equation describing atoms in a condensate and the equation of the electromagnetic field in a dielectric nonlinear medium. [9, 10]. Since then, "quantum fluids of light" in various systems and setups have attracted a great deal of interest [11]. Concerning the genesis of this PhD thesis, some of the most influential results were those obtained in semiconductor microcavities. In these structures (which will be described in more details in the next chapter), it is possible, due to the confinement of the electromagnetic field, to reach so strong a coupling between light and matter that the two can no longer be distinguished. They form instead hybrid quasiparticles called polaritons. In the last decade, tremendous experimental progress in creating and controlling polariton fluids in microcavities has been made, which lead to important achievements. In particular, observation of polariton Bose-Einstein condensation was reported in 2006 [12]. Superfluidity of polartions in planar microcavities was predicted in 2004 [13] and observed experimentally for the first time in 2009 [14]. Other aspects of quantum fluids, such as the presence of quantized vortices or other topological excitations has also been investigated [15, 16, 17, 18, 19]. In all these experiments, the observed hydrodynamic behavior resulted from the interactions of a very large number of particles, but interactions between single photons or polaritons remained relatively weak. An important step further in the investigation of quantum many-body effects in photon fluids would be to be able to increase the strength of the interactions and enter the so-called "strongly correlated regime", where the effect of interactions becomes significant as soon as there is more than one particle in the system. To achieve this goal, arrays of nonlinear optical cavities, which are the main focus of this work, are a very promising candidate. As for the photon fluids presented above, there are exciting analogies between photons propagating in an array of cavities and cold atoms moving in an optical lattice. In the latter case, interesting quantum many-body effects, such as the celebrated Mott-insulator-to-superfuid phase transition have already been reported [20] and one of the objective of this PhD thesis was to determine whether a similar phenomenon could be observed with photons. Besides, apart from semiconductor microcavities, such arrays of cavities can also be implemented with superconducting circuits composed of microwave resonators and Josephson junctions [21].

The first chapter of this thesis manuscript is aimed at introducing the theoretical characterization of photon-photon interactions in more quantitive terms. In particular, we will
present the so-called driven-dissipative Bose-Hubbard model describing arrays of nonlinear cavities under an homogenous coherent pumping by an external laser. The last part of Chapter 1 is devoted to a short review of the most recent results in the field.

In Chapter 2, we will explore in more details the analogies between the equilibrium BoseHubbard model describing, e.g, atoms in an optical lattice, and its driven-dissipative version. By considering the regime of weak pumping and weak dissipation, we will be able to find the closest equivalent of the Mott-insulator-to-superfluid transition in the driven-dissipative system [22].

In Chapter 3, the results of Chapter 2 are extended to arbitrary pumping and dissipation and the general mean-field phase diagram is presented [23]. In addition, the stability and collective excitations of the different steady-states phases are studied by including fluctuations above the mean-field solution.

In Chapter 4, we address the issue of how to go beyond the mean-field approximation by performing exact numerical simulations on finite-size arrays. In particular, we implement a new method [24], specifically tailored for driven-dissipative systems that enable us to simulate large arrays of cavities.

## Chapter 1

## General introduction to quantum fluids of light

As we have seen in the introduction, the idea of considering photons as strongly interacting particles is not particularly obvious and needs further clarification. This chapter aims at introducing the key physical notions underlying the concept of effective photon-photon interactions and the subsequent use of effective Hamiltonians to describe them. Equipped with these theoretical tools, we will be able to present and justify the model used throughout this work to describe arrays of nonlinear cavities.

As a gentle introduction to the matter, we will begin with a quick review of a few fundamental concepts of quantum optics such as photons, correlations and coherence. Then, we will move on to the central question of this chapter: how to get photons to interact with each other. We will see that the key mechanism is the coupling of light with matter degrees of freedom. Of course, the phenomenon of light matter-interaction does not belong exclusively to the quantum world. It is indeed already present in the classical theory of dielectric media with nonlinear polarisability: upon elimination of matter degrees of freedom, nonlinear terms arise in the electric field equations. Building up on this consideration, we will begin our introduction to the quantum theory of photon-photon interactions by quantizing the classical equations of nonlinear optics. Applying these results to a single mode in a Fabry-Pérot cavity we will derive the Hamiltonian that will serve as a building block for the studies conducted in this thesis: the quantum Kerr Hamiltonian.

As suggested by the title of this manuscript, we will mainly focus in this thesis on configurations where the effective photon-photon interaction is large enough to enter the strongly correlated regime. Although for the theorist it is only a matter of choosing a numerical parameter, controlling the interaction strength in a real experiment is a considerable challenge.

With current state of the art technologies there are nonetheless prominent candidates for the implementation of strongly-correlated photonic systems [11, 21]. To show that our model is relevant for realistic experimental setups we will derive an effective Kerr Hamiltonian for two of them: quantum wells in semiconducting microcavities and superconducting circuits with Josephson junctions.

We will conclude this chapter by a survey of recent theoretical advances in the field of nonlinear cavity arrays that will give an overview of the scientific context in which this work was conducted.

### 1.1 Fundamental concepts of quantum optics

This section is a brief introduction to quantum optics. We begin by presenting the concept of photon. In doing so, we shall see that second quantization (or quantum field theory), provides a unified description of light and matter degrees of freedom, which will prove highly valuable in the treatment of light-matter coupling.

### 1.1.1 Photons

The first requirement for a successful quantum theory of light is obviously to describe the electromagnetic field in a quantum mechanical framework. Generally speaking, "quantumness" is introduced in optics by considering that light beams are composed of many photons which can be absorbed and emitted in various processes. In this simple assertion is contained a crucial property of photons that will guide us towards the right formalism: their number is not conserved. This has obviously important theoretical consequences. In particular, a suitable framework for quantum optics must allow for particle creation and annihilation and be convenient for manipulation of many-particle states.

The standard formulation of quantum mechanics that fulfills all these conditions is called second quantization [25]. The aim of this section is not to provide a comprehensive account of this theoretical framework but to underline that switching from first to second quantization can be seen as essentially the same procedure as quantizing the electromagnetic field.

To put it in a nutshell, second quantization consists in a change of variables. Instead of the particles' coordinates and spin projections, that are usually chosen as arguments of the wave-function, the independent variables are now the occupation numbers of single-particle states. The number of particles in the single-particle state $|\psi\rangle$ is raised by the creation operator and $a_{|\psi\rangle}^{\dagger}$ and lowered by its Hermitian conjugate $a_{|\psi\rangle}$. The symmetry postulate for many-particle systems is included in the definition of these operators. Indeed, they act in such a way that the resulting (first-quantized) wave function is symmetric for bosons and antisymmetric for fermions. As a result, the symmetry properties of the wave function are transferred to creation and annihilation operators in the form of specific commutation relations that they must obey.

The relation between the two formulations is best seen by considering creation and annihilation operators associated with the position representation. Let us therefore introduce the operator $a_{|\mathbf{r}\rangle}^{\dagger}$, usually denoted by $\hat{\psi}^{\dagger}(\mathbf{r})$ that creates a particle at point $\mathbf{r}$. If $\left\{\left|\phi_{n}\right\rangle\right\}$ is a basis of the Hilbert space of single-particle states, for example eigenstates of the Hamiltonian, the
operator $\hat{\psi}^{\dagger}(\mathbf{r})$ can be expressed as:

$$
\begin{equation*}
\hat{\psi}^{\dagger}(\mathbf{r})=\sum_{n} \phi_{n}^{*}(\mathbf{r}) a_{\left|\phi_{n}\right\rangle}^{\dagger} \tag{1.1}
\end{equation*}
$$

where $\phi_{n}(\mathbf{r})$ is the wave-function of the state $\left|\phi_{n}\right\rangle$ in the position representation. Similarly the Hermitian conjugate, usually called "field operator" may be written as:

$$
\begin{equation*}
\hat{\psi}(\mathbf{r})=\sum_{n} \phi_{n}(\mathbf{r}) a_{\left|\phi_{n}\right\rangle} . \tag{1.2}
\end{equation*}
$$

If, in addition, the particles are not interacting, the time-dependence of the field operator (in the Heisenberg picture) is simply:

$$
\begin{equation*}
\hat{\psi}(\mathbf{r}, \mathbf{t})=\sum_{n} e^{-i \omega_{n} t} \phi_{n}(\mathbf{r}) a_{\left|\phi_{n}\right\rangle} \tag{1.3}
\end{equation*}
$$

where $E_{n}=\hbar \omega_{n}$ is the energy of eigenstate $\left|\phi_{n}\right\rangle$. In Eq.(1.3), the motivation behind the choice of notation for the field operator appears clearly. The left-hand side is indeed very similar to the decomposition of the usual wave function $\psi(\mathbf{r})$ on a basis of eigenstates:

$$
\begin{equation*}
\psi(\mathbf{r}, \mathbf{t})=\sum_{n} e^{-i \omega_{n} t} \phi_{n}(\mathbf{r}) \alpha_{n} \tag{1.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{n}=\left\langle\phi_{n} \mid \psi\right\rangle \tag{1.5}
\end{equation*}
$$

The only (crucial) difference is that in Eq.(1.3), the complex amplitude $\alpha_{n}$ is replaced with a annihilation operator. Looking back at Eqs.(1.3)and (1.4), we see that they actually define a quantization procedure (hence the name "second quantization"). A classical field obeying a wave equation has been promoted to a field operator through its decomposition into orthogonal eigenmodes.

In the light of the above derivation, introducing the photon into the theory will consist in defining properly creation and annihilation operators by quantizing a classical wave equation. For the electromagnetic field, this wave equation stems from Maxwell equations (in the absence of charge and currents):

$$
\begin{array}{ll}
\nabla \cdot \mathbf{B}=0, & \nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \cdot \mathbf{E}=0, & \nabla \times \mathbf{B}=\frac{1}{c^{2}} \frac{\partial \mathbf{E}}{\partial t} \tag{1.7}
\end{array}
$$

Due to gauge invariance and partial arbitrariness in the definition of the vector potential, quantization of the electromagnetic field is in general more involved than the procedure outlined above. A complete theory is presented in Ref.[26]. Nevertheless, if we choose an appropriate gauge and assume that the field is contained in a finite volume, the basic ideas presented so far are sufficient. The following treatment is inspired by Ref.[27].

In the context of quantum optics, the best choice is the Coulomb gauge, in which the vector potential is transverse, i.e., fulfills the following condition:

$$
\begin{equation*}
\nabla \cdot \mathbf{A}(\mathbf{r})=0 \tag{1.8}
\end{equation*}
$$

In the absence of charge, the electric field is also transverse and the scalar potential can be set to $V=0$. Since in this gauge, both the electric and magnetic fields can be expressed trough the vector potential, we will quantize the latter. The needed wave equation is:

$$
\begin{equation*}
\nabla^{2} \mathbf{A}(\mathbf{r}, t)-\frac{1}{c^{2}} \frac{\partial \mathbf{A}(\mathbf{r}, t)}{\partial t}=0 . \tag{1.9}
\end{equation*}
$$

We have seen in Eq.(1.3) that annihilation operators correspond to amplitudes varying in time as $e^{-i \omega t}$ with $\omega>0$ whereas creation operators are associated with amplitudes varying with negative frequencies. The first step is then to divide the vector potential into two complex fields varying respectively with positive and negative frequencies:

$$
\begin{equation*}
\mathbf{A}(\mathbf{r}, t)=\mathbf{A}^{(+)}(\mathbf{r}, t)+\mathbf{A}^{(-)}(\mathbf{r}, t) \tag{1.10}
\end{equation*}
$$

and then to expand $\mathbf{A}^{(+)}(\mathbf{r}, t)$, through a temporal Fourier transform, in terms of a discrete set of orthogonal mode functions:

$$
\begin{equation*}
\mathbf{A}^{(+)}(\mathbf{r}, t)=\sum_{k} \sqrt{\frac{\hbar}{2 \omega_{k} \epsilon_{0}}} \alpha_{k} \mathbf{u}_{k}(\mathbf{r}) e^{-i \omega_{k} t} \tag{1.11}
\end{equation*}
$$

where the amplitudes $\alpha_{k}$ are dimensionless. The mode functions, which depend on the boundary conditions imposed on the field, are also transverse and satisfy the following equation:

$$
\begin{equation*}
\left(\nabla^{2}+\frac{\omega_{k}^{2}}{c^{2}}\right) \mathbf{u}_{k}(\mathbf{r})=0 \tag{1.12}
\end{equation*}
$$

From Eq.(1.11), the quantization procedure is carried on by promoting $\alpha_{k}$ and $\alpha_{k}^{*}$ to mutually adjoint operators:

$$
\begin{align*}
& \alpha_{k} \rightarrow a_{k},  \tag{1.13}\\
& \alpha_{k}^{*} \rightarrow a_{k}^{\dagger} . \tag{1.14}
\end{align*}
$$

Since photons are bosonic particles, these operators must satisfy the following commutation relations:

$$
\begin{align*}
& {\left[a_{k}, a_{k^{\prime}}\right]=\left[a_{k}^{\dagger}, a_{k^{\prime}}^{\dagger}\right]=0,}  \tag{1.15}\\
& {\left[a_{k}, a_{k^{\prime}}^{\dagger}\right]=\delta_{k k^{\prime}} .} \tag{1.16}
\end{align*}
$$

The quantum expression for the vector potential of a free field in the Heisenberg picture is then:

$$
\begin{equation*}
\mathbf{A}(\mathbf{r}, t)=\sum_{k} \sqrt{\frac{\hbar}{2 \omega_{k} \epsilon_{0}}}\left(a_{k} \mathbf{u}_{k}(\mathbf{r}) e^{-i \omega_{k} t}+a_{k}^{\dagger} \mathbf{u}_{k}^{*}(\mathbf{r}) e^{i \omega_{k} t}\right) \tag{1.17}
\end{equation*}
$$

and the electric field is expressed as:

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=i \sum_{k} \sqrt{\frac{\hbar \omega_{k}}{2 \epsilon_{0}}}\left(a_{k} \mathbf{u}_{k}(\mathbf{r}) e^{-i \omega_{k} t}-a_{k}^{\dagger} \mathbf{u}_{k}^{*}(\mathbf{r}) e^{i \omega_{k} t}\right) \tag{1.18}
\end{equation*}
$$

It is noteworthy that the complex fields $\mathbf{E}^{(+)}(\mathbf{r}, t)$ and $\mathbf{E}^{(-)}(\mathbf{r}, t)$, which are defined in the same way as $\mathbf{A}^{(+)}(\mathbf{r}, t)$ and $\mathbf{A}^{(-)}(\mathbf{r}, t)$ in Eq.(1.10), are mathematical objects without precise physical meaning in classical electrodynamics, whereas in the quantum theory, they are associated with distinct physical processes, namely absorption and emission of photons [4]. As such, as we shall see in the following, they play an important role in the theory of photodetection.

The quantization scheme presented above is consistent with the more general procedure of canonical quantization. The latter is based on the Hamiltonian formalism for classical fields. In the case of the electromagnetic field, the dynamical variables are the $A_{i}(\mathbf{r}, t)$ and their conjugate momentum $\Pi_{i}(\mathbf{r}, t)=-\epsilon_{0} E_{i}(\mathbf{r}, t)$. Quantization is performed by associating to these variables operators that obey the following commutation relations:

$$
\begin{equation*}
\left[A_{i}(\mathbf{r}, t), \Pi_{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]=i \hbar \delta_{i j}^{(t r)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{1.19}
\end{equation*}
$$

where we have introduced the so-called "transverse delta function", which has the same effect on transverse fields as the usual delta function but is compatible with the gauge condition and Gauss law. It is a distribution defined by [28]:

$$
\begin{equation*}
\delta_{i j}^{(t r)}(\mathbf{r})=\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3}} e^{i \mathbf{k} \cdot \mathbf{r}}\left(\delta_{i j}-\frac{k_{i} k_{j}}{k^{2}}\right) \tag{1.20}
\end{equation*}
$$

The quantum Hamiltonian for the free electromagnetic field is then:

$$
\begin{equation*}
H=\int \mathrm{d}^{3} r\left(\frac{1}{2} \epsilon_{0} E^{2}+\frac{1}{2 \mu_{0}} B^{2}\right) \tag{1.21}
\end{equation*}
$$

Writing this Hamiltonian in terms of creation and annihilation operators, we recover the usual picture of the free electromagnetic field as an infinite collection of harmonic oscillators:

$$
\begin{equation*}
H=\sum_{k} \hbar \omega_{k}\left(a_{k}^{\dagger} a_{k}+\frac{1}{2}\right) \tag{1.22}
\end{equation*}
$$

For a more thorough treatment of quantum electrodynamics in the Coulomb gauge the reader may consult Ref.[28].

### 1.1.2 Field correlation functions

The next step, after quantizing the electromagnetic field, is to describe, in a purely quantum framework, the outcome of experiments that reveal the quantum nature of the field. One way to study quantum properties of light is to perform photon counting experiments with one or several detectors. In such experiments, photons are usually absorbed by an electronic medium. Regardless of the microscopic details of the photoabsorption process, the matrix element for a transition of the field from a state $|i\rangle$ to a state $|f\rangle$, in which one photon is absorbed, is:

$$
\begin{equation*}
\langle f| E^{(+)}(\mathbf{r}, t)|i\rangle \tag{1.23}
\end{equation*}
$$

In this expression we have neglected the vectorial character of the field by assuming only one photon polarization.

Following one of Glauber's seminal papers [4], we define a perfect photodetector as a device of negligible size, for which the probability of absorbing a photon is proportional to the sum over all final states of the squared absolute values of Eq.(1.23):

$$
\begin{equation*}
\left.p \propto \sum_{f}\left|\langle f| E^{(+)}(\mathbf{r}, t)\right| i\right\rangle\left.\right|^{2}=\langle i| E^{(-)}(\mathbf{r}, t) E^{(+)}(\mathbf{r}, t)|i\rangle \tag{1.24}
\end{equation*}
$$

Similarly, in an experiment like the one first performed by Hanbury Brown and Twiss [29], which measures delayed photon coincidences using two detectors, the probability of detecting a photon in $\mathbf{r}$ at $t$ and another one at $\mathbf{r}^{\prime}$ at $t^{\prime}$ is:

$$
\begin{equation*}
p_{\text {coincid. }} \propto\langle i| E^{(-)}(\mathbf{r}, t) E^{(-)}\left(\mathbf{r}^{\prime}, t^{\prime}\right) E^{(+)}\left(\mathbf{r}^{\prime}, t^{\prime}\right) E^{(+)}(\mathbf{r}, t)|i\rangle \tag{1.25}
\end{equation*}
$$

This can be extended to the case where the initial state of the field is not known with certainty by defining:

$$
\begin{equation*}
\left\langle E^{(-)}(\mathbf{r}, t) E^{(-)}\left(\mathbf{r}^{\prime}, t^{\prime}\right) E^{(+)}\left(\mathbf{r}^{\prime}, t^{\prime}\right) E^{(+)}(\mathbf{r}, t)\right\rangle=\operatorname{Tr}\left[\rho E^{(-)}(\mathbf{r}, t) E^{(-)}\left(\mathbf{r}^{\prime}, t^{\prime}\right) E^{(+)}\left(\mathbf{r}^{\prime}, t^{\prime}\right) E^{(+)}(\mathbf{r}, t)\right] \tag{1.26}
\end{equation*}
$$

where $\rho$ is the field density matrix. Note that for a stationary field, this quantity depends only on the time delay $\tau=t^{\prime}-t$.

Equation (1.26) is a particular example of field correlation functions that we can use to describe quantitatively the properties of light. A general definition for the $n^{t h}$-order correlation function is:

$$
\begin{equation*}
G^{(n)}\left(x_{1}, \ldots, x_{2 n}\right)=\left\langle E^{(-)}\left(x_{1}\right) \ldots E^{(-)}\left(x_{n}\right) E^{(+)}\left(x_{n+1}\right) \ldots E^{(+)}\left(x_{2 n}\right)\right\rangle \tag{1.27}
\end{equation*}
$$

where $x_{i}=\left(\mathbf{r}_{i}, t_{i}\right)$. It is often more judicious to deal with normalized correlation functions, defined as:

$$
\begin{equation*}
g^{(n)}\left(x_{1}, \ldots, x_{2 n}\right)=\frac{G^{(n)}\left(x_{1}, \ldots, x_{2 n}\right)}{\prod_{i=1}^{2 n} \sqrt{\left.G^{(1)}\left(x_{i}, x_{i}\right)\right)}} \tag{1.28}
\end{equation*}
$$

In this thesis, we will be mostly interested by electromagnetic modes confined in optical cavities, and will focus on two correlation functions. The first one is the single-mode version of $G^{(1)}\left(x_{i}, x_{i}\right)$, namely:

$$
\begin{equation*}
n=\left\langle a^{\dagger} a\right\rangle . \tag{1.29}
\end{equation*}
$$

This is simply the mean photon number. The other quantity of interest is the zero-delay second order correlation function:

$$
\begin{equation*}
g^{(2)}(\tau=0)=\frac{\left\langle a^{\dagger} a^{\dagger} a a\right\rangle}{\left\langle a^{\dagger} a\right\rangle^{2}} \tag{1.30}
\end{equation*}
$$

As seen in Eq.(1.25), this quantity is related to the probability of detecting two photons at the same time. It provides valuable information on the photon distribution function. Expressed in term of the mean photon number $n$ and its variance, $g^{(2)}(0)$ reads:

$$
\begin{equation*}
g^{(2)}(0)=1+\frac{V-n}{n^{2}} \tag{1.31}
\end{equation*}
$$

with $V=\left\langle\left(a^{\dagger} a\right)^{2}\right\rangle-\left\langle a^{\dagger} a\right\rangle^{2}$. This shows that a Poissonian statistics for the photon distribution, as it is the case with laser light, corresponds to $g^{(2)}(0)=1$. For a Fock state $|n\rangle$ with $n$ photons, there is no fluctuation in the number of photons and we have:

$$
\begin{equation*}
g^{(2)}(0)=1-\frac{1}{n}<1 \tag{1.32}
\end{equation*}
$$

so that the statistics is sub-Poissonian. The inequality $g^{(2)}(0)<1$ also implies photon antibunching. This phenomenon, cannot be explained outside of a quantum theory of light, since a classical theory always predicts $g^{(2)}(0) \geq 1$. This correlation function is therefore
a useful tool for identifying "quantumness". In particular, $g^{(2)}(0)=0$ is obtained for the most quantum of states, that is a single-photon Fock state, with a density matrix $\rho=|1\rangle\langle 1|$. In this case, it is impossible to detect two photons at the same time, there is a perfect antibunching of photons. In this thesis, we shall also encounter the phenomenon of photon bunching, associated with $g^{(2)}(0)>1$. It is not however, a purely quantum feature, since thermal light also shows a super-Poissonian photon distribution with $g^{(2)}(0)=2$.

The definition of Eq.(1.28), introduced by Glauber, allowed him to give a precise meaning to the idea of optical coherence. First order coherence is, e.g., the quantity associated with the production of interference fringes in an experiment where two modes are superposed and detected with a single device. However, field showing such interference patterns may lack higher-order coherence in the sense of Eq.(1.28). He called "fully coherent" a state which satisfies $g^{(n)}\left(x_{1}, \ldots, x_{2 n}\right)=1$, for every $n \in \mathbb{N}^{*}$. A sufficient condition for a pure state $|\psi\rangle$ to be fully coherent is that there exists a function $\mathcal{E}^{(+)}(\mathbf{r}, t)$ such that:

$$
\begin{equation*}
E^{(+)}(\mathbf{r}, t)|\psi\rangle=\mathcal{E}^{(+)}(\mathbf{r}, t)|\psi\rangle . \tag{1.33}
\end{equation*}
$$

States $|\alpha\rangle$ that satisfy Eq.(1.33) for a single mode $a$ :

$$
\begin{equation*}
a|\alpha\rangle=\alpha|\alpha\rangle \tag{1.34}
\end{equation*}
$$

are called coherent states. As they will play a crucial role in Chapter 3, we recall some of their basic properties in the next subsection.

### 1.1.3 Coherent states

Coherent states have a wide range of applications in quantum physics, going well beyond the subject of quantum optics [30]. These states were first introduced by Schrödinger [31] as states for which expectation values are classical sinusoidal solutions of a one-dimensional harmonic oscillator. In this sense they can be considered as the closest to classical states.

From Eq.(1.34), we can determine their expansion in Fock space:

$$
\begin{equation*}
|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{n} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle . \tag{1.35}
\end{equation*}
$$

Hence, coherent states appear as an infinite superposition of number states $|n\rangle$ which is left unmodified (up to a complex factor) under the action of the operator annihilating a elementary quantum.

One of the most important properties of coherent states is that they form an overcomplete basis. In other words, one can write a resolution of identity in terms of coherent states:

$$
\begin{equation*}
\frac{1}{\pi} \int|\alpha\rangle\langle\alpha| \mathrm{d}^{2} \alpha=I_{d} \tag{1.36}
\end{equation*}
$$

but the states are not orthogonal:

$$
\begin{equation*}
\langle\alpha \mid \beta\rangle=e^{-\frac{1}{2}|\alpha-\beta|^{2}} e^{\alpha \beta^{*}} \tag{1.37}
\end{equation*}
$$

An important consequence of Eq.(1.36) is that it is possible to write coherent state representations of operators and density matrices. This idea will be developed further in Chapter 3. For now, let us conclude this section by stating another useful properties of coherent states: the expectation value, in a coherent state, of any normally ordered secondquantized operator $H\left(a^{\dagger}, a\right)$ is given by

$$
\begin{equation*}
\langle\alpha| H\left(a^{\dagger}, a\right)|\alpha\rangle=H\left(\alpha^{*}, \alpha\right) \tag{1.38}
\end{equation*}
$$

This equation is at the basis of the semiclassical (or Gross-Pitaevskii) approximation, in which second-quantized operators are replaced with complex numbers.

### 1.2 Effective photon-photon interactions

It is well known that the typical cross-section of photon-photon interactions in vacuum is too small to play any significant role in realistic optical experiments. Effective interactions between photons are therefore mediated by the coupling of light with matter. In this thesis we will be interested in coupling a nonlinear medium with a single mode of the electromagnetic field confined in an optical cavity. Such nonlinear cavities can then be coupled together to form a lattice on which photons will propagate.

There are various ways to create a nonlinear medium and the microscopic model of the nonlinear cavity depends in general on the particular medium that is used. To remain as general as possible in our description, we will focus on an effective Hamiltonian whose interest is threefold: it is conceptually simple, it bears strong similarities with models for material particles and it is sufficient to capture the essential features of many experimental setups.

In this effective model, photon-photon interaction is included as a two-body interaction term (Kerr nonlinearity). The Hamiltonian for the cavity mode is then:

$$
\begin{equation*}
H_{\mathrm{Kerr}}=\hbar \omega_{c} b^{\dagger} b+\frac{U}{2} b^{\dagger} b^{\dagger} b b \tag{1.39}
\end{equation*}
$$

In the following we show how this Hamiltonian arises naturally in different contexts such as the macroscopic theory of nonlinear optics, semiconductor nanostructures or superconducting circuits. We conclude this section by presenting how to include an external driving field as well as cavity losses in the description of the system.

### 1.2.1 Quantization of macroscopic nonlinear optics

The idea that light-matter coupling may induce effective interactions between light beams is not specifically quantum and is already present in the classical theory of electrodynamics. At this level of description, interaction of light with matter in a dielectric medium is taken into account through the polarization $\mathbf{P}$ whose components are given by:

$$
\begin{equation*}
P_{i}=\epsilon_{0}\left[\chi_{i j}^{(1)} E_{j}+\chi_{i j k}^{(2)} E_{j} E_{k}+\chi_{i j k l}^{(3)} E_{j} E_{k} E_{l}+\ldots\right], \tag{1.40}
\end{equation*}
$$

and the following Maxwell equations:

$$
\begin{array}{ll}
\nabla \cdot \mathbf{B}=0, & \nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \cdot \mathbf{D}=0, & \nabla \times \mathbf{B}=\mu_{0} \frac{\partial \mathbf{D}}{\partial t} \tag{1.42}
\end{array}
$$

where $\mathbf{D}=\epsilon_{0} \mathbf{E}+\mathbf{P}$ is the displacement vector. A possible approach to the quantum theory of nonlinear optics is to use the procedure of the previous section and quantize these equations [32, 33]. For simplicity we will first treat the case of a nondispersive homogeneous medium. The way to proceed is to find the Hamiltonian and impose on canonical variables commutation relations similar to Eq.(1.19). The Hamiltonian is most easily found by writing an appropriate Lagrangian density, which in the present case is:

$$
\begin{equation*}
\mathcal{L}=\epsilon_{0}\left[\frac{1}{2}\left(E^{2}-c^{2} B^{2}\right)+\frac{1}{2} \chi_{i j}^{(1)} E_{i} E_{j}+\frac{1}{3} \chi_{i j k}^{(2)} E_{i} E_{j} E_{k}+\frac{1}{4} \chi_{i j k l}^{(3)} E_{i} E_{j} E_{k} E_{l}\right] . \tag{1.43}
\end{equation*}
$$

The conjugate momentum to the vector potential's components are then given by:

$$
\begin{equation*}
\Pi_{0}=\frac{\delta \mathcal{L}}{\delta\left(\partial_{0} A_{0}\right)}=0, \quad \Pi_{i}=\frac{\delta \mathcal{L}}{\delta\left(\partial_{i} A_{i}\right)}=-D_{i} \tag{1.44}
\end{equation*}
$$

Applying to $\mathcal{L}$ a Legendre transform yields the following Hamiltonian:

$$
\begin{align*}
H= & \int \mathrm{d}^{3} r \epsilon_{0}\left[\frac{1}{2}\left(E^{2}+c^{2} B^{2}\right)+\frac{1}{2} \chi_{i j}^{(1)} E_{i} E_{j}+\frac{2}{3} \chi_{i j k}^{(2)} E_{i} E_{j} E_{k}+\frac{3}{4} \chi_{i j k l}^{(3)} E_{i} E_{j} E_{k} E_{l}\right]  \tag{1.45}\\
& +\int \mathrm{d}^{3} r \mathbf{D} \cdot \nabla A_{0} \tag{1.46}
\end{align*}
$$

The last term may be eliminated by performing an integration by part and using the condition $\nabla \cdot \mathbf{D}=0$. Since $E_{i}$ is no longer a canonical momentum, it is more convenient to rewrite $H$ as a function of $D_{i}$. This yields:

$$
\begin{equation*}
H=\int \mathrm{d}^{3} r \frac{1}{2 \mu_{0}} B^{2}+\frac{1}{2} \beta_{i j}^{(1)} D_{i} D j+\frac{1}{3} \beta_{i j k}^{(2)} D_{i} D_{j} D_{k}+\frac{1}{4} \beta_{i j k l}^{(3)} D_{i} D_{j} D_{k} D_{l}, \tag{1.47}
\end{equation*}
$$

Where we have introduced the tensors $\beta^{(j)}$ through which we express $\mathbf{E}$ as a function of $\mathbf{D}$ :

$$
\begin{align*}
\beta^{(1)} & =\left[\epsilon_{0}\left(1+\chi^{(1)}\right)\right]^{-1},  \tag{1.48}\\
\beta_{i m n}^{(2)} & =-\epsilon_{0} \beta_{i j}^{(1)} \beta_{k m}^{(1)} \beta_{l n}^{(1)} \chi_{j k l}^{(2)},  \tag{1.49}\\
\beta_{i m n p}^{(3)} & =-\epsilon_{0} \beta_{i j}^{(1)} \beta_{k m}^{(1)} \beta_{l n}^{(1)} \beta_{q p}^{(1)} \chi_{j k l q}^{(3)}, \tag{1.50}
\end{align*}
$$

Quantization now consists in imposing the following commutation relations:

$$
\begin{equation*}
\left[A_{i}(\mathbf{r}, t),-D_{j}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]=i \hbar \delta_{i j}^{(t r)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{1.51}
\end{equation*}
$$

As we did for the free field in the previous section we can introduce annihilation and creation operators by decomposing the field in orthogonal modes. The annihilation operator corresponding to a mode function $\mathbf{u}_{k}(\mathbf{r})$ reads:

$$
\begin{equation*}
a_{k}(t)=\int \mathrm{d}^{3} r \frac{1}{\sqrt{\hbar}} \mathbf{u}^{*}(\mathbf{r}) \cdot\left[\sqrt{\frac{\epsilon_{0} \omega_{k}}{2}} \mathbf{A}(\mathbf{r}, \mathbf{t})-\frac{i}{\sqrt{2 \epsilon_{0} \omega_{k}}} \mathbf{D}(\mathbf{r}, t)\right] . \tag{1.52}
\end{equation*}
$$

From this last expression we see that the annihilation operator now contains matter degrees of freedom through its dependence on $\mathbf{D}$. We are therefore in presence of a "dressed" photon, a kind of hybrid light-matter excitation. We will encounter another type of hybrid light-matter excitation in the next subsection on a more microscopic level.

Let us conclude this discussion on macroscopic nonlinear optics by showing how the Kerr Hamiltonian Eq.(1.39) for an optical cavity may be derived from Eq.(1.47). First, it will be possible in a medium with $\chi^{(3)}$ nonlinearity when the effect of $\chi^{(2)}$ may be neglected (e.g., in the absence of phase matching). Then if the modes frequency spacing is large relative to the nonlinear frequency shift, a single mode approximation is appropriate and the field $\mathbf{D}$ can be written as:

$$
\begin{equation*}
\mathbf{D}(\mathbf{r}, t)=i \sqrt{\frac{\hbar \omega_{c} \epsilon_{0}}{2}}\left[\mathbf{u}(\mathbf{r}) b(t)-b^{\dagger}(t) \mathbf{u}^{*}(\mathbf{r})\right] . \tag{1.53}
\end{equation*}
$$

Besides, we will consider an homogeneous and isotropic medium, for which the general tensor $\beta_{\text {imnp }}^{(3)}$ is diagonal and defined by a single scalar $\beta^{(3)}$. Finally, we can perform the socalled rotating wave approximation, and neglect in the Hamiltonian all nonresonant terms
that generate in the Heisenberg equations of motions rapidly oscillating terms, whose effect average to zero. Under such circumstances, we find a Kerr Hamiltonian similar to Eq.(1.39) by injecting Eq.(1.53) into Eq.(1.47). The nonlinear coefficient is then given by:

$$
\begin{equation*}
U=\frac{3}{4} \beta^{(3)}\left(\hbar \omega_{c} \epsilon_{0}\right)^{2} \int \mathrm{~d}^{3} r|\mathbf{u}(\mathbf{r})|^{4} \tag{1.54}
\end{equation*}
$$

The above results are valid for a nondispersive homogeneous medium. A complete theory, taking into account inhomogeneity and dispersion is presented in Ref.[34]. It is based on quantization of the dual potential $\boldsymbol{\Lambda}(\mathbf{r}, t)$ instead of the usual vector potential. The existence of this potential is guarantied by Gauss law $\nabla \cdot \mathbf{D}=0$ and defined as:

$$
\begin{align*}
& \mathbf{D}=\nabla \times \boldsymbol{\Lambda}  \tag{1.55}\\
& \mathbf{B}=\mu_{0}\left[\frac{\partial}{\partial t}+\nabla \Lambda_{0}\right] . \tag{1.56}
\end{align*}
$$

Although the two quantization methods are equivalent, the use of the dual potential makes all calculations much more straightforward.

Dressed photons are expected to be strongly correlated if the interaction strength $U$ is much larger that the width of the cavity mode, $\hbar \gamma$. Interaction between dressed photons in bulk materials with $\chi^{(3)}$ nonlinearity is usually too small to have $U /(\hbar \gamma) \gg 1$. The nonlinearity can be significantly higher in systems where the interaction between light and matter enters the so-called "strong coupling regime". This regime, where the coupling strength is much larger that the photon loss rate can be achieved in a variety of systems such as atomic gases [35, 36], semiconductor nanostructures [37, 38] and superconducting circuits [39, 40, 21]. In the following we will present two of the most promising candidates for the implementation of cavity arrays with strong nonlinearities: semiconductor quantum wells embedded in microcavities and superconducting circuits with nonlinear resonators based on Josephson junctions. We will see that in both cases it is possible to describe the system with an effective Kerr Hamiltonian similar to Eq.(1.39).

### 1.2.2 Exciton-polaritons in a photonic box

A quantum well is an heterostructure formed by layers of two types of semiconductors, each with a different band gap. The well itself is a thin central layer of the first semiconductor (a few nanometers), which is surrounded by two layers of the other semiconductor that acts as a "barrier material". The materials are chosen such that both electrons and holes are confined
inside the well: the bottom of the well's conduction band is at a lower energy than in the surrounding material and the bottom of its valence band at a higher energy (see Fig.(1.1)). The motion of carriers being confined in the plane of the well, a quantum well is essentially a two-dimensional structure.


Figure 1.1: Energy of quantum states confined in a quantum well as a function of the position along the growth direction $O z, V B$ is the valence band and $C B$ the conduction band. Dashed lines represent energy levels. $E_{g}$ denotes the energy gap and $L$ the width of the well.

Due to Coulomb interaction, a hole of the valence band and an electron of the conduction band can form an hydrogen-like bound state called "exciton". The creation of such (quasi)bosonic excitation corresponds to the lowest energy optical transition of the quantum well.

The coupling between excitons and photons is enhanced by embedding one or more quantum wells in a Fabry-Pérot cavity with semiconducting Bragg mirrors. The cavity mode is usually tuned to be quasi-resonant with the exciton frequency and quantum wells placed at antinodes of the cavity electromagnetic field. Such two-dimensional planar cavities have proved extremely useful for the investigation of hydrodynamical effects in optical systems [11]. However, making cavities described by a single-mode hamiltonian such as Eq.(1.39) requires further confinement of exciton and photons. To do so, several strategies are available [41]. Zero-dimensional cavities or "photonic boxes" have been obtained by locally changing the thickness of the cavity layer [42], as shown on the top panel of Fig.(1.2). Confinement in the 3 dimensions has also been achieved by deep etching of the cavity layer, so as to design a micropillar with a lateral dimension of a few microns (see bottom panel of Fig.(1.2)). In such a structure a strong lateral confinement is induced by the large refractive index difference
between air and semiconductors.


Figure 1.2: Top panels: photonic box from a microcavity with position-dependent thickness. (a) Scheme of a cavity with circular mesa etched on the spacer layer. (b) Scheme of the potential trap with two confined levels. (c) AFM image of a 9 - $\mu m$-diameter circular mesa on the surface of the top mirror [42]. Bottom panel: coupled micropillars designed at Laboratoire de Photonique et Nanostructures in Marcoussis (France).

If the confinement is sufficiently strong, the energy spacing between confined modes of the field is much larger that the mode spectral width. It can also be much larger than the detuning between the pump and the excitonic frequency. Under such circumstances, it is safe to consider only a single photonic mode and a single excitonic level [43]. The Hamiltonian (without external driving) then reads:

$$
\begin{equation*}
H_{e x c-p h}=\hbar \omega_{X} d^{\dagger} d+\hbar \omega_{C} a^{\dagger} a+\hbar \Omega_{R}\left(d^{\dagger} a+a^{\dagger} d\right)+\frac{\hbar \omega_{n l}}{2} d^{\dagger} d^{\dagger} d d \tag{1.57}
\end{equation*}
$$

where $\hbar \omega_{X}$ is the exciton energy, $\hbar \omega_{C}$ the photon energy, $\hbar \Omega_{R}$ the coupling constant (Rabi energy) and $\hbar \omega_{n l}$ the exciton-exciton interaction. The operator $a^{\dagger}$ creates a photon in the cavity mode and $d^{\dagger}$ an exciton.

To begin with, let us first consider the quadratic part of the Hamiltonian: $\hbar \omega_{X} d^{\dagger} d+$ $\hbar \omega_{C} a^{\dagger} a+\hbar \Omega_{R}\left(d^{\dagger} a+a^{\dagger} d\right)$.
It can be readily diagonalized by performing a unitary transformation on the operators $a^{\dagger}$ and $d^{\dagger}$. The new operators create and annihilate hybrid ligh-matter bosonic quasiparticles called exciton-polaritons. This polaritonic creation and destruction operators are given by:

$$
\binom{p_{1}^{\dagger}}{p_{2}^{\dagger}}=\left(\begin{array}{cc}
X & C  \tag{1.58}\\
-C & X
\end{array}\right)\binom{d^{\dagger}}{a^{\dagger}} .
$$

The coefficients $X$ and $C$ are respectively the polariton excitonic and photonic ampltudes. They obey a normalization condition: $X^{2}+C^{2}=1$.

The polaritonic modes have frequencies

$$
\begin{equation*}
\omega_{ \pm}=\frac{\omega_{X}+\omega_{C}}{2} \pm \sqrt{\Omega_{R}+\left(\frac{\omega_{X}-\omega_{C}}{2}\right)^{2}} \tag{1.59}
\end{equation*}
$$

The lowest of these frequencies is denoted by $\omega_{\text {LP }}$ and corresponds to the lower polariton branch. With these notations, excitonic and photonic amplitudes read:

$$
\begin{equation*}
C=-\frac{1}{\sqrt{1+\left(\frac{\omega_{\mathrm{LP}}-\omega_{C}}{\Omega_{R}}\right)^{2}}}, \quad X=\frac{1}{\sqrt{1+\left(\frac{\Omega_{R}}{\omega_{\mathrm{LP}}-\omega_{C}}\right)^{2}}} . \tag{1.60}
\end{equation*}
$$

Before rewriting the Hamiltonian of Eq.(1.57) as a function of polaritonic operators, a useful simplification may be introduced if the laser frequency is chosen to be quasi-resonant with the lower polariton branch: one can neglect the effect of the upper branch and discard all terms containing $p_{2}$ and $p_{2}^{\dagger}$. The Hamiltonian then reads:

$$
\begin{equation*}
H_{e x c-p h}=\hbar \omega_{\mathrm{LP}} p_{1}^{\dagger} p_{1}+\frac{\hbar \omega_{n l}}{2} X^{4} p_{1}^{\dagger} p_{1}^{\dagger} p_{1} p_{1} \tag{1.61}
\end{equation*}
$$

We see that this Hamiltonian is once again similar to Eq.(1.39). This is another example, treated at a more microscopic level, of effective interactions between dressed photons induced by the coupling of light to a nonlinear medium.

### 1.2.3 Example of nonlinear resonators in circuit QED

Other very promising candidates for the experimental implementation of cavity arrays with large nonlinearities come from the relatively young, but prominent field of circuit quantum electrodynamics (circuit QED). The nonlinear elements are this time superconducting circuits with Josephson junctions and the role of the Fabry-Pérot cavity is played by microwave
transmission line resonators. Since one of the major focus of the field is quantum information processing, the nonlinear elements considered in most of the literature are two-level systems (qubits). From a theoretical point of view, the interaction of such qubits with microwave photons is well described by the Jaynes-Cummings model. This model does share some similarities with the Kerr Hamiltonian that will be discussed in the next subsection. For now, let us take a different route and focus on a circuit that is actually modeled by a Kerr nonlinearity.

The superconducting circuits used in circuit QED are macroscopic objects, with a size ranging from a hundred of microns to a few millimeters, and that behave quantum mechanically. Macroscopic variables such as currents or voltages are still the relevant degrees of freedom, but they are described by noncommuting operators. The general procedure employed to derive Hamitonians for these circuits follows the rules of canonical quantization and is therefore not very different from the one outlined earlier in this chapter. In particular the mains steps remain the same: first, one must write an appropriate Lagrangian for the classical circuit, the corresponding classical Hamiltonian is then obtained by means of a Legendre transform. Finally, quantization is achieved by imposing canonical commutation relations to conjugate dynamical variables. Following Girvin [44], we first illustrate these rules on the circuit with the simplest dynamics: the LC resonator.

## Basics in circuit quantization: The LC resonator

A natural choice of dynamical variables for a $L C$ oscillator is the charge $q$ accumulated on the capacitor by the current $I$ flowing through the circuit. The Lagrangian is then:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} L \dot{q}^{2}-\frac{1}{2 C} q^{2} . \tag{1.62}
\end{equation*}
$$

In this description the "kinetic part" is represented by the inductor while the "potential energy" is stored in the capacitor. For a reason that will become clear later when we include nonlinear elements in the circuit, it is more convenient to adopt an alternative point of view and choose the node flux $\phi$ as a "position" variable. It is defined as follows:

$$
\begin{equation*}
\phi(t)=\int_{t_{0}}^{t} V\left(t^{\prime}\right) \mathrm{d} t^{\prime} \tag{1.63}
\end{equation*}
$$

where

$$
\begin{equation*}
V=-\frac{q}{C} \tag{1.64}
\end{equation*}
$$

is the voltage at the node connecting the inductor and the capacitor and $t_{0}$ a fixed reference time. The relation:

$$
\begin{equation*}
V=L \dot{I}=\dot{\phi} \tag{1.65}
\end{equation*}
$$

show that $\phi$ is the magnetic flux winding through the inductor (in the absence of external flux). With this choice of variables, the Lagrangian now reads:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} C \dot{\phi}^{2}-\frac{1}{2 L} \phi^{2} . \tag{1.66}
\end{equation*}
$$

Equipped with this Lagrangian, we can move on to the second step of our quantization procedure and write the corresponding Hamiltonian. The momentum conjugate to the flux is:

$$
\begin{equation*}
Q=\frac{\delta \mathcal{L}}{\delta \dot{\phi}}=C \dot{\phi} \tag{1.67}
\end{equation*}
$$

which gives for the Hamiltonian:

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2 C} Q^{2}+\frac{1}{2 L} \phi^{2} . \tag{1.68}
\end{equation*}
$$

According to the last step, we have to impose the canonical commutation rule:

$$
\begin{equation*}
[\phi, Q]=i \hbar \tag{1.69}
\end{equation*}
$$



Figure 1.3: Scheme of a LC resonator with variables $\phi, V$ and $Q$ as defined in the main text. From Ref.[45]

## A nonlinear resonator

Capacitor and inductors are basic linear elements of a circuit. In particular, transmission lines can be modeled by a chain of capacitors and inductors. As for nonlinear elements, their building block is the Josephson junction. Such a junction is formed by two superconductors separated by a thin layer of insulating material. It can be shown that under appropriate conditions, the Cooper pairs of the superconductors can tunnel through the insulating barrier without dissipation. Inserted in a circuit the Josephson junction acts as a nonlinear inductor governed by the two celebrated Josephson equations:

$$
\begin{align*}
& I=I_{0} \sin \delta  \tag{1.70}\\
& \frac{\mathrm{~d} \delta}{\mathrm{dt}}=\frac{V}{\phi_{0}}=V \frac{2 e}{\hbar} \tag{1.71}
\end{align*}
$$

with $\delta$ the difference between the phases of the two superconductors order parameter, $V$ the voltage applied to the junction and $I_{0}$ a critical intensity depending on the superconductor energy gap and on the resistance of the junction. We have also introduced the flux quantum $\phi_{0}=\hbar / 2 e$.

Note that if we choose the set of variables defined in Eq.(1.62), where the "kinetic part" is represented by inductors and the "potential energy" by capacitors, the inclusion of a Josephson junction in the circuit would result in non-quadratic kinetic terms. Introducing the flux variable as in Eq.(1.63) in order to avoid this complication, we find that the intensity can be rewritten as:

$$
\begin{equation*}
I=I_{0} \sin \left(\frac{\phi}{\phi_{0}}\right) \tag{1.72}
\end{equation*}
$$

The nonlinear inductance of the junction is characterized by

$$
\begin{equation*}
L_{J}=\left(\frac{\mathrm{d} I}{\mathrm{~d} \phi}\right)^{-1}=\frac{L_{J 0}}{\cos \left(\frac{\phi}{\phi_{0}}\right)} \tag{1.73}
\end{equation*}
$$

where $L_{J 0}$ is the effective linear inductance of the junction, $L_{J 0}=\phi_{0} / I_{0}$. Finally, in view of writing a Lagrangian for circuits containing Josephson junctions, we can compute the energy stored in the junction, $E(t)=\int_{-\infty}^{t} I\left(t^{\prime}\right) V\left(t^{\prime}\right) \mathrm{d} t^{\prime}$, and find:

$$
\begin{equation*}
E(t)=-E_{J} \cos \left(\frac{\phi}{\phi_{0}}\right) \tag{1.74}
\end{equation*}
$$

with $E_{J}=I_{0} \phi_{0}$.

The method of circuit quantization presented above can now be extended to more complex circuits with $n$ different nodes, with a Lagrangian $\mathcal{L}\left(\phi_{1}, \phi_{n}, \ldots, \dot{\phi}_{1}, \ldots, \dot{\phi}_{n}\right)$ depending on flux variables in the $n$ nodes. The Lagrangian can be cast in the form $\mathcal{L}=T-V$ where $T$ contains the "kinetic energy" stemming from capacitors and $V$ the "potential energy" that comes from inductors and Josephson junctions. The contribution of each type of element connecting the nodes $n$ and $n+1$ has the form:

$$
\begin{align*}
& T_{\text {capacitor }}=\frac{C}{2}\left(\dot{\phi}_{n+1}-\dot{\phi}_{n+1}\right)^{2},  \tag{1.75}\\
& V_{\text {inductor }}=\frac{1}{2 L}\left(\phi_{n+1}-\phi_{n}\right)^{2}  \tag{1.76}\\
& V_{\mathrm{JJ}}=-E_{J} \cos \left(\frac{\left(\phi_{n+1}-\phi_{n}\right)}{\phi_{0}}\right) . \tag{1.77}
\end{align*}
$$



Figure 1.4: Scheme of a series combination of an inductor, capacitor and Josephson junction, and of its equivalent implementation with distributed elements (such as transmission lines). From Ref.[46]

Let us now consider, as in Ref.[46], a series combination of a Josephson junction placed between a capacitor and an inductor. Let $\phi_{1}$ denote the flux at the node connecting the inductor and the junction and $\phi$ the flux at the node connection the junction and the capacitor. The third node being connected to the ground has zero flux and does not play any role.

The Hamiltonian of this circuit is given by:

$$
\begin{equation*}
H=\frac{\phi_{1}^{2}}{2 L}-E_{J} \cos \left(\frac{\phi-\phi_{1}}{\phi_{0}}\right)+\frac{q^{2}}{2 C} \tag{1.78}
\end{equation*}
$$

where $q$ is the momentum conjugate to $\phi$. Since the current $I$ flowing through the inductor and the junction is the same, $\phi$ and $\phi_{1}$ are not independent and must obey the following equation:

$$
\begin{equation*}
I=\frac{\phi_{1}}{L}=I_{0} \sin \left(\frac{\phi-\phi_{1}}{\phi_{0}}\right) . \tag{1.79}
\end{equation*}
$$

This in turn defines a implicit relation between $\phi_{1}$ and $\phi, \phi_{1}=g(\phi)$. Injecting this last expression into the Hamiltonian and expanding it in powers of $\phi$ up to fourth order, we find:

$$
\begin{equation*}
H=\frac{\phi^{2}}{2 L_{t}}+\frac{q^{2}}{2 C_{e}}-\frac{1}{24} \frac{L_{J 0}^{3}}{L_{t}^{4} \phi_{0}^{2}} \phi^{4}, \tag{1.80}
\end{equation*}
$$

with $L_{t}$ the total inductance $L_{t}=L_{J 0}+L_{e}$. Introducing now the creation and destruction operators associated with $\phi$ and $q$ :

$$
\begin{align*}
\phi & =i \sqrt{\frac{\hbar Z_{e}}{2}}\left(a-a^{\dagger}\right),  \tag{1.81}\\
q & =\sqrt{\frac{\hbar}{2 Z_{e}}}\left(a+a^{\dagger}\right), \tag{1.82}
\end{align*}
$$

where the impedance $Z_{e}=\sqrt{L_{t} / C_{e}}$, and keeping only the resonant terms, we get the Kerr Hamiltonian:

$$
\begin{equation*}
H=\hbar \omega_{0} a^{\dagger} a+\frac{U}{2} a^{\dagger} a^{\dagger} a a \tag{1.83}
\end{equation*}
$$

with

$$
\begin{equation*}
U=-\frac{e^{2} \omega_{0} Z_{e}}{2}\left(\frac{L_{J 0}}{L_{t}}\right)^{3} \tag{1.84}
\end{equation*}
$$

and $\omega_{0}=1 / \sqrt{L_{t} C_{e}}$.

### 1.2.4 Kerr vs Jaynes-Cummings

As it was mentioned above, most of circuit-QED experiments focus on the interaction of microwave photons with circuit elements forming a qubit, the latter being (up to a very good approximation) a two-level system. Under such circumstances, the most relevant effective model to treat light-matter coupling is the Jaynes-Cummings model [47]. In the following, we briefly present its most important characteristics and compare it to the Kerr Hamiltonian of Eq.(1.39).

This model describes the interaction of a single mode of the electromagnetic field with a two level-system, which has a ground state $|g\rangle$ and an excited state $|e\rangle$. The JaynesCummings Hamiltonian is the following:

$$
\begin{equation*}
H_{\mathrm{JC}}=\hbar \omega_{0}|e\rangle\langle e|+\hbar \omega_{c} a^{\dagger} a+i \hbar \frac{\Omega}{2}\left(a^{\dagger}|g\rangle\langle e|-a|e\rangle\langle g|\right), \tag{1.85}
\end{equation*}
$$

where $a$ is, as usual the annihilation operator for photons, $\omega_{c}$ the frequency of the corresponding mode, $\hbar \omega_{0}$ the energy of the state $|e\rangle$ and $\Omega$ the Rabi frequency of light-matter coupling.

If one tries to derive such a Hamiltonian from first principles, one will realize that all nonresonant terms were neglected. This rotating wave approximation is valid provided that the Rabi frequency $\Omega$ is much smaller than $\omega_{0}$ and $\omega_{c}$. In the so-called "ultrastrong coupling regime", where $\Omega \sim \omega_{0}, \omega_{c}$, these nonresonant terms play a crucial role [48, 49, 50]. However, in the following, we will always consider the regime $\Omega \ll \omega_{0}, \omega_{c}$ and we will thus neglect their effect. We mention this approximation primarily to emphasize one of its consequences, namely that the total number of excitations (photonic + matter-like) is conserved. In other words, the subspaces $\mathcal{M}_{n}$ generated by two states of the form $|n, g\rangle$ and $|n-1, e\rangle$ are closed under the action of $H_{\mathrm{JC}}$.

As a result, the full energy spectrum of $H_{\mathrm{JC}}$ is obtained by diagonalizing its restriction to each of the $\mathcal{M}_{n}$ subspaces. The eigenstates of the resulting $2 \times 2$ Hamiltonians are the following [51]:

$$
\begin{align*}
& \left|\Psi_{+, n}\right\rangle=\cos \theta_{n}|g, n\rangle+i \sin \theta_{n}|e, n-1\rangle  \tag{1.86}\\
& \left|\Psi_{-, n}\right\rangle=i \sin \theta_{n}|g, n\rangle+\cos \theta_{n}|e, n-1\rangle \tag{1.87}
\end{align*}
$$

with:

$$
\begin{equation*}
\tan 2 \theta_{n}=\frac{-\Omega \sqrt{n}}{\delta} \quad 0 \leq \theta_{n}<\pi / 2 \tag{1.88}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta=\omega_{c}-\omega_{0} \tag{1.89}
\end{equation*}
$$

The energy of these states is:

$$
\begin{equation*}
E_{ \pm, n}=n \hbar \omega_{c}-\frac{\delta}{2} \pm \frac{1}{2} \sqrt{n \Omega^{2}+\delta^{2}} \tag{1.90}
\end{equation*}
$$

As in Eq.(1.58), $\left|\Psi_{ \pm, n}\right\rangle$ are hybrid light-matter eigenstates and are also called dressed states.

If the Rabi frequency goes to zero while the detuning $\delta$ remains positive, then $\theta_{n} \rightarrow 0$ and we recover that within the subspace $\mathcal{M}_{n}$, the ground state is

$$
\begin{equation*}
\left|\Psi_{-, n}\right\rangle=|e, n-1\rangle \tag{1.91}
\end{equation*}
$$

with the energy $E_{-, n}=n \hbar \omega_{c}-\delta$. In the opposite case of negative detuning, we see from the condition $0<\theta<\pi / 2$, that $\theta \rightarrow \pi / 2$, and as expected the ground state is

$$
\begin{equation*}
\left|\Psi_{-, n}\right\rangle=|g, n\rangle, \tag{1.92}
\end{equation*}
$$

and the corresponding energy $E_{-, n}=n \hbar \omega_{c}$.
The photonic and matter parts of the dressed states are equal (up to a phase) when the cavity mode is at resonance with the $e \rightarrow g$ transition $(\delta=0)$. In this case the energy difference, or vacuum Rabi splitting, between the two dressed levels is :

$$
\begin{equation*}
E_{+, n}-E_{-, n}=\sqrt{n} \Omega \tag{1.93}
\end{equation*}
$$

As it can be seen from Eq.(1.90), Kerr and Jaynes-Cummings spectra are, generally speaking, different [52]. The latter can nonetheless be mapped into the former, up to a certain value of $n_{0}$, in the limit of large detuning $n_{0} \Omega \ll|\delta|$. For example, in the case of a large negative detuning, the lowest energy states $\left|\Psi_{-, n}\right\rangle$ are almost purely photonic and a Taylor expansion of their energy gives:

$$
\begin{equation*}
E_{-, n}=n \hbar \omega^{\prime}+\frac{U^{\prime}}{2} n(n-1) \tag{1.94}
\end{equation*}
$$

with an effective cavity frequency

$$
\begin{equation*}
\hbar \omega^{\prime}=\hbar \omega_{c}-\frac{\Omega^{2}}{4|\delta|} \tag{1.95}
\end{equation*}
$$

and a nonlinearity

$$
\begin{equation*}
U^{\prime}=\frac{\Omega^{4}}{8|\delta|^{3}} \tag{1.96}
\end{equation*}
$$

To compare the two models outside of this mapping, it is convenient to define a effective nonlinearity for the Jaynes-Cummings model as

$$
\begin{equation*}
U_{e f f}=E_{-, 2}-2 E_{-, 1} \tag{1.97}
\end{equation*}
$$

An example of energy levels of the two models illustrating this definition is shown on Fig.(1.5). As we shall see when discussing the "photon blockade", this quantity is particularly relevant in the regime where only a few excited states are populated (e. g., $n=0,1,2$ ).

### 1.2.5 Drive and dissipation

We have so far deliberately ignored the issue of driving and dissipation in our description of a cavity. Of course, since the number of photons is not conserved, a pump-loss mechanism of some sort is always at play in optical systems. As we will see at the end of this chapter, the first theoretical investigations of cavity arrays neglected the effects of dissipation on the time scale of simulations (and potential experiments). As a result, only quasi-equilibrium


Figure 1.5: Low lying energy levels of Jaynes-Cummings and Kerr Hamiltonians. Left: Jaynes-Cummings with the two-level transition at resonance with the cavity mode $(\delta=0)$. Note that $g=\Omega / 2$. Right: Kerr Hamiltonian. Red arrows show that a driving laser exciting resonantly a single-excitation mode from the ground state is detuned from higher excitation modes. From Ref.[52]
dynamics was examined. It is not the choice that we have made in this work. To the contrary we assumed, as it is the case in many cavity and circuit QED experiments, that the intrinsic dissipative nature of the system has a crucial influence on the dynamics.

Let us first look at driving mechanisms. In all that follows we consider optical cavities pumped by an external laser beam. From a theoretical point of view, the coupling of a single cavity to a laser in accounted for by adding an extra term to the Hamiltonian of Eq.(1.39):

$$
\begin{equation*}
H_{\text {Kerr+pump }}=\hbar \omega_{c} b^{\dagger} b+\frac{U}{2} b^{\dagger} b^{\dagger} b b+F e^{-i \omega_{p} t} b^{\dagger}+F^{*} e^{i \omega_{p} t} b \tag{1.98}
\end{equation*}
$$

where we have introduced the frequency of the pump $\omega_{p}$ and its amplitude $F$. Note that in this Hamiltonian, the laser appears as a classical field. We would actually obtain the same result by considering the laser as a quantum field in a purely coherent and stationary state. Indeed a fully quantum Hamiltonian would be:

$$
\begin{equation*}
H_{\mathrm{tot}}=\hbar \omega_{c} b^{\dagger} b+\frac{U}{2} b^{\dagger} b^{\dagger} b b+\hbar \omega_{p} a^{\dagger} a+g\left(a^{\dagger} b+b^{\dagger} a\right) \tag{1.99}
\end{equation*}
$$

with $a$ the annihilation operator corresponding to the laser mode and $g$ a coupling constant. Since the laser is supposed to stay in a purely coherent state at any time, and not to be perturbed by its coupling to the cavity, the total density matrix would be of the form:

$$
\begin{equation*}
\rho_{\mathrm{tot}}(t)=\rho_{\mathrm{cav}}(t) \otimes(|\alpha(t)\rangle\langle\alpha(t)|) \tag{1.100}
\end{equation*}
$$

Besides the evolution of $\alpha(t)$ must be governed by free field equations, which gives:

$$
\begin{equation*}
\alpha(t)=\langle a(t)\rangle=\alpha_{0} e^{-i \omega_{p} t} \tag{1.101}
\end{equation*}
$$

Tracing over the laser mode in the Liouville-von Neumann equation [53]

$$
\begin{equation*}
i \partial_{t} \rho_{\mathrm{tot}}=\frac{1}{\hbar}\left[H_{\mathrm{tot}}, \rho_{\mathrm{tot}}\right] \tag{1.102}
\end{equation*}
$$

we recover the Hamiltonian of Eq.(1.98) with $F=g \alpha_{0}$ for the cavity.

The choice of a coherent pumping is not the only possible scenario. For example, a lot of works have been devoted to dissipative Bose-Einstein condensates of polaritons under incoherent pumping. As we will see shorty, one of the fundamental differences between these two choices is that $U(1)$ gauge invariance is preserved in the Hamiltonian under incoherent pumping while it is broken explicitly by a coherent pump.

Let us now turn to dissipation. Spontaneous emission processes originate from the coupling of the cavity mode to the external vacuum modes. This infinite collection of modes act as a Markovian bath of harmonic oscillators. Under appropriate approximation a master equation for the cavity density matrix can be derived by starting from the Liouville-von Neumann equation and tracing over the bath [27]. In contrast with the driving field, dissipation will not be included in the Hamiltonian, since its most important effect is to break the unitarity of the system dynamics. As it is usually the case in quantum optics, the resulting master equation can be cast into a canonical Linblad form and expressed as:

$$
\begin{equation*}
i \partial_{t} \rho_{\text {cav }}=\frac{1}{\hbar}\left[H_{\text {Kerr }+ \text { pump }}, \rho_{\text {cav }}\right]+\frac{i \gamma}{2}\left[2 b \rho_{\text {cav }} b^{\dagger}-b^{\dagger} b \rho_{\text {cav }}-\rho_{\text {cav }} \hbar^{\dagger} b\right] \tag{1.103}
\end{equation*}
$$

where $\gamma$ is the cavity loss rate. The main goal of this thesis is to find the stationary solutions of Eq.(1.103) extended to arrays of cavities.

### 1.2.6 Effective Hamiltonian for nonlinear cavity arrays

At this point we have at our disposal all the necessary ingredients for writing down an effective Hamiltonian and a master equation for the full array of coupled cavities. Photon hopping is allowed by evanescent coupling of neighboring cavities due to their proximity. It is included in the Hamiltonian in the from of:

$$
\begin{equation*}
H_{\mathrm{hop}}=-J \sum_{\langle i, j\rangle} b_{i}^{\dagger} b_{j}, \tag{1.104}
\end{equation*}
$$

where $\langle i, j\rangle$ indicates that the sum runs over first neighbors only. Bringing Eq.(1.104) together with single-cavity Kerr Hamiltonians, we obtain the driven-dissipative Bose-Hubbard model:

$$
\begin{equation*}
H=-\frac{J}{z} \sum_{<i, j>} b_{i}^{\dagger} b_{j}+\sum_{i=1}^{N} \hbar \omega_{c} b_{i}^{\dagger} b_{i}+\sum_{i=1}^{N} \frac{U}{2} b_{i}^{\dagger} b_{i}^{\dagger} b_{i} b_{i}+\sum_{i=1}^{N}\left(F e^{-i \omega_{p} t} b_{i}^{\dagger}+F^{*} e^{i \omega_{p} t} b_{i}\right), \tag{1.105}
\end{equation*}
$$

where $N$ is the number of cavities and $z$ the lattice coordination number (number of nearest neighbors). The corresponding master equation is:

$$
\begin{equation*}
i \partial_{t} \rho=\frac{1}{\hbar}[H, \rho]+\frac{i \gamma}{2} \sum_{i=1}^{N}\left(2 b_{i} \rho b_{i}^{\dagger}-b_{i}^{\dagger} b_{i} \rho-\rho b_{i}^{\dagger} b_{i}\right) \tag{1.106}
\end{equation*}
$$

The first thing to be noticed about Eq.(1.105) is that it is time-dependent. It is convenient to eliminate this time dependence by performing a unitary transformation on the density matrix:

$$
\begin{equation*}
\rho \rightarrow U \rho U^{\dagger} \tag{1.107}
\end{equation*}
$$

where $U=e^{i \omega_{p} t \sum_{i} b_{i}^{\dagger} b_{i}}$. This amounts to writing the density matrix in a frame rotating at the pump frequency $\omega_{p}$. In this rotating frame, the general Linblad form of the master equation remains the same but the Hamiltonian governing the dynamics is now time independent:

$$
\begin{equation*}
H_{r f}=-\frac{J}{z} \sum_{<i, j>} b_{i}^{\dagger} b_{j}-\sum_{i=1}^{N} \hbar \Delta \omega b_{i}^{\dagger} b_{i}+\sum_{i=1}^{N} \frac{U}{2} b_{i}^{\dagger} b_{i}^{\dagger} b_{i} b_{i}+\sum_{i=1}^{N}\left(F b_{i}^{\dagger}+F^{*} b_{i}\right) . \tag{1.108}
\end{equation*}
$$

We have introduced the detuning between the pump the bare cavity frequency $\Delta \omega=\omega_{p}-\omega_{c}$. From now on, we will be exclusively studying this rotating frame Hamiltonian.

Note that the chemical potential $\mu$, which is a key quantity for equilibrium quantum gases, is replaced in this non-equilibrium model by three other parameters, $F, \Delta \omega$ and $\gamma$. This substantially enlarges the parameter space.

Before starting to investigate in details the model described by Eq.(1.108) and Eq.(1.106) (which will be the focus of the remaining chapters), we first discuss some of the most important results regarding nonlinear cavity arrays that have been obtained recently. We begin by presenting the phenomenon that has triggered a lot of these works: the photon blockade.

### 1.3 Photon blockade

A blockade effect analogous to the Coulomb blockade of electrons in mesoscopic quantum dots [54], occurs in a nonlinear optical cavity when the presence of a single photon is sufficient
to inhibit the absorption of a second one. This spectacular effect is therefore one of the most eloquent example of strong quantum correlations in optical systems. In terms of photon emission, it means that in the ideal case, it is impossible for the cavity to emit two photons at the same time. A perfect photon blockade thus yields perfect antibunching, i.e., $g^{(2)}(0)=0$.

### 1.3.1 Photon blockade in Kerr and Jaynes-Cummings Hamiltonians

In an optical system described by the Kerr or Jaynes-Cummings Hamiltonian, the photon blockade originates from a very large photon-photon interaction. In both models, the nonlinearity between the lowest-energy single-photon state and the lowest-energy two-photon state is given by $\left|E_{2}-2 E_{1}\right|$, where $E_{1}$ and $E_{2}$ are the energies of the single-photon and two-photon states respectively. If this energy shift is much larger than the line width $\hbar \gamma$ of the energy levels, an external laser field tuned at the single-photon frequency will not be able to inject a second photon inside the cavity. In the case of the Kerr Hamiltonian, the nonlinearity defined above is given directly by the parameter $U$ and the condition for photon blockade then reads

$$
\begin{equation*}
U /(\hbar \gamma) \gg 1 \tag{1.109}
\end{equation*}
$$

In the Jaynes-Cummings model, this relation becomes $\Omega /(\hbar \gamma) \gg 1$, since in this case the nonlinearity is given by $\Omega(1-\sqrt{2} / 2)$.

Although the principles underlying the photon blockade seem relatively simple, its experimental observation is a real challenge. Indeed, the strength of the effective photon-photon interaction is always the most crucial parameter when discussing experiments on quantum fluids of light and reaching high enough nonlinearities is non trivial. In this context, the theoretical proposal of Imamoglu et al. [55] was an important milestone. Using a more complex model than the ones outlined above they showed that the photon blockade regime could be reached using a gas of 4 -level atoms as a nonlinear medium. Before discussing in more details the mechanism responsible of photon-photon interactions in this proposal, let us mention that, regarding the photon blockade with Jaynes-Cummings nonlinearities, spectacular results have been obtained more recently with superconducting circuits [56] and single atoms in optical cavities [57]. Possible observation of photon blockade in semiconductor microcavities was also proposed by Verger et al.[43].

### 1.3.2 Giant Kerr effect with 4-level atoms

The medium considered by Imamoglu et al. [55] was an assembly of 4-level atoms embedded in a optical cavity. A scheme of the atomic levels is presented in Fig.(1.6). They form a $\Lambda$ shape with one extra level and the frequencies of the $3 \rightarrow 4$ and $1 \rightarrow 3$ transitions are assumed to be close to the cavity frequency. In addition, the $2 \rightarrow 3$ transition is driven by a nonperturbative external laser field. In order to grasp the meaning of this choice let us first go back to the more general phenomenon of Kerr nonlinearities in a standard 3-level system.

Let the atoms under consideration have a ground state $|a\rangle$, an intermediate state $|b\rangle$ and a final state $|c\rangle$. In the most general case, the $|a\rangle \rightarrow|b\rangle$ transition is addressed by a pump laser with a coupling Rabi frequency $\Omega_{p}$ and the $|b\rangle \rightarrow|c\rangle$ transition by a signal field with a coupling frequency $\Omega_{s}$ (see right panel of Fig.(1.6)) In the proposal of Ref.[55], signal and pump fields are in fact the same incident field. The nonlinear susceptibility $\chi^{(3)}$ is deduced from the atomic polarization:

$$
\begin{equation*}
P(t)=\frac{\langle e \mathbf{r}\rangle}{V} \tag{1.110}
\end{equation*}
$$

which is in turn computed by solving the Bloch equations for the atoms perturbatively in the fields. The real part of $\chi^{(3)}$, which is responsible for photon-photon interactions, is given by:

$$
\begin{equation*}
\operatorname{Re}\left[\chi_{3-\mathrm{level}}^{(3)}\right]=\frac{\left|d_{a b}\right|^{2}\left|d_{b c}\right|^{2} \rho}{8 \hbar^{3} \epsilon_{0}} \frac{1}{\Delta \omega_{a b}^{2} \Delta \omega_{b c}} \tag{1.111}
\end{equation*}
$$

where $\rho$ is the atomic density, $d_{a b}$ and $d_{b c}$ the dipole matrix elements of the transitions and $\Delta \omega_{a b}$ and $\Delta \omega_{b c}$ the detuning of the lasers with respect to these transitions.

What we learn from Eq.(1.111) is that in order for the nonlinearity to be high, the detunings should be small. There is however an intrinsic limitation to $\Delta \omega_{a b}$ and $\Delta \omega_{b c}$ : they must be much larger than the transitions width in order to avoid absorption.

It is however possible to overcome this limitation by using the 4 -level system presented above. Indeed, one of the effects of the laser coupling the levels 2 and 3 is a drastic reduction of absorption, known as electromagnetically induced transparency [36]. It is a consequence of an interference effect involving the two states dressed by the external field (see Fig.(1.6), right panel). In this 4-level scheme, the real part of the nonlinear susceptibility is given by:

$$
\begin{equation*}
\operatorname{Re}\left[\chi_{4-\text { level }}^{(3)}\right]=\frac{\left|d_{13}\right|^{2}\left|d_{24}\right|^{2} \rho}{2 \hbar^{3} \epsilon_{0}} \frac{1}{\Omega_{c}^{2} \Delta \omega_{42}} . \tag{1.112}
\end{equation*}
$$



Figure 1.6: Left: Level scheme leading to a giant Kerr effect. Optical transitions $3 \rightarrow 2$ and $3 \rightarrow 1$ are assumed to be resonant. From Ref.[55]. Left: Levels configuration in a ordinary 3-level system (right) and dressed-state representation of the giant Kerr scheme. From Ref.[36].

The two expressions Eq.(1.111) and Eq.(1.112) look very similar, but in the second one, $\Delta \omega_{a b}^{2} / 4$ is replaced with $\Omega_{c}^{2}$. In contrast to the standard 3-level system, it is possible to have $\Omega_{c} \ll \Gamma_{3}$ in a scheme with EIT. This implies that the magnitude of the Kerr nonlinearity can be orders of magnitude larger in the latter case.

As will shall the see at the end of this chapter, this EIT scheme played an important role in the first investigations of many-body phenomena in arrays of coupled nonlinear cavities.

### 1.3.3 Unconventional Photon Blockade

The above presentation of the photon blockade leads to believe that huge nonlinearities are necessary to observe the required quasi-perfect antibunching. It turns out however, that perfect antibunching is also achievable with very weak nonlinearities, provided that we consider not a single cavity but a "molecule" of two coupled cavities.

This "unconventional photon blockade" in photonic molecules was first predicted by Liew and Savona [58]. They considered a two-site version of the driven-dissipative Bose-Hubbard Hamiltonian of Eq.(1.108), but where only one of the two cavities is pumped. As shown in the left panel of Fig.(1.7), quasi-perfect antibunching in the pumped cavity is obtained for optimized values of $U$ and $\Delta \omega$ and for a nonlinearity as small as $U / \gamma \approx 0.08$. An interpretation of this surprising result in term of a quantum interference effect was given
shortly after by Bamba et al. [59]. In this case, the probability of having two photons in the driven cavity is cancelled by the destructive interference of the two paths presented in the right panel of Fig.(1.7). By solving the master equation exactly in the limit of very weak pumping, i.e. $F / \gamma \ll 1$, Bamba et al. provided an analytical formula for the optimal value of the parameters leading to the strongest antibunching:

$$
\begin{align*}
\Delta \omega_{\mathrm{opt}} & \approx-\frac{\gamma}{2 \sqrt{3}}  \tag{1.113}\\
U_{\mathrm{opt}} & \approx \frac{4}{3 \sqrt{3}} \frac{\gamma^{3}}{J^{2}} \tag{1.114}
\end{align*}
$$

where we have used the same notations as in Eqs.(1.105) and (1.108). In view of the potential applications in the design of photonic devices, the unconventional photon blockade has been the focus of several studies in the past few years [60, 19, 61].

Interestingly, it was shown very recently by Lemonde et al that this interference effect could be also viewed as a particular case of optimal amplitude squeezing in a Gaussian state [62].


Figure 1.7: Left: Equal-time second-order correlation functions $g_{i j}^{(2)}(0)=$ $\left\langle b_{i}^{\dagger} b_{j}^{\dagger} b_{i} b_{j}\right\rangle /\left(\left\langle b_{i}^{\dagger} b_{i}\right\rangle\left\langle b_{j}^{\dagger} b_{j}\right\rangle\right)$ as functions of the nonlinearity. Nearly perfect antibunching is obtained for $U / \gamma=0.0856$ The parameters are $\Delta \omega / \gamma=-0.275, J / \gamma=3$ and $F / \gamma=0.01$. Right: Transition paths leading to the quantum interference responsible for the strong antibunching. One path is the direct excitation from $|10\rangle$ to $|20\rangle$, but it is forbidden by the interference with the other path drawn by dotted arrows. From Ref.[59]

### 1.4 Review of recent theoretical results on arrays of nonlinear cavities

The experimental demonstration of the photon blockade and the possibility of achieving large effective photon-photon interactions triggered the theoretical investigation of quantum phase transition in arrays of coupled cavities. For material particles in thermal equilibrium propagating on a lattice (such as cold atoms in an optical lattice), the interplay between on-site repulsion and hopping between neighboring sites is known to give rise to a quantum phase transition between a Mott insulator and a superfluid phase [63]. This transition is predicted by the equilibrium Bose-Hubbard model which will be reviewed in more details in the next chapter. For now let us keep in mind that in a Mott state at integer fillings, particles are well localized on each sites, while they are delocalized on the whole lattice in the superfluid phase. Recovering a similar behavior with photons or polaritons was at the heart of the first studies on cavity arrays.

### 1.4.1 Quasi-equilibrium phase transitions

The first proposals considered the strong coupling of light to 2-level [64, 65] or 4-level atoms [66]. All these works were based on the assumption that dissipation processes in the system do not significantly alter the dynamics on the time scale of realistic experiments.

Neglecting dissipation allowed for the use of the well-tried techniques of equilibrium manybody physics. Following this path, Greentree et al. established the equilibrium mean-field phase diagram of the Jaynes-Cummings-Hubbard model [64]. The photonic coherence was identified as the order parameter of a Mott-insulator-to-superfluid transition with a "lobe" structure that shares many similarities with that of the Bose-Hubbard model (see Fig.(1.9)). Investigating the same phase transition, Hartmann et al. [66] and Angelakis et al. [65] chose a different strategy: by means of exact numerical calculations, they explored the time evolution of a few polaritons in small arrays (3-7 cavities). They were able to characterize the transition by evaluating the fluctuation of the polaritons occupation number as the system parameters varied in time (see Fig.(1.8)). As expected fluctuations are suppressed in the Mott phase and increased when driving into the superfluid phase.

Numerical simulations of large one-dimensional arrays ( $\sim 100$ cavities) performed by Rossini and Fazio [67] confirmed these first results. In particular, the lobe structure of the phase diagram predicted by mean-field theory was recovered (see Fig.(1.9)). Inspired by what had been successfully done for the equilibrium Bose-Hubbard model, they extended


Figure 1.8: Mott-insulator-to-superfluid transition seen from the dynamics of 3 polaritons in 3 cavities. Left: $\log$ plots of the on-site repulsion $\kappa$ and the tunneling rate $J$, linear plot of time-dependent coupling to the driving laser $\Omega_{L}$. Right: Number fluctuations for polaritons in the first cavity $F_{1}=\left\langle n_{1}^{2}\right\rangle-\left\langle n_{1}\right\rangle^{2}$ as a function of time. Bulding-up of fluctuations in the occupation number as $J / \kappa$ is increased is a signature of the phase transition. From [66]
their study to include the effects of disorder and showed the emergence of a glassy photon phase.

In their treatment of light-matter coupling, all the work cited in this section so far are based on the rotating-wave approximation. In the Hamiltonian coupling the electromagnetic field to atoms, all non-resonant terms are discarded. As we have seen above, this leads, in the case of two-level atoms to the Jaynes-Cummings model. This approximation ceases to be valid in the ultra-strong coupling regime, when the Rabi frequency is of the same order as the atomic frequency. In this regime the Jaynes-Cummings model is to be replaced with the quantum Rabi model. The mean-field phase diagram of the Rabi-Hubbard model has been obtained by Schiro et al. [68]. The authors show that the non-resonant terms drastically modified the nature of the phase transition. While in the Jaynes-Cummings model, the total number of excitations (matter excitations + photons) is conserved, only the parity of this number remains a conserved quantity in the Rabi-Hubbard model. As a consequence, the phase transition exhibits a $Z_{2}$ symmetry breaking and is of Ising universality class.


Figure 1.9: Right: Mean-field phase diagram of the Jaynes-Cummings-Hubbard model. Order parameter $\psi=\langle b\rangle$ as a function of the tunneling rate $\kappa$ and the chemical potential $\mu$. From Ref.[64]. Left: DMRG simulations on 1D arrays with $N=2$ atoms per cavities. $\rho$ is the polariton density. The atomic transition frequency is at resonance with the cavity mode. From Ref.[67].

### 1.4.2 Photon Fermionization and Crystalization in Driven-Dissipative models

Soon after the first proposals regarding arrays of nonlinear cavities, it was realized that a better understanding of many-body effects in systems where dissipation could not be neglected would be of great interest. On the one hand driven-dissipative models are undoubtedly relevant in view of experimental implementations with microcavities and superconducting circuits and on the other hand new phenomena may arise from their intrinsic non-equilibrium nature.

The first theoretical study with a full account of driving and dissipation was performed by Carusotto et al. [69]. They considered a one dimensional Hamiltonian similar to Eq.(1.108) with periodic boundary conditions and under homogeneous coherent pumping. When compared with the works on quasi-equilibrium configurations mentioned above, there is a clear change of paradigm. The system is now considered as an optical device characterized by its transmission, and second-order correlation functions. In particular, the energy spectrum is probed by computing the total transmission $\sum_{i}\left\langle b_{i}^{\dagger} b_{i}\right\rangle$ (using same conventions as in Eq.(1.108)) for different pumping frequencies. Peaks in the transmission spectrum are associated with different many-body states containing $n$ particles (see Fig.(1.10)). By means of a Bose-Fermi mapping in the limit of strong interactions $U / J \gg 1$ (hard-core bosons),
and weak pumping $F$, the authors predict in this regime a fermionization of photons and the onset of a Tonks-Girardeau phase. This picture is confirmed by the value of second-order cross and autocorrelation functions.

Closely related results were obtained by Hartmann [70]. Investigating the same system, but with the phase of the laser tuned so as to pump the $\mathbf{k}=\pi / 2$ polariton mode he identified 'polariton crystallization'. Instead of analytical estimates as in [69], his results were based on numerical simulations using time evolving block decimation algorithm for a one-dimensional array of 16 cavities. The concept of photon crystal was later extended to arrays of cavities with cross-Kerr nonlinearities by Jin et al. [71]. To the driven-dissipative Bose-Hubbard Hamiltonian of Eq.(1.108) was added the term: $\sum_{<i, j>} V b_{i}^{\dagger} b_{j}^{\dagger} b_{j} b_{i}$ representing the coupling of cavities by nonlinear elements (see Fig.(1.11)). A mean-field study backed up by numerical simulation on 1D arrays showed a checkerboard ordering of the mean photon density.

A mean-field study of the driven-dissipative Jaynes-Cummings-Hubbard model was performed by Nissen et al [72]. The external laser was tuned so as to pump the bottom of the lower polariton branch. They showed that for weak hopping the photon blockade effect remained present but was destroyed in the strong hopping limit. As the crossover between the two regimes is smooth, no trace of the MI-SF transition was visible. The authors briefly suggested that tunneling induced bistability might occur for high pumping intensities.

In all of the works presented in this subsection, the effects of strong photon-photon interactions are not formulated in terms of a Mott insulator to superfluid phase transition. One of the reason is that the equilibrium phase transition is associated with spontaneous breaking of the Hamiltonian's $U(1)$ symmetry which is explicitly broken when adding a coherent pumping to the system. To circumvent this apparent difficulty while remaining in a driven-dissipative regime with coherent pumping, Tomadin et al. investigated the dynamics of a cavity array excited by a pulsed laser [73]. Momentarily broken for the duration of the excitation pulse which injects photons into the system, the $U(1)$ symmetry is restored afterwards. In what is identified by the authors as a superfluid regime, instabilities in the photonic coherence develop, similarly to what happens with material particles. Most importantly, the change in $g^{(2)}(0)$, from 0 to 1 occurring as the ratio $J / U$ is increased is considered a strong signature of the MI-SF transition (see Fig.(1.10)).


Figure 1.10: Left: photon fermionization in a 1D array. From Ref.[69]. Total transmission spectra as a function of the detuning frequency $\Delta \omega_{p}=\omega_{p}-\omega_{c}$. System of 5 cavities in the impenetrable boson limit $U / J=\infty$, with $J / \gamma=20$. Different curves correspond to increasing values of the pump amplitude $F / \gamma=0.1,0.2,1,2,3$. Vertical dot lines indicate the spectral position of the peaks predicted by the fermionization procedure. Right: MI-SF transition in an array of cavities pumped by a pulsed laser [73]. Time average of $g^{(2)}(0)$ and integral of $\langle b\rangle$ (inset) in the time interval $1 / \gamma<t<2 / \gamma$ for different values of the damping: $\gamma / U=0.02$ (empty circles), 0.01 (filled circles) and 0.005 (triangles), $\Delta \omega=0$. The vertical dashed line marks the critical value of the MI-SF transition for the equilibrium Bose-Hubbard model.

### 1.5 Conclusion

In this chapter, we have introduced the basic concepts and key state-of-the-art literature which are essential to the understanding of this PhD thesis. The remainder of the manuscript is devoted to the study of the driven-dissipative Bose-Hubbard Model. From the short review presented above, we see that the relation between equilibrium and driven-dissipative models is of crucial importance, in particular when discussing the Mott-insulator-to-superfluid phase transition. Defining an equivalent of this transition in the driven-dissipative case, where the $U(1)$ symmetry is explicitly broken and the mean density of particles in the steady-states determined by three parameters, $F, \gamma$ and $\Delta \omega$ instead of the single chemical potential, is not obvious. Consequently, we will begin our investigation in the next chapter by elucidating this question.

Besides, at the time this thesis was started, there was no systematic study of this model for a two-dimensional lattice in the thermodynamical limit. It is therefore on this aspect that


Figure 1.11: (a) An array of cavities described by oscillator modes (red circles) that are coupled via nonlinear elements (crossed boxes). (b), (c) Implementation of its building blocks in circuit QED for one- and two-dimensional lattices. The circuit cavities are represented by a $L C$ circuit with capacitance $C$ and inductance $L$ and mutually coupled through a Josephson nanocircuit, with capacitance $C_{J}$ and Josephson energy $E_{J}$, that generates the on-site and cross-Kerr terms. From Ref.[71].
part of the work presented here is focused. A good start in this direction is to establish the general phase-diagram within the mean-field approximation. This is the aim of Chapter 3.

## Chapter 2

## Equilibrium vs driven-dissipative Bose-Hubbard model

When discussing results on the driven-dissipative Bose-Hubbard model with people from the cold-atom community, a question inevitably arises: "What happens in your model when $F$ and $\gamma$ go both to zero?". In this limit, it should indeed resemble more and more to its better-known equilibrium counterpart. Exploring the regime of weak pumping and weak dissipation seems therefore a good way to clarify the relation between the two models. Before embarking on this investigation, we will review some important results on the equilibrium Bose-Hubbard model.

Originally introduced by Hubbard for the understanding of electron transport in metals [74], its study for bosonic particles was first carried out in 1989 in a seminal paper by Fisher et al. [63]. Using mean-field theory, they predicted the celebrated Mott-insulator-to-superfluid transition that we have already encountered in the preceding chapter. The understanding of this phase transition was subsequently deepened by numerous theoretical studies using various methods, such as the random phase approximation [75], strong-coupling expansions [76, 77, 78] or dynamical mean-field theory [79]. This model gained a renewed interest with the experimental observation of the transition with cold atoms in optical lattices [20]. In particular, the advent of efficient quantum Monte-Carlo algorithms for equilibrium bosonic systems allowed for very accurate numerical simulations [80, 81]. All these works confirmed that the results of mean-field theory were qualitatively correct.

After reviewing the mean-field phase diagram of the equilibrium Bose-Hubbard model, we will extend this approach to the driven-dissipative model and present our results concerning the regime of weak pumping and weak dissipation. Instead of pure Mott insulator states, we find statistical mixtures with the same second-order coherence $g^{(2)}(0)$ as a Fock state with $n$
photons, but a mean photon number of $n / 2$. These mixed states occur when $n$ pump photons have the same energy as $n$ interacting photons inside the nonlinear cavity and survive up to a critical tunneling coupling strength, above which a crossover to classical coherent state takes place. The original results presented in this chapter are published in [22].

### 2.1 Bose-Hubbard model at equilibrium

In this first section we derive the mean-field phase diagram of the equilibrium Bose-Hubbard model. This will give us the opportunity to go over the main features of the Mott-insulator-to-superfluid phase transition and to introduce important methods that will be extended to driven-dissipative systems.

For material particles in thermal equilibrium, the grand-canonical Bose-Hubbard Hamiltonian is the following $(\hbar=1)$ :

$$
\begin{equation*}
H_{e q}=-\frac{J}{z} \sum_{<i, j>} b_{i}^{\dagger} b_{j}+\sum_{i=1}^{N} \frac{U}{2} b_{i}^{\dagger} b_{i}^{\dagger} b_{i} b_{i}-\sum_{i=1}^{N} \mu b_{i}^{\dagger} b_{i} . \tag{2.1}
\end{equation*}
$$

We recognize the parameters $J$ and $U$ introduced previously. As for $\mu$, it denotes the chemical potential. In this thesis, we will only consider the repulsive model, with $U>0$. The physical meaning of $U$ in this context appears more clearly when the repulsion term is written as a function of the number operator $\hat{n}_{i}: \frac{1}{2} b_{i}^{\dagger} b_{i}^{\dagger} b_{i} b_{i}=\frac{1}{2} \hat{n}_{i}\left(\hat{n}_{i}-1\right)$. The right-hand side of this last equation gives the number of pairs of particles at site $i$. The parameter $U$ is thus the energy cost of on-site pair formation.

### 2.1.1 Two simple limits: $J=0$ and $U=0$

As all the interesting physics in this model stems from the competition between the kinetic part of the Hamiltonian governed by $J$ and the on-site repulsion characterized by $U$, it is instructive to look at the two limiting cases $J=0$ and $U=0$.

## Isolated "Hubbard atoms"

For $J=0$, all the sites are decoupled and may be seen as individual "Hubbard atoms". The Hamiltonian reads:

$$
\begin{equation*}
\sum_{i} \frac{U}{2} \hat{n}_{i}\left(\hat{n}_{i}-1\right)-\sum_{i} \mu \hat{n}_{i} \tag{2.2}
\end{equation*}
$$

It is diagonal in real space. At zero temperature, the ground state is therefore a tensor product of the form:

$$
\begin{equation*}
|\psi\rangle_{M I}=\bigotimes_{i}|\bar{n}\rangle_{i} \tag{2.3}
\end{equation*}
$$

where $\bar{n}$ is the number of particles per site, whose value is fixed by the chemical potential $\mu$. The energy of each Hubbard atom is:

$$
\begin{equation*}
E_{n}^{(0)}=-\mu n+\frac{1}{2} n(n-1) U \tag{2.4}
\end{equation*}
$$

Thus the ground state in the atomic limit is a so called Mott insulator, with the particles perfectly localized on each site and without any fluctuations in the occupation number. It is useful to compute the energy required, in such a state, for a particle to move from one site to the next:

$$
\begin{align*}
\Delta E & =E(n+1)+E(n-1)-2 E(n) \\
& =\frac{U}{2}(n(n+1)+(n-1)(n-2)-2 n(n-1))  \tag{2.5}\\
& =U \tag{2.6}
\end{align*}
$$

This confirms the physical interpretation of $U$ given above.

## Freely propagating particles

In the opposite case where $U=0$ the Hamiltonian becomes:

$$
\begin{equation*}
-\frac{J}{z} \sum_{<i, j>} b_{i}^{\dagger} b_{j}-\sum_{i=1}^{N} \mu \hat{n}_{i} \tag{2.7}
\end{equation*}
$$

It is not diagonal in real space anymore, but it is in reciprocal space. The ground state is then a state with all the particles condensed in the one-particle zero-momentum state $|k=0\rangle$. In real space, the state of the system reads:

$$
\begin{equation*}
|\psi\rangle_{S F}=\frac{1}{\sqrt{N!}}\left(\frac{1}{\sqrt{M}} \sum_{i=1}^{N} b_{i}^{\dagger}\right)^{N}|0\rangle \tag{2.8}
\end{equation*}
$$

where $N$ is the total number of particles and $M$ the number of lattice sites. It is clear from the expression for $|\psi\rangle_{S F}$ that in this state, contrary to the preceding case, particles are delocalized on the entire lattice and that on a given lattice site, the number of particles fluctuates.

It is interesting to notice that in the thermodynamical limit $N \rightarrow \infty$, the state $|\psi\rangle_{S F}$ can be approximately written as a tensor product of coherent states on each site [82]:

$$
\begin{equation*}
|\psi\rangle_{S F} \approx \bigotimes_{i}|\alpha\rangle_{i} \tag{2.9}
\end{equation*}
$$

the parameter $\alpha$ being the same on each site, and such that $|\alpha|^{2}$ is equal to the mean particle density.

### 2.1.2 Mean-field phase diagram

Equations (2.3) and (2.9) indicate that in both limits $J=0$ and $U=0$, the ground state is factorized, that is, a tensor product of single-site states. This encourages to try a variational approach to the general problem [83]. Let us assume that the total ground state takes the form of a Gutzwiller ansatz:

$$
\begin{equation*}
|\psi\rangle_{G S}=\bigotimes_{i=1}^{N}|\phi\rangle . \tag{2.10}
\end{equation*}
$$

The problem is then reduced to finding the state $|\phi\rangle$ that minimizes the energy. The virtue of this approximation is that it reduces the original many-body problem to a single-site problem. The effective Hamiltonian $H_{m f}$ for $|\phi\rangle$ is derived by injecting Eq.(2.10) into the general Schrödinger equation and projecting it on a single site. This procedure is actually equivalent to a decoupling of the sites directly inside the total Hamiltonian $H_{e q}$. Indeed, the approximation:

$$
\begin{equation*}
b_{i}^{\dagger} b_{j} \approx\left\langle b_{i}^{\dagger}\right\rangle b_{j}+\left\langle b_{j}\right\rangle b_{i}^{\dagger}-\left\langle b_{i}^{\dagger}\right\rangle\left\langle b_{j}\right\rangle, \tag{2.11}
\end{equation*}
$$

which is typical of mean-field theories, yields the same effective single-site Hamiltonian, namely:

$$
\begin{equation*}
H_{m f}=-\mu b^{\dagger} b+\frac{U}{2} b^{\dagger} b^{\dagger} b b-J\langle b\rangle^{*} b-J\langle b\rangle b^{\dagger} . \tag{2.12}
\end{equation*}
$$

From here, the idea is to start from the ground state at $J=0$ and to treat the source term due to the hopping appearing in Eq.(2.12) as a perturbation.

Let $n$ be an integer such that $\mu / U \in[n-1, n]$. As seen in the previous subsection, the ground state is $|n\rangle$, with the corresponding energy $E_{n}^{(0)}$. Since our primary goal is to write a self-consistent equation for $\langle b\rangle$, we need to determine the perturbed eigenstates $\left|\phi_{n}\right\rangle$ and compute $\left\langle\phi_{n}\right| b\left|\phi_{n}\right\rangle$. Operators $b$ and $b^{\dagger}$ only couple $|n\rangle$ to $|n-1\rangle$ and $|n+1\rangle$ respectively. At first order, the expansion of $\left|\phi_{n}\right\rangle$ in the unperturbed Fock basis is therefore:

$$
\begin{equation*}
\left|\phi_{n}\right\rangle=c_{n-1}|n-1\rangle+c_{n}|n\rangle+c_{n+1}|n+1\rangle, \tag{2.13}
\end{equation*}
$$

and the expression for $\langle b\rangle$ is:

$$
\begin{equation*}
\left\langle\phi_{n}\right| b\left|\phi_{n}\right\rangle=\sqrt{n} c_{n} c_{n-1}^{*}+\sqrt{n+1} c_{n+1} c_{n}^{*} \tag{2.14}
\end{equation*}
$$

The coefficients $c_{k}$ are given by usual time-independent perturbation theory:

$$
\begin{align*}
c_{n} & =1+O\left(J^{2}|\langle b\rangle|^{2}\right),  \tag{2.15}\\
c_{n-1} & =\frac{-J\langle b\rangle^{*}\langle n-1| b|n\rangle}{E_{n}^{(0)}-E_{n-1}^{(0)}}=\frac{-J\langle b\rangle^{*} \sqrt{n}}{-\mu+(n-1) U},  \tag{2.16}\\
c_{n+1} & =\frac{-J\langle b\rangle\langle n+1| b^{\dagger}|n\rangle}{E_{n}^{(0)}-E_{n+1}^{(0)}}=\frac{-J\langle b\rangle \sqrt{n+1}}{\mu-n U} . \tag{2.17}
\end{align*}
$$

Injecting the above expressions into Eq.(2.13) yields the following self-consistent equation for $\langle b\rangle$ :

$$
\begin{equation*}
\langle b\rangle=J\langle b\rangle\left(\frac{n}{\mu-(n-1) U}+\frac{n+1}{n U-\mu}\right) . \tag{2.18}
\end{equation*}
$$

We see that a non-zero solution for $\langle b\rangle$ may exist only if the relation:

$$
\begin{equation*}
J\left(\frac{n}{\mu-(n-1) U}+\frac{n+1}{n U-\mu}\right)=1 \tag{2.19}
\end{equation*}
$$

is satisfied. Expression (2.19) is actually an implicit equation for the boundary between the two phases: at small $J$ the only solution is $\langle b\rangle=0$. This last equality holds until $J$ reaches a critical value given by Eq.(2.19). A plot for $n=1,2,3$ is presented on Fig.(2.1).


Figure 2.1: Mean-field phase diagram of the equilibrium Bose-Hubbard model. Inside each lobe, the ground state is a Mott insulator (marked "MI"), with a definite number of particle on each site ( $n=1,2,3$ ). Outside of the lobes, the state is superfluid (marked "SF").

It is convenient to study the phase diagram in the $(\mu / U, J / U)$-plane and write $\tilde{J}=J / U$ ; $\tilde{\mu}=\mu / U$. Equation (2.19) expressed in terms of these normalized variables can be written as:

$$
\begin{equation*}
\tilde{J}=\frac{(\tilde{\mu}-n+1)(n-\tilde{\mu})}{\tilde{\mu}+1} \tag{2.20}
\end{equation*}
$$

The maximal value of $J$ on the boundary is given by the condition $\frac{d \tilde{J}}{d \tilde{\mu}}=0$. This yields:

$$
\begin{gather*}
\tilde{\mu}_{m}=\sqrt{n(n+1)}-1  \tag{2.21}\\
\tilde{J}_{m}=\frac{1}{(\sqrt{n}+\sqrt{n+1})^{2}} \tag{2.22}
\end{gather*}
$$

Note that $\tilde{\mu}_{m}<n-1 / 2$, which reflects the fact that the lobes are not symmetric with respect to $\mu=n-1 / 2$. Besides, Eq.(2.22) indicates that the size of the lobe shrinks as $n$ increases.

### 2.2 Driven-dissipative model under weak pumping and weak dissipation

While keeping in mind the results at equilibrium, we now turn to the driven-dissipative case. We recall that the Hamiltonian under consideration (in the rotating frame) is the following:

$$
\begin{equation*}
H_{r f}=-\frac{J}{z} \sum_{<i, j>} b_{i}^{\dagger} b_{j}-\sum_{i=1}^{N} \hbar \Delta \omega b_{i}^{\dagger} b_{i}+\sum_{i=1}^{N} \frac{U}{2} b_{i}^{\dagger} b_{i}^{\dagger} b_{i} b_{i}+\sum_{i=1}^{N}\left(F b_{i}^{\dagger}+F^{*} b_{i}\right) \tag{2.23}
\end{equation*}
$$

and that the dynamics is given by the master equation (1.106), characterized by a dissipation rate $\gamma$. In addition, we assume that $F$ and $\gamma$ are both very small when compared with the detuning $\Delta \omega$. Without any loss of generality, we will also assume that $F$ is real. The way to proceed in order to find the steady-states will be the same as in the previous section: we consider first the case of an isolated cavity with $J=0$ and then treat the coupling between sites within the mean-field approximation.

### 2.2.1 Single cavity: Analytical solution

At equilibrium, we have seen that the ground state of an isolated site is a pure Fock state $|n\rangle$, with $n$ fixed by the value of the chemical potential. If we are to find some sort of equivalent in the driven-dissipative case, we must look for steady-states with a mean photon density $\left\langle b^{\dagger} b\right\rangle \geq 1$. Since photon always have to be injected inside the cavity, and since in the present case the coupling to the external field is assumed to be very weak, the only way to have $\left\langle b^{\dagger} b\right\rangle \geq 1$ is to be at resonance with multiphotonic absorption processes.

## Multiphotonic resonances

Absorption of photons is resonantly enhanced when $n$ incident laser photons have the same energy as $n$ photons inside the cavity. In the case of the Kerr Hamiltonian considered so far, it means: $n \omega_{p}=n \omega_{c}+U n(n-1) / 2$. Expressed in terms of the pump-cavity detuning, this relation reads:

$$
\begin{equation*}
\frac{U}{\Delta \omega}=\frac{2}{n-1} \tag{2.24}
\end{equation*}
$$

This energy matching condition can be satisfied for $n>1$ only if $\Delta \omega>0$. If the pump is resonant with the bare cavity frequency, i.e $\Delta \omega=0$, only single photons can be absorbed resonantly. There is no relation between $U$ and $\Delta \omega$ in this case and the density matrix is found by expanding the master equation in powers of $F / U$ and $\gamma / U$. In the following, we will focus on the more interesting case of multiphotonic resonances $(n>1)$ and assume $\Delta \omega>0$.

For simplicity, let us first look at the two-photon resonance $(U=2 \Delta \omega)$. It appears that in the rotating frame, the vacuum $|0\rangle$ has the same energy as the two photon-state $|2\rangle$ in the absence of driving. This degeneracy is lifted by the coupling to the external field whose effect on the dynamics can be understood qualitatively in the following way. Suppose that at time $t=0$ the intra-cavity field is in the vacuum state $|0\rangle$. Since the vacuum is no longer an eigenstate of the rotating-frame Hamiltonian, but a linear combination of eigenstates $\frac{1}{\sqrt{2}}(|0\rangle+|2\rangle)$ and $\frac{1}{\sqrt{2}}(|0\rangle-|2\rangle)$, the cavity field will start to oscillate between $|0\rangle$ and $|2\rangle$. These Rabi oscillations will take place until the occurrence of a quantum jump, due to cavity losses. After the emission of a first photon out of the cavity, the field is projected into the state $|1\rangle$ and it is only after the emission of a second photon that it returns to vacuum. In that sense, the two-photon absorption process results, as expected, in the emission of a photon "pair" out of the cavity. Since the single-photon state has a decay rate $\gamma$, the time between emission of photons from the same pair will be of the order of $1 / \gamma$.

If the frequency splitting between the two quasi-degenerate eigenstates is much smaller than the dissipation rate, i.e. $F^{2} / \Delta \omega \ll \gamma$, the field will not have time to oscillate and will stay mostly in the vacuum state. In this low density regime, the average time required to absorb a photon pair is much larger that the single-photon decay time $1 / \gamma$. Therefore, photons will appear strongly bunched when compared with coherent light of the same intensity.

The time between successive pairs decreases with decreasing dissipation and photon bunching eventually disappears for $F^{2} / \Delta \omega \gg \gamma$. We will see quantitatively in the following that the emitted light is even antibunched in this limit. Similar photon correlations
have also been predicted for the two-photon resonance of the Jaynes-Cummings model [84].

More quantitative results can be obtained by solving the master equation explicitly. To fully grasp the effect of the resonance, we will assume that $F / \Delta \omega \gg \gamma / \Delta \omega$. We will work is the basis formed by the eigenstates of the total Hamiltonian (up to the lowest order in $F / \Delta \omega)$, given by:

$$
\begin{align*}
|a\rangle & =\frac{1}{\sqrt{2}}(|0\rangle+|2\rangle)  \tag{2.25}\\
|b\rangle & =\frac{1}{\sqrt{2}}(|0\rangle-|2\rangle)  \tag{2.26}\\
|c\rangle & =|1\rangle
\end{align*}
$$

Since the driving term only couples Fock states $|m\rangle$ to $|m \pm 1\rangle$, the coupling of $|0\rangle$ and $|2\rangle$ is of order 2. The energies given by second-order perturbation theory are:

$$
\begin{align*}
E_{a} & \simeq \frac{F^{2}}{\Delta \omega}(1+\sqrt{2})  \tag{2.27}\\
E_{b} & \simeq \frac{F^{2}}{\Delta \omega}(1-\sqrt{2})  \tag{2.28}\\
E_{c} & \simeq-\Delta \omega \tag{2.29}
\end{align*}
$$

As expected, the energy splitting between states $|a\rangle$ and $|b\rangle$ is proportional to $(F / \Delta \omega)^{2}$. In the "dressed-state" basis, the dissipative term of the master equation couples populations and coherences of the density matrix. However, in the lowest order in $F / \Delta \omega$ and $\gamma / \Delta \omega$, the coefficients $\rho_{a c}$ and $\rho_{b c}$ vanish. The master equation in this basis reads:

$$
\begin{align*}
\partial_{t} \rho_{a a} & =\gamma\left[\frac{1}{2} \rho_{c c}-\rho_{a a}+\frac{1}{2}\left(\rho_{a b}+\rho_{b a}\right)\right],  \tag{2.30}\\
\partial_{t} \rho_{b b} & =\gamma\left[\frac{1}{2} \rho_{c c}-\rho_{b b}+\frac{1}{2}\left(\rho_{a b}+\rho_{b a}\right)\right],  \tag{2.31}\\
\partial_{t} \rho_{a b} & =\Delta \omega\left[\left(-i 2 \sqrt{2} \frac{F^{2}}{\Delta \omega^{2}}-\frac{\gamma}{\Delta \omega}\right) \rho_{a b}+\frac{\gamma}{2 \Delta \omega}\right],  \tag{2.32}\\
\partial_{t} \rho_{c c} & =\gamma\left[\rho_{a a}+\rho_{b b}-\rho_{c c}-\left(\rho_{a b}+\rho_{b a}\right)\right] . \tag{2.33}
\end{align*}
$$

The stationary value for $\rho_{a b}$ is then:

$$
\begin{equation*}
\rho_{a b}=\frac{1}{2} \frac{1}{1+\frac{i 2 \sqrt{2} F^{2}}{\gamma \Delta \omega}}, \tag{2.34}
\end{equation*}
$$

giving:

$$
\begin{equation*}
\rho_{a b}+\rho_{b a}=\frac{1}{1+\frac{8 F^{4}}{\gamma^{2} \Delta \omega^{2}}}=\xi . \tag{2.35}
\end{equation*}
$$

All the other coefficients along with the observables can be expressed as functions of the parameter $\xi$. Namely, we have:

$$
\begin{align*}
& \rho_{11}=\rho_{c c}=\frac{1}{2}(1-\xi)  \tag{2.36}\\
& \rho_{a a}=\rho_{b b}=\frac{1}{4}(1+\xi)  \tag{2.37}\\
& \rho_{22}=\frac{1}{2}\left(\rho_{a a}+\rho_{b b}\right)-\frac{1}{2}\left(\rho_{a b}+\rho_{b a}\right)=\frac{1}{4}(1-\xi) . \tag{2.38}
\end{align*}
$$

Once we have computed the steady-state density matrix, relevant observables are readily accessible. As stated in the previous chapter, of particular interest are the mean photon density and $g^{(2)}(0)$. They are given by

$$
\begin{align*}
\left\langle b^{\dagger} b\right\rangle & =1-\xi  \tag{2.39}\\
g^{(2)}(0) & =\frac{1}{2(1-\xi)} \tag{2.40}
\end{align*}
$$

Before discussing these results any further, let us mention that we have checked the validity of these two expressions by comparing them with exact formulas (obtained using a $P$-representation for the density matrix), that are to be presented in the next chapter. Anticipating these more general results, Fig.(2.2) shows the mean photon density and $g^{(2)}(0)$, plotted as a function of $\xi$ for $F / \Delta \omega=10^{-2}$. In order to stay in the domain of validity of Eqs.(2.39) and (2.40), $\gamma / \Delta \omega$ is ranging from $\frac{F^{2}}{10 \Delta \omega^{2}}$ to $\frac{F}{5 \Delta \omega}$. In these conditions, the approximations underlying the derivation are justified and the above expressions are very accurate.

Let us now look at the two limits $\frac{F^{2}}{\gamma \Delta \omega} \ll 1$ and $\frac{F^{2}}{\gamma \Delta \omega} \gg 1$. They correspond to $\xi \rightarrow 1$ and $\xi \rightarrow 0$ respectively. In the first case, the photon density goes to zero as expected, and $g^{(2)}(0)$ diverges. In the other limit, the field is in a statistical mixture of three states and the density matrix in Fock space is:

$$
\begin{equation*}
\rho=\frac{1}{4}|0\rangle\langle 0|+\frac{1}{2}|1\rangle\langle 1|+\frac{1}{4}|2\rangle\langle 2| . \tag{2.41}
\end{equation*}
$$

The photon density is then equal to one and $g^{(2)}(0)=0.5$. Note that these results are consistent with the qualitative picture outlined at the beginning of this section. The emission of photon pairs manifests itself through photon superbunching in the low-density regime (limit $\frac{F^{2}}{\gamma \Delta \omega} \ll 1$ ), and through photon antibunching for higher density (limit $\frac{F^{2}}{\gamma \Delta \omega} \gg 1$ ). Furthermore, the state obtained for $\xi \rightarrow 0$ is highly nonclassical and the closest to a Fock state that one can hope for in this context.

This study of the two-photon resonance also shows that one must be careful in discussing the limit $\frac{F}{\Delta \omega}, \frac{\gamma}{\Delta \omega} \ll 1$ as the system behavior varies qualitatively depending on the ratio $\frac{F^{2}}{\gamma \Delta \omega}$.



Figure 2.2: Results for a single cavity. Left panel: real (continuous blue line) and imaginary part (dotted-dashed red line), of the bosonic coherence $\langle b\rangle$ plotted vs $\xi$ for $F / \Delta \omega=10^{-2}$. The corresponding values of $\gamma / \Delta \omega$ range from $\frac{F^{2}}{10 \Delta \omega^{2}}$ to $\frac{F}{5 \Delta \omega}$. Lines are the result of exact $P$-representation calculations while markers correspond to the simplified expression of Eq. (2.81). Right panel: mean photon density $\left\langle b^{\dagger} b\right\rangle$ (continuous blue line) and $g^{(2)}(0)$ (red dashed-dotted line), vs. $\xi$. Same conditions and conventions as in the other panel.

As one might expect, these results are not limited to $n=2$. The next paragraph is devoted to the general case with $n>2$.

## Generalized Fock states

In the case of $n$-photon resonance, the coupling between $|0\rangle$ and $|n\rangle$ is of the order $n$ in $F$ and the energy splitting proportional to $F^{n} / \Delta \omega^{n-1}$. In what follows we show that a state similar to Eq.(2.41) may be obtained in the limit $\frac{F^{n}}{\gamma \Delta \omega^{n-1}} \gg 1$.

The first thing to notice is that for $n>2$, not only are the two states $|0\rangle$ and $|n\rangle$ degenerate in the absence of driving, but it is also true for all the states $|k\rangle,|q\rangle$ with $k+q=n$. Instead of the two states $|a\rangle$ and $|b\rangle$ of Eq.(2.25), we have several pairs $\left|a_{k}\right\rangle$, $\left|b_{k}\right\rangle$ mixing $|k\rangle$ and $|n-k\rangle$. Before writing an explicit expression for the master equation in the dressed basis, a few conclusions on the general structure of the equations can be drawn solely from the fact that the Hamiltonian is diagonal in this basis.

In particular, generalizing Eqs.(2.30-2.33), we can write the master equation in the
dressed basis in the following way:

$$
\begin{align*}
& i \partial_{t} \rho_{j j}=\gamma \sum_{p q} \alpha_{p q}^{j} \rho_{p q}  \tag{2.42}\\
& i \partial_{t} \rho_{i j}=\left(E_{i}-E_{j}\right) \rho_{i j}+\gamma \sum_{p q} \beta_{p q}^{i j} \rho_{p q} \tag{2.43}
\end{align*}
$$

where $i, j, p, q \in\left\{a_{1}, b_{1}, a_{2}, b_{2} \ldots a_{k}, b_{k} \ldots\right\}, E_{i}, E_{j}$ are the energy levels of the rotating-frame Hamiltonian and $\alpha_{p q}^{j}, \beta_{p q}^{i j}$ are generic coefficients. From the second equation we conclude that coherences vanish in the steady-states. Indeed the smallest value for $E_{i}-E_{j}$ is the energy splitting between eigenstates inside the subspace $\{|0\rangle,|n\rangle\}$. As a consequence, in the limit $\frac{F^{n}}{\gamma \Delta \omega^{n-1}} \gg 1$, the difference $E_{i}-E_{j}$ is always much larger than $\gamma$ and the stationary value for $\rho_{i j}$ goes to zero.

Taking this last result into account, the only stationary equations that remain to be solved contain only populations and may be written as:

$$
\begin{equation*}
\sum_{q} \alpha_{q q}^{j} \rho_{q q}=0 \tag{2.44}
\end{equation*}
$$

Notice that in this expression, neither $\gamma$ nor $F$ appears explicitly.
To go further we need to find the coefficients $\alpha_{q q}^{j}$, which depend on the basis $\left\{\left|a_{k}\right\rangle,\left|b_{k}\right\rangle\right\}$. In the following we show that the expression for the two-photon resonance can be readily extended to the general case. Namely, the perturbed eigenstates, up to the lowest order in $F$, are:

$$
\begin{align*}
\left|a_{k}\right\rangle & =\frac{1}{\sqrt{2}}(|k\rangle+|n-k\rangle)  \tag{2.45}\\
\left|b_{k}\right\rangle & =\frac{1}{\sqrt{2}}(|k\rangle-|n-k\rangle) \tag{2.46}
\end{align*}
$$

for $k$ integer and $0 \leq k \leq n / 2$.
In its general formulation the problem of finding these eigenstates is solved by means of time-independent perturbation theory with degenerate levels. To find energies, and the corresponding eigenstates, one has to solve the so-called secular equation in each of the degenerate subspaces [85]. More precisely, the energies are solutions of:

$$
\begin{equation*}
\operatorname{det}\left[E P-h_{e f f}(E)\right]=0 \tag{2.47}
\end{equation*}
$$

where $P$ is the projector onto the considered subspace and $h_{\text {eff }}$ is the effective Hamiltonian inside the subspace, given by:

$$
\begin{equation*}
h_{e f f}=P H P+P V Q \frac{Q}{E Q-H Q} Q V P \tag{2.48}
\end{equation*}
$$

Here we have introduced the projector $Q=1-P$, and the perturbation operator $V=F\left(b^{\dagger}+\right.$ $b)$. We do not need to solve Eq.(2.47) completely to find the expression for the eigenstates. In particular, it is sufficient for our purpose to show that the effective Hamiltonian for each subspace has the form:

$$
h_{e f f}=\left(\begin{array}{cc}
D & g  \tag{2.49}\\
g & D
\end{array}\right)
$$

Indeed, such a matrix has eigenvectors similar to those of Eqs.(2.45)-(2.46).
Since the unperturbed Hamiltonian has only real matrix elements and $F$ is assumed to be real, $h_{e f f}$ is a real matrix. It is also symmetric by definition. The only thing left to do is therefore to show that the two diagonal elements are equal. We are only interested in the leading terms in the expansion in powers $F$, which for the diagonal elements $D_{k}$ and $D_{n-k}$ are of second order and given by [86]:

$$
\begin{align*}
D_{k} & =\sum_{n \neq k} \frac{|\langle k| V| n\rangle\left.\right|^{2}}{E_{k}^{(0)}-E_{n}^{(0)}} \\
& =\frac{(k+1) F^{2}}{\Delta \omega-k U}+\frac{k F^{2}}{-\Delta \omega+(k-1) U} \tag{2.50}
\end{align*}
$$

Recalling the energy matching condition: $U / \Delta \omega=2 /(n-1)$ we find:

$$
\begin{equation*}
D_{k}=\frac{-(n+1) F^{2}}{\Delta \omega(n-2 k-1)(2 k-n-1)} \tag{2.51}
\end{equation*}
$$

which satisfies the symmetry condition:

$$
\begin{equation*}
D_{k}=D_{n-k} \tag{2.52}
\end{equation*}
$$

thereby showing that the effective Hamiltonian is of the form of Eq.(2.49). From this we conclude that the eigenstates of the full Hamiltonian, in the lowest order in $F$, are given by Eq.(2.45) and Eq.(2.46).

The last step is to write an explicit equation for stationary populations in the basis $\left\{\left|a_{k}\right\rangle,\left|b_{k}\right\rangle, \ldots\right\}$. For simplicity, we will assume that $n$ is odd, so that there is no nondegenerate singlet, but the same reasoning is valid also for even values of $n$. Projecting the master equation in the dressed basis and assuming that coherences vanish, we find:

$$
\begin{align*}
& n \rho_{a_{k} a_{k}}-\frac{k+1}{2}\left(\rho_{a_{k+1} a_{k+1}}+\rho_{b_{k+1} b_{k+1}}\right)-\frac{n-k+1}{2}\left(\rho_{a_{k-1} a_{k-1}}+\rho_{b_{k-1} b_{k-1}}\right)=0  \tag{2.53}\\
& n \rho_{b_{k} b_{k}}-\frac{k+1}{2}\left(\rho_{a_{k+1} a_{k+1}}+\rho_{b_{k+1} b_{k+1}}\right)-\frac{n-k+1}{2}\left(\rho_{a_{k-1} a_{k-1}}+\rho_{b_{k-1} b_{k-1}}\right)=0 \tag{2.54}
\end{align*}
$$

In this form, these equations are valid from $k=0$ to $k=\frac{n-1}{2}-1$. A last equation is provided by the normalization condition $\operatorname{Tr}[\rho]=1$. We see that $a_{k}$ and $b_{k}$ play symmetric roles for all $k$. We have therefore:

$$
\begin{equation*}
\rho_{a_{k} a_{k}}=\rho_{b_{k} b_{k}} \tag{2.55}
\end{equation*}
$$

After this simplification, we are left with only one recurrence relation. The solution, up to a normalization constant, is provided by the binomial coefficients:

$$
\begin{equation*}
\rho_{a_{k} a_{k}}=\rho_{b_{k} b_{k}}=\frac{1}{2^{n}} \frac{n!}{k!(n-k)!}=\frac{1}{2^{n}}\binom{n}{k} \tag{2.56}
\end{equation*}
$$

Since all non-diagonal coefficients of the density matrix vanish in the dressed basis, the populations in Fock space are given by:

$$
\begin{equation*}
\langle k| \rho|k\rangle=\frac{1}{2}\left(\rho_{a_{k} a_{k}}+\rho_{b_{k} b_{k}}\right)=\frac{1}{2^{n}}\binom{n}{k} \tag{2.57}
\end{equation*}
$$

Besides, it is clear that coherences between state $|n\rangle$ and $|m\rangle$ that do not belong to the same subspace will vanish. As for coherences between $|k\rangle$ and $|n-k\rangle$, we have:

$$
\begin{equation*}
\langle k| \rho|n-k\rangle=\frac{1}{2}\left(\rho_{a_{k} a_{k}}-\rho_{b_{k} b_{k}}\right)=0 . \tag{2.58}
\end{equation*}
$$

Hence, the density matrix is also diagonal in Fock space.
In conclusion, a state similar to Eq.(2.41) may be obtained in the limit $\frac{F^{n}}{\gamma \Delta \omega^{n-1}} \gg 1$ and the corresponding density matrix is:

$$
\begin{equation*}
\rho^{(n)}=\frac{1}{2^{n}} \sum_{k=0}^{n}\binom{n}{k}|k\rangle\langle k| \tag{2.59}
\end{equation*}
$$

The state of Eq.(2.59) is characterized by:

$$
\begin{align*}
\left\langle b^{\dagger} b\right\rangle & =\frac{n}{2}  \tag{2.60}\\
g^{(2)}(0) & =1-\frac{1}{n} \tag{2.61}
\end{align*}
$$

Note that the value of $g^{(2)}(0)$ is the same as in the $n^{\text {th }}$-lobe of the equilibrium model (pure Fock state with $n$ photons). For this reason, we have called the mixed states of Eq.(2.59) "generalized Fock states". From the point of view of photon statistics, these states are nonclassical. However, their Wigner function has no negative part, as we will see in the following. Before getting into the details of Wigner function calculations, we emphasize that Eq.(2.592.61) also apply to $n=1(\Delta \omega=0)$, in the limit $F / U \rightarrow 0$ and $\gamma / F \rightarrow 0$.

The Wigner transform is a way to map quantum mechanical Hermitian operators to real functions in phase space. When applied to the density matrix it gives the Wigner function. This function is a quasi-probability distribution over phase space. The occurrence of negative values is usually associated with "quantumness". the Wigner function is defined as follows [87]:

$$
\begin{equation*}
W(\beta)=\frac{1}{\pi} \operatorname{Tr}\left[\rho D(\beta)(-1)^{b^{\dagger} b} D(\beta)^{-1}\right], \tag{2.62}
\end{equation*}
$$

where $D(\beta)$ is the displacement operator, which transforms the vacuum state $|0\rangle$ into a coherent state $|\beta\rangle$ :

$$
\begin{equation*}
D(\beta)|0\rangle=e^{\left(\beta b^{\dagger}-\beta^{*} b\right)}|0\rangle=|\beta\rangle \tag{2.63}
\end{equation*}
$$

Defined in this way, the Wigner function satisfies the normalization condition:

$$
\begin{equation*}
\int W(\beta) d^{2} \beta=1 \tag{2.64}
\end{equation*}
$$

We see from Eq.(2.62) that the Wigner transform is linear in $\rho$. Since the density matrix $\rho^{(n)}$ in Eq.(2.59) is a linear combination of pure Fock states, its Wigner function is a linear combination of Fock states' Wigner functions. The Wigner function of a Fock state with $n$ photons is given by [88]:

$$
\begin{equation*}
W(\beta)=\frac{2}{\pi}(-1)^{n} L_{n}\left(4|\beta|^{2}\right) e^{-2|\beta|^{2}} \tag{2.65}
\end{equation*}
$$

with $L_{n}(x)$ the $n^{\text {th }}$ Laguerre polynomial:

$$
\begin{equation*}
L_{n}(x)=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \frac{x^{k}}{k!} \tag{2.66}
\end{equation*}
$$

The Wigner function of $\rho^{(n)}$ is therefore of the form $\frac{2}{\pi} e^{-2|\beta|^{2}} P\left(4|\beta|^{2}\right)$, with $P$ the polynomial:

$$
\begin{equation*}
P(x)=\frac{1}{2^{n}} \sum_{k=0}^{n} \sum_{q=0}^{k}(-1)^{k+q}\binom{n}{k}\binom{k}{q} \frac{x^{q}}{q!} \tag{2.67}
\end{equation*}
$$

Inverting the two summations and writing binomials coefficients explicitly we find:

$$
\begin{equation*}
P(x)=\frac{1}{2^{n}} \sum_{q=0}^{n}(-1)^{q} \frac{x^{q}}{q!} \sum_{k=q}^{n}(-1)^{k} \frac{n!}{(n-k)!(k-q)!q!} \tag{2.68}
\end{equation*}
$$

This last expression can be simplified by rewriting the sum over $k$ as a sum over $k^{\prime}=n-k$. The binomial coefficients $\binom{n}{q}$ and $\binom{n-q}{k^{\prime}}$ naturally arise in the process and we get:

$$
\begin{equation*}
P(x)=\frac{1}{2^{n}} \sum_{q=0}^{n}(-1)^{n+q}\binom{n}{q} \frac{x^{q}}{q!} \sum_{k^{\prime}=0}^{q}(-1)^{k^{\prime}}\binom{n-q}{k^{\prime}} . \tag{2.69}
\end{equation*}
$$

The second sum, over $k^{\prime}$, is non zero only if $q=n . P(x)$ then reduces to a single monomial and its final expression is:

$$
\begin{equation*}
P(x)=\frac{x^{n}}{2^{n} n!} \tag{2.70}
\end{equation*}
$$

The Wigner function for $\rho^{(n)}$ is then:

$$
\begin{equation*}
W(\beta)=\frac{2^{n+1}|\beta|^{2 n}}{\pi n!} e^{-2|\beta|^{2}} \tag{2.71}
\end{equation*}
$$

Note that this function has its maximum for $|\beta|^{2}=n / 2$, which is consistent with the fact that the mean photon number is $n / 2$ in such a state. An interesting property of Eq.(2.71) is that it is always positive. The effect of the statistical mixture is to suppress all the negative values present in each of the individual Fock states' Wigner functions. Interestingly these states are quantum in terms of photon statistics $\left.\left(g^{(2}\right)(0)<1\right)$ but their Wigner function does not take negative values. An example of Wigner function for pure and generalized Fock states is shown on Fig.(2.3).

## Driving out of multiphotonic resonances.

In the case where multiphotonic absorption processes are non resonant, the mean photon number is expected to be very low. In such conditions, the density matrix can be approximated to lowest order in $F / \Delta \omega$ by a pure state [89]:

$$
\begin{equation*}
\rho=|\psi\rangle\langle\psi| \tag{2.72}
\end{equation*}
$$

with:

$$
\begin{equation*}
|\psi\rangle=\sum_{n} c_{n}|n\rangle \tag{2.73}
\end{equation*}
$$

Both $F / \Delta \omega$ and $\gamma / \Delta \omega$ are assumed to be much smaller than one, but it is not necessary to impose $F \gg \gamma$. The following treatment is still valid if $F / \Delta \omega$ and $\gamma / \Delta \omega$ are of the same order of magnitude. Keeping the lowest order in $F / \Delta \omega$ and $\gamma / \Delta \omega$ for the coefficients $c_{n}$, we obtain the following relation:

$$
\begin{equation*}
c_{n}=\frac{F / \Delta \omega \sqrt{n} c_{n-1}}{n-\frac{n(n-1)}{2} \frac{U}{\Delta \omega}+\frac{i n \gamma}{2 \Delta \omega}} \tag{2.74}
\end{equation*}
$$



Figure 2.3: Wigner function of Fock states (right) and generalized Fock states (left), for $n=2$ (top) and $n=4$ (bottom). Contrary to pure Fock states, the Wigner function of generalized Fock states do not take negative values, even though $g^{(2)}(0)<1$.

Neglecting the probability of having 3 or more photons inside the cavity, we find:

$$
\begin{align*}
& c_{0}=1  \tag{2.75}\\
& c_{1}=\frac{F}{\Delta \omega}\left(1-\frac{i \gamma}{2 \Delta \omega}\right)  \tag{2.76}\\
& c_{2}=\frac{\sqrt{2}(F / \Delta \omega)^{2}}{2-U / \Delta \omega}\left(1-\frac{i \gamma}{2 \Delta \omega} \frac{4-U / \Delta \omega}{2-U \Delta \omega}\right) . \tag{2.77}
\end{align*}
$$

Eq.(2.75) stems from the normalization condition while the two other equations follow directly from Eq.(2.74).

From this we can compute the mean photon density and the second-order autocorrelation function:

$$
\begin{align*}
\left\langle b^{\dagger} b\right\rangle & =\left(\frac{F}{\Delta \omega}\right)^{2}  \tag{2.78}\\
g^{(2)}(0) & =\frac{4}{(2-U / \Delta \omega)^{2}} \tag{2.79}
\end{align*}
$$

As expected, when the system becomes linear, i.e. $U \rightarrow 0$, the cavity is driven into a coherent state $\left(g^{(2)}(0)=1\right)$. However, the on-site interaction induces large fluctuations in the photon statistics when the two-photon absorption process becomes resonant $(U / \Delta \omega=2)$.

### 2.2.2 Coupled cavities: Mean-field solution

Now that we have a good understanding of the single-cavity dynamics, it is time to include tunneling of photons between neighboring cavities. We have seen that within the meanfield approximation, the coupling between sites is treated as a source term in an effective single-site Hamiltonian. For the driven-dissipative model, it means that the pump intensity $F$ (which acts as a source term), is to be replaced with an effective one:

$$
\begin{equation*}
F \rightarrow F^{\prime}=F-J\langle b\rangle \tag{2.80}
\end{equation*}
$$

Injected into the single-site expression for $\langle b\rangle$, this substitution yields the mean-field selfconsistent equation.

Let us first go back to the two-photon resonance. The analytical expression for the bosonic coherence in this regime is:

$$
\begin{equation*}
\langle b\rangle=\frac{F}{\Delta \omega}(2 \xi-1)+i \frac{\gamma}{2 F}(\xi-1) \tag{2.81}
\end{equation*}
$$

A plot of this function and a comparison with the exact general formula is shown in Fig.(2.2). Since $\xi$ is also a function of $F$, the self-consistent equation stemming from Eq.(2.81) is difficult
to solve analytically in its general form. For $\xi \rightarrow 0$, however, the imaginary part can be neglected and we are left with the simple expression:

$$
\begin{equation*}
\langle b\rangle=-\frac{F}{\Delta \omega} \tag{2.82}
\end{equation*}
$$

The substitution $F \rightarrow F-J\langle b\rangle$ then gives:

$$
\begin{equation*}
\langle b\rangle=\frac{-F / \Delta \omega}{1-J / \Delta \omega} . \tag{2.83}
\end{equation*}
$$

This shows that the coupling between sites amounts to replacing $F$ with $F^{\prime}=\frac{F}{1-J / \Delta \omega}$. In other words, the effective pump is enhanced by the coupling between cavities. As a result, the system is driven into the $\xi=0$ state and will stay there as long as the approximation $F^{\prime} / \Delta \omega \ll 1$ holds. Results for different values of $\xi$ are presented on Fig.(2.4). When $J / \Delta \omega \sim 1$ the above treatment ceases to be valid because $F^{\prime} \sim \Delta \omega$, and the system enters another regime. Exact $P$-representation calculations show that the mean photon density starts to increase with $J$, while $g^{(2)}(0)$ goes to 1 , thus indicating a crossover from a quantum state to a classical coherent one (see Fig.(2.4)). As we shall see in section 3.2.4, this idea is confirmed by the fact that the linear asymptotic behavior of $\langle b\rangle$ as a function of $J$ visible on Fig.(2.4), corresponds to Gross-Pitaevski semi-classical predictions.


Figure 2.4: Two-photon resonance. Mean photon density and $g^{(2)}(0)$ as a function of the tunneling amplitude $J / \Delta \omega$ for $F / \Delta \omega=10^{-2}$. The values of $\gamma / \Delta \omega$ are $\frac{F^{2}}{10 \Delta \omega^{2}}$ (continuous blue line) and $\gamma / \Delta \omega=\frac{F^{2}}{\Delta \omega^{2}}$ (red dotted-dashed line). The lines show $P$-representation calculations and the markers the results of Eq.(2.83). The effect of coupling $J$ is to drive the system into the state of Eq.(2.41), until the critical coupling $J_{c}=\Delta_{\omega}$ is reached.


Figure 2.5: Quantum-to-classical crossover for $n=2$ (continuous blue line), $n=3$ (red dashed line), and $n=4$ (green dotted-dashed line). The mean photon density and $g^{(2)}(0)$ are plotted as a function of the tunneling amplitude $J / \Delta \omega$ for $F / \Delta \omega=10^{-2}$ and $F^{n} /\left(\Delta \omega^{n-1} \gamma\right)=$ 10. The system stays in the state of Eq.(2.59) until a critical coupling $J_{c}=\Delta \omega /(n-1)$, after which it is driven towards a coherent state.

Once again, this can be extended to larger values of $n$. For the $n$-photon resonance in the limit $\frac{F^{n}}{\gamma \Delta \omega^{n-1}} \ll 1$, Eq. (2.82) for a single cavity becomes:

$$
\begin{equation*}
\langle b\rangle=-(n-1) \frac{F}{\Delta \omega} \tag{2.84}
\end{equation*}
$$

When the coupling between cavities in switched on, $\langle b\rangle$ is given by:

$$
\begin{equation*}
\langle b\rangle=\frac{-(n-1) F / \Delta \omega}{1-(n-1) J / \Delta \omega} \tag{2.85}
\end{equation*}
$$

which means that the system will stay in the state Eq.(2.59) until $J / \Delta \omega \sim 1 /(n-1)$. As in the case of two-photon resonance, exact $P$-representation calculations presented on Figs.(2.5) and (2.6) show a crossover to a classical coherent state. This crossover is the closest equivalent, in this driven dissipative system, of the equilibrium Mott-insulating to superfluid phase transition. We emphasize that the phase of $\langle b\rangle$ is imposed by the pump, but the amplitude $|\langle b\rangle|$ is spontaneous: it becomes finite in the classical regime even though $F \rightarrow 0$ (see Fig.(2.6)).

Out of multiphotonic resonances, the coupling between cavities has a different effect. In this regime, the system is in a state described by Eqs.(2.75)-(2.77) at $J=0$. The bosonic coherence is then:

$$
\begin{equation*}
\langle b\rangle=\frac{F}{\Delta \omega} . \tag{2.86}
\end{equation*}
$$



Figure 2.6: Quantum-to-classical crossover, seen from the value of the bosonic coherence $\langle b\rangle$, plotted as a function of $J / \Delta \omega$. Same parameters as in Fig.(2.5). In the quantum regime, $\langle b\rangle$ is very small $(\sim F / \Delta \omega)$, and becomes large in the classical regime. Note that $\operatorname{Im}[\langle b\rangle] \sim \gamma / \Delta \omega \ll \operatorname{Re}[\langle b\rangle]$.

At finite $J$, it becomes:

$$
\begin{equation*}
\langle b\rangle=\frac{F / \Delta \omega}{1+J / \Delta \omega} \tag{2.87}
\end{equation*}
$$

and the effective pump is given by $F \rightarrow F^{\prime}=\frac{F}{1+J / \Delta \omega}$. Contrary to Eq.(2.85), the intensity of $F^{\prime}$ decreases with $J$. As a consequence, the system will remain in a state qualitatively similar to Eqs.(2.75)-(2.77) and no crossover occurs.

### 2.3 Conclusion

In investigating the limit of weak pumping and weak dissipation, we have shown that within a mean-field approach, the closest equivalent of the equilibrium Mott-insulator-to-superfluid transition is found when the external laser frequency is tuned so as to be at resonance with a $n$-photon absorption process. Moreover, if the pumping intensity is such that $\frac{F^{n}}{\gamma \Delta \omega^{n-1}} \gg 1$, the system is driven, on each lattice site, into a statistical mixture of Fock states that have the same value of $g^{(2)}(0)$ as a pure Fock state with $n$ photons but a mean photon density of $n / 2$. It stays in such a mixed state, which can be viewed as an driven-dissipative equivalent of a Mott insulator, until the coupling between sites reaches a critical value. Beyond this value a crossover to a coherent state, reminiscent of the superfluid side of the transition, occurs. In this regime the mean photon density increases with increasing tunneling and $g^{(2)}(0)$ goes to 1.

Outside of these multiphotonic resonances, the mean-photon density is much smaller than 1 and the state of the system is not as much affected by the coupling strength $J$, its effect being mainly to reduce the effective intensity of the pump. As a result, the photon statistics is determined primely by the ratio $U / \Delta \omega$. Photons are antibunched in the regime of photon blockade ( $U / \Delta \omega \gg 1$ ) but strongly bunched in the vicinity of the two-photon resonance $(U / \Delta \omega \rightarrow 2)$.

These considerations encourage to distinguish between two types of steady-state phases. The first one is a "high-density phase", with $g^{(2)}(0) \leq 1$ and a mean-photon density increasing with the tunneling rate. The second one is a "low-density phase" with $\left\langle b^{\dagger} b\right\rangle \ll 1$ and possibly large fluctuations in the photon statistics. We will see in the next chapter that these general characteristics of the steady-states remain visible at higher pumping and dissipation.

## Chapter 3

## Mean-field phase diagram of the driven-dissipative Bose-Hubbard model

In the previous chapter, we addressed the issue of driving and dissipation by solving the master equation in the Fock basis or in a dressed basis with only a few photons per site. This approach, which enabled us to derive analytical expressions for the single-site and meanfield density matrix, is well suited for weak pumping, when the mean number of photons inside the cavity is small. It is not efficient however, if a large number of Fock states per cavity must be taken into account. In this chapter, we will consider another method based on a coherent-state representation of the density matrix, which turns out to be much more powerful.

We begin by a few general considerations on how to use the coherent-state basis to represent operators and density matrices. Building up on the relative freedom in the choice of a representation given by the overcompleteness of the basis, we introduce a series of representations, known as "generalized P-representations". We will see that the main advantage of these representations is that they provide a way to map the operatorial master equation into the better-known Fokker-Planck equation. As shown by Drummond and Walls [90], generalized P-representations provide a general solution to the problem of a single nonlinear cavity.

By applying this exact result to mean-field theory, we are able to compute the phase diagram in the general case of arbitrary pumping and dissipation. One of the important features of the mean-field phase diagram is the appearance of bistability induced by the coupling between the cavities. For some values of the tunneling coefficient, several solutions of the self-consistent mean-field equation are found. We will see that many of the results obtained in the previous chapter, in particular those regarding the role of multiphotonic
resonances, are still relevant for the understanding of the steady-state phases at higher pumping and dissipation.

We then go further in our investigation of the phase diagram by studying the stability of the different solutions and their collective excitations. We compute the dispersion relation by linearizing the master equation around the mean-field steady state. This "generalized Bogoliubov approach" enables us to identify tunneling-induced instabilities in the phase diagram, signaling the breaking of translational symmetry in the lattice. Indeed, in certain regions of the parameter space, no stable homogeneous mean-field solutions have been found.

Throughout the chapter, $P$-representation calculations are compared with results obtained using a Gross-Pitaevskii (semi-classical) approach.

For the most part, the work presented in this chapter has been published in Ref.[23]. The comparison with the Gross-Pitaevskii approximation is included in Ref.[22].

### 3.1 Phase-space approach to quantum optics

Given the role that they play in the theoretical formulation of quantum optics, the set of coherent states seems a natural alternative to the Fock basis. As seen in Chap.1, their expression in Fock space is:

$$
\begin{equation*}
|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle . \tag{3.1}
\end{equation*}
$$

### 3.1.1 Coherent-state representation of the density matrix

The general problem of finding an expression for the density matrix in terms of coherentstate projection operators may be formulated in the following way: find a function $\mathcal{F}(\alpha, \beta)$ and an appropriate domain $\mathcal{D} \subset \mathbb{C}^{2}$ such that

$$
\begin{equation*}
\rho=\iint_{\mathcal{D}} \mathcal{F}(\alpha, \beta)|\alpha\rangle\left\langle\beta^{*}\right| \mathrm{d}^{2} \alpha \mathrm{~d}^{2} \beta . \tag{3.2}
\end{equation*}
$$

If the basis were not overcomplete, such a function $\mathcal{F}(\alpha, \beta)$ would be unique and equal to the matrix elements of $\rho$ in this basis: $\langle\alpha| \rho\left|\beta^{*}\right\rangle$. Besides, the integral would run over the whole space $\mathbb{C}^{2}$. However, as we have seen, coherent states are not orthogonal and thus the problem of finding $\{\mathcal{F}(\alpha, \beta), \mathcal{D}\}$ is not trivial. A consequence of the basis' overcompletness is that the set of all matrix elements $\langle\alpha| \rho\left|\beta^{*}\right\rangle$ contains a lot of redundant information. In fact, it can be shown that, in this basis, the density matrix is already entirely determined by its diagonal elements. To see this more clearly, let us write those matrix elements as

$$
\begin{equation*}
\langle\alpha| \rho|\alpha\rangle=\sum_{n, m}\langle n| \rho|m\rangle e^{-|\alpha|^{2}} \frac{\left(\alpha^{*}\right)^{n}(\alpha)^{m}}{\sqrt{n!m!}} \tag{3.3}
\end{equation*}
$$

We deduce from this expression that $e^{\alpha \alpha^{*}}\langle\alpha| \rho|\alpha\rangle$ acts as a kind of generating series for the matrix elements in Fock space. We find therefore:

$$
\begin{equation*}
\langle n| \rho|m\rangle=\left.\frac{1}{\sqrt{n!m!}} \frac{\partial^{n}}{\partial \alpha^{* n}} \frac{\partial^{m}}{\partial \alpha^{m}}\left(e^{\alpha \alpha^{*}}\langle\alpha| \rho|\alpha\rangle\right)\right|_{\alpha=0} \tag{3.4}
\end{equation*}
$$

Coming back to the task of finding $\{\mathcal{F}(\alpha, \beta), \mathcal{D}\}$, this last result suggests to look for a representation based only on diagonal projection operators:

$$
\begin{equation*}
\rho=\int P_{\mathrm{GS}}\left(\alpha, \alpha^{*}\right)|\alpha\rangle\langle\alpha| \mathrm{d}^{2} \alpha \tag{3.5}
\end{equation*}
$$

This is the Glauber-Sudarshan $P$-representation, introduced by Glauber and Sudarshan [91, 92]. It was shown to exist for all density operators but is not necessarily regular. In general
it is expressed in terms of singular distributions such as successive derivatives of the Dirac distribution [88]. An example of such singular $P$ function is given by the coherent states themselves, since the $P$ representation of a coherent state $\left|\alpha_{0}\right\rangle$ is:

$$
\begin{equation*}
P_{\mathrm{GS}}\left(\alpha, \alpha^{*}\right)=\delta\left(\alpha-\alpha_{0}\right) \tag{3.6}
\end{equation*}
$$

At this point, it is important to keep in mind that the ultimate aim is for the representation of $\rho$ to provide a efficient "encoding" of the system's dynamics. More precisely, in the same way that, projected into Fock space, the master equation yields a set of differential equations for the matrix elements in this basis, the same master equation will result in an equation of motion for the function $\mathcal{F}(\alpha, \beta)$. In this regard, the singularity of the Glauber-Sudarshan representation appears as an important drawback.

Although it may seem more "economical" in terms of information to work only with diagonal matrix elements, it is not the only alternative. In order to make the best of the relative freedom in the choice of the function $\mathcal{F}$, Drummond and Gardiner have proposed a more systematic scheme of defining representations by expanding $\rho$ in terms of nondiagonal coherent-state projection operators [93]. Their "generalized $P$-representations" are of the form:

$$
\begin{equation*}
\rho=\int P(\alpha, \beta) \Lambda(\alpha, \beta) d \mu(\alpha, \beta) \tag{3.7}
\end{equation*}
$$

where $\Lambda(\alpha, \beta)$ is a projection operator:

$$
\begin{equation*}
\Lambda(\alpha, \beta)=\frac{|\alpha\rangle\left\langle\beta^{*}\right|}{\left\langle\beta^{*} \mid \alpha\right\rangle}, \tag{3.8}
\end{equation*}
$$

and $d \mu(\alpha \beta)$ the integration measure, whose choice will determine the different types of representation. As a first example, let us consider:

$$
\begin{equation*}
d \mu(\alpha, \beta)=\delta\left(\alpha-\beta^{*}\right) d^{2} \alpha d^{2} \beta \tag{3.9}
\end{equation*}
$$

We recover in this case the Glauber-Sudarshan $P$-representation defined in Eq.(3.5).

## Complex P-representation

The complex $P$-representation is defined by

$$
\begin{equation*}
d \mu(\alpha, \beta)=\mathrm{d} \alpha \mathrm{~d} \beta \tag{3.10}
\end{equation*}
$$

where $\alpha$ and $\beta$ are two complex variables that are to be integrated on individual contours $\mathcal{C}_{\alpha}$ and $\mathcal{C}_{\beta}$. In such a representation, $\rho$ is therefore written as:

$$
\begin{equation*}
\rho=\int_{\mathcal{C}_{\beta}} \int_{\mathcal{C}_{\alpha}} P(\alpha, \beta) \frac{|\alpha\rangle\left\langle\beta^{*}\right|}{\left\langle\beta^{*} \mid \alpha\right\rangle} \mathrm{d} \alpha \mathrm{~d} \beta . \tag{3.11}
\end{equation*}
$$

## Positive P-representation

Another useful representation is obtained for:

$$
\begin{equation*}
d \mu=d^{2} \alpha d^{2} \beta \tag{3.12}
\end{equation*}
$$

allowing $\alpha$ and $\beta$ to vary over the whole complex plane. One of the advantages of this representation is that it can always be chosen positive and thus be interpreted as a genuine probability distribution over a complex phase space $(\alpha, \beta)$. More precisely, it can be shown that its relation to matrix elements of $\rho$ is [88]:

$$
\begin{equation*}
P(\alpha, \beta)=\frac{1}{4 \pi^{2}} e^{\frac{-|\alpha-\beta|^{2}}{4}}\left\langle\frac{1}{2}\left(\alpha+\beta^{*}\right)\right| \rho\left|\frac{1}{2}\left(\alpha+\beta^{*}\right)\right\rangle, \tag{3.13}
\end{equation*}
$$

which constitutes another proof that a density operator is entirely determined by coherent states diagonal matrix elements.

### 3.1.2 Fokker-Planck equations for generalized $P$-representations

One of the most interesting features of these coherent-state representations is that when the dynamics is described by the usual quantum optical master equation, the equation of motion obtained for $P(\alpha, \beta)$ takes the form of a Fokker-Planck equation. In this respect, the use of coherent-state representation has often been seen as establishing a quantum-to-classical correspondence, in the sense that the quantum master equation is mapped to the classical problem of diffusion in phase space. Note however that depending on the Hamiltonian, this equation may contain terms of higher order than the usual Fokker-Planck equation and may not be exactly solvable. The choice of representation is in fact dictated by the specific form of the resulting equation. For each of the representations, it is possible to build a "translation table" which indicates how to convert operators acting on $\rho$ to differential operators acting on $P(\alpha, \beta)$.

Details of the derivation will be given only for the complex $P$-representation, since it will be the only one needed to solve the single cavity problem, but the procedure is essentially
the same for the other representations. The first step is to find the action of the creation and annihilation operators on the projectors $\Lambda(\alpha, \beta)$. It is most easily done by using unnormalized coherent states (also known as Bargmann states):

$$
\begin{equation*}
\| \beta\rangle=\sum_{n=0}^{\infty} \frac{\beta^{n}}{\sqrt{n!}}|n\rangle=e^{|\beta|^{2} / 2}|\beta\rangle \tag{3.14}
\end{equation*}
$$

which have the following nice properties:

$$
\begin{align*}
b \| \beta\rangle & =\beta \| \beta\rangle  \tag{3.15}\\
\left.b^{\dagger} \| \beta\right\rangle & \left.=\frac{\partial}{\partial \beta} \| \beta\right\rangle . \tag{3.16}
\end{align*}
$$

Expressed in terms of this new states, the projectors $\Lambda(\alpha, \beta)$ read:

$$
\begin{equation*}
\left.\Lambda(\alpha, \beta)=e^{-\alpha \beta} \| \alpha\right\rangle\left\langle\beta^{*} \|\right. \tag{3.17}
\end{equation*}
$$

from which we deduce:

$$
\begin{align*}
b \Lambda(\alpha, \beta) & =\alpha \Lambda(\alpha, \beta)  \tag{3.18}\\
b^{\dagger} \Lambda(\alpha, \beta) & =\left(\frac{\partial}{\partial \alpha}+\beta\right) \Lambda(\alpha, \beta)  \tag{3.19}\\
\Lambda(\alpha, \beta) b^{\dagger} & =\beta \Lambda(\alpha, \beta)  \tag{3.20}\\
\Lambda(\alpha, \beta) b & =\left(\frac{\partial}{\partial \beta}+\alpha\right) \Lambda(\alpha, \beta) \tag{3.21}
\end{align*}
$$

Injecting these last results into Eq.(3.11):

$$
\begin{align*}
b \rho & =\int_{\mathcal{C}_{\beta}} \int_{\mathcal{C}_{\alpha}} P(\alpha, \beta) \alpha \Lambda(\alpha, \beta) \mathrm{d} \alpha \mathrm{~d} \beta  \tag{3.22}\\
b^{\dagger} \rho & =\int_{\mathcal{C}_{\beta}} \int_{\mathcal{C}_{\alpha}} P(\alpha, \beta)\left(\frac{\partial}{\partial \alpha}+\beta\right) \Lambda(\alpha, \beta) \mathrm{d} \alpha \mathrm{~d} \beta  \tag{3.23}\\
\rho b^{\dagger} & =\int_{\mathcal{C}_{\beta}} \int_{\mathcal{C}_{\alpha}} P(\alpha, \beta) \beta \Lambda(\alpha, \beta) \mathrm{d} \alpha \mathrm{~d} \beta  \tag{3.24}\\
\rho b & =\int_{\mathcal{C}_{\beta}} \int_{\mathcal{C}_{\alpha}} P(\alpha, \beta)\left(\frac{\partial}{\partial \beta}+\alpha\right) \Lambda(\alpha, \beta) \mathrm{d} \alpha \mathrm{~d} \beta \tag{3.25}
\end{align*}
$$

The differential operators acting on $\Lambda$ generate operations on $P(\alpha, \beta)$ by integration by part. The integration contours have then to be chosen such that the boundary terms vanish, which
is always possible [93]. Finally we arrive at the following "translation table":

$$
\begin{align*}
b \rho & \rightarrow \alpha P(\alpha, \beta)  \tag{3.26}\\
b^{\dagger} \rho & \rightarrow\left(-\frac{\partial}{\partial \alpha}+\beta\right) P(\alpha, \beta)  \tag{3.27}\\
\rho b^{\dagger} & \rightarrow \beta P(\alpha, \beta)  \tag{3.28}\\
\rho b & \rightarrow\left(-\frac{\partial}{\partial \beta}+\alpha\right) P(\alpha, \beta) . \tag{3.29}
\end{align*}
$$

From this we see that quadratic terms in the Hamiltonian will generate first order derivatives whereas second order derivatives will arise from quartic terms such as photon-photon interaction. Hence, the master equation takes the form of a Fokker-Planck equation on $P$ :

$$
\begin{equation*}
\partial_{t} P(\boldsymbol{\alpha})=\left(\frac{\partial}{\partial \alpha_{i}} A_{i}(\boldsymbol{\alpha})+\frac{1}{2} \frac{\partial}{\partial \alpha_{i}} \frac{\partial}{\partial \alpha_{j}} D_{i j}(\boldsymbol{\alpha})\right) P(\boldsymbol{\alpha}), \tag{3.30}
\end{equation*}
$$

where we have used the short-hand notation $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}\right)=(\alpha, \beta)$. The general form of this equation remains the same for all $P$ representations, but for a given representation, the diffusion matrix $D$ is not always positive definite.

Before going into the details of the implementation of Eq.(3.30) in the case of the single nonlinear cavity, let us mention, for the sake of generality, two other phase-space functions. One is the Wigner function that we have already encountered in the preceding chapter, the other is the $Q$-function or Husimi function.

### 3.1.3 Husimi and Wigner functions

In defining the $P$-representation, we associated a function of complex variables to the density matrix by imposing the form of the decomposition of $\rho$, while the expression for $P$ remained implicit in the definition. What then needed to be proved was the existence of such function. It is also possible to proceed in another way, by first, giving an explicit expression for the function and second, verify that all the properties of the operator $\rho$ can be recovered from this function. Both Wigner and Husimi functions are defined this way.

## Husimi function

The Husimi or $Q$-function is defined as follows [94]:

$$
\begin{equation*}
Q\left(\alpha, \alpha^{*}\right)=\frac{1}{\pi}\langle\alpha| \rho|\alpha\rangle . \tag{3.31}
\end{equation*}
$$

Since $\rho$ is Hermitian, $Q\left(\alpha, \alpha^{*}\right)$ is positive. Besides, the factor $1 / \pi$ ensure that it is normalized to unity: using the resolution of identity for coherent states we find

$$
\begin{equation*}
\int Q\left(\alpha, \alpha^{*}\right) \mathrm{d}^{2} \alpha=1 \tag{3.32}
\end{equation*}
$$

Therefore this function behaves like a probability distribution. It is well suited for calculation of averages of antinormally ordered operators:

$$
\begin{equation*}
\operatorname{Tr}\left(\rho b^{n} b^{\dagger m}\right)=\int \alpha^{n} \alpha^{* m} Q\left(\alpha, \alpha^{*}\right) \mathrm{d}^{2} \alpha \tag{3.33}
\end{equation*}
$$

It is interesting to note that the density matrix in Fock space can be reconstructed from the $Q$-function, showing that all the properties of the field are contained in this function. The first step in the derivation is to show that the $Q$-function may be expressed as a power series in $\alpha$ and $\alpha^{*}$ [88]:

$$
\begin{equation*}
Q\left(\alpha, \alpha^{*}\right)=\sum_{n, m} Q_{n, m} \alpha^{m} \alpha^{* n} \tag{3.34}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{n, m}=e^{-\alpha \alpha^{*}} \frac{\langle n| \rho|m\rangle}{\pi \sqrt{n!m!}} \tag{3.35}
\end{equation*}
$$

Then, the matrix elements of the density operator are given by:

$$
\begin{equation*}
\langle n| \rho|m\rangle=\pi \sqrt{n!m!} \sum_{r} Q_{n-r, m-r} \tag{3.36}
\end{equation*}
$$

## Wigner function

Since we have already encountered the Wigner function in chapter 2 (see the definition in Eq.(2.62)), we will just briefly add that this quasiprobability distribution is useful for computing symmetrically ordered products of creation and annihilation operators:

$$
\begin{equation*}
\left\langle\left\{b^{n} b^{\dagger m}\right\}_{\mathrm{sym} .} .\right\rangle=\int \alpha^{n} \alpha^{* m} W\left(\alpha, \alpha^{*}\right) \mathrm{d} \alpha \tag{3.37}
\end{equation*}
$$

We have seen that, in contrast with the Husimi function, the Wigner function may take negative values. A Wigner function with negative value indicates that the state of the electromagnetic field under consideration cannot be understood within a purely classical theory.

### 3.1.4 Exact solution of the single-cavity problem

The phase-space approach was successfully applied by Drummond and Walls to the problem of a single nonlinear cavity [90]. Using a complex P-representation for the density matrix, they were able to solve the corresponding Fokker-Planck equation and compute exactly all one-time correlation functions in the steady-state. The details of the derivation are presented in Ref.[90], we only give here the final result:

$$
\begin{align*}
\left\langle\left(b^{\dagger}\right)^{j}(b)^{j}\right\rangle= & \left|\frac{2 F}{U}\right|^{2 j} \times \frac{\Gamma(c) \Gamma\left(c^{*}\right)}{\Gamma(c+j) \Gamma\left(c^{*}+j\right)} \\
& \times \frac{\mathcal{F}\left(j+c, j+c^{*}, 8|F / U|^{2}\right)}{\mathcal{F}\left(c, c^{*}, 8|F / U|^{2}\right)} \tag{3.38}
\end{align*}
$$

with

$$
\begin{equation*}
c=2(-\Delta \omega-i \gamma / 2) / U \tag{3.39}
\end{equation*}
$$

and the hypergeometric function

$$
\begin{equation*}
\mathcal{F}(c, d, z)=\sum_{n}^{\infty} \frac{\Gamma(c) \Gamma(d)}{\Gamma(c+n) \Gamma(d+n)} \frac{z^{n}}{n!}, \tag{3.40}
\end{equation*}
$$

where $\Gamma$ is the gamma special function.
The coefficients of the density matrix can be computed in a similar way:

$$
\begin{align*}
\rho_{p, q}= & \frac{1}{\sqrt{p!q!}}\left(\frac{-2 F}{U}\right)^{p}\left(\frac{-2 F^{*}}{U}\right)^{q} \frac{\Gamma(c) \Gamma\left(c^{*}\right)}{\Gamma(c+p) \Gamma\left(c^{*}+q\right)} \\
& \frac{\mathcal{F}\left(c+p, c^{*}+q, 4|F / U|^{2}\right)}{\mathcal{F}\left(c, c^{*}, 8|F / U|^{2}\right)} \tag{3.41}
\end{align*}
$$

As an illustration of the usefulness of these formulas, let us rederive in a much quicker and more elegant manner the expression of the generalized Fock states found in Eq.(2.59), in the limit $\gamma \ll F \ll \Delta \omega$.

In correspondence of a $n$-photon resonance, with $n>1$, the constant $c$ in Eq.(3.39) is given by

$$
\begin{equation*}
c=-(n-1)\left(1+i \frac{\gamma}{2 \Delta \omega}\right) \tag{3.42}
\end{equation*}
$$

which means that $c \approx-(n-1)$ for $\gamma \ll \Delta \omega$. Since the gamma function has poles at zero and negative integer values, the quantities $\Gamma(c+k), \Gamma\left(c^{*}+k\right)$ are diverging for $0 \leq k<n$, implying that certain coefficients of the hypergeometric series (3.40) will actually diverge in the limit $\gamma \ll F \ll \Delta \omega$.

From the above consideration, the leading contribution in the two hypergeometric functions in Eq.(3.41) are given by

$$
\begin{equation*}
\mathcal{F}\left(c, c^{*}, 2 z\right) \simeq \frac{\Gamma(c) \Gamma\left(c^{*}\right)}{\Gamma(c+n) \Gamma\left(c^{*}+n\right)} \frac{(2 z)^{n}}{n!} \tag{3.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{F}\left(c+k, c^{*}+k, z\right) \simeq \frac{\Gamma(c+k) \Gamma\left(c^{*}+k\right)}{\Gamma(c+n) \Gamma\left(c^{*}+n\right)} \frac{z^{n-k}}{(n-k)!}, \tag{3.44}
\end{equation*}
$$

respectively, where $z=4 F^{2} / U^{2}$.
Substituting Eqs.(3.43) and (3.44) into the general expression for the density matrix, Eq.(3.41), we find

$$
\begin{equation*}
\rho_{k k}=\frac{1}{2^{n} k!} \frac{n}{(n-k)!}, \tag{3.45}
\end{equation*}
$$

which corresponds exactly to Eq.(2.59).
It is also easy to see that off-diagonal terms will instead vanish in the same limit $\gamma \ll$ $F \ll \Delta \omega$. Indeed, a similar analysis gives for $q<p$ (the opposite case can be treated in the same way):

$$
\begin{equation*}
\rho_{p q}=\frac{1}{\sqrt{p!q!}}\left(\frac{-2 F}{U}\right)^{p-q} \frac{1}{2^{n}} \frac{n!}{(n-q)!(p-q)!}, \tag{3.46}
\end{equation*}
$$

which indeed vanishes for vanishing pump amplitude, $F \rightarrow 0$.
The expression for the bosonic coherence is obtained in a similar way. The general formula for $\langle b\rangle$ is:

$$
\begin{equation*}
\langle b\rangle=\frac{F}{\Delta \omega+i \gamma / 2} \times \frac{\mathcal{F}\left(1+c, c^{*}, 8\left|\frac{F}{U}\right|^{2}\right)}{\mathcal{F}\left(c, c^{*}, 8\left|\frac{F}{U}\right|^{2}\right)} \tag{3.47}
\end{equation*}
$$

and the leading term in the geometric function appearing in the numerator is:

$$
\begin{equation*}
\mathcal{F}\left(c+1, c^{*}, 2 z\right) \simeq \frac{\Gamma(c+1) \Gamma\left(c^{*}\right)}{\Gamma(c+1+n) \Gamma\left(c^{*}+n\right)} \frac{(2 z)^{n}}{n!} \tag{3.48}
\end{equation*}
$$

Using Eq.(3.43), we recover the result of Eq.(2.82):

$$
\begin{equation*}
\langle b\rangle=-(n-1) \frac{F}{\Delta \omega} \tag{3.49}
\end{equation*}
$$

Apart from this new derivation, the exact formulas are of course a powerful tool for computing the mean-field phase diagram of the model in the general case, for arbitrary pumping and dissipation.

### 3.2 Tunneling-induced bistability

The results for the single cavity can be directly applied to mean-field theory by performing the substitution $F \rightarrow F^{\prime}=F-J\langle b\rangle$ of Eq.(2.80) and solving the self-consistent equation for $\langle b\rangle$ stemming from Eq.(3.47):

$$
\begin{equation*}
\langle b\rangle=\frac{(F-J\langle b\rangle)}{\Delta \omega+i \gamma / 2} \times \frac{\mathcal{F}\left(1+c, c^{*}, 8\left|\frac{F-J\langle b\rangle}{U}\right|^{2}\right)}{\mathcal{F}\left(c, c^{*}, 8\left|\frac{F-J\langle b\rangle}{U}\right|^{2}\right)} . \tag{3.50}
\end{equation*}
$$

The complete phase diagram can be extracted from Eq.(3.50) by solving the equation numerically. It is most easily done by starting from the exact result at $J=0$ and increasing the tunneling strength step by step, taking the solution at step $n$ as the initial value (required by the numerical solver), of the step $n+1$.

One of the key features of the mean-field phase diagram turned out to be "tunnelinginduced" bistability. That is, due to the substitution $F \rightarrow F-J\langle b\rangle$ performed when considering coupled cavities, the Eq.(3.50) may have multiple solutions, giving rise to several steady-states phases (for the same values of all the parameters). The remainder of this section will be devoted to getting a clearer understanding of this phenomenon. However, before looking at the most general case, it is useful to stay in the limit of weak dissipation while allowing the pump intensity to take arbitrary values. This regime has the virtue of eliminating one variable in an already large enough parameter space. Besides, upon "elimination" of $\gamma$, the functions involved in Eq.(3.50) become real (providing the field $F$ is assumed to be real as well). It is therefore possible to visualize the solutions of the self-consistent equation graphically.

### 3.2.1 Solution for arbitrary pumping and weak dissipation

Interestingly, it turns out that for arbitrary pumping intensity, correlation functions calculated via the exact formula of Eq.(3.38) have a finite limit for $\gamma \rightarrow 0$. As in the previous chapter a good starting point is the isolated cavity.

## Isolated Cavity

We know from Chap. 2 that in the limit of weak dissipation, if the intensity of the pump is also weak, the effect of multiphotonic resonances plays an important role. In particular, the resonances are visible in the form of peaks in the mean photon density when plotted as
a function of the on-site interaction $U / \Delta \omega$. The left panel of Figure 3.1 shows such plots for different values of $F / \Delta \omega$. We see that for $F / \Delta \omega=0.2$ and $F / \Delta \omega=0.4$, the peaks associated with the resonances are clearly visible and are located, as expected, at $U / \Delta \omega=2 /(n-1)$. In accordance with the results of Chap. 2 , these peaks in the mean-photon density correspond to dips in the second-order correlation function, as shows in the right panel of Fig.(3.1). Besides, in this regime of parameters the value of $g^{(2)}(0)$ and $\left\langle b^{\dagger} b\right\rangle$ remains quite close to what was found in Eqs.(2.60) and (2.61).

However, as the intensity of the pump is increased further (see the plot corresponding to $F / \Delta \omega=1.2$ in Fig.(3.1)), the coherent nature of the external field starts to dominate and the resonances, which are a manifestation of field quantization, disappear. Indeed, $g^{(2)}(0)$ goes to 1 with increasing pumping. Note that this result is consistent with the quantum-toclassical crossover that was previously uncovered. We saw that such a crossover takes place in the case of coupled cavities, when the effect of tunneling is equivalent to an increase in the effective pump, whereas here it takes place for a single cavity when the real pumping intensity is increased.

In Fig.(3.2) is shown the value of $\langle b\rangle$ as a function of $U / \Delta \omega$. Once again the results are in accordance with what was found in Chap. 2. A high density of photons is associated with $\langle b\rangle<0$.



Figure 3.1: Density (left) and second-order correlation function (right) versus on-site interaction $U / \Delta \omega$ of a single cavity. Results are shown for $F / \Delta \omega=0.2$ (blue), $F / \Delta \omega=0.4$ (red) and $F / \Delta \omega=1.2$ (green), with $\gamma \rightarrow 0$.


Figure 3.2: Bosonic coherence versus on-site interaction $U / \Delta \omega$ of a single cavity. Same parameters as in Fig.(3.1).

## Onset of Bistability

Let us now look at the case of coupled cavities. Since in the regime of weak dissipation the bosonic coherence is real, the self-consistent mean-field equation given by Eq.(3.50) may be solved graphically. The solutions are most easily visualized when the parameter $X=J\langle b\rangle$ is introduced and the equation is written, for each value of $U$, as $X / J=h_{U}(F-X)$. In this last expression, we have omitted the parameter $\Delta \omega$ and assumed all other parameters of the Hamiltonian to be expressed in units of $\Delta \omega$.

As with any equation of the type $f(x)=a x$, the value of $X$ that is solution of the meanfield equation is then given by the intersection of the straight line $Y=X / J$ with the curve of $h_{U}(F-X)$. Note that the latter can be obtained by translating the curve of $h_{U}(-X)$ to the right. Once the value of $X$ is known, all the properties of the intra-cavity field are determined by the correlation functions of the single cavity, evaluated for the effective pump $F^{\prime}=F-X$. As in the case of $h_{U}$, the plots of correlation functions for $F \neq 0$ can be obtained from the case $F=0$ trough a translation of the plots to the right. Examples of such functions for $F=0$ are shown on Fig.(3.3).

Different plots of the function $h_{U}(-X)$, for various values of $U$ are shown on Fig.(3.4). A clarification is called for, regarding the value for $F=0$ in these plots. It has been obtained by taking the limit $F \rightarrow 0$ while keeping $F / \gamma \gg 1$.

For multiphotonic resonances, the function $g(U,-X)$ has a "Leibniz S " shape. We see that depending on the value of $J$, there may be up to three solutions to the self-consistent equation. When three solutions $X_{1}<X_{2}<X_{3}$ exist, we have $X_{1}<0$, and this solution is the continuous extension of the one existing for $J=0$. Consequently, the $X_{1}$ phase (in the bistable region ) has a high-density of photons and $g^{(2)} \leq 1$. We also have $\left|X_{2}\right| \ll\left|X_{1}\right|,\left|X_{3}\right|$. The solution $X_{2}$ therefore yields a low-density phase. The solution $X_{3}$ gives rise to a steadystate with properties similar to the $X_{1}$ phase. We will not say much about this phase here, as stability studies at higher dissipation reveal that this phase is unstable.

Out of the multiphotonic resonances, the shape of the function $h_{U}(F-X)$ is more complex. It has basically the same properties as the Leibniz S when $X \rightarrow \infty$ but the initial slope is negative (as seen in Chapter 2), and the function has one extra local minimum and one extra local maximum (for $X$ positive or negative respectively). In this case, the solution that is a continuous extension of the phase at $J=0$ is a low-density phase. In contrast with the case of multiphotonic resonances, bistability manifests itself out of the resonances by the appearance of a high-density phase.



Figure 3.3: Density (left) and second-order correlation function (right) as a function of the parameter $X=J\langle b\rangle$. Results are shown for $U / \Delta \omega=1$ (solid blue line), $U / \Delta \omega=1.5$ (red dashed line), $U / \Delta \omega=2$ (green dotted line) and $U / \Delta \omega=4$ (black dotted-dashed line), with $\gamma \rightarrow 0$.

### 3.2.2 Bistability diagram in the general case

Let us now examine the bistability diagram in a more general case. In Fig.(3.9) is shown an example for $F / \Delta \omega=0.4$ and $F / \Delta \omega=0.2$, with $\Delta \omega>0$. We have distinguished two regions


Figure 3.4: Behavior of the function $h_{u}(-X)$. Same values of $U$ as in Fig.(3.1).
in the diagram: in the area in light blue (labeled "monostable"), there is only one solution to the mean-field self-consistent equation. Multiple solutions of this equation are found in the area in dark blue (labeled "bistable"). As in the previous subsection, the maximum number of solutions is 3 . For this set of parameters, we are no longer in the regime of very weak dissipation. We will see however that most of the conclusions drawn in the previous subsection are still qualitatively relevant for the present case.

In particular, the presence of multiphotonic resonances is visible in the form a lobes in the diagram located at $U / \Delta \omega=2 /(n-1)$. In Fig.(3.9), only the lobes $n=2, n=3$ and $n=4$ are clearly visible.

Although we will still focus in the following on the case of a blue-detuned external pump, i.e. $\Delta \omega>0$, we found that the type of bistability discussed here, that is, induced by the coupling between the cavities also appears when the pump frequency is red-detuned with respect to the cavity mode, in contrast with the case of an isolated cavity. An intuitive understanding of this phenomenon will be given later in Sec. 3.2.4, when we compare $P$ representation calculations with the Gross-Pitaevskii approximation.

To gain further insight on tunneling-induced bistability, let us now look more closely into the properties of the different steady-states phases.

### 3.2.3 Low Density and High Density Phases

The mean photon density and the value of $g^{(2)}(0)$ are shown in Figs.(3.6) and (3.7) respectively. For each of these figures, two plots are displayed. In each case, the left part of the two


Figure 3.5: Number of mean-field solutions plotted as a function of $J / \Delta \omega$ and $U / \Delta \omega$, for $F / \Delta \omega=0.4, \gamma / \Delta \omega=0.2$ and $\Delta \omega>0$. Light blue (labeled "monostable"): only one solution exists. Dark blue (labeled "bistable"): 2 or 3 solutions are found.
plots are the same, as they correspond to the monostable phase. They differ in the bistable region, each one showing a different steady-states phase.

As in the regime of weak pumping, we may identify in the general case a "high-density" phase and a "low-density phase". The low-density phase (see left panels of Figs.(3.6) and (3.7)), is very similar to what was shown to happen for a single cavity outside of multiphotonic resonances. Indeed, the mean photon density is of the order of $10^{-2}$ and it decreases with increasing $J$. As for the photon statistics, the emitted light is strongly bunched in the vicinity of the two-photon resonance. Note that the lobes mentioned above corresponding to multiphotonic resonances are clearly visible on the left panel of Fig.(3.6). This shows that at $J=0$, the system is in the high-density phase in the presence of multiphotonic resonances and in the low-density phase outside of these resonances. When the coupling between the cavity is increased, the two phases start to coexist for a critical value of $J$.

The high-density phase can also be well understood in the light of what was uncovered in the regime of weak dissipation. First, at small $J$ the states obtained for values of $U$ satisfying the energy matching condition $U / \Delta \omega=2 /(n-1)$ are close to the generalized Fock states


Figure 3.6: Photon occupation number as a function of $J / \Delta \omega$ and $U / \Delta \omega$ for $F / \Delta \omega=0.4$ and $\gamma / \Delta \omega=0.2$. Left panel: Mean photon density in the low-density phase. Right panel: the same quantity but for the high-density phase. For sake of clarity, the maximal value of the colorscale in the high-density phase has been set to 3, but the density is higher than 10 at high $J$ and low $U$. Notice that the monostable region is the same for both panels.
described in the previous chapter. Of course, as the influence of the coherent external field gets stronger, these states are less nonclassical. For example, for the two-photon resonance and for the set of parameters chosen in Figs.(3.6)and (3.7), the minimum value of $g^{(2)}(0)$ is 0.6 instead of 0.5 . Once again, the behavior of the mean-photon density with increasing coupling strength is the same as in the regime of weak dissipation, that is the strength of the mean-field effective pump is increased by the coupling. As a result, the mean photon density increases with increasing $J$. Besides, the light remains antibunched in this phase but tends to be coherent as $J / \Delta \omega \rightarrow \infty$.


Figure 3.7: Second-order correlation function $g^{2}(0)$ as a function of $J / \Delta \omega$ and $U / \Delta \omega$. Same parameters as in Fig.(3.6). Left panel: low-density phase. Right panel: high-density phase.

### 3.2.4 Comparison with Gross-Pitaevskii calculations

The fact that in the high-density phase, the emitted light is almost coherent indicates that the system enters a semi-classical regime. An important feature of this regime is that correlation functions can be approximated by :

$$
\begin{equation*}
\left\langle b^{\dagger n} b^{m}\right\rangle \simeq\left\langle b^{\dagger}\right\rangle^{n}\langle b\rangle^{m} . \tag{3.51}
\end{equation*}
$$

As a consequence, all these functions are determined by a single complex number, namely the bosonic coherence $\beta=\langle b\rangle$. A general differential equation for correlation functions can be readily obtained from Eq.(1.106). Its most general expression in the context of mean-field theory is the following:

$$
\begin{equation*}
\partial_{t}\left\langle b^{\dagger n} b^{m}\right\rangle=\left\langle\left[b^{\dagger n} b^{m}, H_{m f}\right]\right\rangle-\frac{i \gamma}{2}(n+m)\left\langle b^{\dagger n} b^{m}\right\rangle \tag{3.52}
\end{equation*}
$$

In the particular case of $\beta=\langle b\rangle$ and under the assumption of Eq.(3.51), the previous equation yields:

$$
\begin{equation*}
i \partial_{t} \beta=\left(-\Delta \omega-J-\frac{i \gamma}{2}+U|\beta|^{2}\right) \beta+F \tag{3.53}
\end{equation*}
$$

This equation is a single-mode version of the Gross-Pitaevskii equation for the lattice system. Note that in this regime, the decoupling of neighboring sites translates into a shift in the cavity frequency, $\Delta \omega \rightarrow \Delta \omega+J$. The steady-state value for $\beta$ is:

$$
\begin{equation*}
\beta=\frac{F}{\Delta \omega+J-U|\beta|^{2}+\frac{i \gamma}{2}}, \tag{3.54}
\end{equation*}
$$

which gives a third order polynomial equation for the mean photon density $n=|\beta|^{2}$ :

$$
\begin{equation*}
n\left[(\Delta \omega+J-n U)^{2}+\frac{\gamma^{2}}{4}\right]=F^{2} \tag{3.55}
\end{equation*}
$$

This equation explains the linear asymptotic behavior of $n$ as a function of $J / \Delta \omega$ visible on Fig.(2.4). Indeed, when $F, \gamma, \rightarrow 0$ and $J \rightarrow \infty$, we find:

$$
\begin{equation*}
n \sim \frac{J}{U} \tag{3.56}
\end{equation*}
$$

which agrees with the results of Fig.(2.4) and Fig.(2.5). Gross-Pitaevskii approximation is also relevant at higher pumping and dissipation, especially when the coupling between sites and the number of photons are very high. As it as been widely use in the theory of Bose-Einstein condensates, whether with cold atoms or polaritons, it is fruitful to compare Gross-Pitaevskii results with $P$-representation calculations presented above. For example, Fig.(3.8) shows that for large coupling between sites and in the 'high density' phase, GrossPitaevskii approximation is sufficient to capture the behavior of the mean photon density as a function of the on-site interaction $U$.

## Gross-Pitaevskii criterium for bistability

Equation (3.55) (with $J=0$ ) was introduced in quantum optics as part of a semiclassical theory of optical bistability in a single nonlinear cavity [90]. For some values of the parameters, Eq.(3.55) has three real and positive roots. One of them corresponds to the lowdensity phase and the two others to high-density phases. Up to this point, the general picture of bistability is not very different to what was shown above for $P$-representation calculations. Moreover, the fact that within the Gross-Pitaevskii approximation, the coupling between the cavities is equivalent to a shift in the cavity frequency explains why tunneling-induced bistability is not restricted to $\Delta \omega>0$ but occurs also for $\Delta \omega<0$.

Let us now compare the two methods on a more quantitative basis. Fig.(3.9) shows the two bistability diagrams obtained respectively from Eq.(3.55) and generalized $P$-representation.


Figure 3.8: Mean photon density versus on-site repulsion $U$ in the high density phase, for $J / \Delta \omega=3, F / \Delta \omega=0.4, \gamma / \Delta \omega=0.2$. Red dots: P-representation calculations. Blue crosses: Gross-Pitaevskii approximation.

As expected, Gross-Pitaevskii approximation is very good for small values of $U$, and predicts accurately the appearance of bistability in the lower-right corner of the diagram. It is less accurate when $U$ becomes large and on the whole, bistability is "overestimated" by the GrossPitaevskii criterium: monostable regions according to Eq.(3.55) (in orange on Fig.(3.9)), are much smaller that the exact ones (in light blue). In particular it fails completely to predict the lobe structure that is visible on the $P$-representation diagram. These lobes stem from the $n$-photon resonances discussed in the previous section. Since a semi-classical approach does not take into account the quantized nature of the field, these resonances are washed out in the Gross-Pitaevskii diagram.

In the framework of Gross-Pitaevskii approximation, the number of solutions is given by the sign of the discriminant of Eq.(3.55). A very good approximation for the critical value of $U$ can be found by noticing that in the high-density phase, the photon density decreases with $U$. The critical value is then approximately the one for which the density is maximal. This yields:

$$
\begin{equation*}
\frac{U_{c 1}}{\Delta \omega}=\frac{\gamma^{2}}{4 F^{2}}\left(1+\frac{J}{\Delta \omega}\right) . \tag{3.57}
\end{equation*}
$$

In fact, this approximate expression corresponds to the first term in the expansion in powers


Figure 3.9: Gross-Pitaevskii and $P$-representation bistability diagrams. Orange: monostable phase according to both approximation schemes. Light blue: bistable according to Eq.(3.55) but monostable according to $P$-representation calculations. Dark blue: bistable phase according to both approximation schemes.
of $F / \Delta \omega$ of the exact solution. A similar expansion for the other frontier in the diagram gives:

$$
\begin{equation*}
\frac{U_{c 2}}{\Delta \omega}=\frac{4 \Delta \omega^{2}}{27 F^{2}}(1+J / \Delta \omega)^{3} . \tag{3.58}
\end{equation*}
$$

The expansion up to the next term is:

$$
\begin{align*}
\frac{U_{c 1}}{\Delta \omega} & =\frac{\gamma^{2}}{4 F^{2}}\left(1+\frac{J}{\Delta \omega}\right)-\frac{\gamma^{4}}{64 \Delta \omega^{2} F^{2}(1+J / \Delta \omega)}  \tag{3.59}\\
\frac{U_{c 2}}{\Delta \omega} & =\frac{4 \Delta \omega^{2}}{27 F^{2}}(1+J / \Delta \omega)^{3}+\frac{\gamma^{2}}{12 F^{2}}(1+J / \Delta \omega) \tag{3.60}
\end{align*}
$$

### 3.3 Instabilities

Until now, when discussing bistability, we have only considered the number of solutions of Eq.(3.50). In this section, we investigate the stability of these solutions and their corresponding excitation spectrum.

### 3.3.1 Generalized Bogoliubov theory

In the theory of weakly-interacting Bose-Einstein condensates, the energy spectrum of elementary excitations can be computed by taking into account small fluctuations above the condensate and linearizing the resulting time-dependent equation. This procedure leads to the celebrated Bogoliubov spectrum. The idea behind Bogoliubov theory can be extended to dissipative systems by considering fluctuations of the density matrix around the mean-field solution:

$$
\begin{equation*}
\rho=\bigotimes_{i=1}^{N}\left(\bar{\rho}+\delta \rho_{i}\right) . \tag{3.61}
\end{equation*}
$$

In Bogoliubov's original work, the key hypothesis was to assume that the operator of the condensate mode can be approximated by a c-number. This corresponds to the GrossPitaevskii approximation discussed earlier. Here, we need not assume field operators to be c-numbers, the only approximation is that the density matrix remains factorized.
By injecting Eq.(3.61) into the general master equation and keeping only first order terms in the fluctuations, we find linear differential equations for the coefficients of the matrices $\delta \rho_{i}$. These equations are coupled in real space but decoupled in reciprocal space, due to translational symmetry. We therefore introduce the Fourier transform of the matrices $\delta \rho_{i}$ :

$$
\begin{equation*}
\delta \rho_{\mathbf{k}}=\frac{1}{\sqrt{N}} \sum_{i=1}^{N} e^{-i \mathbf{k} \cdot \mathbf{r}_{i}} \delta \rho_{i} \tag{3.62}
\end{equation*}
$$

For a 2 D square lattice, the equations of evolution for $\delta \rho_{\mathbf{k}}$ that stem from linearization around the mean-field solution are:

$$
\begin{equation*}
i \partial_{t} \delta \rho_{\mathbf{k}}=\mathcal{L}_{m f}\left[\delta \rho_{\mathbf{k}}\right]+\mathcal{L}_{\mathbf{k}}\left[\delta \rho_{\mathbf{k}}\right] \tag{3.63}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{m f}\left[\delta \rho_{\mathbf{k}}\right]=\left[H_{m f}, \delta \rho_{\mathbf{k}}\right]-\frac{i \gamma}{2}\left(2 b \delta \rho_{\mathbf{k}} b^{\dagger}-b^{\dagger} b \delta \rho_{\mathbf{k}}-\delta \rho_{\mathbf{k}} b^{\dagger} b\right), \tag{3.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{\mathbf{k}}\left[\delta \rho_{\mathbf{k}}\right]=-T_{\mathbf{k}}\left(\operatorname{Tr}\left(b \delta \rho_{\mathbf{k}}\right)\left[b^{\dagger}, \rho_{m f}\right]+\operatorname{Tr}\left(b^{\dagger} \delta \rho_{\mathbf{k}}\right)\left[b, \rho_{m f}\right]\right) \tag{3.65}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{\mathbf{k}}=\frac{2 J}{z}\left(\cos k_{x} a+\cos k_{y} a\right) . \tag{3.66}
\end{equation*}
$$

The dispersion relation is obtained by diagonalizing the operator $\mathcal{L}_{m f}+\mathcal{L}_{\mathbf{k}}$ for every $\mathbf{k}$ in the Brillouin zone. Due to dissipation, the energy spectrum is complex and the system is dynamically stable if all eigenvalues have a negative imaginary part.

Note that the operator $\mathcal{L}_{m f}$ is the usual Liouvillian for the effective single cavity problem. This term in Eq.(3.63) is thus independent of $\mathbf{k}$. Propagation effects arise from the other term $\mathcal{L}_{\mathbf{k}}$.

Written in Fock space, Eq.(3.63) reads:

$$
\begin{align*}
i \partial_{t} \delta \rho_{n, m}^{\mathbf{k}} & =\left[\Delta E_{n}-\Delta E_{m}-(m+n) \frac{i \gamma}{2}\right] \delta \rho_{n, m}^{\mathbf{k}} \\
& +\left(F-J\langle b\rangle_{m f}\right)\left(\sqrt{n} \delta \rho_{n-1, m}^{\mathbf{k}}-\sqrt{m+1} \delta \rho_{n, m+1}^{\mathbf{k}}\right) \\
& +\left(F^{*}-J\langle b\rangle_{m f}^{*}\right)\left(\sqrt{n+1} \delta \rho_{n+1, m}^{\mathbf{k}}-\sqrt{m} \delta \rho_{n, m-1}^{\mathbf{k}}\right) \\
& -T_{\mathbf{k}}\left(\sum_{q} \sqrt{q+1} \delta \rho_{q+1, q}^{\mathbf{k}}\right)\left(\sqrt{n} \bar{\rho}_{n-1, m}-\sqrt{m+1} \bar{\rho}_{n, m+1}\right) \\
& -T_{\mathbf{k}}\left(\sum_{q} \sqrt{q+1} \delta \rho_{q, q+1}^{\mathbf{k}}\right)\left(\sqrt{n+1} \bar{\rho}_{n+1, m}-\sqrt{m} \bar{\rho}_{n, m-1}\right) \\
& +i \gamma \sqrt{(n+1)(m+1)} \delta \rho_{n+1, m+1}^{\mathbf{k}}, \tag{3.67}
\end{align*}
$$

where:

$$
\begin{equation*}
\Delta E_{n}=-n \Delta \omega+\frac{U n(n-1)}{2} \tag{3.68}
\end{equation*}
$$

To prove that the present formalism is indeed a generalization of Bogoliubov's theory, we first apply it to the equilibrium Bose-Hubbard.

### 3.3.2 Application to the equilibrium Bose-Hubbard model

As with the equilibrium phase diagram in the previous chapter, we begin by investigating the Mott insulating phase.

## Excitations in the Mott phase at equilibrium

We know that at equilibrium (and zero temperature), the mean-field density matrix in the Mott phase is a pure Fock state (the number of particles per site will be denoted by $n_{0}$ ). Therefore, we set:

$$
\begin{equation*}
\bar{\rho}=\left|n_{0}\right\rangle\left\langle n_{0}\right| . \tag{3.69}
\end{equation*}
$$

Of course we also have in this case $\gamma=0$ and $F=0$. At this point, we need to reintroduce the chemical potential $\mu$ in order to recover equilibrium equations. From a purely formal point of view, all that is needed is to replace $\Delta \omega$ with $\mu$ in Eq.(3.63). It should be nonetheless
kept in mind that the idea of a "frame rotating at the pump frequency" does not have any physical meaning if $F=0$.

Since in this configuration, the Hamiltonian is diagonal in the Fock basis, it is natural to use Eq.(3.67) that is written in this basis. Given the expression of the mean-field density matrix, the only non-trivial equations are those where $(n, m) \in\left\{\left(n_{0}, n_{0}-1\right),\left(n_{0}+1, n_{0}\right),\left(n_{0}-\right.\right.$ $\left.\left.1, n_{0}\right),\left(n_{0}, n_{0}+1\right)\right\}:$

$$
\begin{align*}
& i \partial_{t} \delta \rho_{n_{0}, n_{0}-1}^{\mathbf{k}}=\left(E_{n_{0}}-E_{n_{0}-1}\right) \delta \rho_{n_{0}, n_{0}-1}^{\mathbf{k}}+\sqrt{n_{0}} T_{\mathbf{k}}\left(\sqrt{n_{0}+1} \delta \rho_{n_{0}+1, n_{0}}^{\mathbf{k}}+\sqrt{n_{0}} \delta \rho_{n_{0}, n_{0}-1}^{\mathbf{k}}\right)  \tag{3.70}\\
& i \partial_{t} \delta \rho_{n_{0}+1, n_{0}}^{\mathbf{k}}=\left(E_{n_{0}+1}-E_{n_{0}}\right) \delta \rho_{n_{0}+1, n_{0}}^{\mathbf{k}}-\sqrt{n_{0}+1} T_{\mathbf{k}}\left(\sqrt{n_{0}+1} \delta \rho_{n_{0}+1, n_{0}}^{\mathbf{k}}+\sqrt{n_{0}} \delta \rho_{n_{0}, n_{0}-1}^{\mathbf{k}}\right)  \tag{3.71}\\
& i \partial_{t} \delta \rho_{n_{0}-1, n_{0}}^{\mathbf{k}}=\left(E_{n_{0}-1}-E_{n_{0}}\right) \delta \rho_{n_{0}-1, n_{0}}^{\mathbf{k}}-\sqrt{n_{0}} T_{\mathbf{k}}\left(\sqrt{n_{0}+1} \delta \rho_{n_{0}, n_{0}+1}^{\mathbf{k}}+\sqrt{n_{0}} \delta \rho_{n_{0}-1, n_{0}}^{\mathbf{k}}\right)  \tag{3.72}\\
& i \partial_{t} \delta \rho_{n_{0}, n_{0}+1}^{\mathbf{k}}=\left(E_{n_{0}}-E_{n_{0}+1}\right) \delta \rho_{n_{0}, n_{0}+1}^{\mathbf{k}}+\sqrt{n_{0}+1} T_{\mathbf{k}}\left(\sqrt{n_{0}+1} \delta \rho_{n_{0}, n_{0}+1}^{\mathbf{k}}+\sqrt{n_{0}} \delta \rho_{n_{0}-1, n_{0}}^{\mathbf{k}}\right) \tag{3.73}
\end{align*}
$$

The density matrix is Hermitian, and since all the parameters are real, it is also real. In consequence, the last two equations do not provide any additional information and it is sufficient to consider the first two. The operator $\mathcal{L}_{m f}+\mathcal{L}_{\mathbf{k}}$ that needs to be diagonalized thus simply reduces to a $2 \times 2$ matrix, namely:

$$
\mathcal{M}_{\mathbf{k}}=\left(\begin{array}{cc}
E_{n_{0}}-E_{n_{0}-1}+n T_{\mathbf{k}} & \sqrt{n(n+1)} T_{\mathbf{k}}  \tag{3.74}\\
-\sqrt{n(n+1)}) T_{\mathbf{k}} & E_{n_{0}+1}-E_{n_{0}}-(n+1) T_{\mathbf{k}}
\end{array}\right)
$$

Let us recall that:

$$
\begin{align*}
& E_{n_{0}}-E_{n_{0}-1}=-\mu+\left(n_{0}-1\right) U  \tag{3.75}\\
& E_{n_{0}+1}-E_{n_{0}}=-\mu+n_{0} U \tag{3.76}
\end{align*}
$$

Thus, the characteristic polynomial of $\mathcal{M}_{\mathbf{k}}$ is given by:

$$
\begin{equation*}
\chi(\Omega)=\Omega^{2}-\Omega\left(\left(2 n_{0}-1\right) U-2 \mu-T_{\mathbf{k}}\right)+\left(n_{0} U-\mu\right)\left(\left(n_{0}-1\right) U\right)-\mu+T_{\mathbf{k}}(U+\mu) \tag{3.77}
\end{equation*}
$$

Let us set:

$$
\begin{equation*}
\delta \mu=\mu-\left(n_{0}-\frac{1}{2}\right) U \quad \text { and } \quad x=n_{0}+\frac{1}{2} . \tag{3.78}
\end{equation*}
$$

With these notations, $\chi$ reads:

$$
\begin{equation*}
\chi(\Omega)=\Omega^{2}+\left(2 \delta \mu+T_{\mathbf{k}}\right) \Omega+\delta \mu^{2}-\frac{U^{2}}{4}+T_{\mathbf{k}}(U+\mu) \tag{3.79}
\end{equation*}
$$

Finally, the dispersion relation for the elementary excitations is given by:

$$
\begin{equation*}
\omega_{ \pm}(\mathbf{k})=-\delta \mu-\frac{T_{\mathbf{k}}}{2} \pm \sqrt{T_{\mathbf{k}}^{2}+U^{2}-4 T_{\mathbf{k}} x} \tag{3.80}
\end{equation*}
$$

which is exactly the expression that is obtained using the usual methods of quantum field theory, for example in their path-integral formulation [95]. Starting from Eq.(3.67) it is also possible to calculate numerically the eigenvalues of the general $9 \times 9$ Bogoliubov matrix. Results for a point inside the first lobe and at the tip of the first lobe are shown in Fig.(3.10)


Figure 3.10: Left: bosons dispersion relation inside the first lobe. $J / U=J_{c} / 2 U$ and $\mu / U=$ $\mu_{c} / U$, where $J_{c}$ and $\mu_{c}$ correspond to the tip of the lobe. Right: Bosons dispersion at the tip of the first lobe. $J / U=3-2 \sqrt{2}$ and $\mu / U=\sqrt{2}-1$.

The constant eigenvalues correspond to trivial equations in Eq. 3.63, and are not physically relevant. We also see here the $\pm \Omega$ symmetry that was underlined above. Looking at the positive eigenvalues, we recognize the "hole" and "particle" excitations. The presence of a gap in the spectrum is characteristic of the Mott insulating phase.

If the same dispersion relation is plotted at the tip of the lobe, a gapless phonon mode appears, indicating a transition to the superfluid phase (see right panel on Fig.(3.10)). Moreover, we recover the well-known Lorentz invariance at this particular point of the phase diagram [96].

## The Superfluid Side of the Transition

Since the Gutzwiller ansatz is exact in the Mott phase, it is also expected to give satisfactory results in the superfluid phase, close to the transition.

We can therefore calculate numerically the mean-field solution and the excitation spectrum in the superfluid phase using the same method, as long as we stay close to the transition. A example of such a spectrum is on Fig.(3.11).


Figure 3.11: Bosons dispersion relation in the SF phase. $J / U=J_{c} / U+0.06$ and $\mu / U=$ $\mu_{c} / U-0.12$.

Two modes can be identified in this spectrum: a gapless phonon mode, which corresponds to phase fluctuations of the order parameter, and a gapped mode, relative to amplitude fluctuations. Once again, these results are consistent with the ones obtained using other approaches [97].

### 3.3.3 Excitation spectrum for the driven-dissipative model

## Emergence of inhomogeneous phases

Equipped with the generalized Bogoliubov theory, we can now compute the excitation spectrum of the driven-dissipative model and determine the stability of the different steadystates phases. The study was carried out for the same parameters as in Fig.(3.9). The number of stable solutions is shown on Fig.(3.12). As mentioned previously, in most of the bistable region, 2 out of the 3 potentially existing solutions are stable. There are however areas were the low-density phase becomes unstable (marked in red and yellow on Fig.(3.12)). In particular, in the region marked in red in Fig.(3.12), there is only one solution and it is unstable.

At this point, it is important to recall that within our mean-field approximation, all the sites are equivalent. Hence, we only have access to spatially homogeneous solutions. The fact that there is no homogeneous mean-field solution for some values of the parameters, may therefore indicate a breaking of translational symmetry and the emergence of inhomogeneous phases. Note that this kind of modulational instabilities do occur in other nonlinear optical systems like parametric oscillators [98].

In order to understand better this phenomenon, let us take a look at the excitation spectrum. Dispersion relations at the edge of the unstable region (points A, A', B and B' on Fig. 3.9), are plotted on Fig. 3.13 and 3.14. We see on Fig. 3.13 and Fig. 3.14 that on the left side of the unstable region, instabilities arise at $\mathbf{k}=(\pi / a, \pi / a)$. This indicates that as we cross the unstable region from the left by increasing the coupling between cavities, an inhomogeneous density-wave steady-state occurs. Note that the other edge, the unstable $\mathbf{k}$-vectors are smaller and located well inside the Brillouin zone. Another remarkable point is that the real part of the unstable branch is zero for every $\mathbf{k}$ inside the Brillouin zone while the imaginary part is strongly dispersive. Since in the case of thermal equilibrium the excitation spectrum is real, the existence of a purely imaginary branch is obviously related to dissipation. But it is interesting to note that the dispersive nature of purely imaginary branches is a consequence of interactions. Indeed, in the low-density phase, when $J \gg U$, all eigenvalues have completely flat imaginary parts. In this regime there are two (anticonjugate) dispersive branches whose real parts originate from the bare boson dispersion on a square lattice.

The existence of this purely imaginary branch can be seen analytically in a very low density regime, assuming that there is at most one photon per site. We can then approximate


Figure 3.12: Number of stable mean-field solutions plotted as a function of $J / \Delta \omega$ and $U / \Delta \omega$. Same parameters as in Fig.(3.9). Yellow part (central region labeled with ' 1 '): only one stable phase out of 3 existing solutions. Red part (label ' 0 '): only one solution, which is unstable. $\mathrm{A}, \mathrm{A}^{\prime}, \mathrm{B}$ and $\mathrm{B}^{\prime}$ are points on the edge of the unstable zone whose excitation spectrum is presented in Figs.(3.13) and (3.14).
our description by working in a truncated Hilbert space with at most one photon per site. The vector $\delta \rho^{\mathbf{k}}$ has then only four coefficients, $\left(\delta \rho_{00}^{\mathbf{k}}, \delta \rho_{01}^{\mathbf{k}}, \delta \rho_{11}^{\mathbf{k}}, \delta \rho_{10}^{\mathbf{k}}\right)^{T}$ and $\mathcal{L}_{\mathbf{k}}$ is given by:

$$
\mathcal{L}=\left(\begin{array}{cccc}
0 & \left(A^{*}+F^{*}\right)+T_{\mathbf{k}} \bar{\rho}_{10}^{*} & i \gamma & -(A+F)-T_{\mathbf{k}} \bar{\rho}_{10}  \tag{3.81}\\
A+F & -\Delta \omega-T_{\mathbf{k}}\left(\bar{\rho}_{00}-\bar{\rho}_{11}\right)-i \frac{\gamma}{2} & -(A+F) & 0 \\
0 & -\left(A^{*}+F^{*}\right)-T_{\mathbf{k}} \bar{\rho}_{10}^{*} & -i \gamma & (A+F)+T_{\mathbf{k}} \bar{\rho}_{10} \\
-\left(A^{*}+F^{*}\right) & 0 & A^{*}+F^{*} & \Delta \omega+T_{\mathbf{k}}\left(\bar{\rho}_{00}-\bar{\rho}_{11}\right)-i \frac{\gamma}{2}
\end{array}\right)
$$

where $A=-J\langle b\rangle$ is the mean-field parameter, $\left(\bar{\rho}_{00}, \bar{\rho}_{10}, \bar{\rho}_{11}\right)$ the coefficients of the steadystate density matrix and $T_{\mathbf{k}}=-2 J / z\left(\cos \left(k_{x} a\right)+\cos \left(k_{y} a\right)\right)$ as in Eq.(3.66).

Let us show that such $4 \times 4$-matrix has always a purely imaginary eigenvalue. First we see that the first and the third row of this matrix are not linearly independent. This is simply a consequence of the constraint $\operatorname{Tr}[\rho]=1$, which in turn implies $\delta \rho_{00}^{\mathbf{k}}+\delta \rho_{11}^{\mathbf{k}}=0$ at all times.


Figure 3.13: Energy-momentum dispersion of elementary excitations for points A (upper panel) and A' (lower panel), indicated in Fig.(3.12). Real and imaginary part of the lowenergy branches (in units of $\gamma$ ) are plotted vs $\mathbf{k} . \Gamma=(0,0), M=(\pi / a, \pi / a), X=(\pi / a, 0)$ are special points in the Brillouin zone of the squared photonic lattice. Thick blue lines depict branches with a flat real part over the entire Brillouin zone, while the imaginary part is strongly dispersive with a resonance around specific wavevectors.


Figure 3.14: Excitation dispersions for points B (upper panel) and B' (lower panel). Same conditions as in Fig.(3.13).

It is therefore more convenient to work with the variables $\left\{\delta \rho_{00}^{\mathbf{k}}-\delta \rho_{11}^{\mathbf{k}}, \delta \rho_{00}^{\mathbf{k}}+\delta \rho_{11}^{\mathbf{k}}\right\}$ instead of $\left\{\delta \rho_{00}^{\mathbf{k}}, \delta \rho_{11}^{\mathbf{k}}\right\}$. In this new basis, upon elimination of the superfluous row and column, we obtain a $3 \times 3$ matrix, $i \mathcal{M}$ whose general structure is

$$
\mathcal{M}=\left(\begin{array}{ccc}
G & B & B^{*}  \tag{3.82}\\
C & D & 0 \\
C^{*} & 0 & D^{*}
\end{array}\right)
$$

with $G=-\gamma \in \mathbb{R}, B=-2 i\left(A^{*}+F^{*}\right)-2 i t_{\mathbf{k}} \bar{\rho}_{10}^{*}, C=-i(A+F)$ and $D=i\left(\Delta \omega+t_{\mathbf{k}}\left(\bar{\rho}_{00}-\right.\right.$ $\left.\left.\bar{\rho}_{11}\right)\right)-\frac{\gamma}{2}$.

The factor $i$ has been added for convenience, as it is more natural to work with real rather than purely imaginary quantities. Indeed, given the particular structure of $\mathcal{M}$, its characteristic polynomial $\chi$ has real coefficients. This polynomial reads:

$$
\begin{align*}
\chi= & -X^{3}+(2 \operatorname{Re}(D)+G) X^{2} \\
& +\left(2 \operatorname{Re}(\mathrm{BC})-|D|^{2}-2 \operatorname{Re}(D)\right) X \\
& -2 \operatorname{Re}\left(B^{*} C^{*} D\right)+G|D|^{2} . \tag{3.83}
\end{align*}
$$

Since $\chi \in \mathbb{R}[X]$, it has at least one real root and if the other two are not real, they are complex conjugate. In other words, $\mathcal{L}$, which has, up to a factor $i$, the same eigenvalues as $i \mathcal{M}$ has at least one imaginary branch.

We have checked numerically that in the low density regime such truncated matrix agrees with the results obtained by including the full linearization matrix.

## Comparison with the Gross-Pitaevskii approximation

We have seen that Gross-Pitaevskii approximation gives satisfactory results in the weakly interacting sector of the phase diagram. Let us see what happen with the energy spectrum.

Computation of the dispersion relation is greatly simplified in this regime where the system is described by classical complex field. Fluctuations around the mean-field value $\beta$ obey the following equation:

$$
i \partial_{t}\binom{\delta \beta_{\mathbf{k}}}{\delta \beta_{-k}^{*}}=\left(\begin{array}{cc}
-\Delta \omega-T_{\mathbf{k}}+2 U|\beta|^{2}-i \gamma / 2 & U \beta^{2}  \tag{3.84}\\
U \beta^{* 2} & \Delta \omega+T_{\mathbf{k}}-2 U|\beta|^{2}-i \gamma / 2
\end{array}\right)\binom{\delta \beta_{\mathbf{k}}}{\delta \beta_{-k}^{*}} .
$$

This leads to a complex Bogoliubov spectrum:

$$
\begin{equation*}
\omega_{ \pm}(\mathbf{k})= \pm \sqrt{\left(-\Delta \omega-T_{k}+2 U|\beta|^{2}\right)^{2}-U^{2}|\beta|^{4}}-\frac{i \gamma}{2} . \tag{3.85}
\end{equation*}
$$



Figure 3.15: Energy-momentum dispersion of elementary excitations. Upper panels: $\gamma / \Delta \omega=0.2, F / \Delta \omega=0.4, U / \Delta \omega=0.5$ and $J / \Delta \omega=3$ (high-density phase). Real and imaginary part of the low-energy branches (in units of $\gamma$ ) are plotted vs $\mathbf{k}$. Blue and black lines depict branches obtained with Eq.(3.63), the two red lines are the branches derived from Gross-Pitaevskii equations. For these parameters, Gross-Pitaevskii approximation is accurate. Lower panels: $\gamma / \Delta \omega=0.2, F / \Delta \omega=0.4, U / \Delta \omega=2$ and $J / \Delta \omega=1$ (monostable phase). Gross-Pitaevskii approximation fails in the regime of strong correlations.

Dispersion relations extracted from Eq.(3.63) and Eq.(3.85) are shown on Fig.(3.15). For small on-site repulsion and large tunneling amplitude $(U / \Delta \omega=0.5$ and $J / \Delta \omega=3$, upper panels), the Gross-Pitaevskii approximation give good quantitative results and the corresponding spectrum is included in the more general approached outlined in Eq.(3.63). As expected, it fails in the regime of strong correlations. Lower panels of Fig.(3.15) show the dispersion relations for $U / \Delta \omega=2$ and $J / \Delta \omega=1$. In this regime, $g^{(2)}(0)=0.69$, proving that the hypothesis of a quasi coherent state underlying the Gross-Pitaevskii approximation scheme is not justified.

### 3.4 Conclusion

In this chapter we presented an efficient method for computing the mean-field phase diagram of the driven-dissipative Bose-Hubbard model in the most general case. This method is based on an analytical solution for the single-site problem, relying on the use of the complex $P$ representation.

An important feature of the mean-field phase diagram is tunneling-induced bistability. In a wide region of the diagram, the theory predicts the existence of two stable steady-states (for the same value of all the parameters). Interestingly, these two stable phases share great similarities with the two types of steady-states found in Chap. 2 at weak pumping and weak dissipation. Indeed, one of the phases has a high-density of photon and $g^{(2)}(0) \leq 1$. Besides, for values of $U / \Delta \omega$ corresponding to multiphotonic resonances and for weak tunneling rates, the light is strongly antibunched. The other phase is a low-density phase that exhibits superbunching near the two-photon resonance.

Remarkably, the study of stability revealed that for certain values of the parameters, collective excitations with a purely imaginary energy-momentum dispersion trigger modulational instabilities at specific wavevectors. This type of instabilities indicates the emergence of inhomogeneous phases in the system.

It is noteworthy that the prediction of tunneling-induced bistability is not specific to the $P$-representation mean-field theory. Indeed, such phenomenon also arises within the simpler framework of the Gross-Pitaevskii equation. We have shown however that in the strongly correlated regime, the Gross-Pitaevskii approximation fails to give correct results.

Although it is more accurate than the Gross-Pitaevskii approach, $P$-representation meanfield theory is still not a fully controlled approximation. Only further studies going beyond mean-field will eventually determine its range of validity. The next chapter is a first step in this direction.

## Chapter 4

## Exact numerical simulations on finite-size systems

Although the mean-field approximation that we have used extensively so far is exact in the limit $J=0$ or $U=0$, it is not a controlled approximation. It is indeed very difficult to evaluate the error on the density matrix or the observables, with respect to the exact solution. The only way to validate or invalidate the predictions of mean-field theory is therefore to compare it with the results of other more accurate methods. To go forward in this direction we have chosen to perform exact numerical simulations on finite-size arrays of cavities.

Simulating exactly quantum many-body systems is however a tremendous task: the dimension of the Hilbert space for a multipartite system consisting of $m$ subsystems, each of them described by a space of dimension $N$, is $N^{m}$. Furthermore, in nonequilibrium conditions, the system can no longer be described in terms of pure states, but the full density matrix must be considered. In this case, the number of variables to be determined scales as $N^{2 m}$, namely the square of the size of the Hilbert space. In the case of cavity arrays where we may have to consider 3 or 4 photons per site, the problem becomes quickly intractable with brute-force methods, even for relatively small lattices: the dimension of the Hilbert space for a $3 \times 3$ square lattice with up to 4 photons per cavity is already $5^{9} \simeq 2 \times 10^{6}$.

In this context, the need for a new and efficient method for simulating two-dimensional driven-dissipative systems gave rise to an ambitious project that was started with Alexandre Baksic and Stefano Finazzi, under the supervision of Cristiano Ciuti. We were later joined by Florent Storme and are still actively working on the subject. As a result, rather than presenting a systematic study of the validity of the mean-field approximation, this chapter will focus on the main ideas and the first results of this new numerical method.

The main purpose of the method is to simplify the initial problem by restricting the time
evolution of the system to a small "corner" of the Hilbert space that would contain all the relevant many-body states. The accuracy of the results can then be improved by increasing the size of the corner until convergence (in the value of the observables) is reached.

We have developed two types of "corner method". In the first approach, we select the most probable states at the single-site level by diagonalizing the mean-field density matrix. The corner basis is then formed by taking the most probable products of single-site states. We will see that this approach has better performance than a direct simulation in Fock state but still has limitations in lattice size. The second, more sophisticated approach is based on a real-space renormalization procedure. The corner basis is constructed by merging smaller lattices and selecting the most probable product states. An article presenting the results of this second approach is currently under review [24].

### 4.1 A first approach: Selecting a corner space from the mean-field density matrix

The very general idea of selecting a small portion of a gigantic Hilbert space has been at the heart of several approximation schemes developed in the last decades. Most of these works were devoted to equilibrium systems for which the fundamental task is to find the many-body ground state. The first attempt in this direction was the renormalization group technique, proposed by Wilson and successfully applied to the Kondo problem [99]. Numerical implementations of this approach are based on the solution of a system with a smaller Hilbert space, where only the relevant physical states with the lower energy are retained. Ideally this procedure can be iterated by arbitrarily growing the size of the system step by step, by doubling it, for instance, at each iteration. Unfortunately, such a naive numerical implementation of the real-space renormalization group often yields poor results for nondissipative quantum lattice systems, because the boundary conditions imposed while solving the smaller system are generally not appropriate to describe the doubled one [100].

In the case of one-dimensional systems, a solution to this impasse is represented by the density matrix renormalization group (DMRG) [101], a more sophisticated technique which provides extremely precise results, often up to numerical precision, and which is based on the selection of most probable states of a properly constructed reduced density matrix. Behind the success of this method lies the fact that it operates on a very specific class of quantum states called matrix-product states (MPS) [102]. Generalization of this technique for spatial dimension larger than one have been introduced, based on an artificial description in terms of one-dimensional systems with long-range interactions [103] or through the generalization of matrix product states to projected entangled-pair states (PEPS) [104]. However, going from one to two spatial dimension makes all the calculations much more difficult. Hence, improving the efficiency of these algorithms is still a subject of intense research.

These approaches, and in particular the DMRG procedure for 1D-systems, can be generalized to open systems by working in the super-Hilbert space of density matrices [105, 106, $107,108]$. The price to pay is to add another level of complexity, which is still manageable for 1D systems but makes 2D problems even more difficult to tackle.

We have explored an alternative route and developed a new method that is well suited for dealing with two-dimensional systems such as arrays of nonlinear cavities. As already mentioned, the objective is to find a way to classify the states and select the most relevant
ones. One way of doing so is to find an approximate density matrix in the total Hilbert space, which can be readily diagonalized. In the basis in which this density matrix in diagonal, a certain probability is associated to each of the state-vectors. The subspace generated by the most probable states is then a good candidate for the "corner space". In this section, we describe a first implementation of this idea, taking the mean-field density matrix as an approximate solution. The different steps of the procedure, presented in details below, are the following:

1. Diagonalize the single-site mean-field density matrix.
2. Select the $M$ most probable product states as a basis for the corner space.
3. Determine the steady-state solution of the density matrix in the corner space.
4. Increase $M$ until convergence is reached for all the observables.

### 4.1.1 Main steps of the algorithm

## Step 1: Diagonalization of the mean-field density matrix

The first step for the selection of the most probable states is to diagonalize the single-site mean-field density matrix:

$$
\begin{equation*}
\rho^{(M F)}=\sum_{j} p_{j}^{(M F)}\left|\psi_{j}^{(M F)}\right\rangle\left\langle\psi_{j}^{(M F)}\right|, \tag{4.1}
\end{equation*}
$$

where the states are ordered in such a way that:

$$
\begin{equation*}
p_{j}^{(M F)} \geq p_{j+1}^{(M F)} \tag{4.2}
\end{equation*}
$$

Note that before diagonalization, the density matrix is typically represented in the Fock basis. For all practical purposes, one always has to set a maximum number of photons per site $N_{\max }$, which will in turn determine the maximum number of eigenstates $\left|\psi_{0}^{(M F)}\right\rangle,\left|\psi_{1}^{(M F)}\right\rangle \ldots\left|\psi_{N_{\text {max }}}^{(M F)}\right\rangle$, of the mean-field density matrix that will be taken into account. This cutoff $N_{\max }$ has to be large enough to ensure convergence of the mean-field solution. If however the probability distribution of the eigenstates is concentrated on a few states, the number of states per site that will eventually contribute to the steady-state may be much smaller than $N_{\max }$.

## Step 2: Selection of the most probable product states as a basis for the corner space

Once the diagonal form of the mean-field density matrix in known, the states spanning the corner space are chosen in the following way: to select a corner space of size $M$, we keep the $M$ most probable product states of the form

$$
\begin{equation*}
\left|\psi_{r_{j}(1)}^{(M F)}\right\rangle\left|\psi_{r_{j}(2)}^{(M F)}\right\rangle \ldots\left|\psi_{r_{j}\left(N_{s i t e}\right)}^{(M F)}\right\rangle, \tag{4.3}
\end{equation*}
$$

ranked according to the joint probability $p_{r_{j}(1)}^{(M F)} p_{r_{j}(2)}^{(M F)} \ldots p_{r_{j}\left(N_{s i t e}\right)}^{(M F)}$, where the indices indicating the rank are such that:

$$
\begin{equation*}
p_{r_{j}(1)}^{(M F)} p_{r_{j}(2)}^{(M F)} \ldots p_{r_{j}\left(N_{s i t e}\right)}^{(M F)} \geq p_{r_{j+1}(1)}^{(M F)} p_{r_{j+1}(2)}^{(M F)} \ldots p_{r_{j+1}\left(N_{s i t e}\right)}^{(M F)} \tag{4.4}
\end{equation*}
$$

These states form an orthonormal basis of the corner space.
Note that in the expression above, one can have $p_{r_{j}(k)}^{(M F)}<p_{r_{j+1}(k)}^{(M F)}$ for some site indices even though the product of the probabilities is such that Eq.(4.4) is satisfied. It occurs, for example, if the probability distribution in Eq.(4.1) is such that

$$
\begin{equation*}
p_{1}^{(M F)} p_{1}^{(M F)}>p_{0}^{(M F)} p_{2}^{(M F)} \tag{4.5}
\end{equation*}
$$

It is then more probable to have two sites in $\left|\psi_{1}^{(M F)}\right\rangle$ than one site in $\left|\psi_{2}^{(M F)}\right\rangle$ and one in $\left|\psi_{0}^{(M F)}\right\rangle$.

The Hilbert space generated by the product states of Eq.(4.3) can be viewed as composed of several "shells" containing states with the same probability. Indeed, the probability of a state is entirely determined by a vector $\left(n_{0}, n_{1}, \ldots, n_{N_{\max }}\right)$, with

$$
\begin{equation*}
\sum_{j=0}^{N_{\max }} n_{j}=N_{s i t e} \tag{4.6}
\end{equation*}
$$

denoting the number of sites in states $\left|\psi_{0}^{(M F)}\right\rangle,\left|\psi_{1}^{(M F)}\right\rangle \ldots\left|\psi_{N_{\text {max }}}^{(M F)}\right\rangle$ respectively. This vector defines a shell of states that are all related by an arbitrary permutation of the lattice sites leaving $\left(n_{0}, n_{1}, \ldots, n_{N_{\max }}\right)$ unchanged. As a result, the number of states of a single shell is given by the multinomial coefficients

$$
\begin{equation*}
S\left(n_{0}, n_{1}, \ldots, n_{N_{\max }}\right)=\frac{N_{s i t e}!}{\prod_{j=0}^{N_{\max }} n_{j}!}, \tag{4.7}
\end{equation*}
$$

and their probability is

$$
\begin{equation*}
p\left(n_{0}, n_{1}, \ldots, n_{N_{\max }}\right)=\prod_{j=0}^{N_{\max }}\left(p_{j}^{(M F)}\right)^{n_{j}} \tag{4.8}
\end{equation*}
$$

For example, the most probable shell is $\left(N_{\text {site }}, 0, \ldots, 0\right)$, which corresponds to the unique state where all sites are in $\left|\psi_{0}^{(M F)}\right\rangle$. The second most probable is $\left(N_{\text {site }}-1,1,0, \ldots, 0\right)$, for which one of the sites is in $\left|\psi_{1}^{(M F)}\right\rangle$ and all the others in $\left|\psi_{0}^{(M F)}\right\rangle$. We see that the selection of the state spanning the corner amounts to selecting the most probable shells, so that the number of total states in the corner is equal to $M$.

Once the $M$ basis vectors of the corner space have been identified, the next task is to project all the operators governing the dynamics of the system on the corner space. One of the simplest ways to do so would be to write the matrix representation of the operators in the full space and delete afterwards the rows and columns corresponding to vectors laying outside of the corner space. However, for large lattices, this method requires the creation and manipulation of very large matrices. To avoid this difficulty, we have used an alternative way of projecting the operators on the corner space that is more efficient in terms of memory and do not require to write matrices in the full Hilbert space. Details on this procedure are presented in Appendix B.

At the end of step 2, we have at our disposal the matrix representation of all the relevant operators projected in the corner space.

## Step 3: Determination of the steady-state density matrix in the corner space

The steady state of the system is determined by solving the master equation in the corner space. We assume that the master equation has the same form as Eq.(1.106), namely:

$$
\begin{equation*}
i \partial_{t} \rho=[H, \rho]+\frac{i \gamma}{2} \sum_{i=1}^{N_{s i t e}}\left[2 b_{i} \rho b_{i}^{\dagger}-b_{i}^{\dagger} b_{i} \rho-\rho b_{i}^{\dagger} b_{i}\right] \tag{4.9}
\end{equation*}
$$

where all the operators are restricted to the corner space. There are several ways to find numerically the steady-states of Eq.(4.9). Usually, for a small corner space $\mathcal{C}(M)$, the fastest way is to solve Eq.(4.9) directly, in the vector space of operators on $\mathcal{C}(M)$, of which the density matrices form a convex set. This can be done by diagonalizing the Liouvillian superoperator

$$
\begin{equation*}
\mathcal{L}=[H, \bullet]-\frac{i \gamma}{2} \sum_{i=1}^{N_{\text {sites }}}\left[2 b_{i} \bullet b_{i}^{\dagger}-b_{i}^{\dagger} b_{i} \bullet+\bullet b_{i}^{\dagger} b_{i}\right] \tag{4.10}
\end{equation*}
$$

acting on $\rho$ seen as a vector. Eigenvectors corresponding to the eigenvalue 0 are steady-states of the system. Alternatively, one can solve the differential equation Eq.(4.9) by using, e.g., Runge-Kutta algorithms, until the system reaches a stationary state.

These methods are fully deterministic and their precision is limited only by the performance of the diagonalization or time evolution algorithms. However, as they require to work in the space of operators, which has a dimension $M^{2}$, they are very demanding in terms of memory. In practice they are manageable as long as $M<10^{3}$. When the dimension of the corner space is increased further, a Monte Carlo wave-function technique is needed [109, 110, 111, 112]. In this stochastic approach, which is detailed in Appendix A, the master equation is solved by averaging over quantum trajectories of pure states in presence of random quantum jumps. As the time evolution is performed on pure states, the matrices involved in the algorithm have a dimension $M$ instead of $M^{2}$. With this technique, a size $M \sim 10^{4}$ is reachable, depending on the sparsity of the matrices.

## Step 4: Increasing $M$ until convergence is reached

The accuracy of the results is checked by increasing the size $M$ of the corner space until convergence in the value of the observables is reached. We emphasize that in principle, by increasing arbitrarily $M$, the method becomes exact since the considered basis spans the entire Hilbert space. Of course, in practice, the method is useful when the number of states required to reach convergence is small enough to be treated numerically.

Note that although the basis spanning the corner space is formed by factorized states, with no correlations between different sites, the final steady-state may contain such correlations as it involves linear superpositions of the basis vectors.

### 4.1.2 Results

Although the method presented above is not restricted to any particular lattice model, we have first implemented it for the driven-dissipative Bose-Hubbard model on a $2 \times 2$ square lattice with periodic boundary conditions. For such a small number of sites, the size of the Hilbert space is reasonable. Setting a cutoff of $N_{\max }=4$ photons per site, the dimension of the total space is only $5^{4}=625$, which makes it possible to solve directly the master equation without resorting to wave-function Monte Carlo calculations. Figures 4.1 and 4.2 show the mean photon density and $g^{(2)}(0)$ in the steady-states, as a function of the number of states
in the corner. Results are shown for different values of the cut-off $N_{\max }$. The parameters $F / \Delta \omega$ and $\gamma / \Delta \omega$ are the same as in the mean-field phase diagram presented in Fig.(3.9).

In Fig.(4.1) are shown the results for $U / \Delta \omega=2$ and $J / \Delta \omega=0.2$. As $J \ll U$ for this set of parameters (hereafter called point 1), we expect the mean-field approximation to be rather accurate. This is the case, since the deviation from mean-field is around $5 \%$. As we have seen in Chap. 2, this value of $U$ corresponds to the two-photon resonance, which explains that the (mean-field and exact) steady-states are reminiscent of the two-photon generalized Fock state defined in Eq.(2.41). Here, since $J \neq 0$ and $F / \Delta \omega=0.4$, we are no longer in the very weak pumping regime, so the density is 0.9 instead of 1 and $g^{(2)}(0)=0.6$ instead of 0.5 . Note that this point of the phase diagram is located inside the monostable region according to the mean-field theory, so no bistability is expected to occur. Since the main purpose here is to benchmark the method, the study of bistability was postponed and will be included in future works.

We see from Fig.(4.1) that setting the maximum number of photons per site to 3 or 4 yields convergent results, which shows that $N_{\max }=4$ is enough to ensure that the cutoff on the number of photons does not affect the results. A cutoff of only 2 photons yields very poor results not shown on the figure. The maximum number of states in the corner is set to 305, which is more than enough to reach the exact steady states. Interestingly, the results obtained for 80 states are already a good approximation, with an error around $1 \%$. For a $2 \times 2$ lattice, a Hilbert space of 80 states is smaller than a Fock space with a maximum of two photons per sites, which shows that for a point where the mean-field theory is a good approximation, our way of selecting the corner is more efficient than a simple truncation of the full Fock space.

In contrast with the first point, the second point of the phase diagram as been chosen in a region where the validity of the mean-field theory is not clear a priori. Indeed, the values of $U / \Delta \omega=4$ and $J / \Delta \omega=1.5$ correspond to the unstable region of the mean-field phase diagram. The discrepancy is confirmed by the results of Fig.(4.2). Indeed, the density in the steady-state of the $2 \times 2$ lattice is 5 times higher than the mean-field value and $g^{(2)}(0)=2.4$ instead of 0.95 . Note that since the density of photons is much smaller than for the previous point, a cutoff of 3 photons per site is already enough. For this set of parameters, reaching the stationary solution within the corner still requires less states than with the full Fock space, but the convergence speed is not as good as in the previous case. This is not surprising since the selection of the states is based on a approximate density matrix that is very far from the exact result.


Figure 4.1: Mean photon density and $g^{2}(0)$ as a function of the number of states in the corner space for a $2 \times 2$ lattice. Point 1: $U / \Delta \omega=2, J / \Delta \omega=0.2, F / \Delta \omega=0.4, \gamma / \Delta \omega=0.2$. Dashed black line: mean-field solution


Figure 4.2: Mean photon density and $g^{2}(0)$ as a function of the number of states in the corner space for a $2 \times 2$ lattice. Point $2: U / \Delta \omega=4, J / \Delta \omega=1.5, F / \Delta \omega=0.4, \gamma / \Delta \omega=0.2$. Dashed black line: mean-field solution.

For the $2 \times 2$ lattice, there was no need to use the wave-function Monte Carlo method outlined at the beginning of this chapter. This is no longer the case with the $3 \times 3$ lattice. For this size, a cutoff of 3 photons per site, yields a Hilbert space of dimension $4^{9}=262144$ and the numerical calculations become much heavier. Results for the point 1 of the phase diagram $(U / \Delta \omega=2$ and $J / \Delta \omega=0.2)$, are reported in the left panel of Tab.(4.1). We have calculated the mean photon density and $g^{(2)}(0)$ for up to 55395 states in the corner. Given the performance of the method on the $2 \times 2$ lattice, which already gives good results for a corner size corresponding to 3 states per site ( 81 states), the results on the $3 \times 3$ for this size of the corner should be close to the exact solution. Indeed, 3 states per site on a $3 \times 3$ lattice correspond to $3^{9}=19683$ states. Note that the values of the observables are closer to the mean-field solution for the $3 \times 3$ lattice than for the $2 \times 2$ lattice. For the former, the discrepancy is around $3 \%$.

We have already noted that for the second point $(U / \Delta \omega=4$ and $J / \Delta \omega=1.5)$, the exact stationary solution is very far from the mean-field solution, and as a result, the method is less efficient. This is of course more problematic in the case of a $3 \times 3$ lattice, since the full Hilbert space is much larger. In fact, we were not able to reach convergence with this approach for this lattice size. This is also explained by the fact that, if the solution we are looking for is very far from the mean-field result, the time necessary to reach the steady state is also longer, thereby slowing down the calculations even more. As an alternative, results for $U / \Delta \omega=4$ but $J / \Delta \omega=0.2$ are shown in the right panel of Tab.(4.1). For this smaller value of the tunneling strength, the mean-field approximation works better and convergence is reached for less than 7000 states.

These few examples on $2 \times 2$ and $3 \times 3$ lattices already bring to light the potentials and shortcomings of this first attempt at selecting a relevant corner of the Hilbert space. When the mean-field approximation is accurate, this new method is indeed much more efficient than a direct simulation in the Fock basis. It allows for a finer modulation of number of states than a simple truncation of the Fock space so that convergence is reached, in the best-case scenario, with a much smaller number of states. Moreover, once convergence is reached, arbitrary precision is achievable. We have seen however that as soon as deviations for the mean-field results become significant, the state selection based on this approximate density matrix does not lead to a fast convergence. Furthermore, even when the number of states is significantly reduced when compared to the truncated Fock space, the size of the corner is still expected to grow exponentially with the number of lattice sites. For example, if the corner method reduces the number of states per site that have to be taken into account

| $N_{\text {max }}$ | $\left\langle b^{\dagger} b\right\rangle$ | $g^{(2)}(0)$ | $N_{\text {max }}$ | $\left\langle b^{\dagger} b\right\rangle$ | $g^{(2)}(0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 463 | 0.1273(1) | 0.841(1) | $N_{\text {max }}$ | 0.955(1) |  |
| 835 | 0.1282(2) | 0.856(2) | 3851 7136 | $0.955(1)$ $0.947(1)$ | $0.5950(8)$ $0.6115(8)$ |
| 1978 | 0.1279(2) | 0.864(2) | 26595 | $0.941(3)$ | 0.623(2) |
| 3788 | 0.1286(5) | 0.860(4) | 55395 | 0.936(3) | 0.627(2) |
| 6713 | 0.1284(2) | 0.862(2) | MF | 0.9587 | 0.6088 |
| MF | 0.1250 | 0.8359 | Mr |  |  |

Table 4.1: Mean photon density and $g^{(2)}(0)$ for a $3 \times 3$ lattice, corresponding to two different points in the phase diagram and calculated with the method of Sec. 4.1. For each point, results are shown for different sizes of the corner space. For both points, $F / \Delta \omega=0.4 \gamma / \Delta \omega=$ 0.2 and $J / \Delta \omega=0.2$. The left table correspond to $U / \Delta \omega=4$, and the right one to $U / \Delta \omega=2$. The error on the last significative digit is due to to finite Monte Carlo sampling and the last row corresponds to the mean-field prediction.
form 4 to 3 , as it is the case for the point 1 discussed above, simulations on lattices larger than $3 \times 3$ are already out of reach.

This limitation is essentially due to the fact that the selection of the states forming the corner is based on a single-site mean-field density matrix. More precisely, by starting from mean-field density matrix, we end up with a corner spanned by tensor products of $N$ singlesite states. Consequently, the method can be improved by taking as a basis for the corner, not products of single-site states but products of states that already include several sites. An implementation of this idea, related to the spatial renormalization group approach is presented in the next section.

### 4.2 Corner space renormalization method

### 4.2.1 General principles of the method

The idea behind the second and more sophisticated approach that we have explored is to construct the corner space by taking products of states belonging to two lattices of smaller size, for which we know the exact density matrix. An efficient way to simulate large lattices is then to iterate the procedure, so as to double the size of the system at each iteration. On this specific point, the method is close to the spirit of Wilson's spatial renormalization group [99]. The steps of this Corner Space Renormalization method are the following:

1. Determine the steady-state density matrix for small lattices, for which an exact inte-


Figure 4.3: Sketch describing the general idea and ingredients of the Corner Space Renormalization method.
gration of the master equation is possible.
2. Merge spatially two of these lattices and select the $M$ most probable product states as a basis for the corner space.
3. Determine the steady-state solution of the density matrix in the corner space.
4. Increase $M$ until convergence is reached.
5. In order to simulate a larger lattice, go back to step 2.

These different steps are summarized in Fig.(4.3). Steps 3 and 4 of this algorithm are the same as in the previous one. The main difference between the two lies in steps 2 and 5 , which are detailed below.

Step 2: Merging of two lattices and selection of the most probable states spanning the corner

Let us suppose that we know the steady-state density matrices $\rho^{(\mathrm{A})}$ and $\rho^{(\mathrm{B})}$ for two lattices A and B. The goal is to use these solutions to select the relevant corner for the larger lattice obtained by merging spatially A and B . Note that the corresponding Hilbert space is then $\mathcal{H}_{(\mathrm{A} \cup \mathrm{B})}=\mathcal{H}_{\mathrm{A}} \otimes \mathcal{H}_{\mathrm{B}}$ where $\mathcal{H}_{\mathrm{A}}$ and $\mathcal{H}_{\mathrm{B}}$ are the Hilbert spaces of systems A and B .

The procedure for selecting the most relevant states is then quite similar to what has been presented previously. Each density-matrix operator can be diagonalized as:

$$
\begin{equation*}
\rho^{(\mathrm{A})}=\sum_{r} p_{r}^{(\mathrm{A})}\left|\phi_{r}^{(\mathrm{A}))}\right\rangle\left\langle\phi_{r}^{(\mathrm{A})}\right| \tag{4.11}
\end{equation*}
$$

where the states $\left|\phi_{r}^{(\mathrm{A})}\right\rangle$ form an orthonormal basis for the Hilbert space $\mathcal{H}_{\mathrm{A}}$ of A and $p_{r}^{\mathrm{A}}$ are the corresponding probabilities (analogous notations hold for the quantities relating to the other subsystem B). The corner is then spanned by the most probable states of the form

$$
\begin{equation*}
\left|\phi_{r_{j}}^{(\mathrm{A})}\right\rangle \otimes\left|\phi_{r_{j}^{\prime}}^{(\mathrm{B})}\right\rangle \tag{4.12}
\end{equation*}
$$

according to their joint probability $p_{r_{j}}^{(A)} p_{r_{j}^{\prime}}^{(B)}$. As in the previous section the rank indices are such that:

$$
\begin{equation*}
p_{r_{1}}^{(\mathrm{A})} p_{r_{1}^{\prime}}^{(\mathrm{B})} \geq p_{r_{2}}^{(\mathrm{A})} p_{r_{2}^{\prime}}^{(\mathrm{B})} \geq \ldots \geq p_{r_{M}}^{(\mathrm{A})} p_{r_{M}^{\prime}}^{(\mathrm{B})}, \tag{4.13}
\end{equation*}
$$

and the corner space is spanned by the orthonormal basis states

$$
\begin{equation*}
\left\{\left|\phi_{r_{1}}^{(\mathrm{A})}\right\rangle\left|\phi_{r_{1}^{\prime}}^{(\mathrm{B})}\right\rangle,\left|\phi_{r_{2}}^{(\mathrm{A})}\right\rangle\left|\phi_{r_{2}^{\prime}}^{(\mathrm{B})}\right\rangle, \ldots,\left|\phi_{r_{M}}^{(\mathrm{A})}\right\rangle\left|\phi_{r_{M}^{\prime}}^{(\mathrm{B})}\right\rangle\right\} \tag{4.14}
\end{equation*}
$$

The lattices A and B are not necessarily identical and the code we have developed is designed to be as general as possible. The properties of a lattice and its associated Hamiltonian is encoded in a specific class of objects. In particular, the geometry of the lattice is stored as an attribute of this class. The merging of two lattices is then done by defining a new instance of the class with a new geometry, and by building all the operators associated with this new geometry. To be compatible with different types of lattices, the geometry is defined by the links between the sites. In view of the merging procedure, it was also useful to distinguish between internal and external links: external links represent the boundary conditions and are the one that may be broken and redefined when connecting two lattices together, while internal links do not change in the merging process.

Once the geometry of the new lattice $A \cup B$ is defined, the next task is to compute the operators in the new corner. The tunneling operators that correspond to internal links in the lattice as well as all the operators acting only on a single site of the lattice, can be
constructed in the same way. Let us take the example of an annihilation operator. If a site $j$ belongs to lattice B , then

$$
\begin{equation*}
b_{j}=I^{(\mathrm{A})} \otimes b_{j}^{(\mathrm{B})} \tag{4.15}
\end{equation*}
$$

where $I^{(\mathrm{A})}$ is the Identity matrix acting in the Hilbert space $\mathcal{H}_{\mathrm{A}}$. The expression for the tunneling operators connecting the two lattice is of the form:

$$
\begin{equation*}
b_{i}^{\dagger} b_{j}=b_{i}^{(\mathrm{A}) \dagger} \otimes b_{j}^{(\mathrm{B})} \tag{4.16}
\end{equation*}
$$

where the two sites $i$ and $j$, belong to lattice A and B respectively. The new Hamiltonian is then defined by:

$$
\begin{equation*}
H^{(\mathcal{C})}=H^{(\mathrm{A})} \otimes I^{(\mathrm{B})}+I^{(\mathrm{A})} \otimes H^{(\mathrm{B})}+J_{\mathrm{A}-\mathrm{B}} \tag{4.17}
\end{equation*}
$$

where $H^{(\mathrm{A})}$ and $H^{(\mathrm{B})}$ are the Hamiltonians of the lattices A and B , and $J_{\mathrm{A}-\mathrm{B}}$ is an operator including all tunneling operators coupling the two lattices. The latter is therefore defined by:

$$
\begin{equation*}
J_{\mathrm{A}-\mathrm{B}}=-J \sum_{<i \in \alpha, j \in \beta>}\left(b_{i}^{(\mathrm{A}) \dagger} \otimes b_{j}^{(\mathrm{B})}+b_{i}^{(\mathrm{A})} \otimes b_{j}^{(\mathrm{B}) \dagger}\right) \tag{4.18}
\end{equation*}
$$

where $\alpha$ and $\beta$ denote the sites on the common edge of the two lattices. Of course, the size of the corner is most of the time much smaller than the Hilbert space $\mathcal{H}_{(\mathrm{A} \cup \mathrm{B})}$. This means that in the matrix representation of the operators defined above, only rows and column corresponding to states belonging to the selected corner are to be kept.

## Step 5: Iteration of the procedure

For homogeneous systems, an efficient way to iterate the procedure is to choose A and B as identical, so as to double the size of the system at each iteration. This iterative process makes this method much more powerful than the one described in the previous section. Indeed, with this approach the knowledge gained in simulating a $N$-site lattice is exploited to solve the $2 N$-site problem, whereas it is "waisted" if one starts from the mean-field density matrix for each lattice size.

Besides, in the Corner Space Renormalization method, correlations between sites are treated exactly within the subsystems A and B. As a result, a selection of the states based on the approximate density matrix $\rho^{(\mathrm{A})} \otimes \rho^{(\mathrm{B})}$ is more efficient than the one based on the single-site mean-field solution $\bigotimes_{i=1}^{N} \rho_{\mathrm{MF}}$.

| $M$ | $\left\langle b^{\dagger} b\right\rangle$ | $g^{(2)}(0)$ | $g_{<j, l>}^{(2)}$ |
| :---: | :---: | :---: | :---: |
| 20 | 0.0902 | 1.646 | 1.28 |
| 50 | 0.1006 | 1.513 | 1.34 |
| 100 | 0.1044 | 1.454 | 1.26 |
| 200 | 0.0968 | 1.324 | 1.51 |
| 400 | 0.1006 | 1.291 | 1.51 |
| 800 | $0.1009(2)$ | $1.242(3)$ | $1.57(2)$ |
| 1600 | $0.1014(2)$ | $1.226(3)$ | $1.58(2)$ |
| 3200 | $0.1002(2)$ | $1.185(2)$ | $1.63(2)$ |
| 6400 | $0.0994(2)$ | $1.179(3)$ | $1.63(1)$ |

Table 4.2: Steady-state expectation values obtained with the Corner Space Renormalization method. Parameters: $4 \times 4$ square lattice with periodic boundary conditions, $U / \Delta \omega=4$, $J / \Delta \omega=0.6, F / \Delta \omega=0.4, \gamma / \Delta \omega=0.2$. A number $N_{\max }=3$ of bosons per site is required to reach convergence. In this case, the dimension of the full Hilbert space is $4^{16} \simeq 4.3 \cdot 10^{9}$.

### 4.2.2 Results

To benchmark the method, we have first considered a $4 \times 4$ lattice with periodic boundary conditions. The exact steady-state was first computed for a $2 \times 2$ lattice. The lattice was then doubled twice, to reach $4 \times 2$ and $4 \times 4$. Results for $U / \Delta \omega=4$ and $J / \Delta \omega=0.6$ are reported in Tab.(4.2). For this value of the tunneling strength, deviations from the mean-field theory are important (around 20\%). We see that the number of states in the corner required to reach convergence is 6400 , which is significantly less than the 55593 that were needed for the $3 \times 3$ lattice with the first approach. However, when in the previous section we computed the operators by starting from the mean-field density matrix, the matrices obtained were very sparse in the corner basis. The doubling procedure, on the other hand, does not yield sparse matrices. Indeed, the states spanning the corner already contain correlations between sites, so the operators do not have in general a sparse representation in this basis. In a certain sense, all the unnecessary information contained in the sparse matrices of the first approach is gradually eliminated in the successive iteration of the doubling procedure. From a practical point of view, this means that it would not be possible with our current resources to handle a corner of 50000 states using the second method. The maximum is more likely to be between 8000 and 10000 (the main limitation is the memory of our computer cluster).

In order to characterize the deviation from mean-field theory in a more precise way, we
have computed the nearest-neighbor correlation function:

$$
\begin{equation*}
g_{<j, l>}^{(2)}=\frac{\left\langle b_{j}^{\dagger} b_{l}^{\dagger} b_{j} b_{l}\right\rangle}{\left\langle b_{j}^{\dagger} b_{j}\right\rangle\left\langle b_{l}^{\dagger} b_{l}\right\rangle} . \tag{4.19}
\end{equation*}
$$

Note that we recover the on-site correlation function $g^{(2)}(0)$ for $i=l$. By definition this function is constant and equal to 1 for the mean-field solution. As seen is Tab.(4.2), $g_{<j, l>}^{(2)} \simeq$ 1.6 in the stationary solution, which confirms that this method is able to restore correlations between neighboring sites that are neglected at the mean-field level.

We have also tried to combine this second method with the first one. We have calculated the steady-states for a $3 \times 3$ lattice using the first method (which is still much more efficient than using a truncated Fock basis), and used this result to simulate a $3 \times 6$ lattice. An example of time evolution for different lattice sizes is shown in Fig.(4.4). The parameters of the Hamiltonian are the same as in Tab.(4.2). We see that, although the deviation from the mean-field solution remains significant, it decreases as the system size is increased. What is even more interesting is that close results are obtained for $3 \times 3,4 \times 4$ and $6 \times 3$ lattices, indicating that we are approaching the result for the thermodynamical limit.

A summary of all the results obtained so far is presented in Tab.(4.3). Remarkably, the corner size (necessary to reach convergence) does not grow exponentially with the size of the lattice but seems to follow a power law. It is however too early to establish any precise scaling behavior. In particular, the performance of the method depends strongly on the parameters of the Hamiltonian. For hard-core $(U=\infty)$, or weakly interacting bosons $(U \rightarrow 0)$, accurate results can be reached very quickly. The convergence is much slower in strongly correlated phases, when $U$ and $J$ are of the same order of magnitude and both large when compared with the other parameters of the system.

Another conclusion to be drawn from Tab.(4.3) is that mean-field theory works quite well for small values of $J / \Delta \omega$, of the order of 0.2 .

### 4.3 Conclusion and outlook

In order to go beyond the mean-field approximation in our investigation of the drivendissipative Bose-Hubbard model, we have developed a new numerical method for simulating driven-dissipative arrays of cavities that is well suited for handling lattices with more than one spatial dimension. The general idea behind this method is to select a small corner of the Hilbert space, where the master equation for the density matrix is solved by using, e.g," a wave-function Monte Carlo algorithm.


Figure 4.4: Evolution of $n=\left\langle b^{\dagger} b\right\rangle$ and $g^{(2)}(0)$ as a function of time $t$ (units of $1 / \gamma$ ) on lattices of various size. Solid lines represent evolutions performed by direct integration of the master equation, while points depict wave-function Monte Carlo calculations. When error bars are not shown, the statistical error is smaller than the point size. Parameters as in Table 4.2.

The challenging part of the task is of course to find the most relevant corner space. To do so, we selected, as a basis for the corner, the most probable eigenstates of an approximate density matrix. A first implementation of this general scheme was carried out by choosing the mean-field solution as the approximate density matrix. This approach proved to be more efficient than a direct simulation of the master equation in a truncated Fock basis and showed that mean-field theory worked well for small values of $J$. However, the method provided satisfactory results only when the deviation from the mean-field solution was small. In particular convergence of the results with the size of the corner was too slow to be able to capture accurately strong correlations between the lattice sites.

To overcome these limitations and select the corner space on the basis of more accurate density matrix, we developed an iterative procedure allowing to use the solution for a lattice of size $N$ to compute the steady-state of a lattice of size $2 N$. This second approach is very promising as the size of the corner appears not to grow exponentially with the lattice size.

The work presented in this chapter is still in progress and is part of a project involving

| Parameters |  | Mean-field |  | Corner method |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U / \Delta \omega$ | $J / \Delta \omega$ | $\left\langle b^{\dagger} b\right\rangle$ | $g^{(2)}(0)$ | $N_{\text {sites }}$ | M | $\left\langle b^{\dagger} b\right\rangle$ | $g^{(2)}(0)$ | $g_{\langle j, l\rangle}^{(2)}$ |
| $\infty$ | 0.2 | 0.0953 | 0 | $8 \times 4$ | 1600 | 0.09527(2) | 0 | 1.0436(3) |
|  |  |  |  | $8 \times 8$ | 8000 | 0.0948(2) | 0 | $1.0237(6)$ |
| 4 | 0.2 | 0.125 | 0.836 | $4 \times 4$ | 3200 | 0.1281(4) | 0.859(4) | $1.172(5)$ |
|  |  |  |  | $6 \times 3$ | 6400 | 0.1282(9) | 0.858(9) | $1.173(4)$ |
| 4 | 0.6 | 0.0768 | 0.8879 | $4 \times 4$ | 6400 | 0.0994(2) | 1.179(3) | 1.63(1) |
|  |  |  |  | $6 \times 3$ | 6400 | 0.0992(1) | 1.202(4) | 1.65(1) |
| 2 | 0.2 | 0.9587 | 0.6088 | $4 \times 2$ | 6400 | 0.9275(8) | 0.631(1) | $1.0127(8)$ |
|  |  |  |  | $3 \times 3$ | 8000 | 0.9281(9) | 0.617(1) | 1.0069(6) |
| 0.2 | 0.2 | 0.1156 | 1.265 | $8 \times 8$ | 400 | 0.1156 | 1.260 | 0.9883 |
|  |  |  |  | $16 \times 8$ | 600 | 0.1156 | 1.259 | 0.9897 |
| 0.1 | 0.2 | 0.1126 | 1.112 | $16 \times 8$ | 400 | 0.1126 | 1.1107 | 0.9950 |
|  |  |  |  | $16 \times 16$ | 400 | 0.1126 | 1.1105 | 0.9941 |
| 0 | 0.2 | 0.1103 | 1 | $8 \times 4$ | 200 | 0.1103 | 0.9995 | 1.000 |
|  |  |  |  | $8 \times 8$ | 400 | 0.1103 | 0.9995 | 1.000 |

Table 4.3: Steady-state expectation values obtained with the corner space renormalization method for lattices with different sizes and parameters (periodic boundary conditions). Mean-field results are also reported for comparison. Parameters: $F / \Delta \omega=0.4$ and $\gamma / \Delta \omega=0.2$. The maximum number of bosons per site is $N_{\max }=1$ for hardcore bosons, $N_{\max }=3$ for $U / \Delta \omega=4,2$ and $N_{\max }=4$ for $U=0$.
several members of the group. There is room for numerous improvements in the efficiency of the method but it is clear that our approach has the potential to become a precious tool to explore the physics of driven-dissipative quantum systems with more than one spatial dimensions and to benchmark analytical theories for such systems. In particular, future studies may include disorder, geometric frustration as well as artificial gauge fields.

## General conclusion and outlook

The tremendous experimental advances in solid-state cavity and circuit quantum electrodynamics have opened the way to the realization of arrays of nonlinear cavities where the on-site effective photon-photon interactions are large enough to enter the strongly correlated regime. As we have seen in Chapter 1, such arrays of cavities can be accurately described by a driven-dissipative version of the Bose-Hubbard model where photon losses are compensated by an external pump laser. The main task of this PhD thesis was to study the steady-state phases of this quantum model. Unfortunately, in its general formulation and for an arbitrary large number of cavities, this problem is far too complicated to be solved exactly and some approximations must be performed.

In Chap. 2 and 3 we have considered an infinite array with periodic boundary conditions, and computed the steady-states within the framework of the mean-field approximation. The main simplifying assumption was to take a factorized Gutzwiller ansatz for the density matrix. In Chapter 2, this approach was first applied to the driven-dissipative model in the limit of weak pumping and weak dissipation. Exploring this regime was very fruitful to gain a clear understanding of the relation between the better-known equilibrium BoseHubbard model and its driven-dissipative counterpart. In particular, an equivalent of the Mott-insulating state was found in the form of statistical mixtures of Fock states with half the photon density of a pure Fock state but with the same value of the second-order correlation function $g^{(2)}(0)$. These nonclassical states of light arise when the laser frequency is tuned so as to be at resonance with multiphotonic absorption processes. It was shown that these states survive up to a critical value of the coupling between the cavities above which a crossover to (classical) quasi-coherent states occurs. The study of the weak dissipation and weak pumping regime also revealed that outside of the multiphotonic resonances, a lower density of photons could be associated with strong fluctuations in the photon statistics, leading to the phenomenon of "photon superbunching" in the vicinity of the two-photon resonance.

The mean-field approach was extended in Chapter 3 to arbitrary pumping and dissi-
pation. By using an exact solution of the single-cavity problem based on the complex $P$ representation of the density matrix, a general phase diagram was established. A general feature of this diagram is the appearance of bistability induced by the coupling between the cavities. Indeed, in a large portion of the parameter space, two stable mean-field steady-states were found. The properties of the different phases in the bistable region are related to the types of state uncovered in Chapter 2: one phase shows a low density of photons and strong bunching while the other has a much higher density of photons and exhibits antibunching, in accordance with what was found for the multiphotonic resonances. Interestingly, stability studies also revealed that for some values of the parameters in the monostable region, the unique mean-field solution is unstable. These instabilities are triggered by a purely imaginary excitation branch, which has no equivalent at equilibrium, and indicates the formation of inhomogeneous patterns in the system.

The main motivation behind the use of the mean-field approximation was its successful prediction of the Mott-insulator-to-superfluid transition in the equilibrium model. However, this approximation is not fully controlled a priori and the need arose to test it against other more accurate results. To do so, we have performed numerical simulations on finite-size arrays of cavities. The main challenge is that the dimension of the associated Hilbert space grows exponentially with the number of cavities, making brute-force simulations of large arrays impossible. In order to circumvent this difficulty, we have solved the master equation in a "small corner" of the Hilbert space containing the most relevant states. The accuracy of the results was controlled by increasing the dimension of the corner space until convergence is reached. Applying this "corner method" to the driven-dissipative Bose-Hubbard model, we showed that for small values of the coupling between cavities, the mean-field theory is a good approximation. Significant deviation occurs when $J$ is increased and competes with the on-site interaction $U$. These first results are part of an ambitious project involving several members of the group and offer numerous perspectives. Concerning the method itself, an important task will be to determine precisely how the corner size scales with the number of cavities. More importantly, the method that we have developed is quite general and can be applied to a great variety of driven-dissipative lattice models. In particular, future studies could explore the physics of 2D arrays of nonlinear cavities with complex elementary cells (including disorder), geometric and spin frustration as well as the role of artificial gauge fields in extended lattices. As witnessed by the numerous conferences, workshops and summer schools organized on the topic, many-body physics with light is a vibrant research field and I hope to have convinced the reader of its interest.

## Appendices

## Appendix A

## Wave-function Monte Carlo algorithm

We present in this appendix the wave-function Monte Carlo technique [109, 110, 111, 112].
The time evolution of the system is assumed to be governed by a Lindblad master equation of the form

$$
\begin{equation*}
\frac{d \rho}{d t}=i[\rho, H]+\sum_{i}\left[C_{i} \rho C_{i}^{\dagger}-\frac{1}{2}\left(C_{i}^{\dagger} C_{i} \rho+\rho C_{i}^{\dagger} C_{i}\right)\right] \tag{A.1}
\end{equation*}
$$

where we have introduced a slightly different notation than in the rest of the manuscript: the dissipation rate $\gamma$ has been absorbed in the operators $C_{i}$ describing the relaxation of the system due to the interaction with the external bath. This expression is quite general, and in the case of optical cavities, these operators are given by

$$
\begin{equation*}
C_{i}=\sqrt{\gamma_{i}} b_{i}, \tag{A.2}
\end{equation*}
$$

The general principle of the wave-function Monte Carlo technique is to compute the density matrix of the system by averaging over stochastic realizations of pure states, whose evolution is such that it reproduces the master equation. In other words, we want to write the density matrix as

$$
\begin{equation*}
\rho(t)=\overline{|\psi(t)\rangle\langle\psi(t)|}, \tag{A.3}
\end{equation*}
$$

where the overline denotes an average over all possible quantum trajectories of the pure states. To see how this can be done, let us write the time evolution of a density matrix of the form $\rho=|\psi\rangle\langle\psi|$ obeying the master equation, between times $t$ and $t+d t$ :

$$
\begin{equation*}
\rho(t+d t)=\left(1-i d t H^{\prime}\right)|\psi(t)\rangle\langle\psi(t)|\left(1+i d t H^{\prime \dagger}\right)+\sum_{k} d t C_{k}|\psi(t)\rangle\langle\psi(t)| C_{k}^{\dagger}+O\left(d t^{2}\right), \tag{A.4}
\end{equation*}
$$

where, we have introduced a nonhermitian Hamiltonian

$$
\begin{equation*}
H^{\prime}=H-\frac{i}{2} \sum C_{i}^{\dagger} C_{i} . \tag{A.5}
\end{equation*}
$$

We see that Eq.(A.4) can easily be rewritten in term of a statistical mixture of pure states:

$$
\begin{equation*}
\rho(t+d t)=\left(1-\sum_{i} \delta p^{(i)}\right)\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|+\sum_{i} \delta p^{(i)}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|, \tag{A.6}
\end{equation*}
$$

with

$$
\begin{align*}
\left|\psi_{0}\right\rangle & =\frac{e^{-i H^{\prime} d t}|\psi(t)\rangle}{\langle\psi(t)| e^{+i H^{\prime} d t} e^{-i H^{\prime} d t}|\psi(t)\rangle^{1 / 2}}  \tag{A.7}\\
\left|\psi_{i}\right\rangle & =\frac{C_{i}|\psi(t)\rangle}{\langle\psi(t)| C_{i}^{\dagger} C_{i}|\psi(t)\rangle^{1 / 2}}  \tag{A.8}\\
\delta p^{(i)} & =\langle\psi(t)| C_{i}^{\dagger} C_{i}|\psi(t)\rangle d t \tag{A.9}
\end{align*}
$$

Note that in Eq.(A.6), we have used

$$
\begin{equation*}
\langle\psi(t)| e^{+i H^{\prime \dagger} d t} e^{-i H^{\prime} d t}|\psi(t)\rangle=1-\sum_{i} \delta p^{(i)}=1-\delta p, \tag{A.10}
\end{equation*}
$$

which is guaranteed by the relation $\operatorname{Tr}[\rho]=1$.
The way to proceed is then to chose randomly at each time step one of the states $\left|\psi_{i}\right\rangle$ or $\left|\psi_{0}\right\rangle$ according to the probability distribution $\delta p^{(i)}$. Formulated in this way, the time evolution appears as a continuous evolution under the nonhermitian Hamiltonian $H^{\prime}$, randomly interrupted by quantum jumps. These jumps physically correspond to the loss of one quantum from the system due to the interaction with the bath and are implemented by applying one of the operators $C_{i}$ to the wave-function. By construction, the density matrix obtained by averaging over all trajectories is solution of the master equation Eq.(A.1).

A simple implementation of this algorithm consists in performing the time evolution with a constant time step $\delta t$. After each step, one decides whether to make a jump and in which channel, according to the statistical distribution determined by $\delta p^{(i)}$. If a jump is made in channel $i$, than the wave function at time $t+\delta t$ becomes

$$
\begin{equation*}
|\psi(t+\delta t)\rangle=\left|\psi_{i}\right\rangle \tag{A.11}
\end{equation*}
$$

while if no jump occurs

$$
\begin{equation*}
|\psi(t+\delta t)\rangle=\left|\psi_{0}\right\rangle . \tag{A.12}
\end{equation*}
$$

Note that, to ensure accurate results, $\delta t$ must be much less than $1 / \gamma_{i}$, for any $i$. This implies that the probability of making a quantum jump $\delta p$ is very small at any $t$. To perform the evolution of the wave function in a more efficient way, the times $t_{j}$ at which jump occurs can be randomly determined according to the statistical distribution of the
time $T$ elapsed between two successive quantum jumps [113]. This allows one to perform the time evolution between two jumps with a more efficient algorithm, such as an adaptive Runge-Kutta method. If the Hilbert space is small enough and the Hamiltonian does not explicitly depend on time, one can also diagonalize the nonhermitian Hamiltonian $H^{\prime}$ and compute the evolution operator $e^{i \hat{H}^{\prime}\left(t_{j+1}-t_{j}\right)}$ between two jumps by directly evaluating the exponential of the complex eigenvalues of $H^{\prime}$. However this new basis is not orthonormal and the change-of-basis matrix $P$ is not unitary, since $\hat{H}^{\prime}$ is not Hermitian. One must then introduce a nontrivial scalar product $S=\left(P^{\dagger} P\right)^{-1}$ to compute the expectation values of the observables.

To find the statistical distribution of $T$, one can divide $T$ in $n$ small finite intervals $\delta t$. The probability of making a jump between time $t_{n}$ and $t_{n}+\delta t$, after a time $T=t_{n}-t_{0}$ from the last jump at $t=t_{0}$ is

$$
\begin{equation*}
\delta P(T)=\delta p_{n} \prod_{m=0}^{n-1}\left(1-\delta p_{m}\right) \tag{A.13}
\end{equation*}
$$

where $\delta p_{m}$ is the probability of making a jump at time $t_{m}$. The product in the right hand side of Eq. (A.13) is computed by recursively using Eqs. (A.12) and (A.10),

$$
\begin{equation*}
\left|\psi_{n}\right\rangle=\frac{e^{-i H_{n-1}^{\prime} \delta t}\left|\psi_{n-1}\right\rangle}{\left(1-\delta p_{n-1}\right)^{1 / 2}}=\prod_{m=0}^{n-1}\left(\frac{e^{-i H_{m}^{\prime} \delta t}}{\left(1-\delta p_{m}\right)^{1 / 2}}\right)\left|\psi_{0}\right\rangle \tag{A.14}
\end{equation*}
$$

and noting that by construction $\left\langle\psi_{n} \mid \psi_{n}\right\rangle=1$, we have:

$$
\begin{equation*}
\delta P(T)=\delta p_{n}\left\langle\psi_{0}\right| \prod_{l=0}^{n-1}\left(e^{i H_{l}^{\prime \dagger} \delta t}\right) \times \prod_{m=0}^{n-1}\left(e^{-i H_{m}^{\prime} \delta t / \hbar}\right)\left|\psi_{0}\right\rangle \tag{A.15}
\end{equation*}
$$

In the continuous limit,

$$
\begin{equation*}
d P(T)=d p(t)\left\langle\psi\left(t_{0}\right)\right| e^{i \int_{t_{0}}^{t_{0}+T} d t H^{\prime \dagger}(t)} \times e^{-i \int_{t_{0}}^{t_{0}+T} d t H^{\prime}(t)}\left|\psi\left(t_{0}\right)\right\rangle \tag{A.16}
\end{equation*}
$$

In the Monte Carlo evolution, if $\epsilon$ is a random number between 0 and $1, T$ is determined by solving

$$
\begin{equation*}
\left\langle\psi\left(t_{0}\right)\right| e^{i \int_{t_{0}}^{t_{0}+T} d t, H^{\prime \dagger}(t)} \times e^{-i \int_{t_{0}}^{t_{0}+T} d t H^{\prime}(t)}\left|\psi\left(t_{0}\right)\right\rangle=\epsilon \tag{A.17}
\end{equation*}
$$

If $H^{\prime}$ does not depend on time, this reduces to solve

$$
\begin{equation*}
\left\langle\psi\left(t_{0}\right)\right| e^{i H^{\prime \dagger} T} \times e^{-i H^{\prime} T}\left|\psi\left(t_{0}\right)\right\rangle=\epsilon \tag{A.18}
\end{equation*}
$$

Working in a basis where $H^{\prime}$ is diagonal, the solution of this equation requires a relatively short computation time.

## Appendix B

## Projection of the operators on the corner space

In this appendix, we present the algorithm used in the first type of "corner method" based on the mean-field solution (see Section 4.1), to project the operators on the corner space without having to write their matrix representation in the full Hilbert space.

The algorithm relies on the fact that the total Hilbert space of a $N$-site lattice is a tensor product of single-site Hilbert spaces. In particular, all the creation and destruction operators from which the total Hamiltonian is constructed, are operators acting on a single site only. As a result, they can be written as a tensor product of single-site operators. For example, the operator annihilating a particle on the first site of the lattice reads

$$
\begin{equation*}
b_{1}=b \otimes I \otimes \cdots \otimes I \tag{B.1}
\end{equation*}
$$

with $b$ and $I$ the annihilation and identity operators respectively, in the single-site Hilbert space.

Projecting these operators in the corner will then amount to deleting, in the total tensorproduct matrix, the superfluous rows and columns corresponding to discarded states. The total matrix however may very well be too big to be computed directly. Besides it contains a great deal of unnecessary information that will be erased by the projection process.

To avoid theses difficulties, we will construct the projected operator iteratively, by adding the sites one by one and eliminating as much useless information as possible at each iteration, thus avoiding to compute the matrix in the total Hilbert space.

In order to understand better the principle of this method, let us take the example of an operator $H=h^{(1)} \otimes h^{(2)}$ acting on a space $E_{1} \otimes E_{2}$. The operator $H$ may be written in the
form:

$$
\begin{equation*}
H=\sum_{i_{1}, j_{1}, i_{2}, j_{2}} h_{j_{1} i_{1}}^{(1)} h_{j_{2} i_{2}}^{(2)}\left|j_{1} j_{2}\right\rangle\left\langle i_{1} i_{2}\right|, \tag{B.2}
\end{equation*}
$$

where $i_{1}, j_{1}, i_{2}, j_{2}$ are indices labeling the states in the single-site Hilbert space. In its general formulation, the projection of $H$ is done by deleting the rows and columns related to the states $\left|j_{1} j_{2}\right\rangle$ that lie outside the corner, after having computed the tensor product $h^{(1)} \otimes h^{(2)}$. However, this operation can be simplified whenever there exist some states $\left|l_{1}\right\rangle$ (belonging to $\left.E_{1}\right)$ for which all the states $\left|l_{1} j_{2}\right\rangle$ are outside of the corner space, no matter what value the index $j_{2}$ takes. Under such circumstances, it is possible, without changing the final result, to suppress the superfluous rows and columns directly in the matrix $h^{(1)}$ before performing the tensor product $h^{(1)} \otimes h^{(2)}$.

The main advantage of this method is that the biggest operator that we need to consider is now

$$
\begin{equation*}
\tilde{H}=\sum_{i_{1}, j_{1}, i_{2}, j_{2}} \tilde{h}_{j_{1} i_{1}}^{(1)} h_{j_{2} i_{2}}^{(2)}\left|j_{1} j_{2}\right\rangle\left\langle i_{1} i_{2}\right|, \tag{B.3}
\end{equation*}
$$

where $\tilde{h}^{(1)}$ is the operator $h^{(1)}$ without the superfluous rows and columns.

Proceeding in an iterative way, the method can be extended to the general case of an operator

$$
\begin{equation*}
A=\bigotimes_{i=1}^{N} a_{i} \tag{B.4}
\end{equation*}
$$

acting on the Hilbert space

$$
\begin{equation*}
\mathcal{H}=\bigotimes_{i=1}^{N} E_{i} \tag{B.5}
\end{equation*}
$$

It is particularly efficient when in the $M$ product states $\left\{\left|\psi_{r_{j}, 1}^{(M F)}\right\rangle\left|\psi_{r_{j}, 2}^{(M F)}\right\rangle \ldots\left|\psi_{r_{j}, N_{\text {site }}}^{(M F)}\right\rangle\right\}$ spanning the corner space, most of the sites are in the fundamental state $\left|\psi_{0}^{(M F)}\right\rangle$. In this case the corner space is composed of only a few shells of states and many superfluous rows and columns in the operator matrices can be eliminated at each step of the procedure outlined above.
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