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Résumé

Cette thèse est dédiée à l’étude des désintégrations B0
s → φγ au LHCb afin de mesurer

la polarisation du photon . Au niveau des quarks, ces désintégrations procèdent via
une transition pingouin b → sγ et sont sensibles aux eventuelles contributions virtuelles
de Nouvelle Physique. La mesure de la polarisation du photon permet de tester la
structure V − A du couplage du Modèle Standard dans les processus des diagrammes
de boucles de pingouin. Cette mesure peut être réalisée en étudiant le taux de dés-
intégration dépendant du temps des mésons B. Une analyse délicate a été faite pour
comprendre la distribution du temps propre et l’acceptance de sélection qui affecte cette
distribution. Afin de contrôler l’acceptance de temps propre, des méthodes basées sur
les données ont été développées. Plusieurs stratégies utilisées dans la mesure de la po-
larisation des photons sont introduites et des résultats préliminaires sont présentés. De
plus, une étude de certains effets systématiques est discutée. Dans le cadre de l’étude
des désintégrations radiatives, une nouvelle procedure d’identification de photons a été
développée et nous avons fourni un outil pour calibrer la performance de la variable de
séparation photon/pion neutre sur la simulation. Ces outils sont d’intérêt général pour
la collaboration LHCb et sont largement utilisés.

Mots clés: LHCb detector - Heavy Flavor Physics - Radiative Decays -
Effective Field Theories - B0

s → φγ - Photon Polarization - Proper Time -
Photon Identification - Photon/π0 separation.
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Abstract

This thesis is dedicated to the study of the photon polarization in B0
s → φγ decays at

LHCb. At the quark level, such decays proceed via a b → sγ penguin transition and
are sensitive to possible virtual contributions from New Physics. The measurement of
the photon polarization stands also as a test of the V − A structure of the Standard
Model coupling in the processes mediated by loop penguin diagrams. The measurement
of the photon polarization can be done through a study of the time-dependent decay
rate of the B meson. A delicate treatment has been done to understand the proper time
distribution and the selection acceptance affecting it. To control the proper time accep-
tance, data driven control methods have been developed. Several possible strategies to
measure the photon polarization are introduced and preliminary blinded results are pre-
sented. A study of some of the systematic effects is discussed. In the context of studying
radiative decays, the author has developed a new photon identification procedure and
has provided a tool to calibrate the performance of the photon/neutral pion separation
variable on simulation. Those tools are of general interest for the LHCb collaboration
and are widely used.

Keywords:

LHCb detector - Heavy Flavor Physics - Radiative Decays - Effective Field
Theories - B0

s → φγ - Photon Polarization - Proper Time - Photon Identifi-
cation - Photon/π0 separation.
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Introduction

The Standard Model (SM) of particle physics provides a successful interpretation
of most of the observed phenomena. There are several theoretical or experimental open
questions as the origin of the mass hierarchy, the leptons family number, the electric
charge quantification, the existence of dark matter and the asymmetries in the universe.
These open questions may suggest that more fundamental symmetries are at play and
justify the search for new phenomena beyond the standard model. This New Physics
search can be done either by searching for new heavy particles or with precision valida-
tion of the SM predictions.

The validity of the SM can be checked in many ways one of which is the study of b
hadron decays. One of the main experiments that study b flavor is the LHCb at CERN.
The b quark transitions proceeding via Flavor-Changing Neutral Current (FCNC) loop
processes provide an efficient indirect probe for the search of new particles possibly prop-
agating inside the virtual loops. Precision measurements in the flavor sector can help to
observe such NP effects.

One of the most promising probes of NP is the measurement of the photon polarization
in b → sγ penguin transitions. The photon in b → sγ is predominantly left handed in
the SM due to the left handed nature of the electroweak interactions. The right handed
component is suppressed by the ratio of ms/mb. The exact level of suppression depends
on QCD effects where, for certain modes, diagrams with gluon emission can contribute to
the matrix element through their mixing. The measurement of the photon polarization
would then aim at evaluating the fraction of right handed photons in hopes of finding
deviation from the SM.
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2 Introduction

The determination of the photon polarization in b → sγ transitions is one of the im-
portant measurement of the LHCb physics program. Measuring the photon polarization
can be done through the measurement of the time dependent decay rate of B0

s → φγ.

This thesis introduces the analysis of the data collected by the LHCb detector during
the 2011-2012 run I period in view of the first extraction of the photon polarization in
the time-dependent decay rate of the B0

s → φγ decays. This analysis results from a
collaborative work that involves several institutes, the LPC Clermont, the EPFL Lau-
sanne, the IFIC Valencia and Barcelona groups working in the Radiative sub-group of
the Rare Decays working group of the LHCb collaboration. This document presents my
personal contribution to the teamwork. The analysis not being yet finalized, some pre-
liminary results on the ratio of left to right photon polarization amplitudes are discussed.

This document is organized as follows. The first chapter serves as an introduction to the
Standard Model of particle physics. The phenomenology of b → sγ transition based on
the framework of effective field theories and Operator Product Expansion is introduced.
An experimental overview with the recent results on radiative B decays are presented.

The second chapter introduces the LHCb detector at the LHC. The different sub-
detectors are presented. Since the work presented in this thesis is focused on radiative
decays, care has been taken in explaining the calorimeter part of the detector for its
major role in reconstructing photons.

The photon being extremely important to reconstruct the final state of the decay, chapter
three has been dedicated to the reconstruction and identification of the photon. The
author is directly implicated in the development of the photon identification tools at
LHCb.

Chapter four presents the analysis performed to extract the photon polarization from
B0

s → φγ.

Finally, chapter five presents the preliminary results.

Technical details are collected in the appendices.



Chapter 1

The Electroweak interaction

Contents
1.1 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.1 The Lagrangian of the Standard Model . . . . . . . . . . . . . 5

1.1.2 Higgs sector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.2 Radiative B hadron decays . . . . . . . . . . . . . . . . . . . . 14

1.2.1 Effective field theories . . . . . . . . . . . . . . . . . . . . . . . 15

1.2.2 Experimental status . . . . . . . . . . . . . . . . . . . . . . . . 18

1.2.3 Radiative B decays at LHCb . . . . . . . . . . . . . . . . . . . 22
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4 The Electroweak interaction

The present understanding of the fundamental interactions is summarized into
the so-called Standard Model of particle physics (SM). The later describes all known
phenomenology of elementary particles from very low energy scales up to the highest
experimental ones. Certain aspects of the SM have been tested with high precision and
no significant deviation has been found. However, there are some phenomena which are
not explained within the SM such as neutrino masses and the hierarchy problem.
In this chapter, the theoretical and the phenomenological framework is recalled. The SM
of particle physics is briefly introduced followed by a description of the flavor changing
neutral processes. Finally the radiative decay of interest is presented and the experimental
status is shown.

1.1 The Standard Model

The Standard Model of particle physics is a renormalizable quantum field theory based
on the gauge group SU(3)c×SU(2)L×U(1)Y where the SU(3)c is the gauge group of the
Quantum Chromodynamics (QCD) part and SU(2)L × U(1)Y induces the electroweak
interaction. The gauge group has 12 generators corresponding to eight gluons for the
strong interaction, three weak bosons W± and Z0 and the photon mediating the elec-
tromagnetic interaction.
The matter fields, being the quarks and the leptons, are grouped into multiplets of the
gauge group, i.e. they have to be assigned electroweak and strong quantum numbers.
Parity violation in weak interactions is implemented by assigning different weak quan-
tum numbers to left- and right-handed components of the matter fields. In other words,
the left- and right-handed components of the quarks and leptons are associated with
different multiplets of the electroweak SU(2)L ⊗ U(1)Y group. The left-handed leptons
are grouped into doublets of SU(2)L in the following way:

Lj,L =

(
νj

lj

)
L

where lj ∈ {e, μ,τ }

where the subscript L means the left-handed projection of the spinor fields

ψL =
1

2
(1− γ5)ψ
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Similarly, for the quarks the assignment is

Qj,L =

(
Uj

Dj

)
L

where, assuming that there are six quarks and no more, Uj ∈ {u, c, t} are the up-type
quarks with a charge Q = 2/3 and Dj ∈ {d, s, b} are the down-type quarks having a
charge of −1/3.
The right-handed quarks and leptons are singlets in the SM. Thus

Lj,R =
(
lj

)
R

, QU
j,R =

(
Uj

)
R

and QD
j,R =

(
Dj

)
R

for the right handed leptons, up-type quarks and down-type quarks respectively. It is
important to mention that the right-handed components are not sensitive to weak in-
teractions. Only the left-handed group SU(2)L is gauged and yields the usual couplings
of the gauge bosons to the quarks and leptons.

The hypercharge assignment is determined in terms of the electric charge Q and the
third component of the weak isospin I3 quantum numbers,

Y = 2(Q− I3)

Table 1.1 shows the different behavior of the left- and right- handed particles under
SU(2)L transformations where the left-handed particles are written as doublets and the
right-handed ones as singlets. It also shows the quantum numbers assigned for the
fermion, gauge and scalar fields in the SM.

1.1.1 The Lagrangian of the Standard Model

The SM gauge symmetry SU(3)c×SU(2)L×U(1)Y is spontaneously broken as SU(2)L×
U(1)Y → U(1)Q. The electroweak theory, proposed by Glashow, Salam and Weinberg
[1, 2] is a non-abelian theory based on SU(2)L × U(1)Y describing the electromagnetic
and weak interaction between quarks and leptons. In addition to the SU(2) generators,
I± and I3, the hypercharge Y = 2(Q− I3), where Q is the electric charge, is introduced
in order to accommodate the difference between the electric charges for the left-handed
doublets.
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Fields SU(3)color ⊗ SU(2)L ⊗ U(1)Y Q I3

Lj,L ≡
(
νj
lj

)
L

(1,2,-1)
(

0
−1

) (
1/2
−1/2

)
Leptons

lj,R (1,1,-2) -1 0

Qj,L ≡
(
Uj

Dj

)
L

(3,2,1/3)
(

2/3
−1/3

) (
1/2
−1/2

)
Quarks

Uj,R (3,1,4/3) 2/3 0
Dj,R (3,1,-2/3) -1/3 0

Bμ (1,1,0)
Gauge fileds

W a
μ (a = 1, 2, 3) (1, 3, 0)

Ga
μ (a = 1, · · · , 8) (8, 1, 0)

Scalar field Φ ≡
(
φ+

φ0

)
L

(1,2,1)
(
1
0

) (
1/2
−1/2

)

Table 1.1: Quantum numbers assigned for the fermion, gauge and scalar fields in the SM.

The EW Lagrangian can be built as follows. The free Lagrangian with fermion matter
fields reads

L0 = ψ̄L iγ
μDμψL + ψ̄R iγμDμ ψR (1.1)

The requirement for local gauge invariance entails the redefinition of the partial deriva-
tives DμψL,R ⎧⎪⎪⎪⎨⎪⎪⎪⎩

DμψL =

[
∂μ + ig1

3∑
a=1

τaW a
μ + ig2

1

2
Y (ψL)Bμ

]
ψL

DμψR =

[
∂μ + ig2

1

2
Y (ψR)Bμ

]
ψR

(1.2)
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The two real numbers g1 and g2 are the couplings associated with SU(2) and U(1)

respectively, and Y is the U(1) hypercharge.
Thus, four gauge fields are present: W a, corresponding to the three SU(2) generators,
and B corresponding to U(1). Introducing the field strengths

Bμν = ∂μBν − ∂νBμ (1.3)

W A
μν = ∂μW

A
ν − ∂νW

A
μ − g1εABCW

B
μ WC

ν (1.4)

where εABC is the totally antisymmetric Levi-Civita tensor, one can then construct the
kinetic Lagrangian of the gauge fields

Lkin = −1

4
BμνB

μν − 1

4

3∑
a=1

W a
μνW

aμν (1.5)

Gauge symmetry forbids mass terms for the gauge bosons and the fermions. Thus, the
SU(2)L ⊗ U(1)Y Lagrangian contains only massless fields.

The interactions of the fermions with the gauge bosons are given by

Lint = −g1ψ̄Lγ
μW̃μψL − g2 Bμ

∑
ψj∈�j , ν�j ,

Qu
j , Q

d
j

y(ψj)ψ̄jγ
μψj (1.6)

where W̃μ(x) ≡ τaW a
μ (x)/2 and y(ψj) ≡ YW (ψj)/2.

However, the SU(2)L⊗U(1)Y Lagrangian cannot describe the observed dynamics because
the gauge bosons and the fermions are still massless.

The QCD Lagrangian can be built as follows. The free Lagrangian with massless quark
fields reads

L 0
q + L I

Aq = ψ̄i (iγ
μ(Dμ)ij)ψj (1.7)

where L 0
q and L I

Aq stand for the free quark Lagrangian and quark-gluon interaction
Lagrangian respectively.
To take into account the effect of a local color gauge transformation on the dynamics of
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the quark field, the covariant derivative is defined as

Dμψi =

[
∂μ + igs

1

2
λaA

a
μ

]
ψi (1.8)

where gs is the coupling constant of the strong interaction, λa are the Gell-Mann gener-
ators of the SU(3) group and Aμ represents the gluon field.

The gauge invariant gluon field strength tensor is defined as

Ga
μν = ∂μA

a
ν − ∂νA

a
μ − gsf

abcAb
μ A

c
ν (1.9)

where fabc are the structure constants of SU(3) group. The dynamical term for gluons
can be expressed by the gauge and Lorentz invariant Lagrangian density defined as

L 0
A + L I

A = −1

2
Tr(GμνG

μν) (1.10)

where Gμν =
1

2
λaGa,μν and Tr stands for Trace. L 0

A and L I
A are the free gluon and

gluon-gluon interaction Lagrangians.
With some mathematical manipulation, this dynamical term can be reduced to the form

L 0
A + L I

A = −1

4
Ga

μνG
a,μν (1.11)

developing this using 1.9 one will arrive to the form

L 0
A + L I

A = −1

4

(
∂μA

a
ν − ∂νA

a
μ

)2 −gsfabc∂
μAν

aA
b
μA

c
ν

− g2s
4
fabcfab′c′A

b
μA

c
νA

b′μAc′ν
(1.12)

it can be noticed that besides the kinetic term for the free gluons, the Lagrangian
contains three- and four- gluon coupling terms.

to summarize, the QCD Lagrangian can be written as

LQCD = L 0
q + L 0

A + L I
Aq + L I

A (1.13)

For completeness, it is important to mention that the QCD Lagrangian has two extra
terms incorporating “ghost” fields and their interactions. Ghost fields were introduced by
Faddeev and Popov into gauge quantum field theories to maintain the consistency of the
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path integral formulation. The gluon propagator was singular, could not be defined, and
fixing a gauge, by introducing the Faddeev-Popov determinant, lead to the emergence
of those purely mathematical, and non-physical, objects, hence the naming “ghosts”.

To this extent the SM Lagrangian can be defined as the combination of 1.13 , 1.1, 1.5
and 1.6.

1.1.2 Higgs sector

The origin of mass in the SM is a consequence of the spontaneous symmetry breaking
(SSB) of the SU(2)L ⊗ U(1)Y triggered by the Higgs mechanism (developed by Higgs,
Brout, Englert, Guralnik, Hagen and Kibble) [3–6]. Consider an SU(2)L doublet of
complex scalar fields

φ ≡
(
φ(+)

φ(0)

)
(1.14)

The scalar Lagrangian is

LS = (Dμφ)
† Dμφ− μ2φ†φ − h

(
φ†φ
)2

(h > 0, μ2 < 0) (1.15)

with the covariant derivative

Dμφ =
[
∂μ + ig1W̃μ + ig2y(φ)B

μ
]
φ with y(φ) =

1

2
(1.16)

The Lagrangian LS is invariant under local SU(2)L ⊗ U(1)Y transformations.
There is an infinite set (S ) of degenerate states with minimum energy, satisfying

〈0 |φ(0) | 0〉 =

√
−μ2

2h
≡ v√

2
(1.17)

where v is the vacuum expectation value (VEV) of the neutral scalar. Since the electric
charge is conserved, the VEV of φ+ must vanish. Once the system has chosen a particular
state belonging to (S ), the SU(2)L ⊗ U(1)Y symmetry is spontaneously broken to the
electromagnetic group U(1)em which remains a true symmetry of the vacuum, i.e.

SU(2)L ⊗ U(1)Y → U(1)em (1.18)
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The scalar doublet is parameterized as

φ(x) = exp

{
i
σiθ

i

2

}
1√
2

(
0

v +H(x)

)
(1.19)

with four real fields θ1(x), θ2(x), θ3(x) and H(x).
Local SU(2)L invariance allows to rotate away any dependence on θi(x). These three
fields are precisely the would-be massless Goldstone bosons associated with the SSB
mechanism. The condition θi(x) = 0 is called the physical or unitary gauge.
The scalar field H(x) is the so-called Brout-Englert-Higgs (BEH) boson. Recently at
LHC, a spin-0 boson has been discovered [7,8] which is consistent with the BEH boson.

Gauge field masses

The covariant derivative couples the scalar doublet to the gauge bosons. The kinetic
piece of the scalar Lagrangian is

(Dμφ)
† Dμφ

θi=0−−→ 1

2
∂μH∂μH +

g21 v
2

8

[(
W 1

μ

)2
+
(
W 2

μ

)2]
+

v2

8

[
g1W

3
μ − g2Bμ

]2
+ cubic + quartic terms

(1.20)

If one redefines the fields as follows

W±
μ =

W 1
μ ∓ iW 2

μ

2
(1.21)

and rotates the Bμ and W 3
μ fields as(

W 3
μ

Bμ

)
≡
(

cos θW sin θW

− sin θW cos θW

) (
Zμ

Aμ

)
(1.22)

where θW is the weak-mixing angle defined as

tan θW =
g2
g1

(1.23)

one verifies that the kinetic part of the scalar Lagrangian written in terms of Zμ, Aμ and
W±

μ now contains quadratic terms for the W±
μ and the Z. In other words, the W± and
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Z gauge bosons acquire masses

MZ cos θW = MW± =
1

2
v g1 (1.24)

while Aμ is identified with the electromagnetic vector potential and remains massless.
The electromagnetic current is thus conserved: the coupling of the electromagnetic in-
teraction is identified with the electron charge e

g1 sin θW = g2 cos θw = e (1.25)

and the conserved quantum number is

Q′f = If3 +
Y f
W

2
(1.26)

where Q′f is the electric charge generator (in units of e), I3f is the third component of
the weak isospin and Y f

W is the hypercharge of the fermionic field f .
Equation 1.25 is intuitive to understand the electro-weak unification in the sense that
it shows how the weak and the electromagnetic coupling constants g1 and g2 are unified
within one relation and how they are exchangeable.

Fermion masses

A fermionic mass term Lm = −mψψ = −m(ψLψR +ψRψL) is not allowed, because it
explicitly breaks the gauge symmetry: left- and right-handed fields transform differently
under SU(2)L ⊗ U(1)Y . However, the bilinear Yukawa interactions of left- and right-
handed fermions with the scalar field are invariant under SU(2)L × U(1)Y

LYukawa = Y u
ij Q̄iL φc Qu

jR + Y d
ij Q̄iL φ Qd

jR + Y �
ij L̄iL φ 
jR + h.c. (1.27)

where the first term involves the charge-conjugate scalar field φc ≡ iτ 2φ∗. The matrices
Y

u(d)
ij and Y �

ij are the Yukawa couplings for the up (down) quarks and the charged leptons,
respectively. After EW symmetry breaking, quarks and leptons become massive and
their masses are described by the Lagrangian1

Lmass = Q̄u
iL Mu

ij Q
u
jR + Q̄d

iL Md
ij Q

d
jR + 
̄iL M �

ij 
jR + h.c. (1.28)

1Since the original formulation of the SM did not include right-handed neutrinos (nor Higgs triplets),
neutrinos remain strictly massless to all orders in perturbation theory.
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with the mass matrices defined by

Mu
ij = vY u

ij , M
d
ij = vY d

ij , M
�
ij = vY �

ij (1.29)

In general, the Yukawa couplings and hence the mass matrices are not diagonal. The
above mass matrices can be diagonalized through the bi-unitary transformations

V u†
L Mu Uu

R = diag(mu, mc, mt) ≡ du

V d†
L Md U

d
R = diag(md, ms, mb) ≡ dd

V �†
L M� U

�
R = diag(m�, mμ, mτ ) ≡ d�

(1.30)

where the U and V are the 3 × 3 unitary matrices which relate flavor (unprimed) and
mass eigenstates (primed). Applying the transformations

Qu
L → V u

L Q′u
L , Qd

L → V d
L Q′d

L , 
L → V �
L 
′L (1.31)

Qu
R → Uu

R Q′u
R , Qd

R → Ud
R Q′d

R , 
R → U �
R 
′R (1.32)

to the Lagrangian given in Eq. (1.28), one obtains

Lmass =
∑

Qu
i ,Q

d
i ,�i

(
mQu

i
Q̄′u

iL Q′u
iR + mQD

i
Q̄′d

iL Q′d
iR + m�i 
̄

′
iL 
′iR + h.c.

)
(1.33)

Henceforth, the fermions have mass terms.

Charged Currents

The charged current (CC) Lagrangian will now read

L (q)
CC = − g1√

2

[
W+

μ Q
′u
iL γμ (VCKM)ij Q′d

jL + W−
μ 


′
iL γμ (δ)ij ν ′

�j L
+ h.c.

]
(1.34)

where the unitary matrix VCKM = V u′
L V d

L is the so-called Cabibbo-Kobayashi-Maskawa
matrix [9,10] which encodes flavor violation in CC. In the case of three quark generations,
it is a 3× 3 unitary mixing matrix [10]

VCKM =

⎛⎜⎝Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

⎞⎟⎠ (1.35)
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It can be shown that it depends on four parameters: three angles and a phase. In the
absence of a fundamental theory of flavor, there is no theoretical prediction for the values
of these parameters which should be determined experimentally.

W±


−

ν̄�

W±

Qd
j

Q
u

i

Figure 1.1: Charged current vertices describing the coupling of fermion pairs (quarks or
leptons) to vector boson W±.

Weak charged currents are the only tree-level interactions in the SM that change flavor.
Fig. 1.1 depicts the CC vertices in the SM. These vertices are the building blocks of the
b → sγ transition matrix element. As said before, only the left-handed group SU(2)L

is gauged and yields the usual couplings of the gauge bosons to the quarks and leptons.
This means that the W boson will only couple to left handed quarks and the photon
emitted in the b → sγ transition is predominantly left handed with small correction of
the order of mb with the exact level of suppression being mode dependent due to QCD
effects [11, 12]. More details are given on this matter in section 1.2.

Neutral Currents

In terms of the mass eigenstate fields Zμ and Aμ, the neutral part of the weak interaction
Lagrangian is

LNC = −
∑
ψj

ψ̄jγ
μ
{
Aμ

[
g1
τ3
2
sin θW + g2 y(ψj) cos θW

]
+Zμ

[
g1
τ3
2
cos θW − g2 y(ψj) cos θW

]}
ψj

(1.36)

This neutral current (NC) Lagrangian can be decomposed as

LNC = LQED + L Z
NC (1.37)
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where LQED is the usual QED Lagrangian, and

L Z
NC = − e

2 sin θW cos θW
Jμ
Z Zμ (1.38)

which contains the interaction of the boson with the neutral fermionic current Jμ
Z . Equiv-

alently, L Z
NC has the form (see Fig. 1.2)

L Z
NC = − e

2 sin θW cos θW
Zμ

∑
f

ψ̄fγ
u(vf − afγ5)ψf (1.39)

where the coefficients af = T f
3 and vf = T f

3

(
1− 2Q

′f sin2 θW
)

represent the axial (A)
and vector (V ) couplings of the Z0 boson to fermions.

Z0


 (ν�)


̄ (ν̄�)

Z0

q

q̄

Figure 1.2: Neutral current vertices describing the coupling of fermion pairs (quarks or
leptons) to Z0 boson.

It can be deduced that NC at tree level in the SM do not change flavor. Hence, Flavor
Changing Neutral Currents (FCNC) can only occur at higher order, ≥ loop, processes.
The b → sγ transition is a FCNC and hence, at first order, a one loop process. More
details are given on this matter in section 1.2.

1.2 Radiative B hadron decays

Radiative decays of B hadrons caused by b → qγ transition, with q = d, s, are an
interesting example of flavor-changing neutral current processes. From the theoretical
point of view such processes are forbidden at tree-level and the lowest contribution to
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the amplitude comes from the one-loop process, see Figure 1.3. Hence, as with any loop
process in quantum field theory, the decay pattern may be sensitive to the structure
of heavy degrees of freedom of the theory. Moreover, the weak, electromagnetic and
perturbative strong parts of the physics behind radiative decays are well under theoretical
control. It is also advantageous that one can formulate theoretical predictions for a
variety of different observables, such as decay rates, CP and isospin asymmetries, angular
distributions, and cross-check in this way the robustness of the SM framework [13].

b

u, c, t

s
W

γ
b

u, c t

s

W

γ

b
u, c t

s

W

g

Figure 1.3: Flavor Changing Neutral Current loops for b → sγ. Self-energy like diagrams
are omitted. The third diagram contributes through its mixing.

1.2.1 Effective field theories

Since there are several energy scales involved in the weak decay of mesons, there are
subtleties in studying FCNC processes. The energy scales pertinent to B decays are:
the QCD scale (ΛQCD), the mass of the b quark, mb, the electroweak scale which is of
the order of the masses of the W and Z bosons and the top quark, and higher scales
of possible new physics. An important theoretical tool which allows for the description
of separate scales as well as the convenient inclusion of NP effects, is operator product
expansion (OPE).

Within the OPE framework, the weak scales are separated, leading to an effective weak
Hamiltonian. This Hamiltonian is described in terms of effective operators and their
associated effective couplings, referred to as Wilson coefficients. While all the short
distance effects are contained in the Wilson coefficients, there are long distance contri-
butions from the hadronic matrix elements of the effective operators. The long distance
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effects usually include non-perturbative QCD effects which are the major source of the-
oretical uncertainties.

1.2.1.1 Effective Hamiltonian of b → sγ

The effective ΔF = 1 Hamiltonian is given as

Heff =
GF√
2

∑
p=u,c

λ(q)
p

[
C1Q

p
1 + C2Q

p
2 +

8∑
i=3

CiQi

]
, (1.40)

where CKM factors are given by λ
(q)
p = V ∗

pqVpb , and the unitarity relationship has
been used. The Wilson coefficients Ci encode physics at large mass scales and hence
carry information about heavy particles - SM as well as NP ones, while matrix ele-
ments of hadronic operators Qi are describing long-distance physics dominated by non-
perturbative strong interactions. Poor knowledge of these latter factors is the main
source of uncertainty of theoretical predictions. At leading order the dominant contri-
bution comes from the electromagnetic penguin operator

Q7 = −emb(μ)

8π2
q̄ σμν [1 + γ5] bFμν (1.41)

Here q = d or s.The factor mb(μ) is the M̄S mass of the b quark. The Wilson coeffi-
cients Ci have been known within the next-to-leading logarithmic approximation (NLL)
for over a decade (for a review, see [14]), and have been recently calculated at next-to-
next-to-leading logarithmic order (NNLL) in a series of papers [15–18].
The standard theoretical procedure used for evaluation of hadronic matrix elements is
based on the QCD factorization idea, augmented by soft-collinear effective theory. The
latter separates the matrix element of interest into non-perturbative but universal soft
functions (form-factors, decay constants, light-cone distribution amplitudes) and hard
scattering kernels calculated as perturbative series in αs. These calculations have been
done in next-to-leading and partly in next-to- next-to-leading order [15]. However the
whole factorization approach makes sense only in the leading order with respect to the
small parameter ΛQCD/mb and the question of a systematic construction of the 1/mb

expansion remains open. Needless to say, having reliable SM theoretical predictions is a
necessary prerequisite for addressing any NP scenario.
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1.2.1.2 Photon polarization

We can express the Hamiltonian for b → sγ in the following form:

ΔH = −
√
8GF

emb(μ)

16π2
Fμν

[
ALs̄σ

μν 1 + γ5
2

b+ARs̄σ
μν 1− γ5

2
b

]
. (1.42)

Here AL(AR) corresponds to the amplitude for the emission of left (right) handed pho-
tons in the b → sLγL(b → sRγR) decays. This can be easily seen by writing the electro-

magnetic field tensor for left (right) polarized photons as FL,R
μν =

1

2
(Fμν ± F̃μν) where

F̃μν =
1

2
εμνσρF

σρ. Using the identity σμνγ5 =
i

2
εμναβσ

αβ, one can see that only the

FL
μν part survives in the first term of the right-hand side of 1.42 and only FR

μν in the
second one. In the SM the amplitude ratio, representing the fraction of “wrong” helicity
photons, AR/AL is proportional to the mass ratio ms/mb, since in the SM only the left-
handed components of the external fermions couple to the W boson. Thus the leading
contribution is given by the operator in equation 1.41 . This naive ms/mb scaling can
however be destroyed by corrections, which take into account gluon emission. This effect
may affect significantly the purity of the photon polarization. In papers [12, 19] these
contributions were estimated to be sufficiently large, about 10 %, however these results
were based mainly on dimensional estimations.

Thus, it can be concluded that the polarization of emitted photons in radiative decays is
a good example of a nontrivial experimental observable sensitive to the Lorentz structure
of effective Hamiltonian operator containing the photon emission vertex.
The admixture of photons with the “wrong” polarization may be rather large in some SM
extensions like e.g. the Left Right Symmetric Model (LRSM). Here the enhancement
of the right-handed photon fraction is due to WL −WR mixing, and chirality flip along
the internal t-quark line in the loop leads to a large factor mt/mb in the amplitude for
producing right-handed photons. It was shown that within the unconstrained minimal
supersymmetric model (uMSSM) a strong enhancement of order mg̃/mb is possible due
to chirality flip along the gluino line and left-right squark mixing. In this case the degree
of photon polarization, λγ, defined as

λγ =
|AR| − |AL|
|AR|+ |AL| (1.43)

can take any value between -1 and 1 [20].



18 The Electroweak interaction

1.2.2 Experimental status

In this section, the state of the art of the measurement of the photon polarization in
radiative penguin transitions in b hadron decays is presented.

Experimental overview

The aim of the experimental study is to measure the ratio of right-to-left photon polar-
ization amplitude

|A(B → ΦγR)|
|A(B → ΦγL)|

where Φ represents some final hadronic state. There is no clear experimental way to
measure photon polarization directly, but there are several indirect strategies. The first
one is the study of angular distributions of the Φ decay products [21,22]. In this way one
is able to measure only the square of the amplitude ratio. In such a case, the amplitudes
corresponding to left-handed and right-handed photons do not interfere since the polar-
ization of the photon in the final state can be measured independently. By studying the
angular distribution one can extract the photon polarization, in other words the method
makes use of angular correlations among the decay products in B → [Φ → P1P2P3]γ,
where Pi is either a pion or a kaon. Notice that there must be at least three particles in
the final state so as to define a reference plane with which the orientation of the photon
is studied. This technique was used for the decay B → Kππγ [21–23] with the sum over
intermediate hadronic resonances. The first direct observation of the photon polariza-
tion in the b → sγ transition using B → Kππγ is done by LHCb with a significance of
5.2σ [23]. The radiative decay mode B → [φ → K+K−]Kγ is considered in [24]. This
mode is rather distinctive with many desirable features from the experimental point of
view: the final state is a photon plus only charged mesons for charged B mesons, the
fact that φ is narrow reduces the effects of intermediate resonances interference, etc.
However the actual situation is rather involved. The possibility of measuring the photon
polarization in this way depends on a delicate partial-wave interference pattern. The
latter may be unfavorable and the asymmetry may escape detection [24].

It would be advantageous to measure the absolute value of the amplitude ratio as it
is. There are two possible ways to do that. The first one makes use of the fact that
some photons convert in the detector material into electron-positron pairs. Thus it is
possible to have the interference between the amplitudes corresponding to left- and right-
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handed photon emission. It can be shown that for these processes the distribution in
the angle θ between the e+e− plane and the plane defined by the final state hadrons
(e.g. Kπ resulting from K∗ decay) should be isotropic for purely circular polarization,
while the deviations from this isotropy includes the same parameter AR/AL, indicating
the presence of right-handed photons [25–28]. However multiple scattering does not
allow to identify the decay plane for the low invariant mass e+e−pair. This is not the
case for pair creation from virtual photons where one can select pair masses above 30
MeV/c2 without losing too much rate. However in this case other diagrams contribute
with longitudinal virtual photons. This measurement is discussed in [29]. The branching
ratio of the decay B0 → K∗(892)0e+e− has been measured in the dilepton mass range
of (30-1000) MeV/c2 [30] and found to be

B(B0→ K∗(892)0e+e−)30−1000 MeV/c2 = (3.1 +0.9 +0.2
−0.8 −0.3 ± 0.2)× 10−7.

An angular analysis of the B → K∗0e+e− decay is also performed at LHCb [31]. Us-
ing proton-proton collision data, corresponding to an integrated luminosity of 3.0 fb−1,
collected in 2011 and 2012. Angular observables are measured for the first time in an
effective q2 range from 0.0020± 0.0008 to 1.120± 0.060 GeV2/c4. The results are

FL = 0.16± 0.06± 0.03

A
(2)
T = −0.23± 0.23± 0.05

AIm
T = +0.14± 0.22± 0.05

ARe
T = +0.10± 0.18± 0.05,

where the first contribution to the uncertainty is statistical and the second systematic.
Where FL is the fraction of longitudinal polarisation of the vector meson and the am-
plitude Aj

T - with j being either (2), Im or Re - are related to the different polarization
states of the K∗0 meson. In the limit when q2 → 0, the electromagnetic penguin diagram
where the leptons are produced by a virtual photon is dominant and the observables A(2)

T

and AIm
T can be expressed as simple functions of the C7 and C ′

7 Wilson coefficients [32]

A
(2)
T (q2 → 0) =

2Re(C7C ′∗
7 )

|C7|2 + |C ′
7|2

and AIm
T (q2 → 0) =

2Im(C7C ′∗
7 )

|C7|2 + |C ′
7|2

. (1.44)

The measurements of A(2)
T and AIm

T therefore provide information on photon polarisation
amplitudes.
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Another way is to study the time evolution of B0
(s) → ΦCPγ decays, where ΦCP is a CP-

eigenstate. In this case the amplitudes of the right- and left handed photon polarization
interfere in the final state. The time-dependent decay rate is given as

ΓB(B̄)0
(s)

→ΦCP γ(t) = |A|2e−Γ(s)t
(
cosh(ΔΓ(s)t/2) +AΔ sinh(ΔΓ(s)t/2)

±CCP cos(Δm(s)t)∓ SCPsin(Δm(s)t)
)

(1.45)

Within the SM one has [33]

CCP ∼ 0 (1.46)

SCP ∼ sin2Ψsinφ(s) (1.47)

AΔ ∼ sin2Ψcos φ(s), (1.48)

where Ψ is defined as
tanΨ =

∣∣∣∣AR

AL

∣∣∣∣ (1.49)

and related to the fraction of “wrongly”-polarized photons. φ(s) is the sum of B0
(s) mixing

phase and CP-odd weak phases for right AR and left AL amplitudes.

From equations 1.48 and 1.49 one can see that the measurement of AΔ and SCP directly
determines the “wrongly”-polarized photon fraction [33].

For the B0 system the parameter ΔΓ is negligible, ΔΓd/Γd = 0.001± 0.010 [34], and as
a result the term proportional to AΔ vanishes and the photon polarization can only be
accessed through the measurement of SCP . The decay rate reduces to

ΓB0→ΦCP γ(t) = |A|2e−Γt (1− SCPsin(Δmt)) (1.50)

ΓB̄0→ΦCP γ(t) = |A|2e−Γt (1 + SCPsin(Δmt)) (1.51)

where one expects from the SM to have sinφ = sin(2β−φp) ∼ sin2β (φp is the CP-odd
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weak penguin phase) and hence, SCP is given as

SCP = sin2Ψsin2β. (1.52)

This approach can be accessed from the decay channel B0 → [K∗0 → Ksπ
0]γ, it has

been done at BABAR and Belle [35, 36] (figure 1.4) but very challenging at LHCb due
to the presence of only neutrals in the final state.
An inclusive B0 → KSπ

0γ analysis has been performed by Belle using the invariant
mass range up to 1.8 GeV/c2. Belle also gives results for the K∗(892) region: 0.8
GeV/c2 to 1.0 GeV/c2. BaBar has measured the CP-violating asymmetries separately
within and outside the K∗(892) mass range: 0.8 GeV/c2 to 1.0 GeV/c2 is again used for
B0 → K∗0(892)γ candidates, while events with invariant masses in the range 1.1 GeV/c2

to 1.8 GeV/c2 are used in the B0 → KSπ
0γ analysis [35]. Figure 1.4 summarizes the

results of BaBar and Belle concerning the measurement of SCP .

For the B0
s system the parameter ΔΓs is not negligible, providing a non- zero sensitivity

to AΔ. In the SM φs is expected to be small, sinφs = sin(2βs − φp) ≈ 0, thus the term
with S vanishes:

ΓB0
(s)

→ΦCP γ(t) = ΓB̄0
(s)

→ΦCP γ(t) = |A|2e−Γ(s)t
(
cosh(ΔΓ(s)t/2) +AΔ sinh(ΔΓ(s)t/2)

)
(1.53)

and finally one has

A
B0

s
Δ ∼ sin2Ψ, (1.54)

thus opening the possibility for the direct measurement of the photon polarization pa-
rameter sin2ψ [37]. It is worth to stress here that contributions from SCP and CCP vanish
when considering the inclusive ΓBs + ΓB̄s

assuming the Bs/B̄s production asymmetry
vanish. The analysis of B0

s → φγ addressed in this thesis is based on this approach.

Alternatively, one can study baryon decays Λb → Λ0γ → pπγ (or Λb → Λ∗γ → pKγ )
and measure the photon polarization via the forward-backward asymmetry of the proton
with respect to the Λb in the Λ0 rest frame for polarized Λb, (see [38–41] for details and
references therein). The main problem of these two methods is the absence of interference
between the amplitudes corresponding to left- and right- handed photon emission since
they correspond to different and distinguishable final states. Correspondingly they are
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sensitive only to the square of the amplitude ratio in the form of photon polarization λγ

(equation 1.43). Moreover, the measurement of the photon polarization with radiative
baryon decays have proved experimentally difficult due to the small polarisation of Λ0

b

baryons produced at the LHC [42]. The polarization of Λ0
b is required to be non-zero for

the measurement of the photon polarization.

Radiative b hadron decays provide the potential for significant future improvement in the
knowledge of right-handed contributions to the b → sγ amplitude. To achieve this it is
necessary to use all of the methods most sensitive to the photon polarisation, since they
provide complementary information [43]. These methods include time-dependent asym-
metries in B0 → Ksπ

0γ and B0
s → φγ decays, up-down asymmetries in B+ → K+π+π−γ

decays, and angular asymmetries in B0 → K∗0e+e− decays, baryon radiative decays
Λb → Λ∗γ and many other decays. Improved searches for CP violation in both inclusive
and exclusive processes are important. There are excellent prospects for progress in most
of these areas at both LHCb, including its upgrade [44], and Belle II.

1.2.3 Radiative B decays at LHCb

LHCb capability of performing analysis of radiative decays has been demonstrated
through several measurements [23, 30, 31, 45]. The presence of the photon, which is
reconstructed in the calorimeter, in the final state makes the reconstruction of the decay
experimentally challenging. The resolution of the different decay variables is driven by
the resolution of the calorimeter. Moreover, the presence of a neutral particle in the
decay’s final state engenders a high level of background for the reconstructed radiative
decay.

In addition to the analysis already cited in the previous section, LHCb has published
several results on radiative B decays. First, the measurement of the ratio of branching
ratios B(B0

s → φγ)/B(B0→ K∗(892)0γ) [45] has been performed with the data collected
by LHCb in 2011

B(B0
s → φγ)/B(B0→ K∗(892)0γ) = 1.23± 0.06(stat.)± 0.04(syst.)± 0.10 fs/fd

from which the branching ratio of B0
s → φγ can be extracted using, back when the paper

was published, the 2010 HFAG [34] value for the branching ratio of B0→ K∗(892)0γ

B(B0
s → φγ) = (3.5± 0.4)× 10−5.
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With the same data set, the direct CP asymmetry of B0→ K∗(892)0γ is measured [45]

ACP (B
0→ K∗(892)0γ) = (0.8± 1.7(stat.)± 0.9(syst.))%.

LHCb has collected during the 2011-2012 run period the largest sample of B0
s → φγ

events. The analysis performed in this thesis is based on this sample that is selected
following what has been done in [45].

In Run II, the LHC will operate at a center of mass energy of
√
s = 14 TeV during the

first year. With this increase of energy, the integrated luminosity collected by LHCb
will be twice what LHCb collected during the Run I.
The huge amount of statistics will give way to new measurements in the b → dγ sector
as well as baryon radiative decays, Λb → Λ∗γ and many other decays [41].
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Figure 1.4: The measurement of SCP from Belle and BaBar.
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The LHCb experiment is one of four main experiments collecting data at the
Large Hadron Collider accelerator at CERN. LHCb has a wide physics program covering
many important aspects of Heavy Flavor, Electroweak and QCD physics. It is mainly
specialized in flavor physics and is collecting data that is used to perform measurements
of the parameters of CP violation in the interactions of b-hadrons. Such studies can help
to explain the Matter-Antimatter asymmetry of the Universe. The detector is also able
to collect data to perform measurements of production cross sections and electroweak
physics in the forward region. Its key measurements, one of which is the measurement
of the photon polarization, are described in a roadmap document [46]. Many of these key
measurement have already been performed. In this chapter, the LHCb experiment will be
described detailing how the decay’s vertex is reconstructed, how the momentum/energy of
the decay’s products and their tracks are measured and how these products are identified;
the LHCb sub-detectors will be explained as well as the hardware and software triggers.
Finally, the LHCb performance during the 2011-2012 run period will be discussed.

2.1 The LHC

The biggest particle accelerator ever built is the Large Hadron Collider (LHC). It con-
sists of a circular tunnel of 27 km, located underground at the french-swiss border [47].
This machine has been designed for proton-proton (pp) collisions. Two beams of protons
travel inside the tunnel in opposite directions inside two different pipes. Each beam con-
sists in sets of grouped protons called bunches, each one containing 1.15× 1011 protons
on average. There are more than 2808 bunches in each beam at full intensity. The
collisions occur in determined places around the rings, called interaction points, where
the two bunches cross each other. This is where the detectors are located. There are
four principal experiments at the LHC. The ATLAS and CMS detectors [60, 61] are
general purpose experiments, mainly designed to search for the Higgs boson and for
direct evidence of physics beyond the Standard Model. The ALICE experiment [62]
is dedicated to the reconstruction of heavy ions collisions in order to study the forma-
tion of the quark-gluon plasma. Finally the LHCb experiment, in which this work took
place, is designed for precision measurements on beauty and charm physics, specially
the study of CP violation in this sector [63]. To reach those challenging physics goals,
it is necessary to accumulate a big amount of data at collision energies never achieved
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before. In 2010-2011 LHC ran at a center of mass energy of 7 TeV. The center of mass
energy was increased to 8 TeV in 2012. The protons are injected from the Super Proton
Synchrotron (SPS) at the energy of 450 GeV. Inside the LHC, protons are accelerated
to reach their final energy. A general view of the LHC complex can be found in figure 2.1.

During the run I period (2011-2012), ATLAS and CMS collected about 25 fb−1 of inte-
grated luminosity whereas LHCb collected almost 3 fb−1 for the same period. In contrast
to the general purpose detectors ATLAS and CMS, LHCb is not designed to run at the
maximum LHC luminosity of 1034 cm−2 s−1. Instead the beams undergo a process called
luminosity leveling (explained in next section) whereby they are mis-aligned slightly in
the axis vertical to the LHC ring (y-axis), to obtain the design luminosity of 2 - 5 × 1032

cm−2 s−1 remaining constant over the entire LHC fill. This is demonstrated in figure 2.2
where the instantaneous luminosity is compared between LHCb, Atlas and CMS. This
has been chosen to limit the number of pp interactions occurring per bunch crossing,
a term known as “pile-up”, making it easier to trace primary and secondary vertices as
well as limiting the radiation damage and detector occupancy. The LHC machine was
briefly shutdown for upgrades in November 2011 and restarted in March 2012.

Figure 2.1: General view of the LHC.
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Figure 2.2: Development of the instantaneous luminosity for ATLAS, CMS and LHCb
during LHC fill 2651. After ramping to the desired value of 4×1032cm2s−1 for LHCb, the
luminosity is kept stable in a range of 5% for about 15 hours by adjusting the transversal
beam overlap.The difference in luminosity towards the end of the fill between ATLAS,
CMS and LHCb is due to the difference in the final focusing at the collision points.

2.2 Data taking periods and operating conditions

At the end of 2009, LHCb recorded its first pp collisions at the injection energy of the
LHC,

√
s = 0.9TeV. These data have been used to finalise the commissioning of the

sub-detector systems and the reconstruction software, and to perform a first alignment
and calibration of the tracking, calorimeter and particle identification (PID) systems.
In this period, the VErtex LOcator (VELO, presented in section 2.3.1) was left in the
open position, due to the larger aperture required at lower beam energies. During 2010
the operating conditions changed rapidly due to the ramp-up of the LHC luminosity. A
critical parameter for LHCb performance is the pile-up, defined as the average number
of visible interactions per beam-beam crossing [48]. While the highest luminosity in 2010
was already 75% of the LHCb design luminosity, the pile-up was much larger than the
design value due to the low number of bunches in the machine. It was demonstrated that
the trigger and reconstruction work efficiently under such harsh conditions with increased



2.3 The LHCb detector 29

detector occupancy due to pile-up, and that the physics output was not compromised.
The LHC beam energy was 3.5 TeV during 2010 and 2011. In 2012 the LHC beam
energy was increased to 4 TeV. LHCb took data at a luminosity of 4 × 1032 cm−2s−1,
twice the LHCb design luminosity. The LHC delivered stable beams for about 30% of
the operational year (figure 2.3). The integrated luminosity recorded by LHCb was 38
pb−1 in 2010, 1.11 fb−1 in 2011 and 2.08 fb−1 in 2012. The analysis presented in this
thesis uses the data collected in 2011 and 2012.

Figure 2.3: The LHCb integrated luminosity recorded over the run I period.

2.3 The LHCb detector

The fact that at LHC protons collide at high energies enhances the production of bb̄

pairs mainly through three types of processes: gluon fusion, gluon splitting and flavor
excitation (figure 2.5). The energies and luminosities reached at the LHC allows to have
a large production of those particles that will hadronize to form b-hadrons. The bb̄ cross
section, 75.3±5.4±13.0 μb at 7 TeV [49], is dominated by configurations in which one of
the partons has more energy than the other. The b and b̄ quarks are then boosted along
the direction of the most energetic parton: their directions are close to the direction of
one of the beams. Hence, about 40% of the b and b̄-hadrons are produced in the forward
region (figure 2.4).

Therefore, the LHCb has been constructed as a single-arm forward spectrometer (figure
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Figure 2.4: Polar angles of the b and b̄-hadrons produced at the LHC, as obtained from
a PYTHIA simulation.

2.7) with a angular acceptance ranging from 10 to 300 mrad in the magnet bending
plane (plane horizontal with the LHC ring) and to 250 mrad in the plane vertical to the
LHC ring (figure 2.6).

The nominal interaction point defines the center of the coordinate system. The x, y and
z axes form a right handed orthogonal system: the (x, z) plane contains the accelerator
with the x axis being orthogonal to the beam direction and the z axis being parallel to
the beam direction. They y axis is orthogonal to the (x, z) plane.

Figure 2.5: Feynman diagrams of processes related to bb̄ production at the LHC, gluon
fusion (left), gluon splitting (middle) and flavor excitation (right).
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Figure 2.6: The LHCb detector acceptance compared to General Purpose Detectors
(GPD) as Atlas and CMS.

Figure 2.7: General schematic view of the LHCb detector.
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The accelerator increases its delivered luminosity so as to accumulate a large statistics.
This increases the average number of proton-proton collisions per bunch crossing. In-
creasing the number of proton-proton collisions has a cost, it increases the multiplicity
of particles in the event and makes the event reconstruction more difficult. This is more
critical in the forward region where the occupancy is higher. Another important point is
that for an event with multiple proton-proton interactions there could be an ambiguity
in associating a b-hadron to the right production vertex as the b-hadrons reconstructed
in the experiment are mainly produced in the forward direction. At LHCb, the beam is
less focused and the method of luminosity leveling by beam separation is used insuring
a stable instantaneous luminosity. Figure 2.2 shows the concept of luminosity leveling
which consists in moving the proton beams relative to each other modifying the effective
crossing area. The fact that the instantaneous luminosity is stable at LHCb means that
there is a stable average number of visible interactions per bunch crossing over a fill
duration.
There are three stages in which b-hadrons decays are identified at LHCb. First, vertex
reconstruction is essential since the b-hadron has a relatively long lifetime, about 1.5 ps
(except for the Bc which lifetime is about 0.5 ps and the B∗ which is strongly decaying),
which means that the proton-proton interaction vertex, denoted primary vertex (PV), is
different than the b-hadron decay vertex, denoted secondary vertex (SV). The separation
between those two vertices is important so as to separate between tracks coming from
the PV and others coming from the SV as well as to check that the latter points to the
same decay point; this is assured by the vertex locator, denoted as VELO. Then comes
the energy/momentum measurements which is the key point to reconstruct the mass of
the b-hadron and the mass of any intermediate resonance, the better the mass resolution
we can get the better is the background rejection that we can achieve. Charged particle
momentum is measured by the tracking system whereas the calorimeter is responsible
for the measurement of photon and neutral pion energy. The final criteria to have a well
reconstructed b-hadron decay is to have a good particle identification. Pions, kaons and
protons are identified by two ring imaging Cherenkov; electrons, photons and neutral
pions are identified in the calorimeter and the muon chambers identify muons.
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Figure 2.8: Cross section in the (x,z) plane of the VELO silicon sensors at y = 0, with
the detector in the fully closed position. The front face of the first modules is also
illustrated in both closed and open positions.

2.3.1 Vertex reconstruction: The VELO

The VErtex LOcator (VELO) is the sub detector closest to the interaction point. It is
located within a vacuum maintained by a dedicated vessel. It consists of a series of 21
stations made of silicon modules arranged along the beam direction spreading from z =
-18 cm to z = 88 cm. The stations are almost circular in shape and of 300 μm thick
each. Each station of the VELO is divided in two halves completely independent.
The VELO provides a precise measurement of the track coordinates, r and φ (each sta-
tion has its own z coordinate), which are used to reconstruct the displaced secondary
vertices generated by the lifetimes of b- and c-hadron decays. The use of cylindrical
geometry (z,r,φ coordinates), rather than a simpler cartesian scheme, is required by the
LHCb trigger performance, for which 2D (rz) tracking has been demonstrated to yield
a faster reconstruction with enough impact parameter resolution (IP, distance of closest
approach of a track to a vertex). The VELO is designed to reconstruct primary and sec-
ondary vertices providing measurements of flight distance and of IP. It is able to detect
particles within a pseudo rapidity range 1.6 < η < 4.9, pseudo rapidity being defined as
η = −ln(tan(θ/2)) with θ being the angle between the momentum of the particle and
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the beam axis, and emerging from interactions in the range |z| < 10.6 cm, it has a single
hit precision of ∼ 4 μm requiring high precision on its alignment.

Each half station is composed of two types of sensors: the r-sensors and the φ-sensors.
The r-sensors consist in semi-circles centred on the beam axis. This allows the deter-
mination of the r coordinate which is the distance to the beam axis. The φ-sensors are
divided radially to determine the φ-coordinate defined as the angle with respect to the
x axis in the (x, y) plane. The z coordinate is obtained from the position of the station.
The sensitive part of VELO sensors starts at a radius of about 8 mm, which is the
smallest possible for safety reasons. During injection, however, the aperture required by
the LHC machine increases, so the VELO is retracted up to a distance of 3 cm as can be
seen in figure 2.8. The VELO may be closed only after stabilization of the beams. It can
be fully operated in both positions, opened or closed. Two additional stations, called
pile-up stations, constituted by r-sensor modules, are placed upstream of the interaction
point to allow a fast determination of the number of primary vertices that can be used
in the first trigger level (L0). At LHCb, to define a track, hits are required in at least
three modules. The spatial resolution on the primary vertex depends on the number of
tracks, but on average it is found to be about 42 μm on the z-axis direction and about
10 μm in the (r, φ) plane.

2.3.2 Momentum measurement: The dipole magnet

The trajectory of a charged particle is bent in the presence of a magnetic field, and thus
the ratio between its electric charge and its momentum (q/p) can be measured. Hence,
one of the LHCb dipole magnet tasks is to measure the momentum of charged particles.
It covers a forward acceptance of ±250 mrad vertically and ±300 mrad vertically. The
magnetic field is provided by a dipole of 1600 tons consisting of two identical coils, which
weigh 54 tons each, are of conical saddle and are placed mirror-symmetrically to each
other. Figure 2.9 shows a side view of the LHCb magnet system. The average value
of the integrated magnetic field is 3.6 Tm in the vertical direction. The polarity of
the dipole is regularity changed to reduce systematic uncertainties on CP asymmetries
measurements related to potential detection asymmetries of the detector.
The design of a magnet with such configurations had to accommodate two contrasting
needs: on one hand, the need of a field level inside the Ring Imaging Cherenkov (RICH,
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described in section 2.3.4) envelope of less than 2 mT, and on the other hand a field
as high as possible in the regions between the VELO and the Tracker Turicencis (TT,
section 2.3.3). Furthermore, in order to achieve the required momentum resolution for
charged tracks, the magnetic field integral

∫
B.dl is measured with a precision of a few

T/mm.

Figure 2.9: A side view of the LHCb dipole magnet.

2.3.3 Track reconstruction: Silicon Trackers and Outer Trackers

The VELO is completed by the Silicon Trackers (ST) and the Outer Trackers (OT).
The ST aims at reconstructing tracks close to the beam pipe, where the occupancy is
the largest, and consists of two detectors comprising four tracking stations: the Tracker
Turicencis (TT) located upstream of the dipole magnet and covering the full LHCb
acceptance and the Inner Tracker (IT) which is a cross-shaped region located at the
center of the three tracking stations T1, T2 and T3, downstream the magnet. Both TT
and IT use silicon microstrip sensors with a strip pitch of about 200 μm, which ensures
a single-hit resolution of 50 μm. Each of the four ST stations has four detection layers
in an (x-u-v-x) arrangement with vertical strips in the first and the last layer and strips
rotated by a stereo angle of −5◦ in the u-direction and +5◦ in the v-direction in the
second and the third layer, respectively. The OT is a drift-time detector for the tracking
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of charged particles and the measurement of their momentum over a large acceptance
area in the outer region of the LHCb detector. A general view of the tracking stations
can be seen in figure 2.10.

Figure 2.10: General view of the tracking stations with TT and IT in purple and OT in
blue.

2.3.3.1 Track reconstruction and Tracking performance

The LHCb track reconstruction consists in combining the hits in the VELO, the TT,
the OT and the IT detectors to form particle trajectories from the interaction region to
the calorimeters, regardless of their origin. Depending on their trajectories through the
tracking system, tracks are classified as (figure 2.11):
Long tracks cross the full tracking system from the VELO to the T stations. These
have the most precise momentum determination.
Upstream tracks traverse only the VELO and the TT stations. These are low mo-
mentum tracks that are bent out of acceptance by the magnetic field, and usually have
poor momentum resolution.
Downstream tracks travel only through the TT and T stations. They are relevant in
the cases of long-lived particles which decay outside the VELO.
VELO tracks are measured in the VELO and are usually large angle or backward
tracks, useful for primary vertex reconstruction.
T-tracks are only measured in the T stations, and are typically produced in secondary
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interactions.
On data, the tracking efficiency is measured to be about 98%. The momentum reso-
lution δp/p is about 0.5% for particles below P of 20 GeV/c rising up to 0.8% at 100
GeV/c (figure 2.12).

Figure 2.11: A schematic illustration of the various track types [50]: long, upstream,
downstream, VELO and T tracks. For reference the main magnetic field component
(By) is plotted above as a function of the z coordinate.

2.3.4 Ring imaging Cherenkov detectors

The RICH detectors use the Cherenkov effect to identify charged particles. The Cherenkov
effect is the fact that photons are emitted by a charged particle moving in a dielectric
medium with a speed greater than the speed of light in that medium.
The photons are emitted in a cone around the direction of the charged particle. The
cone opening angle depends on the speed of the particle. Knowing the momentum (mea-
sured by the tracking system) and the speed of a particle, one has access to its mass and
can then identify it. The Cherenkov photons are guided by a series of spherical mirrors
to a photon detector plane, located outside the detector acceptance. The Cherenkov
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Figure 2.12: Relative momentum resolution versus momentum for long tracks in data
obtained using J/ψ decays.

photons form a ring on the detector plane and the radius of the ring is directly related
to the angle of the Cherenkov cone. Since the momentum spectrum at large polar angles
is softer than at small polar angles, the particle identification system uses two RICH
detectors with different radiators to cover the full momentum range, this is illustrated
in figure 2.13.

The configuration of the two RICH detectors is shown in figure 2.14. The RICH1
detector is located upstream of the magnet, at the end of the VELO, covering the
full LHCb acceptance. It covers the low momentum range, from a PT of 1GeV/c to 60
GeV/c with the use of a silica aereogel (C4F10, 1.0014<n<1.01) gas radiator. The RICH2
detector, is located downstream of the magnet, between the T stations and the Silicon
Pad Detector/PreShower (SPD/PS, explained in 2.3.5.1), and has a limited angular
acceptance of ±15 mrad to ±200 mrad in the magnet bending plane and ±100 mrad in
the magnet non-bending plane. It uses CF4 (1.01<n<1.10) as dielectric medium and its
momentum coverage goes from a PT of 15 GeV/c to 100 GeV/c.

2.3.5 The Calorimeters

Located at 12.5 m from the interaction region, the calorimeter system consists in 4
consecutive elements: The Silicon Pad detector (SPD), the PreShower (PS), the Elec-
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Figure 2.13: Reconstructed Cherenkov angle for isolated tracks, as a function of track
momentum in the C4F10 radiator [51]. The Cherenkov bands for muons, pions, kaons
and protons are clearly visible.

tromagnetic CALorimeter (ECAL) and the Hadronic CALorimeter (HCAL). The SPD
and PS identify the charged and electromagnetic nature of the crossing particles, re-
spectively. ECAL and HCAL measure the energy of the electromagnetic and hadronic
showering particles. The system is used at the first level trigger (L0) to rapidly separate
electrons, photons and hadrons. The interaction of the various types of particles in the
calorimeter is schematized in figure 2.15.

The calorimeter system play a major role in the reconstruction and selection of radiative
decays from trigger to offline analysis. At L0, photon candidates are reconstructed and
selected with a transverse energy threshold of 2.5 GeV in 2011, 2.72 GeV in beginning
2012 and 2.96 GeV in mid-2012.
Almost 30 % of the photons coming from the interaction region convert in electron pair
before reaching the calorimeter. Three categories of photons are reconstructed offline in
LHCb depending whether they convert or not in the material upstream the calorimeter
system.

Unconverted photons and "late" conversions occurring after the magnet are recon-
structed as a single energy deposit (cluster) in the ECAL as discussed in 3. Late con-
version likely form a single ECAL cluster identified with SPD hits in front.
The electron pair from photon conversion occurring before the magnet are reconstructed
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Figure 2.14: Schema of the RICH detectors, RICH1 (left) and RICH2 (right).

by the tracking system.
The invariant mass resolution of a B meson decaying to a final state with a photon -the
photon reconstructed as a calorimeter object- is completely dominated by the photon
energy resolution driven by the calorimeter. The invariant mass resolution of B → hhγ

is of the order of 90 MeV/c2 compared to that of B → hh which is of the order of 25
MeV/c2. A good calibration of the calorimeter is an important prerequisite when doing
radiative decays analysis.

The calorimeter system sub detectors are detailed in the following.

2.3.5.1 The Pad and the Preshower detectors

The SPD and PS are two planes of scintillator pads, with 6016 detection channels each,
separated by a 15 mm, 2.5 X0, thick lead sheet. A groove in each pad holds the heli-
coidal wavelength shifting (WLS) optical fiber which collects the scintillating light. The
transmission of this light is done by long clear fibers to multi-anode photomultipliers
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Figure 2.15: Energy deposited on the different parts of the calorimeter by an electron,
a hadron, and a photon.

tubes (MAPMT) that are located, along with the Very Front End (VFE) electronics in
boxes above and below the detector in order to optimize the light yield at the MAPMTs.
PS and SPD VFE shapes and integrates the signal. The SPD VFE includes a discrim-
inator that provides the binary SPD response. The PS signal is digitized in the Front
End (FE) electronics placed in crates on top of the calorimeter detectors after 20-30 m
of cable. The FE boards hold the data of each channel, sampled at 40 MHz, in digital
pipelines waiting for the first level trigger decision. Next to the FE, the SPD Control
Boards (CB) includes the functionality necessary to configure the SPD VFEs. In order
to achieve a one-to-one projective correspondence with the ECAL segmentation (figure
2.16), each of the sub detectors is divided into inner, middle and outer sections with
approximately 4 × 4, 6 × 6 and 12 × 12 cm2 cell dimensions.

The SPD is used to identify the charged nature of the crossing particles. The distinc-
tion between charged pions and electrons is done by making use of the electromagnetic
shower dispersion measured in the PS. Due to the lead sheet of 2.5 X0 present before
the PS, almost 14% of unconverted photons start depositing energy in the PS.

The energy deposit of a single minimum ionizing particle (MIP) in SPD and PS is 2.74
MeV. The 10 bit PS dynamics measure deposits in the range from 0 to 100 MIP.

2.3.5.2 The electromagnetic calorimeter

ECAL uses a Shashlik calorimeter technology, i.e. a sampling scintillator/lead struc-
ture of 6016 detection channels connected to plastic wavelength shifting (WLS) fibers
readout by photomultipliers. The ECAL thickness, 25 X0, contains the full electromag-
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Figure 2.16: Transverse segmentation of a quadrant of the LHCb calorimeters. Left:
ECAL with 4×4, 6×6 and 12×12 cm2 cell dimensions for the inner, middle and outer
regions respectively. Right: HCAL with 13×13 and 26×26 cm2 cell dimensions for the
inner and outer regions respectively.

netic shower of high energy incoming photons so as to ensure optimal energy resolution.
The calorimeter system has a variable lateral segmentation which takes into account
the variation in hit density of two orders of magnitude over the calorimeter surface.
A segmentation into three different areas has been chosen for the ECAL with a corre-
sponding projective geometry for the SPD and PS detectors, meaning that all of their
transverse dimensions scale with the distance from the interaction point (see figure 2.16).
The outer dimensions match projectively those of the tracking system, while the square
hole around the beam-pipe approximately limits the inner acceptance to projective po-
lar angles θx,y > 25 mrad. The choice of using shashlik calorimeter technology was
made taking into account optimal energy resolution, fast response time, acceptable radi-
ation resistance and the reliability of this technology, used in other experiments such as
HERA-B or PHENIX. The energy resolution of the ECAL modules has been measured
with electron beams [52,53]. It is given by,

σE

E
=

a√
E

⊕ b⊕ c

E

where E is in GeV and a, b and c stand for the stochastic, constant and electronics
noise terms respectively. Depending on the type of module and test beam conditions
the stochastic and constant terms were measured in test beam studies [52,53] to be 8.5%
< a < 9.5%, b ∼ 0.8% and c∼ 0.003×θ. The term c depends upon the azimutal angle
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(θ) of the cell position with respect to the beam axis.

The ECAL is placed at 12.5m from the interaction point. Its dimensions match projec-
tively those of the tracking system, θX < 300 mrad and θY < 250 mrad, but its inner
acceptance is limited to θX,Y > 25 mrad due to the substantial radiation dose level in
that region.

The ECAL has a 12 bits dynamic range. The Analog-to-Digital Convertor (ADC) counts
ranging from 0 to 4095 and the point of zero energy being at 255 ADC counts. The
maximum energy per cell is limited by the possible gain applied to the PMTs and is
7+10/sin(θ) GeV.

Calibration The performance of each of the cells of the ECAL can be slightly different,
and they may suffer aging effects, i.e. detector material wearing out through out the
passage of time, at different rates. Therefore, it is necessary to regularly perform a
calibration procedure to obtain a set of calibration coefficients, one per cell, in order to
provide the best possible operation from the whole calorimeter. In a first calibration
stage, the energy flow technique allows to even out the differences between neighboring
cells by making use of the smoothness of the sum of transverse energy depositions in
the calorimeter. While this method allows to achieve a 5% calibration level, it cannot
provide a global energy scale for the calorimeter energy. Starting from the energy flow
calibration constants, the decay of resolved neutral pions into two photons is used to
iteratively reach an inter calibration level of 2%. Since the calorimeter response is linear,
the calibration with low energy π0 is valid to a good approximation at high energies. The
e/p ratio, where e is the calorimeter energy and p is the particle momentum measured by
the tracking system, is used to correct for aging effects over small periods corresponding
to an integrated luminosity of 40 pb−1 in calorimeter areas [54,55].

2.3.5.3 The hadronic calorimeter

The HCAL is a sampling device made from iron and scintillating tiles, as absorber and
active material respectively. The scintillating tiles run parallel to the beam axis which
facilitate the readout. The iron tiles are 16 mm thick while the scintillating ones are 4
mm thick. The HCAL has a sampling fraction of 2.7% and corresponds to 5.6 interaction
lengths which is not enough for containing the full hadronic shower. Therefore, it gives
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only an estimation of the hadron energy with a design resolution of

σE

E
=

70%√
E

⊕ 10%

with E being in GeV. The HCAL saturates at E = 15/sinθ GeV. The HCAL is segmented
transversely into square cells of 13 cm (inner) and 26 cm (outer), as illustrated in figure
2.16.
The energy resolution and uniformity of the HCAL were measured at the calorimeter
test beam. From a lateral scan of a particle beam across the prototype front surface the
uniformity in response was measured to be within ±3%. The resolution extracted from
a fit to the data at several energies is also in agreement with the design values [56].

Calibration The calibration of the HCAL uses two 137Cs sources of almost 10mCi, one
per detector side. This procedure takes about an hour during which they are transported
through all of the scintillator cells by a hydraulic system. The response of the PMTs is
measured by a dedicated system of current integrators. The relationship between the
integrated anode current and the particle energy was measured in test-beam and is used
to set the values for the HCAL parameters, obtaining a cell-to-cell inter-calibration at
the level of 5%. The use of the in-situ source limits the calibration procedure of the
HCAL to technical stops, which occur bi-monthly.

The performance of the ECAL and the HCAL is monitored during the data-taking peri-
ods using the built-in LED system. In addition, the distribution of e/p, for electrons in
the case of the ECAL, and h/p, for hadrons in the case of the HCAL, can be compared
to simulations and is used for monitoring purposes.

2.3.6 The Muon detector

Muon triggering and offline muon identification are fundamental requirements of the
LHCb experiment. Muons are present in the final states of many CP-sensitive B decays,
such as B0 → J/ψ(μ+μ−)K0

S or B0
s → J/ψ(μ+μ−)φ, and also play a major role in CP

asymmetry and oscillation measurements in semileptonic decays, in which the muon can
be used to provide the tag of the initial flavor of the accompanying B meson. Further-
more, muons are involved in rare B decays such as the flavor-changing neutral current
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B0
s → μ+μ−, which could provide a hint to new physics beyond the Standard Model [46].

The muon detector provides fast information for the high-pT muon trigger at the Level 0
(L0, section 2.4), and muon identification for the High Level Trigger (HLT, section 2.4)
and offline analysis. Muons have a long lifetime τμ = 2.1969811± 0.0000022× 10−6s [34]
and a low interaction probability, and thus they pass through the whole detector. The
muon detector, shown on figure 2.17, is composed of five stations, M1–M5, of rectangular
shape, with a total of 1380 chambers covering a total area of 435 m2. The inner and
outer angular acceptances of the muon detector are 20 (16) mrad and 306 (258) mrad in
the bending (non-bending) plane, respectively, resulting in an acceptance of about 20%
for muons from inclusive b semileptonic decays. The geometry of the stations is pro-
jective, so all their transverse dimensions scale with the distance to the interaction point.

Figure 2.17: Side view of the muon chambers location, with the calorimeter between the
M1 and M2–M3.

The muon stations consist of Multi-Wire Proportional Chambers (MWPC) with their
planes perpendicular to the beam axis, except in the highest rate region of M1, where
triple Gas Electron Multiplier (GEM) detectors are used. Station M1 is located in front
of the calorimeters and is used to improve the pT measurement in the trigger. Stations
M2-M5 are placed downstream the calorimeters and are interleaved with iron absorbers
80 cm thick to select penetrating muons. The minimum transverse momentum of a
muon to cross M1-M5 is 6 GeV/c since the total absorber thickness of M1-M5 and the
calorimeter is ∼ 20 interaction lengths.
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The detectors provide space point measurements of the tracks, and binary information
is passed on by partitioning the detector into rectangular logical pads whose dimensions
define the x, y resolution as can be seen in figure 2.18. The muon trigger is based on
standalone muon track reconstruction and pT measurement and requires aligned hits in
all five stations. Stations M1-M3 are used to rapidly define the track direction with a
design efficiency of 95%, and to calculate the pT of the muon candidate with a resolution
of 20%. Stations M4 and M5 have limited spatial resolution, and their main purpose is
the identification of very penetrating particles.

Figure 2.18: Front view of a quadrant of a muon station, with logical pads marked as
dark rectangles.

2.3.7 Particle Identification

Particle identification (PID) is achieved by combining the information from several sub
detectors. The two RICH detectors, the calorimeters and the muon detector are used
for the identification of charged particle (e, μ, π, K, p), while the γ and π0 are identified
using the ECAL.
At LHCb startup a first particle identification procedure has been designed based on a
log-likelihood difference (ΔLL). For each type of charged particle, the different particle
identification contributions are combined into a ΔLL between a given PID hypothesis
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and the pion hypothesis. The DLL for a particle of type a is then given by

ΔLLa = Δ lnLaπ = lnLa − lnLπ = ln

[La

Lπ

]
where La is the combination of the information of the various sub detectors used for the
identification. Therefore, the DLL between two particle hypotheses a and b is given by

ΔLLab = Δ lnLab = Δ lnLaπ −Δ lnLbπ = ln

[La

Lb

]

In 2012, an improved PID based on a neural network (NN) approach has been employed,
using information from all LHCb detector subsystems to provide the probability that a
track corresponds to a particular particle species. This NN based PID is used for the
analysis presented in this thesis.

Hadron identification The RICH system provides excellent hadron separation over
the entire momentum range. The π/K separation is important for the analysis presented
in this thesis. The φ in B0

s → φγ and the K∗ in B0→ K∗(892)0γ decay into φ → KK

and K∗ → Kπ, respectively. The average efficiency for kaon identification for momenta
in the 2 - 100 GeV/c range is 95%, with an average pion misidentification rate of 5%.
The RICH performance has been studied both on MC and data, and the results can be
compared in figure 2.19 [57].

Figure 2.19: Efficiencies for kaons and pions as a function of the track momentum. Left:
simulation and right: data.
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Muon identification Muon identification is performed by extrapolating well recon-
structed tracks with p > 3 GeV/c into the muon stations. On simulation the muon iden-
tification efficiency was measured to be ε(μ → μ) 94%, with a corresponding misiden-
tification ε(π → μ) 3%. The efficiency is a flat function of the momentum above 10
GeV/c.

Electron identification Electron identification is performed based on the information
of different sub detectors: the ECAL, HCAL and the PS. Efficiency is measured to be
ε(e → e) 95%, with a corresponding misidentification ε(π → e) 0.7%.

Neutral particle identification Neutral particle identification is performed using
information from the calorimeter system. Since the neutral PID is an important prereq-
uisite for radiative analysis, chapter 3 is dedicated to neutral particles reconstruction and
identification where the author is directly implicated in the development of an improved
neutral particle identification procedure.

2.4 The LHCb trigger system

The rate of visible pp interactions, defined as those collisions that produce at least
two charged particles with enough hits in the VELO and T1-T3 to allow them to be
reconstructible, is too high to store all of them. The trigger system has to select online
interesting events reducing the rate from the rate of visible collisions produced at the
interaction point to the rate that can be sustained by the storage system. While the rate
of visible interactions that contain bb pairs is about 1/200 of the total visible interaction
rate, only 15-20% of them contain at least one B meson with all its decay products inside
the detector acceptance. The rate of visible collisions is given by

Lσvisible

μ

(
1− e−μ

)
where L is the instantaneous luminosity; σvisible ∼ 60 mb is the visible interaction cross
section, where interactions are considered to be visible if they give at least two tracks
reconstructed in the VELO pointing to the interaction region; μ is the average number
of visible interactions per bunch crossing. The factor e−μ accounts for the fraction of
bunch crossing with no visible interaction. Given the running conditions in 2011 and
2012, the rate of visible collisions was about 12 MHz. This has to be compared to the 3
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kHz of events that are written in the storage system.
The trigger system is divided in two levels [58]: the Level-0 Trigger (L0) and the High
Level Trigger (HLT). The L0 uses custom electronics operating synchronously with the 40
MHz bunch crossing frequency, while the HLT is executed asynchronously on a processor
farm, the Event Filter Farm, made up with commercially available equipment. Figure
2.20 shows a sketch of trigger configuration.

Figure 2.20: Schema of the event flow in the LHCb trigger system.

2.4.1 The Level-0 trigger

The first level of trigger (Level 0, L0) is designed to reduce the visible event rate to the 1
MHz at which the whole detector can be read out. It is implemented using custom made
hardware, running synchronously with the LHC clock. The L0 information is coming
from the Pile-Up (PU) sensors of the VELO, the calorimeters and the muon system. It
is sent to the L0 Decision Unit (L0DU) where the L0 selection algorithms are run.
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The PU system has been implemented to reject events with several primary vertices.
It uses the information of the PU sensors of the VELO. Given that the experiment is
running at higher μ than foreseen in the design, events with pile-up are not rejected. It
is used to trigger on beam-gas events providing the number of hits in the PU stations,
which are the only detector elements upstream of the interaction point.
The L0 calorimeter trigger system uses information from the four components of the
calorimeter, SPD, PS, ECAL and HCAL. It computes the transverse energy deposited
in 2×2 calorimeter cells clusters. From these clusters, the following three types of can-
didates are built. L0Hadron is the highest ET HCAL cluster added with the energy of
the associated ECAL cluster. L0Photon is the highest ET ECAL cluster with an energy
threshold of 5 MIP in the PS and no hit in the SPD cells corresponding to the PS cells.
L0Electron has the same requirements as L0Photon, with the additional condition of at
least one SPD cell hit in front of the PS cells. The ET of each candidate is compared to
a fixed threshold and events containing at least one candidate above threshold fire the
L0 trigger. The total number of hits in the SPD is also determined, and is used to veto
events that would take a disproportionately large fraction of the available processing
time in the HLT.
The muon chambers perform a stand-alone muon reconstruction with a pT resolution
of ∼ 25%. Tracks are searched combining the pad data from the five muon stations
to form towers pointing towards the interaction region. The muon stations are divided
in quadrants and there is no exchange of information between the quadrants. In each
quadrant, the two muon candidates with highest pT are selected.

To select radiative decays, the event selection is triggered with L0Photon. Since around
30% of the photons are converted into electrons before the SPD detector, the L0Electron
channel has to be incorporated as well to have a better efficiency.
In L0, L0Electron and L0Photon select events with an electromagnetic deposit in the
ECAL with a transverse energy with respect to the beam direction, ET , greater than a
given threshold, placed at 2.5 GeV in 2011, 2.72 GeV beginning of 2012 and 2.96 GeV
mid-2012. Additionally, a subset of the events that pass these two lines also pass the
L0ElectronHi and L0PhotonHi lines, which require a higher ET value of 4.2 GeV.
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2.4.2 The High Level Trigger

The High Level Trigger (HLT) filters events using a software application. It uses the
Online Event Filter Farm (EFF), which contains up to 20,000 CPU cores, to process and
reduce the rate at which events are kept down to 3 kHz. The high rate of incoming events
from the L0 trigger and the computing power limitation of the EFF do not allow the
up-front use of the full event data information in the decision-making process. Thus, the
HLT is divided in two stages: the first stage (HLT1) uses only a partial reconstruction
to reduce the rate by a factor of 20 so that the second stage (HLT2) is able to perform
full event reconstruction to further discriminate signal events. The HLT processing time
per event is close to 30 ms.

2.4.2.1 HLT1

The HLT1 is designed to minimize the impact of varying running conditions on its per-
formance. It is based around a single track trigger, which searches for a single track
with high momentum, a large impact parameter (IP, shortest distance between a track
and the primary vertex) with respect to all primary vertices (PV) in the event, and a
good track quality [59]. the track should have an IP larger than 125 μm with respect
to any PV, pT > 1.8 GeV/c and p > 12.5 GeV/c. For events triggered by the Level 0
photon and electron lines, the pT requirement is relaxed to 0.8 GeV/c.
HLT1 takes 15 ms to process an L0 accepted minimum bias event, and accepts 5% of
such events with an efficiency of more than 80% on signal events for most of LHCb’s
benchmark B decay modes [59,60]. The 50kHz selected by HLT1 are passed to HLT2.

In the HLT1, Hlt1TrackAllL0 and Hlt1TrackPhoton single track lines are the relevant
lines for radiative B decays. They select events based on the transverse momentum of
the tracks with respect to the beam direction and their impact parameter (IP, short-
est distance between the track and the decay vertex). On one side, Hlt1TrackAllL0
selects low-ET photons with a harder cut in the required track; on the other side,
Hlt1TrackPhotonL0 allows to lower the transverse momentum requirement for the track
at the cost of a harder ET cut on the photon.
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2.4.2.2 HLT2

The HLT2 input rate is sufficiently low to perform an almost-full-offline reconstruction,
the main difference being that in the HLT2 only tracks with pT > 500 MeV/c and p
> 5000 MeV/c are reconstructed. Having fully reconstructed events allows the HLT2
trigger lines to use event selection criteria more in line with those used in offline analyses.
Moreover, Global Event Cuts (GEC), such as the reconstructed track multiplicity, are
used to reject complex events which require a big amount of processing time.
The HLT2 runs exclusive and inclusive selections. The inclusive ones search for generic
B decay features such as displaced vertices or dilepton pairs and the exclusive lines select
specific decays using similar selections to those used offline. Special inclusive lines have
been developed to trigger on partially reconstructed b-hadron decays. These so-called
topological lines are based on displaced vertices with 2, 3 or 4 associated tracks. The
topological lines were first implemented as cut based selections. Moreover, to improve
the performances, additional lines using a multivariate approach were then added [61,62].

In HLT2, two strategies, exclusive and inclusive, have been included to trigger on radia-
tive B decays both with a relatively high efficiency.

The mean efficiency for the L0 muon triggers is evaluated to be about 90 %. The mean
efficiency of the HLT to select decays with muons is about 80 %. The total trigger
efficiency is then 70 % [63]. As for hadrons, the mean efficiency of the L0Hadron trigger
is evaluated to be about 50 %, the HLT trigger efficiency to be 80 % and the total
efficiency to be about 40 % [63]. Whereas for the radiative decays trigger, the mean
efficiency of the L0 trigger is about 60 %. At HLT, the efficiency is evaluated to be
almost 50 % resulting in a total trigger efficiency of 35 % [64].

2.5 The LHCb luminosity measurements

The number of selected events of a given process per unit of time, denoted as
dn

dt
, is

given by

dn

dt
= σLε

where σ is the process cross section, L is the instantaneous luminosity and ε is the total
efficiency accounting for the detector acceptance as well as the reconstruction and selec-
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tion efficiencies.
Hence, the determination of the luminosity is an essential cornerstone for the measure-
ment of any cross section. The average instantaneous luminosity of two colliding bunches
can be expressed as

L =
fN1N2

4πσxσy

where f is the revolution frequency (11245 Hz at the LHC), N1 and N2 are the number
of protons in the two bunches, σx and σy are the transverse sizes of the bunch at the
interaction point along the x and y axis respectively.
AT LHCb two methods to determine the absolute luminosity have been implemented
[65]: the Van der Meer scan in which the beams are moved in transverse directions
in order to investigate the beam transverse profiles counting the interaction rate as a
function of the beam offsets and the beam-imaging gas method where the high acceptance
of the VELO around the interaction point is used to reconstruct beam-gas vertices
produced by the collision of protons in the beam with molecules in the remaining gas of
the beam pipe. The positions of the beam-gas interactions are used to determine beam
angles and profiles [66]. Combining the two methods, the absolute luminosity can be
determined with a relative precision of 3.5%, this allows to calculate a reference cross
section of visible interactions. Then, dedicated luminosity counters are defined in order
to follow the evolution of the instantaneous luminosity during the data taking. Figure
2.3 shows the LHCb integrated luminosity accumulated over the 2011-2012 run period.

2.6 The LHCb software

The LHCb software is based on the Gaudi [67,68] architecture, which provides an Object
Oriented framework for all the applications used within the experiment [69]. It has
the flexibility needed for running the LHCb chain from the Monte Carlo generation to
the real data analysis using the same tools. Data persistency is based on the Root
software [70, 71], a set of object-oriented frameworks designed to handle and analyze
large amounts of data.
The simulation project is called GAUSS [72,73]. PYTHIA 6.4 [74] with a configuration
specific to LHCb is used to generate pp collisions. The hadronic particle decays are
described by the EvtGen [75] package in which PHOTOS [76] is used to generate final
state radiations. GAUSS then connects the PYTHIA output as input of GEANT 4 [77]
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which implements the interaction of the particles with the detector and the response of
the active materials. The simulation of the digitization of the signals produced in the
active materials is performed by the BOOLE application [78]. It includes simulation of
the readout electronics as well as of the L0 hardware trigger. The simulation output is
digitized data that mimics the real data coming from the detector.
The event reconstruction is performed by the BRUNEL application [79]. The MOORE
application [80] can be used to run the HLT selection on reconstructed events. This is
especially useful to emulate the HLT response on the simulated data. Finally, DAVINCI
[81], the analysis application, computes for each event the variables used in the analysis
and stores them in standard files.

2.7 Data flow in LHCb

The raw data of the events selected by the trigger system coming from the experiment are
transferred to the CERN Tier-0 for further processing and archiving. These unprocessed
data are then used to reconstruct the physical particles, made up from tracks and particle
identification information, by making use of the raw information such as the hits or the
calorimeter cluster energies. This reconstruction process is performed in the Tier-1’s.
Reconstructed events are saved in a Stripping Data Summary Tape (SDST) file, which
contains the necessary information for further event filtering without including the raw
data.
The SDST files are analyzed in order to further filter events for physical analyses by
making use of the full reconstructed information and with looser timing constraints than
in the HLT. This sequence is known as Stripping, and finally produces a Data Summary
Tape (DST) file, to which the raw data event information is attached. DSTs are the files
accessible to scientists for physics analyses. The data are reprocessed several times a
year with the improvement of the reconstruction, alignment and stripping software and
algorithms.
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The detection of photons and neutral pions decaying into photons pair is per-
formed by the LHCb Electromagnetic CALorimeter (ECAL). Moreover, and in order
to have a precise determination of photon parameters, information from the PreShower
(PS) and the Silicon Pad Detector (SPD) detectors are used. In this chapter, the re-
construction technique of photons will be described in details, then, the procedure for
photon identification will be discussed. Also, photon and neutral pion separation will be
explained and discussed.

3.1 Photon reconstruction

3.1.1 Clusterization

The reconstruction of electromagnetic showers process begins with the identification of
the ECAL cell that has an excess in energy deposition, referred to as local maximum
or seed cell, compared to all its direct neighbors. The number of neighbor cells is 8 per
’regular’ cells which are far from boundaries of ECAL areas, and it varies from 3 to 9
for cells near the boundaries. These cells are selected only if the transverse energy is
larger than 50 MeV [82]. The identified cell will originate the cluster according to the
clusterisation procedure adopted by the Cellular Automaton algorithm [83]. As direct
consequence of these formal definitions, the seed cells of two reconstructed clusters are
always separated at least by one cell. If a calorimeter cell is shared between two clusters
the energy of the cell is shared between the clusters depending on the total cluster energy
and the distance between the clusters’ barycenter.
The transversal barycenter and energy of the electromagnetic shower deposit in the
ECAL of the corresponding particle are calculated as

ε =
∑
i

εi xb =
1

ε

∑
i

xiεi yb =
1

ε

∑
i

yiεi

where εi represents the energy measured in each cell i of the cluster, xi and yi give the
position of the center of the cell. A 3 × 3 mask is applied around the seed cell for the
evaluation ε and the transversal barycenter to limit the accumulation of electronic noise.
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3.1.2 Neutral clusters selection

The selection of neutral clusters are performed using an anti-matching techniques with
reconstructed tracks. Reconstructed tracks in the event are extrapolated to the calorime-
ter and then all-to-all matching with the reconstructed clusters are performed. A two-
dimensional χ2

2D is then constructed as

χ2
2D(�P ) =

(
�Ptr − �P

)T
C−1
tr

(
�Ptr − �P

)
+
(
�Pcl − �P

)T
S−1

(
�Pcl − �P

)
where �Ptr is the extrapolated track 2D-point to the calorimeter plane, Ctr is the co-
variance matrix of �Ptr parameters, �Pcl is cluster barycenter position and S is the corre-
sponding 2×2 covariance matrix. The χ2

2D is minimized with respect to �P . The clusters
with minimal value of χ2

2D estimator in excess of 4 are selected as neutral clusters. This
criteria rejects the clusters due to electrons and significantly suppress the clusters due
to other charged particles keeping the high efficiency for clusters due to photons.

3.1.3 Photon reconstruction

There are two types of photons considered at LHCb, converted and unconverted. Due to
the material found between the interaction point and the calorimeter, 30% of the photons
coming from the interaction region convert into a e+e− pair before the calorimeter front
face. There are two kinds of converted photons. If the photon conversion occurs before
the tracking system, the tracks of the two electrons can be reconstructed. Then the
photon information is coming from the reconstruction of the two separated electrons
tracks. If the conversion happens after the magnet, the electrons mostly end up in a
single ECAL cluster and the charged nature of the conversion can be identified using
the signal left in the SPD. A cluster with no matching tracks but with a deposit in the
SPD is the signature of a converted photon after the magnet. Dedicated corrections
explained later are determined for converted photons.

3.1.3.1 Photon energy

The geometry of the calorimeter system has been chosen in such a way that the ECAL
cells correspond to the PS and SPD cells. The photon energy is evaluated by summing
the ECAL cluster energy with the energy deposit in the PS cells in front. The main
energy loss comes from the fact that the cluster is reconstructed as a 3×3 matrix of ECAL
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cells and the transversal energy deposited outside this matrix of cells is not accounted
for. Moreover, the dead material between the modules of the calorimeter cells introduces
intrinsic losses that need to be compensated. These leakages are corrected following

E(γ) = αEECAL + βEPS

where EPS is the measured energy in the PS cells. The factor α is obtained from the
photons subsample with small energy deposits in the PS and it accounts for lateral
and longitudinal leakages in the ECAL and the relative position of the energy-weighted
barycenter inside the cluster and inside the ECAL module frame. The passive-to-active
energy -being the energy measured in the scintillator to that radiated in the lead- factor
β for PS is obtained from the complementary subsample once α is determined.

3.1.3.2 Photon momentum

The transversal barycenter of the shower, xc, yc, is evaluated from the energy-weighted
barycenter of the cluster (section 3.1.1) corrected from the non linear transversal profile
of the shower shape (hereafter referred to as S-correction). Assuming the transversal
shower shape fit with a single exponential, E(r) ∼ E0e

−r/b, the S-corrected barycenter,
xc, yc, is then given by the single parameter S-function [84]

(xc, yc) = S0 [(xb , yb), b] = b asinh

[
(xb , yb)

Δ
cosh

Δ

b

]
where (xb , yb) are the x,y positions of the energy-weighted barycenter, Δ the half cell
size and b the decay constant of the exponential profile. The b parameter is tuned on
data using electron tracks matched clusters. It is found to be about 10%, 13% and 15%
of the cell size for the outer, middle and inner ECAL regions, respectively.
Moreover, the transversal barycenter position has to be corrected from left/right asym-
metries in the X-direction (bottom/up in the Y-direction) that is due to the incidence
angle of the photon that induces a non spherical profile of the shower spot, also, and
since the single exponential is a rough approximation, an additional corrections to S0 is
needed; the S-correction is

(xc, yc) = S0 [(xb , yb), b] + S1 [(xb , yb)] + S2 [(xb , yb)]

having S1 and S2 as correcting from residual S-shape and geometrical asymmetries, re-
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spectively and improving the resolution on the impact position of the photon [85].

The first evaluation of the photon momentum is done assuming its origin is (0,0,0).
When this photon is associated to a decay, its parameters are reevaluated according to
the decay vertex. The photon direction is pointing to the 3D barycenter of the shower
xc, yc and zc. zc is obtained as the ECAL position corrected from the penetration depth
of the photon. The correction is scaled as the logarithm of the energy and, in order to
take into account the information provided by the PS about the position of the shower
beginning, a smooth dependance of the parameter βc with EPS is included

zc = zECAL + αc ln(Ec) + βc(EPS )

3.2 π0 reconstruction

π0 branching fraction into two photons is (98.823±0.034)% [86]. The π0 signature in the
ECAL depends on its kinematics, the higher is the momentum of the π0 the closer the
two photons are at the entry of the calorimeter. These two photons can then produce
two separated clusters or share a single cluster in which their individual signals are not
clearly distinguishable. The π0 are classified as resolved π0 in the former case and as
merged π0 in the latter one. The transverse momentum spectrum of merged π0 starts
around 2 GeV/c.

3.2.1 Resolved π0

To reconstruct resolved π0, photons are paired and their invariant mass, mγγ, is compared
with the π0 mass. Only photons with transverse momentum greater than 200 MeV/c and
with a track matching χ2

2D greater than 4 are taken into account [85]. mγγ is required to
be in the range 105 to 165 MeV/c2. The measured resolution of mγγ is about 7 MeV/c2

in the 2011-2012 sample. Using those criteria and according to the simulation, the global
reconstruction and identification efficiency of resolved π0, with respect to events where
both photons are in the ECAL acceptance, both with transverse momentum greater
than 200 MeV/c, is about 50% [85]. The inefficiency is mostly due to photon showering
in the material upstream the calorimeter. Part of this inefficiency can be measured by
considering photon conversion reconstructed as a pair of electrons.
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3.2.2 Merged π0

Each electromagnetic cluster is split in two subclusters defined from the two most en-
ergetic cells in the cluster. An algorithm calculates the barycenter of each sub cluster
using the expected transverse shower shape of individual photons. The positions of the
two barycenters depend on the energy sharing between the two subclusters, which itself
depends on the positions of the two barycenters. According to that, the calculation is
done using an iterative procedure [85].

After the preparation of the two photon subclusters, the following criteria are applied
to identify the cluster as coming from a π0.

• The cluster is identified as coming from a neutral particle requiring a track match-
ing χ2

2D > 1.

• The cluster energy has to be compatible with the merged π0 hypothesis. To assure
that, a cut is applied on the minimal distance allowed by the kinematics between
the impacts of the two photons on the ECAL front face

dγγ = 2× zECAL ×mπ0/Eπ0 < 1.8Δ,

where Δ is the transverse size of the calorimeter cell, mπ0 is fixed to 135 MeV ,
Eπ0 is the π0 energy and zECAL is the position of the ECAL front face with respect
to the interaction point.

• The reconstructed merged π0 mass is required to be in the range 75 to 195 MeV/c2.
The wider mass range compared to resolved π0 is due to the higher mγγ resolution
of 12-15 MeV/C2.

The performance of neutral pion reconstruction is illustrated in figure 3.1, which shows
the invariant mass distribution for D0 → K−π+π0 candidates for resolved and merged
π0 candidates [87]. In this example, the estimated resolution of the invariant mass of
the reconstructed D0 is 30 MeV/c for the merged π0 candidates and 20 MeV/c for the
resolved ones.

3.3 Multivariate approaches

Particle identification algorithms at LHCb are based on multivariate approaches. Mul-
tivariate classifiers combine correlated input variables into a discriminant output. They
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Figure 3.1: Mass distributions of reconstructed D0 → K−π+π0 candidates with resolved
π0 (left) and merged π0 (right). Both are obtained from the 2011 data sample. The
overall mass fit [87] is represented by the blue curve, with the signal (red dashed line) and
background (green dash-dotted line and purple dotted lines) contributions also shown.

have to be trained over signal and background samples. The training allows to determine
the internal parameters of the classifier that maximize the separation between the two
samples. Several multivariate approaches exist, among those are the artificial Neural
Network (NN), the Boosted Decision Trees (BDT) and the ΔLL discriminant. These
approaches are used in the upcoming sections and are briefly described here.

An artificial neural network consists in a set of interconnected nodes or neurons by
analogy with biological neural networks. Each neuron produces a non-linear response
depending on a given set of input signals. The nodes are generally organized in layers,
each layer being fully connected to the next one. This type of neural networks is called
a multilayer perceptron (MLP). A MLP is a NN that consists of three or more layers, an
input and an output layer with one or more hidden layers. The layers contain a certain
number of nodes (neurons) at which a linear combination of the value of the variables
used as input. Each node i in one layer connects with a weight wij to every node j in the
following layer. Hence, it receives as a signal input the value of the linear combination,
denoted Ikj , with k being the index representing the layer and j being that representing
the neuron, given as
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Ikj =
∑
i

wijO
k−1
i

with,

Ok
j = g(Ikj )

being the value assigned to each neuron j in the layer k with O1
j = λj where λ is the

value of the input variable. g is the activation function of a node which defines its output
given an input or set of inputs. The used activation function is of the type sigmoid. The
role of the weights that are applied to the neural net between the input layer and the
first hidden layer is to construct linear combinations of the input variables in such a way
as to separate two types of classes, giving one of them high positive values of the linear
combination and giving the other low negative values. Hence, the global information
that is present at the input layer is propagated via the hidden layers to the output layer
(forward propagation). The value of the output neuron presents the best separation
between the two classes of object’s.

The learning phase (training phase) of the NN consists in adjusting the weights in order
to achieve the optimal separation. When the number of training cycles is large that, in
the limit of a finite training sample, the pattern recognition is fine tuned for events in
the training sample and give worse performance on a different sample, the classifier is
said to be overtrained. Learning is based on an algorithm that necessitate the activation
function to be continuous and differentiable. When the neural net is used to separate
two overlapping classes of objects in the variable space, the continuity of the transfer
function permits to consider the neural net as an approximation of an ideal classifier
based on the probability that the events belongs to certain class. In the NN, the prob-
ability density of a certain class is deduced throughout the learning phase and need not
be known in advance [88].
Hence, each object is presented to the NN and the weights are adjusted accordingly. The
procedure is repeated iteratively for many times where each iteration defines a learning
cycle.
The weight correction applied to the weights associated to the layers n-1 and n take into
account the corrections applied to the weights associated to the layers n and n+1, hence
backpropagating the error from the output layer through the hidden layers to the input
layer.
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When the weight optimization is done, the trained NN can be applied to a separate
sample to discriminate two classes similar to the ones used for the training (learning).

Boosted Decision Trees provide another powerful event classifier. A decision tree is a
sequence of binary splits of the data. Each split is done according to the input variable
that, at this stage, gives the best separation between signal and background when being
cut on. The process is repeated until a given number of final nodes is reached. It can also
end if all nodes are pure signal or background, or if a node has too few events. Decision
trees are known to be powerful but unstable as small changes in the training samples can
produce large changes in the tree. They are stabilized thanks to a boosting algorithm.
The training events which were misclassified have their weight increased (boosted) to
form a new tree. Many trees are built up this way. They are finally combined into a
single classifier given by the average of the individual decision trees.

The method of Log Likelihood ΔLL is among the most straightforward multivariate
analyser approaches. The likelihood ratio, R, is defined for an event by the ratio of
the signal to the signal plus background Likelihoods. The individual Likelihoods are
products of the corresponding probability densities (PDF) of the discriminating input
variables used. In general, polynomial splines fitted to histograms, or unbinned Gaussian
kernel density estimators, are used to estimate the probability density functions (PDF)
obtained from the distributions of the training variables.

3.4 Photon identification

The track matching χ2
2D is complemented with information from the SPD and PS detec-

tors to define the photon identification estimator. A study is performed on simulation
to achieve a high identification power in order to select photons amongst other sources
of ECAL deposits. In this section two methods are presented. A method based on
the ΔLL estimator is discussed. An improved procedure developed during my thesis is
detailed.

3.4.1 The ΔLL based Photon identification

The first implemented photon identification procedure at LHCb was based on a log-
likelihood estimation [89].
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3.4.1.1 Samples definition

Performance evaluation and separation optimization is performed on simulated data
(MC). For that purpose, signal and background samples are defined in the following
way:

Signal: a reconstructed photon that is associated to a simulated (MC) photon origi-
nating from the interaction region defined by (Δr ≤ 10mm,Δz ≤ 150mm) and whose
energy is correctly measured in the interval

ΔE =
‖Eγ

Rec − Eγ
MC‖

Eγ
Rec

≤ 25%.

Background: all reconstructed photon candidates that do not match signal definition.

It is worth noting that the background sample contains real photons not originating
from the interaction region.

3.4.1.2 Discriminating variables

The main variable used for this photon identification tool is the χ2
2D of the cluster. In

addition, the energy deposits in the PS of the calorimeter system is also used. The PS
energy deposit is high for particles interacting electromagnetically and allows an efficient
separation of the signal with charged pion background [89].
The χ2

2D of the cluster (section 3.1.1) permits to apply an accurate track veto and to
remove a large fraction of the electron background which is not identified by the SPD
criteria. The background is very high for small χ2

2D value, although the signal is not
particularly peaked.
The photons distributions are built separately for converted, i.e. having an SPD sig-
nal in the cell facing the calorimeter cluster center, or not and histograms where built
for each photon energy interval. The Probability Density Functions (PDF) where built
for each photon energy bin. This was necessary to improve the selection efficiency as
the distributions of the variables of interest depend on the cluster reconstructed energy.
The energy bin width depends on the statistics in the energy region considered in order
to populate the distributions and on the rapidity of the variations of the variables with
respect to the energy. The non-constant bin size is to have a similar statistics in each bin.

The variables are combined as follows
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L(�x) =

∏
i

si(xi)∏
i

si(xi) +
∏
i

bi(xi)

to construct the estimator. si and bi are respectively the signal and background PDFs
for the variable i, whose value is measured to be xi for a specific photon candidate. The
signal and background are separated in the distribution of the output discriminant. The
background contains irreducible contribution from real photons not originating from the
interaction region that are considered as background. This contribution will cause a
serious degradation of the estimator performances. The performance of the method will
be directly compared with the improved photon ID discussed in 3.4.2.

3.4.2 Improved Photon identification

The photon identification procedure discussed before has had many points from which
it can be improved. First of all, the signal takes into account photons coming from
the interaction region only, leading to the fact that other photons are considered as
background in the optimization procedure. Moreover, new discriminating variables -
from which a good separation power could be drawn- are used in the improvement.
Finally, Neural Net (NN) is used as an estimator for the optimization procedure instead
of ΔLL estimator.

3.4.2.1 Samples definition

As the performance evaluation is performed on simulated data, the signal and back-
ground samples are defined as
Signal: reconstructed photon candidates matching the generated photons , i.e, taking
into account all the photons in the sample whether or not these photons are coming
from the interaction region. All photons in simulated B → K
γ MC sample are taken
into account for the training of the classifier.
Background: several background sources are considered separately.

• Reconstructed photon candidates matching a MC generated electron are taken as
background so as to have a dedicated training to separate photons and electrons.
Electrons are taken from simulated B → K
ee events and used for training the
classifier.
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• Reconstructed photon candidates matching a non-electromagnetic MC particle are
considered as background in order to have photon/non-electromagnetic particles
separation.

• Finally, a merged π0 background where a dedicated photon/π0 separation tool has
been developed for this purpose [87,90]. This will be explained in section 3.5.

The samples used for the improved multivariate approach cover a wide range in the
photon transverse momentum (PT ), up to the saturation level of the calorimeter, this
can be seen in figure 3.2 where the PT distribution is shown for the different samples
taken into account.

Figure 3.2: The distribution of the transverse momentum of the reconstructed photons
in the samples used for the improved multivariate approach. Top left: signal photons,
top right: electrons reconstructed as photons and bottom: non electromagnetic deposit.
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3.4.2.2 Discriminating variables

The improved multivariate separation uses the same set of variables described in section
3.4.1.2 together with new discriminating variables described below

• The ratio of the energy of the seed cell to that of the total cluster in the ECAL:
(Eseed/E3×3)ECAL.

• The ratio of the energy in the PS cell in front of the seed cell to that of the total
PS energy: (E1/E3×3)PS.

• The ratio of the energy in the HCAL, in the projective area matching the cluster,
to the energy in the ECAL: EHCAL/EECAL.

• The 2× 2 matrix of PS cells with the highest energy deposit in front of the 3× 3

reconstructed cluster: PSE4Max.

• The second order energy-weighted momentum of the cluster defined from

SXX =

∑N
i=1 ei(xi − xc)

2∑N
i=1 ei

,

SY Y =

∑N
i=1 ei(yi − yc)

2∑N
i=1 ei

,

SXY = SY X =

∑N
i=1 ei(xi − xc)(yi − yc)∑N

i=1 ei

where (xc, yc) is the position of the photon defined in section 3.1. The cluster
spread is defined as SXX + SY Y

• The number of PS cells in front of the cluster with non-zero energy deposit: PS-
Multi.

• The multiplicity of hits in the 3× 3 SPD cells matrix in front of the reconstructed
cluster: SPDMulti.
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Figures 3.3,3.4 and 3.5 show the distribution of these variables for signal and for each
type of background considered in the training of the multivariate approach.

Figure 3.3: The distribution of the variables used as input for the improved photon ID
multivariate tool. Photons as circles, electrons as up triangles and non electromagnetic
deposits as down triangles. Top left: PS energy, top right: χ2

2D of the cluster, bottom
left: (Eseed/E3×3)ECAL and bottom right: (E1/E3×3)PS. See text for precise definition
of variables.

The variables are combined using a multi-layer perceptron (MLP) (3.3).

3.4.2.3 Performance and results

The possible backgrounds, introduced in 3.4.2.1, are considered separately when training
the NN to identify photons. A neural net is trained to separate between photon and non
electromagnetic clusters in the calorimeter, the output of this NN is referred to as NNh.
Another neural net is trained to separate between photons and electrons, its output is
referred to as NNe. The package TMVA [91] is used as a framework for training the
classifiers.
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Figure 3.4: The distribution of the variables used as input for the improved photon ID
multivariate tool. Photons as circles, electrons as up triangles and non electromagnetic
deposits as down triangles. Top left: EHCAL/EECAL, top right: PSE4Max, bottom left:
cluster spread and bottom right: PSMulti. See text for precise definition of variables.

Photon/non electromagnetics separation The signal and background MC sam-
ples are split on a random basis, where half of the statistics is used for training (training
sample) and the other half is used for testing (testing sample) the classifier.

Figure 3.6 shows the overtraining check of the MLP and the Boosted Decision Tree
(BDT) respectively. The output of the classifier on the training and testing samples are
compared and the Kolmogorov-Smirnov [92] compatibility check is applied to compare
the train and test samples. The BDT, briefly discussed in 3.3, has been trained for
the comparison of performance. For details about the BDT, the reader is referred else-
where [93]. The figures show that there was no overtraining during the learning process
meaning that the output performance is reliable, this can be seen in the consistency
between the outputs of the classifier on the train and test samples. Figure 3.7 shows
the signal efficiency versus the background rejection both for MLP and BDT classifiers.
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Figure 3.5: The distribution of SPDMulti used as input for the improved photon ID
multivariate tool. Photons as circles, electrons as up triangles and non electromagnetic
deposits as down triangles. See text for precise definition of the variable.

The MLP has a slightly better performance than the BDT.

Figure 3.6: The overtraining check performed for the trained classifiers: MLP (left) and
BDT (right). Signal test sample is represented by a solid histogram and background
test sample is represented by a dashed histogram. The data points represent the signal
and background training samples.

After training and testing, the performance of the NN MLP is validated on an inde-
pendent sample and compared to the ΔLL classifier performance. Figure 3.8 shows the
signal efficiency versus background rejection for the NN output variable (black curve)
compared to the performance of the ΔLL based method (red curve). At 90 % signal
efficiency, there is a 20 % improvement in the performance of rejecting non electromag-
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Figure 3.7: Non electromagnetic background rejection versus photon signal efficiency for
both MLP (black) and BDT (red).

netic background.

The efficiency in bins of the transverse momentum is also checked. Figure 3.9 shows the
signal and background efficiency in bins of the PT where a cut at 0.2 in the NNh output
is applied. The PT bins are of variable size starting from 200 MeV/c and up to 1 GeV/c
so as to accumulate similar statistics in each bin. It is quite clear from the plot that the
efficiency of signal is almost constant over the PT range whereas background efficiency
increases at high PT . Performing the same check in the different ECAL regions one can
sort out the same conclusion.

Photon/electron separation Another NN is trained to separate between photons
and electrons. Hence, signal is considered to be photons matched to the true generated
MC photons and background is taken to be reconstructed photon candidates matched to
the true MC generated electrons. TMVA is used and the samples are split on a random
basis, where half of the statistics is used for training and the other half is used for testing.
Figure 3.10 shows the overtraining check. The output of the classifier on the training
and testing samples are compared and the Kolmogorov-Smirnov [92] compatibility check
is applied to compare the train and test samples. The figures show that there was no
overtraining and the output performance is reliable, this can be seen in the consistency
between the outputs of the classifier on the train and test samples. It is clear from the
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Figure 3.8: Non electromagnetic background rejection versus photon signal efficiency of
the MLP classifier as obtained from a separate validation sample. The ΔLL method
output (red dashed line) and the NN method output (black solid line) are compared.

variable distribution that the electron is more signal-like than the non electromagnetic
deposits compared to figure 3.6 this is, of course, due to the electromagnetic nature of
the electron. The performance of two different classifiers is compared, the NN MLP and
the BDT. Figure 3.11 shows the signal efficiency versus the background rejection both
for MLP and BDT classifiers. The MLP has a slightly better performance than the BDT.

After training and testing, the performance of the NN MLP is validated on an inde-
pendent sample and compared to the ΔLL performance. Figure 3.12 shows the signal
efficiency versus background rejection for the NNe variable (black) compared to the
performance of the ΔLL based tool (red). At 90 % signal efficiency, there is a 20 %
improvement in the performance of rejecting electron background.

The efficiency in bins of the transverse momentum is also checked. Figure 3.13 shows the
signal and background efficiency in bins of the PT where a cut at 0.4 in the NN output
is applied. The PT bins are of variable size starting from 200 MeV and up to 1 GeV so
as to accumulate enough statistics in each bin. It is quite clear from the plot that the
efficiency of signal is almost constant over the PT range whereas background efficiency
increases at high PT . Performing the same check in the different ECAL regions one can
sort out the same conclusion.
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Figure 3.9: The efficiency of the cut on the NN output NNh > 0.2 in bins of the photon
transverse momentum for both signal (blue up triangles) and background (red down
triangles). The abscissa position of data points indicates the lower side of each bin.

Figure 3.10: The overtraining check performed for the trained classifiers: MLP (left) and
BDT (right). Signal test sample is represented by a solid histogram and background test
sample is represented by a dashed histogram. The data points represent the signal and
background training samples.
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Figure 3.11: Electron background rejection versus photon signal efficiency for both MLP
(black) and BDT (red).
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Figure 3.12: Electron background rejection versus photon signal efficiency of the MLP
classifier as obtained from a separate validation sample. The ΔLL output (red dashed
line) and the NN output (black solid line) are compared.
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Figure 3.13: The efficiency of the cut on the NN output NNe > 0.4 in bins of the photon
transverse momentum for both signal (blue up triangles) and background (red down
triangles). The abscissa position of data points indicates the lower side of each bin.
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3.4.2.4 Data/simulation comparison

The actual performance measured on data does not perfectly reproduce the performance
obtained on simulation. In order to correct the MC efficiency in physics analysis, the
amplitude of MC/data difference can be tabulated, as a function of the transverse mo-
mentum of the photon candidate. Such calibration tool is to be prepared based on the
study presented here.
The output variables of the methods, NNh and NNe, are evaluated on B → K∗γ events
collected by LHCb during the 2011-2012 run period and selected following the procedure
discussed in [45]. The efficiency versus the applied cut are compared between background
subtracted data and MC. Figure 3.14 shows the output variable efficiency versus the cut
value both for B → K∗γ MC and data for both dedicated separators NNe and NNh.
Figures 3.15, 3.16, 3.17 and 3.18 shows the same plots in bins of variable size varying
from 1 GeV/c and going up to 2.5 GeV/c of the transverse momentum. The discrepancy
between data and MC is clear and its dependence on the transverse momentum hints
that this discrepancy can be calibrated in bins of the PT .

Figure 3.14: The MC (solid blue line) / data (dashed red line) efficiencies for both
electron- (right) and non electromagnetic- (left).

3.5 γ/π0 separation

A good γ/π0 separation is an important pre-requisite for the study of radiative decays [46]
so as to reduce the amount of background with merged π0 misidentified as photons in the
final state. Actually, the merged π0 background amounts up to 50-60% of the background
that lie below the signal invariant mass peak, named peaking background [94]. Besides,
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Figure 3.15: The MC (solid blue line) / data (dashed red line) efficiencies for non
electromagnetic deposits in bin of the photon transverse momentum. Top left: PT ∈
[2500, 3500] MeV/c, top right: PT ∈ [3500, 4500] MeV/c, bottom left: PT ∈ [4500, 5500]
MeV/c and bottom right: PT ∈ [5500, 6500] MeV/c.

this can be useful in the opposite case, rejecting photons when studying B decay modes
with a π0 in the final state. In the γ/π0separation tool, the relevant information from
the calorimeters is combined in a multivariate analysis. The tool uses the shape of
the electromagnetic shower in the ECAL and the PS, the energy deposited in the PS
and the ECAL and the multiplicities of PS cluster cells above four different energy
thresholds (0, 15, 30, and 45 MeV). The multivariate analysis has been implemented in
TMVA [91] and uses a multi-layer perceptron (3.3). The neural network is trained using
B0 → K∗(892)0γ for photons as signal and different decays with merged π0 candidate
reconstructed assuming a photon hypothesis in the final state, as B0 → K+π−π0, for
merged π0 as background. The MLP has been trained separately for each calorimeter
region.
Using the trained MLP on a different sample, the distribution of the output obtained is
shown in figure 3.19 for both signal and background and the three calorimeter regions.
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Figure 3.16: The MC (solid blue line) / data (dashed red line) discrepancies for non
electromagnetic deposits in bin of the photon transverse momentum. Top left: PT ∈
[6500, 7500] MeV/c, top right: PT ∈ [7500, 8500] MeV/c, bottom left: PT ∈ [8500, 9500]
MeV/c and bottom right: PT ∈ [9500, saturation] MeV/c.

Background rejection as function of the signal efficiency is shown in figure 3.20 for those
simulated events.

Table 3.1 shows the signal and background efficiencies when cutting at 0.6 on the TMVA
output. Note that the performance of the method is better for the inner region, and less
efficient for the outer one since in the outer region, ECAL cell size is bigger and hence
separating the two photons is harder given that the Moliere radius of the material in the
ECAL is 3.5 cm. A high signal efficiency around 98% can be obtained with a rejection
around 45% of the merged π0 background.
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Figure 3.17: The MC (solid blue line) / data (dashed red line) discrepancies for electron
in bin of the photon transverse momentum. Top left: PT ∈ [2500, 3500] MeV/c, top
right: PT ∈ [3500, 4500] MeV/c, bottom left: PT ∈ [4500, 5500] MeV/c and bottom
right: PT ∈ [5500, 6500] MeV/c.

region εsig εbkg
inner 97% 52%

middle 98% 55%
outer 98% 57%

Table 3.1: Efficiency for signal (photons) and background (π0) requiring γ/π0separation
output variable to be >0.6.
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Figure 3.18: The MC (solid blue line) / data (dashed red line) discrepancies for electron
in bin of the photon transverse momentum. Top left: PT ∈ [6500, 7500] MeV/c, top
right: PT ∈ [7500, 8500] MeV/c, bottom left: PT ∈ [8500, 9500] MeV/c and bottom
right: PT ∈ [9500, saturation] MeV/c.
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Figure 3.19: Output of the MLP for signal and background MC samples. For inner (top
left), middle (top right) and outer (bottom) regions.
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Figure 3.20: Performance of the MLP tool on the test sample, different than the training
one. π0 rejection vs photon efficiency for inner (top left), middle (top right) and outer
(bottom) regions.
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More details about the tool and its performance are discussed elsewhere [87,90].

3.5.1 Calibration with real data

Due to MC/data discrepancies in the input variables used to build the γ/π0separation
tool, MC/data discrepancies are also expected in the output of the method. The
MC/data discrepancy can be seen on figure 3.21 where the photon efficiency versus
π0 rejection for both data and MC is shown. The samples and how they are selected are
explained in section 3.5.1.1.
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Figure 3.21: Photon identification efficiency as a function of π0 rejection efficiency for
the γ/π0separation tool for simulation, the red solid line, and data, the blue dashed line.

For that, a data driven calibration tool has been developed. In order to calibrate the
performance of the γ/π0 tool, B0 → K∗γ reconstructed events are used as a cali-
bration sample for photons and D0 → Kππ0 events selected from D∗+ → D0π+ are
used as a calibration sample for merged π0. To justify the use of D0 → Kππ0 as a
calibration sample, it is important to check that a π0 reconstructed assuming a photon
hypothesis (e.g. K∗π0 background in B0 → K∗γ analysis) have the same distribution
of the γ/π0separation variable as a π0 reconstructed assuming a π0 hypothesis (as in
D0 → Kππ0calibration sample). Figure 3.22 shows the distribution of the γ/π0 separa-
tion variable efficiency as a function of the cut value for a sample of merged π0 recon-
structed assuming a photon hypothesis compared to the same distribution for merged
π0 reconstructed assuming a merged π0 hypothesis. The efficiency is calculated as the
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ratio of the number of events after the cut to that before the cut. Regardless of the low
statistics of B → Kππ0 reconstructed as B → Kπγ, almost 80 events, it can be seen
that the distribution of B → Kππ0 and B → Kππ0 reconstructed as B → Kπγ follow
roughly the same pattern.

Figure 3.22: distribution of the γ/π0 separation variable efficiency as a function of
the cut value for B0 → K∗γ. Merged π0 in red and reconstructed photon candidate
matching a MC merged π0 in blue.

3.5.1.1 Calibration samples selection

The B0 → K∗γ sample takes into account the whole B0 → K∗γ data collected by
the LHCb detector over the 2011-2012 run period accounting for 3fb−1 of integrated
luminosity. The offline selection applied to select signal events is summarized in [45]. In
order to extract a pure B0 → K∗γ sample to use for the calibration, the invariant mass
distribution is modeled and the sPlot technique [95] is then used to extract weights for
the signal component so as to have a background subtracted B0 → K∗γ sample; with
this selection 23 × 103 signal events are selected. The MC simulated sample provides
45× 103 events.

The D0 → Kππ0 sample used takes into account only 2011 data. It has been selected
from D∗+ → D0π+ with a very tight mass cut |D∗+

M − D0
M − 145.42| < 2 MeV/c2

hence resulting in a very clean D0 → Kππ0 sample. The offline selection applied and
the invariant mass fit are explained in [87]. The sPlot technique is used to extract a
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background subtracted D0 → Kππ0 sample; with this selection 123× 103 signal events
are selected. The MC sample provides 4× 103 events.
The invariant mass distribution for D0 → Kππ0 and B0 → K∗γ are shown on figure
3.23 [45,87].

Figure 3.23: The invariant mass fit for D0 → Kππ0 [87] and B0 → K∗γ [45]
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3.5.1.2 Calibration tool

Since the performance of the γ/π0 separation tool depends on the the photon/π0 trans-
verse momentum, the calibration is performed per bin of the transverse momentum. The
inputs are the γ/π0 cut value and the delta log-likelihood based photon ID cut value.
The output is a table with the efficiencies and the errors on the efficiencies in bins of
photon pT . An example of the output table is shown in table 3.2. B0 → K∗γ calibration
sample is used to calibrate the performance of the γ/π0separation tool when rejecting
merged π0 and D0 → Kππ0 calibration sample is used to calibrate the performance of
the γ/π0separation tool when rejecting photons.

The signal data efficiency found for the the set of cuts that we use, γCL >0.25 and
γ/π0 >0.6, are 95 % for B0 → K∗γ and 50 % for D0 → Kππ0 .

PT range (MeV/c) Efficiency on data (%) Efficiency on simulation (%)
[2500,3000] 42.3± 0.5 50.0± 2.7
[3000,3500] 42.8± 0.4 51.5± 2.7
[3500,4000] 43.3± 0.4 47.5± 3.0
[4000,4500] 45.7± 0.4 53.4± 3.6
[4500,5000] 48.6± 0.4 53.2± 3.5
[5000,6000] 52.9± 0.4 54.5± 3.3
[6000,7000] 57.5± 0.5 62.5± 3.9
[7000,8000] 60.6± 0.6 80.7± 5.2
[8000,9000] 65.0± 0.7 75.0± 8.2
[9000,10000] 70.2± 0.9 82.4± 9.2
[10000→] 73.4± 1.2 75.0± 12.5

Table 3.2: An example table as given by the calibration method, the efficiencies and
the errors on the efficiencies for MC simulation and data in bins of π0 PT from the
D0 → Kππ0 calibration sample. The inputs are γCL >0.25 and γ/π0 >0.8.
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The measurement of the photon polarization using B0
s → φγ is one of the seven

LHCb key measurements described in [46]. It can be extracted from the analysis of the
untagged time-dependent decay rate (see chapter 1). This analysis requires the precise
knowledge of the experimental proper time acceptance. The strategy and the different
steps of the analysis are detailed in chapter 4. Performance and preliminary results on
2011-2012 data are discussed in chapter 5

4.1 Introduction

The aim of this analysis is to extract the photon polarization through the measurement
of the time-dependent decay rate in B0

s → φγ decays. The time-dependent decay rate is
given by:

ΓB(B̄)0
(s)

→φγ(t) = |A|2e−Γ(s)t
(
cosh(ΔΓ(s)t/2) +AΔ sinh(ΔΓ(s)t/2)

±CCP cos(Δm(s)t)∓ SCPsin(Δm(s)t)
) (4.1)

with [33]

AΔ ∼ sin2Ψcos φs, (4.2)

where Ψ is related to the fraction of wrongly-polarized photons as

tanΨ=

∣∣∣∣AR

AL

∣∣∣∣ (4.3)

It is worth to stress here that contributions from SCP and CCP vanish when considering
the inclusive ΓBs+ΓB̄s

assuming the Bs/B̄s production asymmetry vanish. Therefore no
flavor tagging is required for the extraction of AΔ. The inclusive time-dependent decay
rate is then given as

ΓB0
s→φγ(t) = |A|2e−Γst (cosh(ΔΓst/2) +AΔ sinh(ΔΓst/2)) (4.4)

For the Bs system, in the SM, φs = −0.015± 0.035 [96] and hence one has for AΔ

A
B0

s
Δ ∼ sin 2Ψ, (4.5)
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Therefore, the measurement of AΔ directly determines the fraction of wrongly-polarized
photons [33].

The measurement of the photon polarisation is performed by adjusting the theoretical
decay rate, equation 4.4, to the proper time distribution obtained from B0

s → φγ candi-
dates selected during the 2011+2012 LHCb data taking period, taking into account the
experimental resolution and acceptance.
The analysis consists in the following steps :

• Bs → (φ → K+K−)γ candidates reconstruction and selection: the experimental
challenge of reconstructing B0

s → φγ is driven by the presence of the energetic
photon in the final state. Calorimeter energy resolution limits the experimental
resolution on the kinematical properties of the reconstructed Bs. In particular,
the mass resolution of the reconstructed B is large, 90 MeV/c2, compared to final
state with charged tracks only which is of the order of 10-15 MeV/c2. The mis-
identification or the partial reconstruction of other radiative decays (Bd → Kπγ,
Λb → pKγ , B → hhhγ, ... ) and the b-hadron decay with neutral pion in the final
state (B → hhπ0) forms a potentially large background contamination in the wide
signal mass region. In addition, the important multiplicity of photon candidates
reconstructed in LHCb events leads to a large contamination due to the acciden-
tal selection of (KK)+γ events (hereafter called combinatorial background) as the
photon reconstruction brings no information about its origin vertex. The B0

s → φγ

signal selection thus requires tight criteria to limit the contamination from the
various source of backgrounds. In particular, criteria related to the separation of
the φ → KK decay vertex (SV) and the B origin vertex (PV) cannot be avoided.
Such criteria strongly affect the distribution of proper time in the low values region
where combinatorial background mostly contributes.

• Background subtraction: A background subtraction method is applied to recon-
struct on a statistical basis the proper time distribution of the B0

s → φγ signal
from the KKγ selected sample. The method relies on the invariant mass distri-
bution of the KKγ reconstructed sample where the separate contributions from
the B0

s → φγ signal and the various backgrounds are modeled and adjusted to the
selected data. For that purpose the sPlot [95] technique is used.
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• Signal proper time distribution: The adjustment of the time-dependent decay rate
model to the background-subtracted B0

s → φγ proper time distribution requires a
precise knowledge of the reconstructed proper time resolution and its experimental
acceptance. The acceptance function can be controlled by the means of the study
of other decays (control channels) with a topology similar to the B0

s → φγ signal
and for which the time-dependent decay rate is well known. A natural choice for
such a control channel is the radiative decay of the B0 meson into K∗γ. Thanks to
the negligible decay width difference for the B0 meson, ΔΓ= −0.007± 0.004 [34],
the expected time-dependent decay rate reduces to a single exponential. On the
experimental side this channel benefits from a large statistics with respect to Bs

signal and exhibits a similar final state. Important differences however occur in
the decay vertex reconstruction that need to be accounted for, for example, the φ

decaying at rest in contrary to the K∗. In addition such channel suffers as for the
signal from a large background contamination.

The channels B0 → J/ψX (where X stands to either K∗ or φ) on the contrary
can be reconstructed with a large efficiency and an almost negligible background
contamination when considering the di-muon decay of the J/ψ meson. The ob-
vious difference here comes from the final state dynamics where the heavy spin-1
J/ψ replaces the massless photon. A dedicated treatment is needed to account for
the dynamical difference in order the di-muon channel reproduce the proper time
acceptance of the radiative signal. This is the approach developed in this analysis
where both B0 → J/ψK ∗(892)0 and B0 → K∗(892)0γ channels can be simultane-
ously used to control the proper time acceptance of the B0

s → φγ signal. For what
concerns B0→ J/ψφ, the expected time-dependent decay rate is more complicated
and would require a dedicated angular analysis for a negligible gain in statistics -
so it is not used as a proper control channel for the proper time analysis but serves
to validate the dedicated treatment to align di-muon and radiative acceptance (see
4.4.2).

This chapter is organized as follows. The reconstruction and selection of the B0
s → φγ

signal and of the different control channels is discussed in section 4.2. The mass model for
radiative decays and statistical background subtraction is detailed in section 4.2.3. The
study of the proper time reconstruction and acceptance on simulated data are discussed
in section 4.3 and 4.4, respectively.
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4.2 Signal and control channels selection

4.2.1 Trigger

Radiative channels

The radiative decays are reconstructed in a sample passing the following trigger criteria.
At L0, this is achieved by the use of the L0 calorimeter, with ET thresholds of 2.5 GeV
in 2011, 2.72 GeV in the beginning of 2012 and 2.96 GeV after mid-2012. L0Photon
or L0Electron are required to be triggered in order to account for both converted and
unconverted photons.

The criteria of the used HLT1 line called “Hlt1TrackAllL0”, listed in table 4.1, impose
track requirements. For radiative decays, the efficiency can be improved by an addi-
tional 20% by using the Hlt1TrackPhoton line. Hlt1TrackPhoton requires L0PhotonHi
and L0ElectronHi which are similar to L0Photon and L0Electron but with a higher
threshold of ET > 4.2GeV. The Hlt1TrackPhoton line uses looser track requirements
after the higher ET threshold in the L0 trigger. Since HLT1TrackPhoton can not be
applied on the B0→ J/ψX samples, this line is not used in the radiative selection.

Finally, the exclusive HLT2 line selection is listed in table 4.2. It is applied for each
decay: Hlt2Bs2PhiGamma for B0

s → φγ and Hlt2Bd2KstGamma for B0 → K∗(892)0γ.
The full trigger sequence is schematized in Fig. 4.1, where all the previously mentioned
lines are triggered on signal (TOS). An event is classified as TOS if the trigger objects
that are associated with the signal candidate are sufficient to trigger the event.

Figure 4.1: Schematic representation of the trigger path used to select B0→ K∗(892)0γ
and B0

s → φγ at trigger level. In the approach followed in the analysis, only the left
branch is used.
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Hlt1TrackAllL0 Hlt1TrackPhoton

L0 channel L0 physics L0PhotonHi or
L0ElectronHi

Implicit L0 photon ET in 2011(2012) GeV > 2.5 (2.72− 2.96) > 4.2

VELO track hits > 9 > 9
VELO missed hits < 3 < 4
VELO track IP in 2011(2012) μm − (> 100) > 100
Track p in 2011(2012) GeV/c > 10 (3) > 6 (3)
Track PT in 2011(2012) GeV/c > 1.7 (1.6) > 1.2
Track χ2 < 2 < 2
Track χ2

IP > 16 > 16

Table 4.1: Selection requirements applied in 2011 (2012) on the HLT1 lines relevant to
radiative decays. The implicit L0 photon ET takes into account the L0 requirement of
each line. The definition of some variables is given in appendix C.

Hlt2Bs2PhiGamma Hlt2Bd2KstGamma
L0 lines L0Photon or L0Electron
HLT1 HLT1 Physics

Track p MeV/c > 3000
Track pT MeV/c > 300
Track χ2 < 5
Track χ2

IP > 20

V ΔMPDG MeV/c2 < 20 < 100
V χ2

vtx < 25 < 16

Photon ET MeV > 2600

B pT MeV/c > 3000
B χ2

IP < 12
B θDIRA mrad < 63 < 45
B ΔMPDG MeV/c2 < 1000

Table 4.2: Selection of the HLT2 exclusive lines for B0
s → φγ and B0→ K∗(892)0γ. The

definition of some variables is given in appendix C. V stands for vector.
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Dimuon channels

The trigger path chosen for the B0 → J/ψX candidates is based on the muon trigger.
This trigger path is proper time unbiased since it contains no explicit cuts on variables
that induce a proper time acceptance. Nevertheless, residual bias in the proper time is
observed and discussed in details in section 4.4.3. The trigger path is

• The L0 trigger used is L0Muon or L0DiMuon.

• In HLT1, the Hlt1DiMuonHighMass line is used, with a further TOS requirement
on HLT1TrackAllL0 to align the selection to the radiative one. As will be shown
in Section 4.4.3, only the HLT1 has an impact on the acceptance at high proper
time relatively to the offline selection.

• In HLT2, the Hlt2DiMuonJPsiHighPT line is used.

4.2.2 Signal reconstruction and selection

At LHCb, the excellent vertex resolution of the VELO and the large boost of the B
hadrons produced at the LHC makes possible to distinguish the primary vertex (PV),
where the b-hadron is produced, from the secondary vertex (SV) where its decay takes
place. Moreover, the high mass of the B mesons drives the kinematics of the decay and
hence, most of the mass of the B is transformed in kinetic energy of the decay products
which tend to scatter with large angles with respect to the direction of flight of the B.
As a result, the B decay products have high transverse momenta.

For radiative decays as Bs → (φ → K+K−)γ and B0 → (K∗(892)0 → K+π−)γ, the
final state consists of two tracks and a photon. To reconstruct such decays one looks for
two tracks that form a well separated SV. The B candidate is associated with a PV on
a geometrical basis requiring the angle between the reconstructed B momentum and the
line connecting the PV and the SV to be small. Require that the particles associated to
the selected tracks are of opposite charges and of high transverse momentum. Finally,
the energy of the photon is reconstructed relying on the calorimeter. The invariant mass
of the three body final state, i.e. the two hadrons and the photon, is required to be in
the ±1GeV/c2 range around the nominal B mass value.

For the selection of B0 → (J/ψ → μ+μ−)(K∗(892)0 → K+π−) and Bs → (J/ψ →
μ+μ−)(φ → K+K−) decays, similar criteria is applied. Performing tracks selection, SV
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reconstruction, associating the reconstructed B hadron to the PV and applying PID and
PT cuts to select the desired particles.

The di-muon channels B0→ J/ψK ∗(892)0 and B0
s → J/ψφ are used as control samples

for the proper time acceptance. For this to be possible, and since the di-muon and ra-
diative channels have the same hadronic part, the J/ψ in the di-muon channels should
mimic the behavior of the photon in radiative decays. This is achieved by excluding
the di-muon system from the B decay vertex reconstruction by increasing the covariance
matrix element associated to the di-muon tracks to a very high value at which they no
longer participate in the vertex computation of the B.

The main selection criteria are

• The two tracks are required to be of good quality. It can be tested looking at the
χ2/ndof of the track fit.

• The two tracks do not come from a PV, meaning that the impact parameter (IP)
- being the shortest distance from the track to the PV - of their trajectories with
respect to any PV has to be large.

• The two tracks form a secondary vertex. The χ2 of the vertex fit is required to be
small.

• The B meson comes from a PV. Its reconstructed IP is required to be small with
respect to this point.

• The direction of flight of the B from the primary to the secondary vertices should
match the direction of the momentum of the B, obtained as the vector sum of the
momentum of the final particles. The matching is measured by the angle between
the direction of flight of the B and the direction of the momentum of the B, θDIRA.
θDIRA is required to be small.

• The transverse momentum (PT ) of the decay daughters is high.

• The invariant mass of the reconstructed decay final state is required to be in the
±1GeV/c2 range around the B mass.

The offline selection cuts applied are listed in table 4.3. As the HLT2 trigger lines con-
tain a cut on the online θDIRA angle ( θDIRA < 0.063 for B0

s → φγ and θDIRA < 0.045 for
B0 → K∗(892)0γ). Having these θDIRA angle cuts applied in the trigger was the main
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reason that drove the application of an offline θDIRA angle cut. As the online evaluation
of θDIRA is not exactly the same as it’s offline determination due to different tracking
resolution and different photon reconstruction, the θDIRA is selected with a cut value
that is slightly harder than the online cut to avoid edge resolution effect. The kine-
matical differences between B0 → J/ψX and radiative channels induce different θDIRA

and track-IP distributions. To obtain the same proper time acceptance when cutting on
those variables a weighing and scaling procedure is applied as explained in section 4.4.1.

The fiducial cuts on tracks pseudo-rapidity (η), the z coordinate of the B vertex (ZPV)
and the IP χ2 with respect to the next best PV (IPχ2

next) are implemented following what
have been done in the B → J/ψX lifetime measurements [97, 98]. The reconstruction
efficiency depends on the location and phase space of the particle especially at the edges
of the detector where a homogeneous reconstruction efficiency can not be guaranteed.
Hence, these regions are cut away by imposing tracks to be within 2< η <4.5 and PV
z position to be ±100 mm around zero. The cut on the χ2

IP of the B candidate with
respect to the next best PV is introduced in order to reduce the component originating
from wrongly associated PV. The B candidate is imposed to be consistent with only one
PV requiring IPχ2

next > 50.

4.2.3 Mass models and background subtraction

A detailed study is performed in [45] to understand the shape and the level of contribu-
tion of each background source in the radiative channels. For this purpose the simulated
samples of each background source are reconstructed assuming the K∗(892)0 γ (φγ) hy-
pothesis and the resulting invariant B mass shape is studied. The level of contamination
expected from these sources is computed as a fraction of the signal yield, denoted by C

in the following

CHb→X =
N sel(Hb → X)

N sel(SIGNAL)
=

εMC(Hb → X)

εMC(SIGNAL)
× fHb

fSIGNAL

× BR(Hb → X)

BR(SIGNAL)
(4.6)

Only background contributions with a contamination level above 0.1 % are included in
the mass fits.
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K
γ ‖ φγ J/ψK
 ‖ J/ψφ

K+ Track IP χ2 >55, >47.80 ‖ >38.73 scaled
π/K Track IP χ2 >55, >52.38 ‖ >38.73 scaled
max[PT,tracks] (MeV/c) >1200 >1200
min[PT,tracks] (MeV/c) >500 >500
Track χ2 <3 <3
Ghost probability <0.3 <0.3
Track η (2,4.5) (2,4.5)
K probNNk >0.2 >0.2
π probNNπ >0.1 >0.1
π probNNk <0.25 <0.25
γ PT (MeV/c) >3000 —
γ CL >0.25 —
γ/π0 separation >0.6 —
J/ψP T (MeV/c) — >3000
μ PT (MeV/c) — >650
μ P (MeV/c) — >10000
μ PIDμ — >0
μ Track χ2 — <5
|J/ψ Vertex χ2| — <20
|J/ψΔMPDG| (MeV/c2) — <80
μ isMuon — =1
K∗(892)0/φ ΔMPDG (MeV/c2) <100(15) <100(15)
K∗(892)0/φ vertex χ2 <9 <9
| cos(ΘH)| <0.8 <0.8
B PT (MeV/c) >3000 >3000
θDIRA (rad) <0.04‖0.06 <0.023 ‖ <0.033 scaled
B IP χ2 <9 <9
B vertex χ2 <9 <9
ZPV (cm) <10 <10
nPVs=1‖B min(IP χ2

next) >50 >50

Table 4.3: Selection cuts applied for the radiative and B0 → J/ψK ∗(892)0 samples.
"scaled" tags the cuts that have been scaled on the B0 → J/ψX sample following the
procedure explained in section 4.4.1. The definition of the variables used in the selection
is given in appendix C.

The background sources for radiative decays are separated into four categories

• Partially reconstructed background: these events have the same final state as
signal taking into account that one or more particles from its actual final state
are missing. For example, B → Kππγ with a pion missing in the final state or
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B → Kπππ0 with a pion missing in the final state and the π0 is misidentified as a
photon as background for B0→ K∗(892)0γ.

• Decays with π0 in the final state as B0 → Kππ0 background in B0→ K∗(892)0γ

where the π0 can be misidentified as a photon. Such decays constitute almost 50%
of the peaking backgrounds and are reduced by the γ/π0separation cut and the
helicity angle cut.

• The baryonic radiative decay, Λb → Λ∗γ, is one of the peaking backgrounds under
the signal distribution.

• Background of the type B → Xγ in the B0→ K∗(892)0γ where X can be a φ, ρ or
w (mis-ID reflections). This background is present when a misidentification in one
of the final state particles occurs. For example B0

s → φγ can contribute when one
of the kaons from the φ decays is misidentified as a pion. B0 → ρ0γ contributes
when one of the pions from the ρ0 decays is misidentified as a kaon.

It is important to mention that in the case of B0
s → φγ, the background is much reduced

thanks to the narrow φ resonance.

The background subtraction method used in this analysis is the sPlot technique [95].
The sPlot technique is a statistical tool that unfolds the contributions of the different
sources to the distribution of a data sample in a given variable “v”. It can, on a sta-
tistical basis, subtract the background contributions from the data sample by assigning
weights accordingly to the different contributions modeled in the sample. The validity
of this technique is based on two main criteria. The first one is that the variable “v”
has a good discriminating power between the different contributions to the distribution.
The second criterium is that this variable “v” must be uncorrelated with other variables
especially the ones that is used for the analysis, in this case the proper time. The best
choice of such a variable is the invariant mass.
In the invariant mass distribution, the different contributions of signal and background
are modeled to a very good approximation. Moreover, the proper time evaluated with
a B mass constraint, as explained in section 4.3.2.1, is uncorrelated with the invariant
mass.
Therefore, to subtract the background, the invariant mass distribution is fitted taking
into account the different background contributions and then the sPlot technique is ap-
plied. The use of sPlot guaranties, to a very good extent, that the signal events are
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separated from the background one on a statistical basis.

As for the di-muon channels, the background sources are mainly:

• Combinatorial background.

• Partially reconstructed backgrounds as B0→ J/ψK ∗(892)0 + pion background for
B0→ J/ψK ∗(892)0 signal.

• The mis-ID reflection in B0→ J/ψK ∗(892)0 (B0
s → J/ψφ) from B0

s → J/ψφ (B0→
J/ψK ∗(892)0).

• Background from Λb → (pK)J/ψ assuming a proton misidentification.

The mass models for radiative and di-muon decays are explained in the following. The
mass fits are performed as extended unbinned likelihood fits using RooFit [99].

A 0.5 % bias in the reconstructed B mass of radiative decays has been observed. The
origin of this bias is due to a photon energy bias of the order of 1 % at high energy.
This bias is due to the calorimeter calibration at low energies using π0 [54]. In radiative
analysis [100], an ad-hoc calibration has been applied to the photon energy, the mass is
henceforth calibrated. Photon calibration is explained in appendix B.

4.2.3.1 Mass model for radiative channels

Once the expected background contaminations are determined, the mass fit is built.
In the final mass fit to the B0 → K∗(892)0γ (B0

s → φγ) signal, the normalization
of all the background components is left free with the exception of Λb → Λ(pK)γ,
B0 → K∗(892)0π0 (B0

s → φπ0) and B0
s → φγ for B0 → K∗(892)0γ signal. The fit

function to the invariant mass of B0 (B0
s ) is built as an extended PDF

P(m) = NS · S(m) +
∑
i

Ni · Bi(m) (4.7)

where S(m) is the signal PDF and Bi(m) is the background PDF where the index i

refers to the different contributions of the background. The invariant mass fit model is
defined as
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• Combinatorial background is modeled with an exponential function.

Comb(m; τ) = exp(m/τ) (4.8)

• Partially reconstructed background

– Partially reconstructed background with a pion/kaon missing (B+ → K+π−π+γ

or B → φK+γ) is modeled with an Argus PDF [101] convoluted with a Gaus-
sian resolution with the parameters fixed from simulation

Partial(m; c, p, μ,σ ) = Argus(m; c, μ− μ0, p)⊗ Gauss(0, σ) (4.9)

where μ0 = mπ for B0→ K∗(892)0γ and μ0 = mK for B0
s → φγ.

– Partially reconstructed background of B0 → K+π−π0X for B0→ K∗(892)0γ

channel is modeled with an exponentially modified Gaussian (EMG) function,
with parameters fixed from simulation except for the yields.

EMG(m;μ, σ,λ ) =
λ

2
e

λ
2
(2x+λσ2−2μ) · erfc(x+ λσ2 − μ√

2σ
) (4.10)

• Background from Λ0
b is modeled with a Crystal-Ball function [102], with parameters

fixed from simulation

• Background from B0 → Kππ0 is modeled with a Crystal-Ball function, with pa-
rameters fixed from simulation. Since there is no simulated sample for B0

s → φπ0,
the parameters are assumed to be the same as B0 → Kππ0 reconstructed as
B0→ K∗(892)0γ, with mean value shifted due to higher B0

s mass.

• Background from B → V γ , with V being either ρ, φ or ω, is modeled with a PDF
consisting of two gaussian components.

4.2.3.2 Mass model for di-muon channels

The fit model for B0→ J/ψK ∗(892)0 mass spectrum has the following components

• Combinatorial background modeled by an exponential function:

Comb(m; τ) = exp (m/τ)
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• Partially reconstructed B0 → J/ψK ∗(892)0 + pion modeled by an Argus [101]
convoluted with a Gaussian resolution:

Partial(m; c, p, μ,σ ) = Argus(m; c, μ− μ0, p) ∗ Gauss(0, σ)

• The mis-ID reflection from B0 → J/ψφ, i.e. reconstructing B0 → J/ψφ as being
B0→ J/ψK ∗(892)0 by misidentifying one of the kaons to be a pion, modeled by a
double tail Crystal-Ball function [102] with parameters fixed from MC simulation:

CB(m;μ, σ, α, n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
AL(BL − m− μ

σ
)−nL , for

m− μ

σ
≤ −αL

exp(−(m− μ)2

2σ2
), for − αL <

m− μ

σ
< αR

AR(BR +
m− μ

σ
)−nR , for

m− μ

σ
≥ αR

where αL(R) > 0 and

Ai = (
ni

|αi|)
ni exp(−|αi|2

2
)

Bi =
ni

|αi| − |αi|

• The background from Λb → (pK)J/ψ modeled by an Argus convoluted with a
Gaussian resolution:

Partial(m; c, p, μ,σ ) = Argus(m; c, μ− μ0, p) ∗ Gauss(0, σ)

• The signal B0 → J/ψK ∗(892)0 is modeled by a CB function with an Apollonios
core [103] and tail parameters fixed from MC simulation:

A(m;μ, b, δ, a, n) ∝
⎧⎨⎩e−b

√
1+ t2

b , if t ≥ −a

e−b.A × (1− a
nA

.(a+ t))−n , otherwise

where t is the reduced mass t = (m−μ)
δ

and A =
√

1 + a2

b
.

A similar model is used for the B0
s → J/ψφ mass fit.

The yields for the mis-ID reflections are constrained to the signal yield using gaussian
constraints calculated from the ratios of branching fractions and of selection efficiencies,
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the PID cut efficiencies being corrected thanks to PID calibration package [104]. The
other yields are free in the fit.

With the selection applied, the B0 → J/ψK ∗(892)0 signal yield is 30 × 103 events and
the B0

s → J/ψφ signal yield is 4 × 103 events on the 3fb−1 collected in 2011 and 2012.
This can be compared to 24 × 103 events obtained in B0 → K∗(892)0γ and 3.5 × 103

events obtained for B0
s → φγ respectively. The invariant mass fits on data is shown on

figure 4.2. It is clear that the selection applied on B0→ J/ψX channels is so tight that
the sample is almost background free in the signal region.
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Figure 4.2: The invariant mass of B0 → K∗(892)0γ (top left), B0
s → φγ (top right),

B0
s → J/ψφ (bottom left) and B0→ J/ψK ∗(892)0 (bottom right).

Background subtraction In the following, data events will be taken in the recon-
structed B mass range from 5240 to 5320 MeV/c2 for B0 → J/ψK ∗(892)0 and in the
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range 5326 and 5406 for B0
s → J/ψφ. As shown in figure 4.2, backgrounds are negligible

in this region and hence, no dedicated background subtraction is needed.

As for the radiative channels, the sPlot technique [95] is used. Peaking backgrounds are
taken as part of the signal distribution when performing the sPlot since for this type of
background, the yields are fixed.

An alternative background subtraction method is also used by our collaborators. This
method consists in evaluating the proper time distribution of the different backgrounds
from simulation and subtract it from the proper time distribution in data using the
yields obtained for each type of background from the mass fit. For the combinatorial
background, the proper time distribution in the sidebands of the mass distribution of the
data is subtracted from the whole proper time distribution. This background subtraction
method is indifferent to the correlations between the mass and proper time in contrary
to the sPlot technique.

4.3 The proper time

4.3.1 The proper time reconstruction

The proper time is reconstructed as

ct =
L

βγ
=

M

P
× L (4.11)

where L is the measured flight distance between the PV and the SV, M and P are
the measured mass and momentum of the B meson. The proper time results from an
adjustment with a B mass constraint applied. The choice of the B mass constrained
proper time improves the proper time resolution. Moreover, this proper time has, by
definition, uncorrelated errors with the reconstructed B mass. This is essential for the
use of the sPlot technique [95] since this technique requires that the variable used to
unfold the different contributions in the data sample should be uncorrelated with the
other variables that are used to perform the analysis.

The photon energy bias (appendix B) affects the proper time. This effect has been
studied and corrected for, the procedure is explained in section 4.3.2.3.
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4.3.2 Proper time distribution model for signal

The probability density function used to fit the proper time is defined as

PDF = [Decay rate× Acceptance] ∗ Resolution

where decay rate =

⎧⎨⎩e−t/τB0 for B0→ K∗(892)0γ and B0→ J/ψK∗(892)0

e
−t/τ

B0
s × (cosh(ΔΓst/2)− AΔ × sinh(ΔΓst/2) for B0

s → φγ,

acceptance =
(a[t− t0])

n

1 + (a[t− t0])n
× e−δΓt

and resolution = e
−b

√√√√
1+

(t− μ)2

σ2 . (4.12)

The time-dependent decay rate is introduced in 4.1. It can be seen that for the B sys-
tem, the decay rate reduces down to a single exponential when neglecting ΔΓ. Whereas
for the B0

s system the decay rate maintains the form with the hyperbolic sine and cosine.

The proper time resolution model is discussed in section 4.3.2.1. In the same section,
proper time bias and its correction are discussed. The proper time acceptance and its
parameterization are discussed in section 4.3.2.4.

An unbinned maximum likelihood fit is applied to the proper time distribution of the
selected events using the Likelihood defined in 4.12 to extract AΔ.

4.3.2.1 Proper time resolution

The proper time resolution obtained for the radiative decays is of the order of 40-50 fs.
This resolution is evaluated using simulation. The effect of non perfect knowledge of
the proper time resolution on the measurement of AΔ has been studied in [105] and has
been found to be negligible. Nevertheless, understanding and modeling the proper time
resolution is an important issue.
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4.3.2.2 Parametrization of the proper time resolution

The proper time resolution is studied using simulation. The quantity Δt = trec − ttrue

for K∗γ, where trec is the reconstructed proper time obtained from 4.11 and ttrue is the
simulated proper time of the event is modeled by an Apollonios function defined as

A(t) = e
−b

√√√√
1+

(t− μ)2

σ2 . (4.13)

where μ is the mean of the distribution and b and σ parametrize, jointly, its resolution.
The selection used to perform this study is summarized in table 4.3. Figure 4.3 shows
on simulation the distribution of Δt = trec − ttrue for K∗γ.
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Figure 4.3: The distribution of Δt on B0 → K∗γ MC simulation fitted with an Apollo-
nios function. The proper time bias, μ, is of the order of 5 fs.

Figure 4.6 shows the evolution of the proper time resolution σ as a function of the
reconstructed proper time. The evolution of σ is modeled with

σ(t) = σ0 × tn

1 + αtn
(4.14)

Due to selection acceptance effects, the proper time resolution is different at low and
high proper time with a smaller resolution for low proper time and larger for high
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proper time. This is shown in figures 4.4 and 4.5 for B0→ K∗(892)0γ events where the
Δt distribution is fitted in different bins of the proper time with an Apollonios function
fixing the parameter b to the fit value over the whole proper time range so as to evolution
of σ. The resolution increases starting from 26 fs for a proper time in [0,0.5] ps range
and going up to 59 fs for a proper time in [6.5,10] ps range.

Resolution parameters K∗γ J/ψK∗ φγ J/ψφ

μ fs 4.04 ± 0.20 1.61 ± 0.34 4.38 ± 0.29 2.62 ± 0.17
b 1.11 ± 0.06 0.87 ± 0.06 1.11 ± 0.06 0.89 ± 0.03
σ0 fs 110.4 ± 10.0 143.7 ± 12.1 115.3 ± 9.9 174.1 ± 8.2
α 1.78 ± 0.24 2.51 ± 0.32 1.73 ± 0.22 2.90 ± 0.17
n 0.62 ± 0.06 0.84 ± 0.08 0.65 ± 0.05 0.82 ± 0.03

Table 4.4: Resolution parameters of the radiative and di-muon channels obtained from
MC.

In the proper time fits, the proper time resolution parameter of equation (4.13) is
parametrized according to this. Table 4.4 summarizes the resolution parameters ob-
tained from MC for the radiative and di-muon channels.

4.3.2.3 Proper time bias study

The procedure to correct the photon energy-induced bias in the proper time is discussed
in this section.

To investigate the bias properly, the distribution of Δt = trec − ttrue for K∗γ is plotted
for each photon type (converted or unconverted) and for each region of the calorimeter
(inner, middle or outer). The distribution is fitted with an Apollonios function. Figures
4.7 show the fits to B0

s → φγ MC events of unconverted photon type (as per example,
same conclusion is obtained for converted photons). Table 4.5 summarizes the results of
the fits for the different categories of the fits (converted or unconverted: inner, middle
and outer calorimeter regions).

It can be easily seen, looking at the means of the Apollonios function reported in table
4.5, that the distribution Δt is biased: ∼6 fs, ∼15 fs and ∼30 fs for the outer, middle
and inner regions of the calorimeter respectively.

Calibrating the momentum of the B by calibrating the photon momentum (appendix
B), reduced the proper time bias to a residual bias of about 5 fs constant over the dif-
ferent calorimeter regions and the different photon types. The calibration is performed
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Δt (fs) Inner Middle Outer
Converted 36.2±1.4 10.4±1.5 -5.8±1.6
Unconverted 36.8±1.0 16.2±1.1 6.7±1.2

Table 4.5: The mean of the distribution of Δt for the different photon types and in the
different regions of the calorimeter extracted from a fit using the Apollonius function.
The values reported are before calibration.

by refitting the proper time using the corrected momentum of the B meson. Table 4.6
shows the results of fits to the distribution of Δt, this time with the reconstructed proper
time calibrated with the correct momentum. The corresponding plots for unconverted
photons are shown in figure 4.8.

Δt (fs) Inner Middle Outer
Converted 3.7±0.5 5.3±0.6 7.9±0.7
Unconverted 1.3±0.5 4.2±0.5 8.6±0.5

Table 4.6: The mean of the distribution of Δt for the different photon types and in the
different regions of the calorimeter extracted from a fit using the Apollonius function.
The values reported are after calibration.

The residual bias of ∼5 fs might not be related to the photon, its origin is under inves-
tigation and its effect on the measurement of the photon polarization will be taken as a
systematic in the analysis.
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Figure 4.4: The distribution of Δt for B0 → K∗γ simulated events in bins of the
reconstructed proper time fitted with Apollonios function. Top left: [0,0.5] ps. Top
right: [0.5,1.0] ps. Bottom left: [1.0,2.0] ps. Bottom right: [2.0,3.0] ps.
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Figure 4.5: The distribution of Δt for B0 → K∗γ simulated events in bins of the
reconstructed proper time fitted with Apollonios function. Top left: [3.0,4.0] ps. Top
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Figure 4.7: The distribution of Δt for B0
s → φγ simulated events in the inner (top left)

middle (top right) and outer (bottom) regions of the calorimeter. The plots are for
unconverted photons.
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Figure 4.8: The distribution of Δt after correction for B0
s → φγ simulated events in the

inner (top left) middle (top right) and outer (bottom) regions of the calorimeter. The
plots are for unconverted photons.



112 The measurement of the photon polarization in B0
s → φγ

4.3.2.4 Proper time acceptance parameterization

The proper time acceptance is defined as the efficiency to reconstruct and select the
events as a function of the proper time (see Figure 4.9). The precise knowledge of the
proper time acceptance is critical for the AΔ measurement.
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Figure 4.9: Monte Carlo generated proper time (in red) compared to the proper-time
distribution after the trigger and stripping selection (in blue), for the Bs → φγ decay.
The acceptance is defined as the ratio between the two.

The parametrization of the proper time acceptance is expressed as

A(t) = A(t)low ×A(t)high, (4.15)

with A(t)low =
(a[t− t0])

n

1 + (a[t− t0])n
, (4.16)

and A(t)high = e−δΓt, (4.17)

where low and high stand for acceptance at low (typically < 2 ps) and high proper time
respectively. The parameter δΓ parametrizes the acceptance at high proper time while
a, n and t0 parameterize the acceptance at low proper time.
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4.4 Proper time acceptance study on MC

In this section, a study based on simulation of the proper time is addressed. Both the
acceptance at high and low proper time are detailed. The weighing and cut scaling
procedure that is used to match the di-muon channels to the corresponding radiative
ones is explained.

4.4.1 Acceptance at low proper time, B0→ J/ψX weighing and
cut scaling procedure.

The difference in the decay kinematic between B0 → J/ψX and radiative channels is
a consequence of the large mass difference between the photon and the J/ψ and the
helicity difference between a vector-vector decay, B0 → J/ψX , and a vector-photon
decay, B0 → Xγ. Table 4.7 lists the kinematical properties of the K∗(φ) in the B0(Bs)

rest frame for B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 (B0
s → φγ and B0

s → J/ψφ ).
The acceptance at low proper time is mainly driven by two selection variables related to
vertex displacement: the IP χ2 of the tracks and the θDIRA angle. Figures 4.10 and 4.11
show that the distributions of those variables are different between B0→ K∗(892)0γ and
B0 → J/ψK ∗(892)0, same conclusion applies for B0

s → φγ and B0
s → J/ψφ. Without a

proper treatment, the acceptance at low proper times for B0→ J/ψX events would then
not match the one of radiative events.

p
 (MeV/c) E
 (MeV/c2) β
 γ


B0
s → φγ 2583 2777 0.93 2.72

J/ψφ 1583 1883 0.84 1.85
Ratio ρp = 1.63 ρE =1.47 ρβ =1.11
B0→ K∗(892)0γ 2564 2714 0.944 3.04
B0→ J/ψK ∗(892)0 1577 1808 0.872 2.02
Ratio ρp = 1.63 ρE =1.50 ρβ =1.08

Table 4.7: Kinematical properties and their ratios of the K∗/φ in the B0/Bs rest frame
for B0 → K∗γ/B0

s → φγ and B0→ J/ψK ∗(892)0/B0
s → J/ψφ decays.

The weighing and cut scaling procedure is detailed in appendix A, a short summary is
presented here. To match the acceptances of B0→ J/ψX and of radiative channels, the
kinematical configurations of B0→ J/ψX should be matched to that of B0→ Xγ. Let
θ be the angle between the B momentum and the X vector momentum, and pV be the
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Figure 4.11: θDIRA angle distribution for B0 → K
γ (histogram) and B0→ J/ψK ∗(892)0

(dots).

momentum of the vector X in the lab frame for B0→ J/ψX decay. Let the superscript
"�" denote the same quantities in the rest frame of the B meson. Let the superscript "′"
denote those quantities for B0→ Xγ (see figure 4.12). It can be shown from relativistic
calculations (see appendix A for details) that, for a given B decay time t, and in the
limit of large B0 boost (βγB >> 1) and small angles in the lab frame (cosθ ∼ 1),
each kinematical configuration for B0 → J/ψX , identified by (p
, cos θ
, βγB), can be
related with one B0 → Xγ kinematical configuration, identified by (p
′, cos θ
′, βγ′

B),
while preserving the invariance of the kinematical product :

pV × cos(θ∗) = p′V × cos(θ
′). (4.18)
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Figure 4.12: Sketches of the decay geometry for B→ J/ψX (top) and B→ γX (bottom).

Between the matched configurations of B0→ J/ψX and B0→ Xγ, the ratio of several
kinematical quantities are constant to a very good approximation :

p′V
pV

=
cos(θ∗)
cos(θ
′)

= ρβ∗

γB
γ′
B

∼ ρE∗∗
ρβ∗

where ρβ� =
β�′
V

β�
V

and ρE� =
E�′

V

E�
V

are constant ratios derived from table 4.7. Useful relations
on the geometrical quantities relying on the decay vertex displacement can be derived
from the above kinematical matching. For instance it can be shown that the impact
parameters of the vector meson and the direction angle variable, θDIRA, also exhibit an
approximate constant ratio between the matched configurations. Because of the different
helicity structure between B0 → J/ψX and B0 → Xγ decays, the impact parameters
of the charged kaons and/or pion from the X vector decay are affecting differently the
acceptance in the two decays. The helicity angle is then to be taken into account in the
procedure of alignement of the proper time acceptance. Based on the above matching
relation between B0→ J/ψX and B0→ Xγ decays, the following three-step procedure
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is applied to align the acceptance at low proper time between the two different decays :

• The B0→ J/ψX candidates are reconstructed in such a way that the J/ψ → μ+μ−

decay is not used in the decay vertex determination. This is achieved by applying
an arbitrarily large factor to the relevant elements of the covariance matrix of the
reconstructed muon tracks. The proper time acceptance is then generated only by
the selection cuts applied on the vector meson and its decay products, as it is for
the corresponding radiative decay.

• An event-by-event reweighing is applied on the B0→ J/ψX sample to statistically
reproduce the B0→ Xγ distribution in the two-dimensional plane (p. cos(θ∗),θH),
where θH is the helicity angle of the X vector decay. The reweighing in the first
direction (p. cos(θ∗)) aims at aligning the kinematics according to the matching
relation discussed above while the helicity reweighing accounts for the different
helicity-structure of the X vector decay.

• After the reweighing, the two different decays are assumed to exhibit almost-
constant ratios for the vertex-related variables that induce the low proper time
acceptance. A scaling factor is extracted for the relevant variables and the corre-
sponding selection cuts are scaled accordingly.

Figure 4.13 shows the distribution of helicity angle and pV × cos(θ
) for the B0 →
K∗(892)0γ and B0 → J/ψK ∗(892)0 modes and the two-dimensional histograms ratio.
Figure 4.14 shows the same distributions for B0

s → φγ and J/ψφ. The weights are ex-
tracted from the two-dimensional ratio after applying the full selection, then are cross-
checked with weights extracted after applying the selection except for the cuts on the
variables that drive the acceptance at low proper time, the θDIRA angle and the tracks
IP χ2. The weights were found to be consistent.

The distribution of the θDIRA angle is also different between the di-muon and the radiative
channels. This difference comes mainly from the fact that the resolution on the B

momentum direction is smaller in the di-muon than in the radiative channels since the
radiative channel resolution is dominated by the presence of the photon. Applying same
θDIRA cuts would then produce different acceptances1.
The procedures to align the acceptances induced by cuts on χ2(IP) and the θDIRA are
identical. After performing the two dimensional reweighing, the cut on the variable

1Removing the θDIRA cuts from the offline selection is not possible because online θDIRA cuts is
already applied in the exclusive HLT2 trigger.
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Figure 4.13: Top : the distributions of the helicity angle (left) and pv × cos(θ
) (right)
for B0 → K∗(892)0γ (blue) and B0 → J/ψK ∗(892)0 (red). The distributions of the
helicity angle are asymmetric due to the asymmetric decay of the K∗. Bottom: the two
dimensional histogram of weights.

(V = θDIRA, χ2(IPK+) or χ2(IPπ−) is rescaled by a given factor. The scaling factor is
obtained plotting the distributions of the natural logarithm of the variable for B0→ Xγ

and B0→ J/ψX MC events and computing the difference between the peak positions of
the two distributions: ln(VXγ)− ln(VJ/ψX).

Figures 4.15, 4.17 and 4.19 show the distributions of the variables, where the full
selection is applied except for the variable V in question, for B0 → Xγ, B0 → J/ψX ,
B0→ J/ψX after weighing and B0→ J/ψX after weighing and scaling. After weighing
and scaling, each distribution for B0→ J/ψX is consistent with the corresponding one
of B0→ Xγ.
The scaling factors obtained from MC are reported in table 4.8. Figures 4.16 and 4.18
show that also in data the θDIRA, IPχ2

K+ and IPχ2
π− distributions after weighing and

scaling are in good agreement between B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0. Same
conclusion applies to B0

s → φγ and B0
s → J/ψφ.

4.4.2 Proper time in simulated data

Here and in the forthcoming sections, all fits are unbinned maximum likelihood fits
performed with Roofit [71, 99]. After having fixed the selection and the reweighing of
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Figure 4.14: Top : the distributions of the helicity angle (left) and pv × cos(θ
) (right)
for B0

s → φγ (blue) and B0
s → J/ψφ (red). The distributions are symmetric due to the

symmetric decay of the φ. Bottom: the two dimensional histogram of weights.

Scaling factor B0→ J/ψK ∗(892)0 Scaling factor B0
s → J/ψφ

θDIRA 1.78 ± 0.01 1.79 ± 0.01
IPχ2

K+ 1.15 ± 0.02 1.41 ± 0.02
IPχ2

π−/K− 1.05 ± 0.01 1.41 ± 0.02

Table 4.8: Values of the scaling factors obtained for θDIRA, IPχ2
K+ and IPχ2

π−/K− .

the B0 → J/ψX control channel to reproduce the acceptance at low proper time of
radiative channels, fits of the full proper time distributions have been performed on
simulation. The samples used are MC2012 for the radiative channels and MC2011 +
MC2012 for B0 → J/ψX . In fits of simulated data, physical parameters (ΔΓ, Γ and
the lifetimeτ) are fixed to their generated value in the samples, the actual values are
reported in table 4.9.

Table 4.10 reports the acceptance parameters extracted from independent proper time
fits of each channel (see figures 4.20, 4.21 and 4.22). All proper time acceptance param-
eters are consistent between B0

s → φγ and B0 → K∗(892)0γ. After weighing and cut
scaling, the parameters of the acceptance at low proper time (a, n and t0) for B0→ J/ψX

are very close to the ones of the radiative channels. The parameter of the acceptance
at high proper time (δΓ) is essentially not affected by the weighing procedure. The pa-
rameter of the acceptance at high proper time (δΓ) is smaller for B0→ J/ψX compared
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Figure 4.15: Scaling the θDIRA angle distribution. Color code: B0 → K∗(892)0γ (left)
B0

s → φγ (right) (black histogram), B0 → J/ψK ∗(892)0 (left) B0
s → J/ψφ (right) (red

histogram), B0→ J/ψK ∗(892)0 (left) B0
s → J/ψφ (right) after weighing (purple points)

and B0→ J/ψK ∗(892)0 (left) B0
s → J/ψφ (right) after weighing and scaling (blue points).

to that of the radiative channels. As discussed in 4.4.3, the trigger accounts for almost
15 ns−1 in δΓ. For the radiative channels the offline selection introduces a significant
acceptance effect at high proper time.

It is important to point out that the use of B0
s → J/ψφ as a control sample requires

a special treatment. In order to know the fractions of the amplitudes of the light and
heavy eigenstates that fall in the acceptance, a dedicated angular analysis is needed.
The study has been performed on MC assuming that the time-dependent decay rate is a
single exponential. An accurate treatment would require an angular analysis that is not
well motivated because of the limited B0

s → J/ψφ statistics. So only B0 → K∗(892)0γ

and/or B0 → J/ψK ∗(892)0 are used as control samples. Nevertheless, B0
s → J/ψφ is

present at each step of the proper time study since it served as a validation of the weigh-
ing and cut scaling procedure.

Simulation
τB0 ps 1.519
τB0

s
ps 1.510

Γs ns−1 662
ΔΓs ns−1 92
AΔ 0

Table 4.9: The values of the physical parameters generated in the simulation.
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Acceptance B0
s → φγB 0→ K∗(892)0γ B0→ J/ψK ∗(892)0 B0→ J/ψK ∗(892)0 no weights

δΓ ns−1 44.4 ± 3.5 45.1 ± 3.5 17.0 ± 3.3 23.3 ± 3.9
a ps−1 1.956 ± 0.030 1.925 ± 0.030 1.838 ± 0.026 1.453 ± 0.023
n 2.093 ± 0.071 2.087 ± 0.065 2.330 ± 0.059 2.096 ± 0.060
t0 ps−1 0.201 ± 0.007 0.203 ± 0.007 0.191 ± 0.005 0.224 ± 0.007

Table 4.10: Proper time acceptance parameters fitted independently on B0
s → φγ, B0→

K∗(892)0γ and B0→ J/ψK ∗(892)0 with and without the two dimensional weights.
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Figure 4.17: Scaling the K+ (left) and π− (right) IP χ2 distributions. Color code: B0→
K∗(892)0γ (black histogram), B0 → J/ψK ∗(892)0 (red histogram), B0 → J/ψK ∗(892)0

after weighing (purple points) and B0→ J/ψK ∗(892)0 after weighing and scaling (blue
points).
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Figure 4.20: Fit of the MC proper time distribution for B0
s → φγ.
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Figure 4.21: Fit of the MC proper time distribution for B0→ K∗(892)0γ.



4.4 Proper time acceptance study on MC 123

�����
ψ=)?��@→�'*

�

�
��
��
��
���
�#
'#
,�
/�
��

�

���

����

����

����

%���&��44���±�>�%�&��5���Γδ
�4�6±�>������5��

ψ=)?��@→�'*
�

%���&������±��>���&�4��
��&��6±��>���&4�4�
��&�������±�>���&�6�4���

� � �� ��
%�

�

�

Figure 4.22: Fit of the MC proper time distribution for B0→ J/ψK ∗(892)0.
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4.4.3 Acceptance at high proper time introduced by the trigger

The global δΓ obtained fitting the proper time distributions on MC is ∼ 30 ns−1 for the
B0 → J/ψX sample and ∼ 40 ns−1 for the radiative samples (see section 4.4.2). This
section addresses a study of the proper time acceptance introduced at high proper time
(> 2 ps) by the trigger. The main sources of inefficiency at high decay times comes
from VELO geometrical acceptance and the reconstruction of tracks.

4.4.3.1 MC study

Using B0
s → φγ, B0 → K∗(892)0γ, B0 → J/ψK ∗(892)0 or B0

s → J/ψφ MC sam-
ples, the ratio of the proper time distribution with one specific trigger line applied
plus the offline selection over the proper time distribution with only the offline selec-
tion applied is done. For each step of the trigger path this ratio is fitted starting
from 2 ps with an exponential of the form e−δΓtriggerX.t where the term δΓtriggerX =

δΓ(trigger X+offline selection) − δΓ(offline selection) parametrizes the relative proper time accep-
tance at high proper time induced by this specific trigger line.
Figure 4.23 shows the ratio of the proper time distributions obtained from B0

s → φγ MC
events. Table 4.11 reports the values of the δΓtriggerX fitted on B0

s → φγ, B0→ K∗(892)0γ,
B0→ J/ψK ∗(892)0 and B0

s → J/ψφ MC for different trigger criteria. As expected, the
L0 tripper does not introduce any high proper time acceptance. The HLT2 contains
cuts that affect the acceptance at high proper time but the HLT2 event reconstruction
is relatively close to the offline one and those cuts are already present in the offline selec-
tion. Hence, the relative effect of the HLT2 with respect to the offline selection is very
modest. On the other hand, because the HLT1 tracking is different from the offline one,
the HLT1 introduces a significant inefficiency at high proper time even relatively to the
offline selection. The overall δΓHLT1 introduced by the HLT1, or δΓtrigger introduced by
the whole trigger given that HLT1 fully dominates here, is similar for the three samples,
and is of the order of 20 ns−1 for B0

s → φγ and 10 ns−1 for B0 → K∗(892)0γ and the
di-muon channels.

It has been shown in an other analysis [106] that about half of the acceptance slope
introduced by the HLT1 TOS trigger requirement is related to a drop of the VELO
reconstruction efficiency for tracks that are significantly displaced with respect to the
beam axis. This inefficiency has been exhaustively studied for the B(Λb) → J/ψX

lifetime measurements [106]. The VELO reconstruction is done by the FastVelo algo-
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rithm [107] with different online and offline versions. A detailed description can be found
in [108]. The track finding procedure assumes that tracks originate approximately from
the beam line. The VELO track reconstruction efficiency depends also on the event
track multiplicity and pT of the track. The effect is even worse in the case of the φ

meson reconstruction because of the small opening angle between its decay products.
Moreover, the Hlt1TrackAllL0 lines used in this analysis have additional requirements in
the minimum number of VELO hits and T hits of the reconstructed tracks that are not
applied for instance in the Hlt1DiMuon lines. These additional requirements, together
with the pT requirement on the track, modify further the acceptance.

4.4.3.2 Crosscheck on data

Since the HLT1TrackAllL0 TOS (applied only on the K∗(φ) decay products for B0 →
K∗(892)0γ (B0

s → φγ)) is not required in the di-muon trigger and stripping, its effect
can be checked on data. Figure 4.24 show the ratio of the proper time distribution
for this trigger requirement with respect to the offline selection as obtained for the
B0→ J/ψK ∗(892)0 data events. The fitted δΓHLT1TrackAllL0−TOS is 13.3 ± 4.4 ns−1 which
is compatible with 5.0± 2.4 ns−1 obtained from the simulation. The same check is per-
formed on B0

s → J/ψφ, the obtained value for δΓHLT1TrackAllL0−TOS is −9.2 ± 12.4 ns−1

which is compatible with 7.7 ± 2.1 ns−1 obtained from simulation. Those results are
reported in Table 4.12.

To conclude on this, it has been shown that, relative to the offline selection, only the
HLT1 has a significant effect on the high proper time acceptance and it has been checked
that for B0→ J/ψX the simulation reproduces in the limit of statistical uncertainty the
effect of the HLT1TrackAllL0-TOS.

4.4.4 Proper time distribution of control samples in data

Independent fit to the proper time distributions of B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0

are performed on data. The physical lifetimes of the B0 meson are fixed to the latest
world average τB0 = 1.520± 0.004 ps [96]. The result are shown in table 4.13. The ac-
ceptance at low proper time for B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 are consistent
within errors thanks to the dedicated weighing and cut scaling procedure. From this it
can be deduced that B0→ J/ψK ∗(892)0 can be used in the data fit so as to constraint
the acceptance at low proper time of the radiative channels.
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Figure 4.23: The ratio of the proper time distributions for B0
s → φγ simulated events

with offline selection + L0 (top left), HLT1 (top right), HLT2 (bottom left) and all
trigger applied (bottom right) over the proper time distribution with only the offline
selection, fitted with e−δΓtriggerX.t.

Figure 4.24: The ratio of the proper time distribution for B0→ J/ψK ∗(892)0 (left) and
B0

s → J/ψφ (right) data events with offline selection +HLT1TrackAllL0-TOS over the
proper time distribution with only the offline selection, fitted with e−δΓHLT1TrackAllL0−TOS.t.

The acceptance at high proper time is different between B0 → K∗(892)0γ and B0 →
J/ψK ∗(892)0. The amount of difference measured on data

δΓB0→K∗(892)0γdata − δΓB0→J/ψK ∗(892)0data = 37.9± 12.6 ns−1,

is consistent within errors with what have been observed on simulation

δΓB0→K∗(892)0γMC − δΓB0→J/ψK ∗(892)0MC = 28.1± 4.8 ns−1.

The simulation/data discrepancy in the acceptance at high proper time for the radiative
channel is measured to be

δΓB0→K∗(892)0γdata − δΓB0→K∗(892)0γMC = 52.5± 10.4 ns−1,
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trigger B0
s → φγB 0→ K∗(892)0γ B0→ J/ψK ∗(892)0 B0

s → J/ψφ

L0 1.2 ± 1.3 -0.5 ± 1.3 0.0 ± 0.5 1.3 ± 0.8
HLT2 exclusive 1.8 ± 1.6 1.1 ± 1.7 0.3 ± 0.7 3.3 ± 1.0
HLT1TrackAllL0 19.1 ± 2.3 15.5 ± 2.3 5.0 ± 2.4 7.7 ± 2.1
HLT1DiMuon — — 7.0 ± 1.5 8.2 ± 0.9
All HLT1 — — 10.8 ± 3.0 18.0 ± 2.5
All trigger 21.9 ± 2.9 16.0 ± 2.8 11.2 ± 3.1 18.1 ± 2.0

Table 4.11: The relative acceptance at high proper time induced by different trigger
requirements on B0

s → φγ, B0 → K∗(892)0γ, B0 → J/ψK ∗(892)0 and B0
s → J/ψφ

simulated events. The numbers are the fitted values for δΓtriggerX in ns−1.

HLT1TrackAllL0 B0→ J/ψK ∗(892)0 B0
s → J/ψφ

MC 5.0 ± 2.4 7.7 ± 2.1
Data 13.3 ± 4.4 −9.2 ± 12.4

Table 4.12: The relative acceptance at high proper time induced by HLT1TrackAllL0-
TOS trigger requirement on B0 → J/ψK ∗(892)0 and B0

s → J/ψφ simulated and data
events. The numbers are the fitted values for δΓHLT1TrackAllL0−TOS in ns−1.

and for the di-muon channel, the difference is

δΓB0→J/ψK ∗(892)0data − δΓB0→J/ψK ∗(892)0MC = 42.7± 8.6 ns−1.

The simulation/data discrepancy is consistent between the radiative and di-muon chan-
nels within 0.7 σ. Moreover, the difference between the radiative and dimuon channels
in simulated samples is consistent with the difference measured on data within 0.7 σ.
The simulation/data discrepancy in the high proper time acceptance is nevertheless to
be understood and is under study.

The different strategies envisaged to measure AΔ are presented in the next section.

4.4.5 Measurement strategies

AΔ will be extracted from a simultaneous fit of the B0
s → φγ signal sample and of the

control sample(s). Given that two control channels can be used, 3 simultaneous fits are
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Acceptance B0→ K∗(892)0γ B0→ J/ψK ∗(892)0

δΓ ns−1 97.6 ± 9.8 59.7 ± 7.9
a ps−1 1.941 ± 0.087 2.02 ± 0.10
n 1.66 ± 0.16 1.47 ± 0.088
t0 ps−1 0.264 ± 0.019 0.289 ± 0.009

Table 4.13: Proper time acceptance parameters fitted independently on B0→ K∗(892)0γ
and B0→ J/ψK ∗(892)0 data samples. The physical lifetimes of the B0 meson are fixed
to the latest world averages [96].

possible:

• Strategy A: B0
s → φγ + B0→ K∗(892)0γ. This strategy is based on the fact that

the selection has been specially designed so that the proper time acceptance for
both B0

s → φγ and B0→ K∗(892)0γ are consistent. B0→ K∗(892)0γ is used in the
simultaneous fit to constraint the proper time acceptance. The parameters of the
simultaneous fit will be: a, n and t0 which are common to both signal and control
channels, δΓB0→K∗(892)0γ, ΔδΓ = δΓB0

s→φγ − δΓB0→K∗(892)0γ and AΔ. An external
constraint on the value of ΔδΓ is extracted from simulation and injected in the fit
to data. The lifetime of the B0 and B0

s mesons and ΔΓs are constrained to the
latest world averages [96].

It is important to mention that another approach to measure AΔ from B0
s → φγ

data events using B0 → K∗(892)0γ to control the acceptance is under study by
our collaborators in Valencia. This approach consists of fitting the ratio of the
proper time distributions of B0

s → φγ and B0 → K∗(892)0γ assuming that both
decays exhibit the same proper time acceptance. This alternative approach benefits
from the cancellation at first order of several systematic effects in particular the
uncertainties induced by the final state reconstruction and selection. Having both
approaches based on different techniques, and thus exhibiting different sensitivities
to systematics uncertainties, provides a worthwhile validation for the measurement
robustness.

• Strategy B: B0
s → φγ + B0→ J/ψK ∗(892)0. This strategy uses B0→ J/ψK ∗(892)0

as a control sample. Performing the kinematical matching of B0→ J/ψK ∗(892)0

to B0→ K∗(892)0γ the acceptance at low proper time of both channels becomes
consistent. Given that the whole acceptance of B0→ K∗(892)0γ and B0

s → φγ are
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consistent, the acceptance at low proper time of B0
s → φγ and B0→ J/ψK ∗(892)0

are also consistent. The difference between the acceptance at high proper time,
ΔδΓ = δΓB0

s→φγ−δΓB0→J/ψK ∗(892)0 , is obtained from the study on simulated events.
If the differences in the proper time acceptance between the simulation and data
are well understood, the difference ΔδΓ from simulation is applied in the data fit
as an external constraint in the simultaneous fit. The parameters of the simulta-
neous fit will be: a, n and t0 which are common to both channels, δΓB0→J/ψK ∗(892)0 ,
ΔδΓ = δΓB0

s→φγ − δΓB0→J/ψK ∗(892)0 and AΔ. An external constraint on the value
of ΔδΓ is extracted from simulation and injected in the fit to data. The lifetime
of the B0 and B0

s mesons and ΔΓs are constrained to the latest world averages [96].

• Strategy C: B0
s → φγ + B0 → K∗(892)0γ + B0 → J/ψK ∗(892)0. This strategy

uses both B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 as control samples. It takes
into account the fact that the radiative decays have consistent acceptances both
at low and high proper times. The acceptance at low proper time is consistent for
the three channels. For strategy C, two options are possible.

– B0 → J/ψK ∗(892)0 is used only to constraint the acceptance at low proper
time and B0 → K∗(892)0γ is used to constrain the acceptance of B0

s → φγ.
The parameters of the simultaneous fit will be: a, n, t0 which are common
to the three channels, δΓB0→K∗(892)0γ, δΓB0→J/ψK ∗(892)0 , ΔδΓ = δΓB0

s→φγ −
δΓB0→K∗(892)0γ and AΔ. An external constraint on the value of ΔδΓ is ex-
tracted from simulation and injected in the fit to data. The lifetime of the
B0 and B0

s mesons and ΔΓs are constrained to the latest world averages [96].

– Both B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 can be used to constrain
the acceptance at low proper time and the acceptance at high proper time
with a constraint on the difference ΔδΓ = δΓB0

s→φγ − δΓB0→K∗(892)0γ and
ΔδΓ = δΓB0→K∗(892)0γ − δΓB0→J/ψK ∗(892)0 that are extracted from simulation.
The parameters of the simultaneous fit will be: a, n, t0 which are common
to the three channels, δΓB0→J/ψK ∗(892)0 , ΔδΓ = δΓB0

s→φγ − δΓB0→K∗(892)0γ,
ΔδΓ = δΓB0→K∗(892)0γ − δΓB0→J/ψK ∗(892)0 and AΔ. An external constraint on
the values of both ΔδΓ is extracted from simulation and injected in the fit to
data. The lifetime of the B0 and B0

s mesons and ΔΓs are constrained to the
latest world averages [96].
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The choice between the strategies to measure AΔ will be decided after all the system-
atics are evaluated. If one control sample happens to have much smaller systematic
uncertainties than the other it will in fact be better to only use this control sample. The
strategies are discussed in details in chapter 5.
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The control of the proper time acceptance is the major difficulty in the precise
determination of the photon polarization. It has been intensively discussed in chapter
4. The events selection has been specially designed to keep consistent the proper time
acceptance between B0 → K∗(892)0γ and B0

s → φγ. To control the B0 → K∗(892)0γ

acceptance with the B0→ J/ψK ∗(892)0 mode, a dedicated weighing and scaling procedure
has been setup and is discussed in 4.4.1. B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 are
henceforth two possible control samples for the proper time acceptance in B0

s → φγ.
This chapter introduces the preliminary results for the extraction of AΔ. First, the fit
strategies with the different control samples are discussed in section 5.1. A validation of
the fitting procedure is done by measuring the B0 lifetime from B0→ K∗(892)0γ signal
events using B0 → J/ψK ∗(892)0 as a control sample, this is reported in section 5.2.
Section 5.3 shows the preliminary fits for the different strategies presented along with
the preliminary results obtained for AΔ. The central value of AΔ is not shown waiting
for the analysis to be finalized and only the measured statistical uncertainty is discussed.
Section 5.4 addresses the systematic uncertainties and section 5.5 gives the concluding
remarks.

5.1 Fit strategies

As discussed in 4.4.5, three strategies can be set up to extract AΔ:

• Strategy A: B0→ K∗(892)0γ is used as a control sample.

• Strategy B: B0→ J/ψK ∗(892)0 is used as a control sample.

• Strategy C: B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 are both used as control
samples.

– C1: B0 → J/ψK ∗(892)0 is used to constrain the acceptance at low proper
time.

– C2: B0 → J/ψK ∗(892)0 is used to constrain both the acceptance at low
and high proper time. For the difference in the acceptance at high proper
time, external constraints extracted from simulation are used in the data fits.
This approach requires that possible differences in the acceptance between
simulation and data are understood and well under control.



5.1 Fit strategies 133

For B0
s → φγ and B0 → K∗(892)0γ, the background contamination is statistically sub-

tracted using the reconstructed B(s) mass as a separation variable, as presented in chapter
4.2.3. The background-subtracted distribution are used as input of the proper time fit.
Figure 5.1 displays a zoom on the low proper time region of the background-subtracted
distribution of the proper time for B0→ K∗(892)0γ. Below t < 0.3 ps, the background-
subtracted yield is consistent with zero, with a slightly negative weighing. This low
proper time region, weakly populated and mostly dominated by backgrounds, is ex-
cluded from the proper time fit for all the considered channels.

For B0 → J/ψK ∗(892)0, only events in the reconstructed B0 mass range between 5240
and 5320 MeV/c2 are considered. As shown in figure 4.2, this region is background free
to a very good approximation.

Figure 5.1: A zoom at low proper time of the proper time distribution of B0 →
K∗(892)0γ.

The background-subtracted signal yields are reported in table 5.1. The sensitivity to
AΔ scales as the ratio R = NS/NC between the signal yield (NS) and the yields of the
control sample(s) (NC): ΔR/R =

√
1/NS + 1/NC . The relative sensitivities for the

three possible strategies, with respect to what a control sample with infinite statistics
would give, are reported in table 5.2. They are relatively close given that each of the
two control samples have a much larger statistics than the signal sample.

In the baseline fit method used, the low proper time parameters (a, n and t0) are
common for all the channels in the simultaneous fits. On the other hand, each channel
has its own high proper time acceptance parameter. The parametrization used for
strategies A, B and C are reported in table 5.3. For the parametrization of acceptance
at high proper time, the parameter δΓ of one control sample is taken as reference and
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B0
s → φγB 0→ K∗(892)0γ B0→ J/ψK ∗(892)0

3.5 103 24 103 30 103

Table 5.1: Selected signal yields for t>0.3 ps. Background subtraction is applied for the
radiative modes.

NC → ∞ A B C
1 1.071 1.058 1.032

Table 5.2: Relative sensitivities on AΔ from the different strategies for the control sam-
ple(s).

the difference, ΔδΓ = δΓx − δΓRef , is (are) used for the other sample(s). For each
strategy, the simultaneous fit is first performed on simulated events to extract the ΔδΓ

parameter(s). The ΔδΓ obtained from the simulation is (are) then used as an external
gaussian constraint(s) of the simultaneous fit on data. The constraint

ΔδΓ2 = δΓB0
s→φγ − δΓB0→K∗(892)0γ = 3.0± 2.9 ns−1

is used in strategies A, C1 and C2, the constraint

ΔδΓ3 = δΓB0
s→φγ − δΓB0→J/ψK ∗(892)0 = 36.0± 2.9 ns−1

is used in strategy B and the constraint

ΔδΓ1 = ΔδΓ3 −ΔδΓ2 = δΓB0→K∗(892)0γ − δΓB0→J/ψK ∗(892)0 = 32.8± 3.0 ns−1

is used, along with ΔδΓ2 in strategy C2. In strategy C2, the correlation between ΔδΓ1

and ΔδΓ2 values is taken into account using the covariance matrix from the fit on the
simulated samples.

The above parametrization of the simultaneous fit considers the parameters a, n and t0,
that models the acceptance at low proper time, as being common to both the B0

s → φγ

signal and the control(s) channel(s). This is supported by the analysis of simulated data
presented in 4.4.2. In order to evaluate the impact of this strong constraint on the mea-
surement, an alternative parametrization of the simultaneous fits has been defined. As
in the baseline approach, the a and n parameters of the acceptance at low proper time
are common for all the samples considered in the simultaneous fit, while the t0 parameter



5.2 Extracting τB0 with B0→ K∗(892)0γ events 135

is allowed to be different for each channel. The parametrization used in this case for
strategies A, B and C are reported in table 5.4. As for the δΓ parameters, one control
sample is taken as reference for t0 and the difference in t0, Δt0 = t0X − t0Ref , is (are)
used for the other sample(s). For each strategy, the simultaneous fit is first performed
on the simulation to extract the ΔδΓ and Δt0 parameters. The ΔδΓ and Δt0 obtained
from the simulation are then used as external gaussian constraints of the simultaneous
fit on data. The correlation between the constraints are taken into account using the
covariance matrix from the simulation fits.

The values of the external physical parameters, τB0 , τB0
s

and ΔΓs, used in the data fits
are reported in table 5.5. The central value is fixed in the data fit and the associated
systematic with this assumption is discussed in 5.4.

A B C1 C2
AΔ AΔ AΔ AΔ

a a a a
n n n n
t0 t0 t0 t0
δΓK∗γ δΓJ/ψK∗ δΓJ/ψK∗ δΓJ/ψK∗

ΔδΓ2 ΔδΓ3
δΓK∗γ ΔδΓ1

ΔδΓ2 ΔδΓ2

Table 5.3: Fit parameters for the strategies A, B, C1 and C2 using the baseline fit
option. The external gaussian constraint taken from the simulation are defined as:
ΔδΓ1= δΓK∗γ − δΓJ/ψK∗ , ΔδΓ2= δΓφγ − δΓK∗γ and ΔδΓ3= δΓφγ − δΓJ/ψK∗ .

5.2 Extracting τB0 with B0→ K∗(892)0γ events

To validate the simultaneous fit procedure to control the acceptance, the B0 lifetime is
fitted using B0→ K∗(892)0γ as signal sample and B0→ J/ψK ∗(892)0 as control sample
constraining τB0(B0→ J/ψK ∗(892)0) to the world average value.
A simultaneous fit of B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 is first performed on
simulated events fixing the B0 lifetime for both channels to the value used in the event
simulation. From the fit on simulated samples, the difference, ΔδΓ1, in the acceptance
at high proper time between B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 is extracted. This
difference is then injected as an external gaussian constraint in the simultaneous fit to
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A B C1 C2
AΔ AΔ AΔ AΔ

a a a a
n n n n
t0K∗γ t0J/ψK∗ t0J/ψK∗ t0J/ψK∗

δΓK∗γ δΓJ/ψK∗ δΓJ/ψK∗ δΓJ/ψK∗

ΔδΓ2 ΔδΓ3
δΓK∗γ ΔδΓ1

ΔδΓ2 ΔδΓ2

Δt02 Δt03
Δt01 Δt01
Δt02 Δt02

Table 5.4: Fit parameters for the strategies A , B, C1 and C2 using the Alternative fit
parametrization. The external gaussian constraint taken from the simulation are defined
as: ΔδΓ1= δΓK∗γ − δΓJ/ψK∗ , ΔδΓ2= δΓφγ − δΓK∗γ and ΔδΓ3= δΓφγ − δΓJ/ψK∗ . Δt02=
t0K∗γ − t0J/ψK∗ , Δt02= t0φγ - t0K∗γ and Δt02= t0φγ − t0J/ψK∗ .

Data
τB0 ps 1.520 ± 0.004
τB0

s
ps 1.509 ± 0.004

ΔΓs ns−1 81 ± 6
ρ(τB0

s
,ΔΓs) 0.271

Table 5.5: The values of the external physical parameters from the latest HFAG compi-
lation [96]. The correlation between τB0

s
and ΔΓs, ρ(τB0

s
,ΔΓs), is also reported.

data where the B0 lifetime parameter τB0(B0 → K∗(892)0γ) for the B0 → K∗(892)0γ

channel is no longer constrained
The fits using the baseline option and the alternative option are presented in figures 5.2
and 5.3 respectively. The corresponding fitted parameters are reported in table 5.6 for
the baseline fit option and in table 5.7 for the alternative fit parametrization.

The parameter τB0(B0→ K∗(892)0γ) extracted in the two fit models, 1.510 ± 0.015 ps
and 1.511±0.014 ps, are very close to each other and compatible with the world average
value [96].

This result validates the assumption on the common acceptance at low proper time as-
sumed in the baseline fitting option. As already discussed in 4.4.4, the acceptance at high
proper time modeled with the parameter δΓJ/ψK∗ is significantly different between data
and simulation. However, the simulation/data difference for B0→ J/ψK ∗(892)0 is con-
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sistent with the one for the radiative channels so that the ΔδΓ1 extracted from simulation
well reproduce the data behavior and does not bias the measured τB0(B0→ K∗(892)0γ)
lifetime on B0 → K∗(892)0γ signal data events. The origin of the simulation/data
difference is however to be understood to asses the solidity of the procedure.

Acceptance simulation data
δΓJ/ψK∗ ns−1 19.4 ± 3.8 59.9 ± 6.9
ΔδΓ1 ns−1 33.1 ± 2.9 33.1 ± 2.9
τB0 ps fixed to the value used in event simulation 1.510± 0.015
a ps−1 1.940 ± 0.034 1.990 ± 0.071
n 1.98 ± 0.11 1.542 ± 0.087
t0 ps 0.227 ± 0.014 0.279 ± 0.009

Table 5.6: Parameters obtained from a simultaneous fit of B0 → K∗(892)0γ and B0 →
J/ψK ∗(892)0. The first column reports the result of the simultaneous fit performed on
simulation where the physical parameter, τB0 , is fixed to the value used in the event
simulation for both B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 channels. The second
column reports the result of the simultaneous fit on the data where ΔδΓ1 from simulation
is propagated as a gaussian constraint to the fit and τB0 is allowed to vary for the
B0→ K∗(892)0γ channel. Baseline fit option is used.
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Figure 5.2: Results of the simultaneous fit of B0 → K∗(892)0γ (top) and B0 →
J/ψK ∗(892)0 (bottom) proper time, for both simulation (left) and data (right). Baseline
fit option is used.
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Acceptance simulation data
δΓJ/ψK∗ ns−1 23.5 ± 2.0 62.8 ± 6.8
ΔδΓ1 ns−1 24.8 ± 2.3 25.9 ± 2.3
τB0 ps fixed to the value used in event simulation 1.511± 0.014
a ps−1 1.941 ± 0.063 1.988 ± 0.070
n 1.977 ± 0.063 1.561 ± 0.088
t0J/ψK∗ ps 0.237 ± 0.007 0.284 ± 0.009
Δt01 ps -0.0195 ± 0.0019 -0.0170 ± 0.0018

Table 5.7: Parameters obtained from a simultaneous fit of B0 → K∗(892)0γ and B0 →
J/ψK ∗(892)0. The first column reports the result of the simultaneous fit performed on
simulation where the physical parameter, τB0 , is fixed to the value used in the event
simulation for both B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 channels. The second
column reports the result of the simultaneous fit on the data where ΔδΓ1 and Δt01
from simulation are propagated as gaussian constraints to the fit taking into account
the full covariance matrix from the simulation fit and τB0 is allowed to vary for the
B0→ K∗(892)0γ channel. Alternative fit parametrization is used.
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Figure 5.3: Results of the simultaneous fit of B0 → K∗(892)0γ (top) and B0 →
J/ψK ∗(892)0 (bottom) proper time, for both simulation (left) and data (right). Al-
ternative fit parametrization is used.
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5.3 Sensitivity on AΔ

Waiting for the finalization of the analysis strategy and systematic uncertainty study, the
extraction of the AΔ parameter from the fit on B0

s → φγ data is performed in a "blind"
way in order not to introduce any "experimentalist-induced" bias in the analysis. This
is achieved by adding a random offset, defined from a uniform distribution between -2
and 2, to the AΔ central value returned by the fit minimization. The fitted quantity
is denoted as Ablind

Δ . The statistical resolution on Ablind
Δ , which is not affected by the

blinding procedure, is discussed in this section.

5.3.1 Strategy A

This strategy is based on B0 → K∗(892)0γ as a control sample. A simultaneous fit
of B0

s → φγ and B0 → K∗(892)0γ is first performed on simulation, where AΔ is fixed
to zero, to extract the difference, ΔδΓ2, between the two channels. This difference is
injected in the data fit as an external gaussian constraint. This difference is compatible
with zero for the radiative decays, ΔδΓ2 = 3.0± 2.9 ns−1.
Figure 5.4 displays the fit results for the baseline fitting option for both simulation and
data. The fit parameters, for both simulation and data, are reported in table 5.8. Table
5.9 reports the results of the simultaneous fits on simulation and data considering the
alternative fitting option.

The statistical resolution on the measured AΔ is 0.38. The measured resolution on data
is consistent with the statistical resolution expected from a toy procedure approach as
discussed in section 5.4.
The baseline fit and the alternative fit give compatible results for the measured AΔ.
Moreover, there is a general data/simulation agreement for all the parameters except for
the acceptance at high proper time, δΓK∗γ as already mentioned.
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Acceptance simulation data
δΓK∗γ ns−1 43.5 ± 8.4 98.1 ± 9.4
ΔδΓ2 ns−1 3.0 ± 2.9 3.2 ± 2.9
a ps−1 1.94 ± 0.12 1.93 ± 0.08
n 2.09 ± 0.38 1.72 ± 0.17
t0 ps 0.203 ± 0.050 0.259 ± 0.020
Ablind

Δ fixed to 0 0.57 ± 0.38

Table 5.8: Parameters obtained from a simultaneous fit of B0→ K∗(892)0γ and B0
s → φγ

(strategy A). The first column reports the result of the simultaneous fit performed on
simulation where the physical parameters, τB0 , τBs and ΔΓs, are fixed to the value used
in the event simulation. The second column reports the result of the simultaneous fit
on the data where the physical parameters are fixed to the latest world averages. ΔδΓ2

obtained from the fit to simulated data is propagated as a gaussian constraint to the
data fit. Baseline fit option is used.
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Figure 5.4: Results of the simultaneous fit of B0 → K∗(892)0γ (top) and B0
s → φγ

(bottom) proper time (strategy A), for both simulation (left) and data (right). Baseline
fit option is used.
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Acceptance simulation data
δΓK∗γ ns−1 44.5 ± 9.9 98.3 ± 9.4
ΔδΓ2 ns−1 0.9 ± 3.4 0.6 ± 3.4
a ps−1 1.94 ± 0.14 1.93 ± 0.08
n 2.09 ± 0.43 1.72 ± 0.17
t0K∗γ ps 0.206 ± 0.012 0.259 ± 0.020
Δt02 ps -0.0051 ± 0.0037 -0.0020 ± 0.0036
Ablind

Δ 0 in simulation 0.61 ± 0.37

Table 5.9: Parameters obtained from a simultaneous fit of B0→ K∗(892)0γ and B0
s → φγ

(strategy A). The first column reports the result of the simultaneous fit performed on
simulation where the physical parameters, τB0 , τBs and ΔΓs, are fixed to the value used
in the event simulation. The second column reports the result of the simultaneous fit
on the data where the physical parameters are fixed to the latest world averages. ΔδΓ2

and Δt02 obtained from the fit to simulated data are propagated as gaussian constraints
to the data fit taking into account the full covariance matrix from the simulation fit.
Alternative fit parametrization is used.
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5.3.2 Strategy B

This strategy uses B0→ J/ψK ∗(892)0 as a control sample. A simultaneous fit of B0
s → φγ

and B0 → J/ψK ∗(892)0 is first performed on simulation, where AΔ is fixed to zero, to
extract the difference, ΔδΓ3, between the two channels. This difference is injected
in the data fit as an external constraint. From 5.2, it has been concluded that the
difference in the acceptance at high proper time between the radiative channels and
B0→ J/ψK ∗(892)0 is compatible between data and simulation.
Figure 5.5 displays the fit results for the baseline fitting option for both simulation and
data. The fit parameters, for both simulation and data, are reported in table 5.10. Table
5.11 reports the results of the simultaneous fits on simulation and data considering the
alternative fitting option.

The statistical resolution on the measured AΔ is compatible with what is expected
from studies on toy data sets (see section 5.4). Moreover, it is also consistent with the
statistical resolution obtained from strategy A with a slight improvement. This slight
improvement is due to the fact that B0→ J/ψK ∗(892)0 sample has almost 1.5 statistics
on data than B0→ K∗(892)0γ sample. Same conclusion as for strategy A can be drawn
concerning the data/simulation agreement for a, n and t0 parameters. This implies
that the acceptance at low proper time of B0

s → φγ is well reproduced by both control
channels, B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 data.

Acceptance simulation data
δΓJ/ψK∗ ns−1 17.8 ± 3.8 60.2 ± 8.0
ΔδΓ3 ns−1 36.0 ± 2.9 36.1 ± 2.9
a ps−1 1.950 ± 0.035 2.011 ± 0.094
n 1.97 ± 0.11 1.53 ± 0.10
t0 ps 0.225 ± 0.014 0.284 ± 0.011
Ablind

Δ fixed to 0 0.71 ± 0.36

Table 5.10: Parameters obtained from a simultaneous fit of B0→ J/ψK ∗(892)0 and B0
s →

φγ (strategy B). The first column reports the result of the simultaneous fit performed on
simulation where the physical parameters, τB0 , τBs and ΔΓs, are fixed to the value used
in the event simulation. The second column reports the result of the simultaneous fit
on the data where the physical parameters are fixed to the latest world averages. ΔδΓ3

obtained from the fit to simulated data is propagated as a gaussian constraint to the
data fit. Baseline fit option is used.
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Figure 5.5: Results of the simultaneous fit of B0 → J/ψK ∗(892)0 (top) and B0
s → φγ

(bottom) proper time (strategy B), for both simulation (left) and data (right). Baseline
fit option is used.
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Acceptance simulation data
δΓJ/ψK∗ ns−1 22.9 ± 3.7 61.3 ± 8.0
ΔδΓ3 ns−1 25.7 ± 3.2 27.3 ± 3.2
a ps−1 1.954 ± 0.033 2.00 ± 0.09
n 1.98 ± 0.10 1.53 ± 0.10
t0J/ψK∗ ps 0.238 ± 0.013 0.285 ± 0.010
Δt02 ps -0.0244 ± 0.0031 -0.0273 ± 0.0032
Ablind

Δ fixed to 0 0.67 ± 0.36

Table 5.11: Parameters obtained from a simultaneous fit of B0→ J/ψK ∗(892)0 and B0
s →

φγ (strategy B). The first column reports the result of the simultaneous fit performed on
simulation where the physical parameters, τB0 , τBs and ΔΓs, are fixed to the value used
in the event simulation. The second column reports the result of the simultaneous fit
on the data where the physical parameters are fixed to the latest world averages. ΔδΓ3

and Δt02 obtained from the fit to simulated data are propagated as gaussian constraints
to the data fit taking into account the full covariance matrix from the simulation fit.
Alternative fit parametrization is used.
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5.3.3 Strategy C1

This strategy uses both B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 as a control sam-
ples. The sample B0→ J/ψK ∗(892)0 is used to constraint the acceptance at low proper
time. A simultaneous fit of B0

s → φγ, B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 is first
performed on simulation, where AΔ is fixed to zero, to extract the difference, ΔδΓ2,
between the radiative channels. This difference is injected in the data fit as an external
constraint.
Figure 5.6 displays the fit results for the baseline fitting option for both simulation and
data. The fit parameters, for both simulation and data, are reported in table 5.12. Table
5.13 reports the results of the simultaneous fits on simulation and data considering the
alternative fitting option.

The statistical resolution on the measured AΔ is compatible with what is obtained from
strategies A and B. As concluded separately from strategies A and B, the acceptance
at low proper time, a, n and t0, are consistent between the 3 channels. This is also
validated with both the baseline and the Alternative fit parametrization.

As indicated, with this strategy, both the control samples B0 → K∗(892)0γ and B0 →
J/ψK ∗(892)0 are simultaneously used to constrain the acceptance at low proper time of
B0

s → φγ. This improves the statistical resolution of the parameters a, n and t0 and has
an indirect effect on the acceptance at high proper time via correlations between the
acceptance parameters. This effect is marginal in the fit and adds no sizable statistical
resolution improvement on the measured AΔ. The only constraint that is applied on
the acceptance at high proper time comes from B0 → K∗(892)0γ and hence the result
obtained for AΔ is similar to what is obtained from strategy A where B0→ K∗(892)0γ

is used as a control sample.
However, B0→ J/ψK ∗(892)0 can also add an extra constraint on the acceptance at high
proper time similarly to what is done in strategy B. This strategy is discussed in the
next section.
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Acceptance simulation data
δΓJ/ψK∗ ns−1 16.0 ± 3.5 60.1 ± 6.7
δΓK∗γ ns−1 48.9 ± 3.6 98.1 ± 7.2
ΔδΓ2 ns−1 3.0 ± 2.9 3.1 ± 2.9
a ps−1 1.943 ± 0.034 1.983 ± 0.065
n 2.01 ± 0.11 1.575 ± 0.087
t0 ps 0.219 ± 0.014 0.277 ± 0.010
Ablind

Δ fixed to 0 0.57 ± 0.36

Table 5.12: Parameters obtained from a simultaneous fit of B0 → K∗(892)0γ, B0 →
J/ψK ∗(892)0 and B0

s → φγ (strategy C1). The first column reports the result of the
simultaneous fit performed on simulation where the physical parameters, τB0 , τBs and
ΔΓs, are fixed to the value used in the event simulation. The second column reports the
result of the simultaneous fit on the data where the physical parameters are fixed to the
latest world averages. ΔδΓ2 obtained from the fit to simulated data is propagated as
gaussian constraints to the data fit taking into account the full covariance matrix from
the simulation fit. Baseline fit option is used.

Acceptance simulation data
δΓJ/ψK∗ ns−1 22.1 ± 3.5 63.0 ± 6.7
δΓK∗γ ns−1 46.8 ± 3.5 94.5 ± 7.2
ΔδΓ2 ns−1 0.9 ± 3.2 0.6 ± 3.2
a ps−1 1.946 ± 0.031 1.978 ± 0.064
n 2.009 ± 0.096 1.588 ± 0.083
t0J/ψK∗ ps 0.234 ± 0.012 0.282 ± 0.009
Δt01 ps -0.0196 ± 0.0032 -0.0137 ± 0.0027
Δt02 ps -0.0050 ± 0.0031 -0.0057 ± 0.0030
Ablind

Δ fixed to 0 0.56 ± 0.37

Table 5.13: Parameters obtained from a simultaneous fit of B0 → K∗(892)0γ, B0 →
J/ψK ∗(892)0 and B0

s → φγ (strategy C1). The first column reports the result of the
simultaneous fit performed on simulation where the physical parameters, τB0 , τBs and
ΔΓs, are fixed to the value used in the event simulation. The second column reports
the result of the simultaneous fit on the data where the physical parameters are fixed
to the latest world averages. ΔδΓ2, Δt01 and Δt02 obtained from the fit to simulated
data are propagated as gaussian constraints to the data fit taking into account the full
covariance matrix from the simulation fit. Alternative fit parametrization is used.
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Figure 5.6: Results of the simultaneous fit of B0→ K∗(892)0γ (top), B0→ J/ψK ∗(892)0

(middle) and B0
s → φγ (bottom) proper time (strategy C1), for both simulation (left)

and data (right). Baseline fit option is used.
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5.3.4 Strategy C2

This strategy uses both B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 as a control samples.
The sample B0→ J/ψK ∗(892)0 is used to constraint both the acceptance at low and high
proper time. A simultaneous fit of B0

s → φγ, B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 is
first performed on simulation, where AΔ is fixed to zero, to extract the difference, ΔδΓ1,
between B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 and the difference, ΔδΓ2, between the
radiative channels. This difference is injected in the data fit as an external constraint
taking into account the correlation between the two constraints.
Figure 5.7 displays the fit results for the baseline fitting option for both simulation and
data. The fit parameters, for both simulation and data, are reported in table 5.14. Table
5.15 reports the results of the simultaneous fits on simulation and data considering the
alternative fitting option.

This strategy takes into account the maximum number of constraints that can be added
from both B0 → K∗(892)0γ and B0 → J/ψK ∗(892)0 on the acceptance at high proper
time of B0

s → φγ. The statistical resolution on the measured AΔ is slightly improved
compared to strategies A, B and C1.

Acceptance simulation data
δΓJ/ψK∗ ns−1 16.0 ± 3.5 61.8 ± 6.3
ΔδΓ1 ns−1 32.8 ± 3.0 33.8 ± 2.7
ΔδΓ2 ns−1 3.0 ± 2.9 2.6 ± 2.9
a ps−1 1.943 ± 0.034 1.984 ± 0.065
n 2.01 ± 0.11 1.58 ± 0.08
t0 ps 0.219 ± 0.014 0.277 ± 0.009
Ablind

Δ fixed to 0 0.66 ± 0.35

Table 5.14: Parameters obtained from a simultaneous fit of B0 → K∗(892)0γ, B0 →
J/ψK ∗(892)0 and B0

s → φγ (strategy C2). The first column reports the result of the
simultaneous fit performed on simulation where the physical parameters, τB0 , τBs and
ΔΓs, are fixed to the value used in the event simulation. The second column reports
the result of the simultaneous fit on the data where the physical parameters are fixed to
the latest world averages. ΔδΓ1 and ΔδΓ2 obtained from the fit to simulated data are
propagated as gaussian constraints to the data fit taking into account the full covariance
matrix from the simulation fit. Baseline fit option is used.
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Acceptance simulation data
δΓJ/ψK∗ ns−1 22.1 ± 3.5 64.4 ± 6.3
ΔδΓ1 ns−1 24.7 ± 3.3 28.1 ± 2.9
ΔδΓ2 ns−1 0.9 ± 3.2 1.6 ± 3.1
a ps−1 1.946 ± 0.031 1.979 ± 0.064
n 2.009 ± 0.096 1.588 ± 0.089
t0J/ψK∗ ps 0.234 ± 0.012 0.282 ± 0.010
Δt01 ps -0.0196 ± 0.0032 -0.0137 ± 0.0027
Δt02 ps -0.0050 ± 0.0031 -0.0058 ± 0.0030
Ablind

Δ fixed to 0 0.68 ± 0.33

Table 5.15: Parameters obtained from a simultaneous fit of B0 → K∗(892)0γ, B0 →
J/ψK ∗(892)0 and B0

s → φγ (strategy C2). The first column reports the result of the
simultaneous fit performed on simulation where the physical parameters, τB0 , τBs and
ΔΓs, are fixed to the value used in the event simulation. The second column reports the
result of the simultaneous fit on the data where the physical parameters are fixed to the
latest world averages. ΔδΓ1, ΔδΓ2, Δt01 and Δt02 obtained from the fit to simulated
data are propagated as gaussian constraints to the data fit taking into account the full
covariance matrix from the simulation fit. Alternative fit parametrization is used.
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Figure 5.7: Results of the simultaneous fit of B0→ K∗(892)0γ (top), B0→ J/ψK ∗(892)0

(middle) and B0
s → φγ (bottom) proper time (strategy C2), for both simulation (left)

and data (right). Baseline fit parametrization is used.
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5.3.5 Summary

The extracted values of Ablind
Δ for the different strategies are summarized in table 5.16.

For the different strategies, the baseline and alternative fitting options give very close
results.
Using the fact that the statistical error on AΔ is driven by the signal yield NS and
the yield in the control sample NC as

√
1/NS + 1/NC , the part of the statistical error

associated to the control sample is estimated to be 0.12 for strategy A and 0.11 for
strategy B. Strategies A and B then give statistically compatible results, at the level of
0.9σ.

Strategy A B C1 C2
Baseline 0.57 ± 0.38 0.71 ± 0.36 0.57 ± 0.36 0.66 ± 0.35
Alternative 0.61 ± 0.37 0.67 ± 0.36 0.56 ± 0.37 0.68 ± 0.33

Table 5.16: A summary of the results on Ablind
Δ .

Using strategy C2, the statistical improvement is limited. This strategy may anyhow
allow to have lower systematic uncertainties given that the systematic uncertainties from
the two control samples are completely different. The choice of the control sample(s)
that will be used will be decided after all the systematics are evaluated. If one control
sample happen to have much smaller systematic uncertainties than the other it will in
fact be better to only use this control sample. It is important to point out that in the
sake of using the di-muon channel, the HLT1TrackPhoton trigger line has been removed
from the selection at a cost of 20% of the statistics in the radiative channels. If the
chosen control sample is B0 → K∗(892)0γ, i.e. strategy A, this trigger line could be
reintroduced in the allowed trigger paths and the analysis would benefit from a small
extra statistical gain.

5.4 Systematic uncertainties study

The main sources of systematic uncertainty in the AΔ determination are induced by the
reconstruction and selection of the signal decay, the signal and background mass model-
ing and background subtraction procedure and the proper time fit strategy. The study
of the various systematic effects is not yet completed. Preliminary results concerning
some of the main sources of systematics are discussed here. The systematic uncertain-
ties driven by the knowledge of the background contamination in the signal and control
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samples and its subtraction procedure is discussed in 5.4.1 where a brief summary of the
work performed by our collaborators in the EPFL Lausanne group is presented. The un-
certainty due to the limited knowledge of the external physical parameters is addressed
in 5.4.2. The impact of the scaling and weighing procedures is discussed in 5.4.3. Other
systematics that are still under study are discussed in section 5.4.4.

5.4.1 Background contamination and modeling

The AΔ extraction relies on the good control of the background subtraction procedure.
For instance imperfections in the modeling of the reconstructed mass shape would alter
the background-subtracted proper time distribution and thus affect the AΔ determina-
tion. Moreover, the expected small contamination of the backgrounds peaking in the
signal mass region is not subtracted in the procedure as explained in section 4.2.3.
Some of the systematic uncertainties due to the reliability of the background subtraction
can be investigated by a toys procedure approach. This procedure consists in generating
a large amount of simulated data sets using a defined fit model with varying the input
parameters in the range of their error. These data sets are fitted with the same model
letting free the parameters so as to test the bias that the used model introduce on the
measured parameters. Moreover, simulated data sets can be generated assuming a given
hypotheses for a model, and then fitted assuming a different hypotheses so as to study
the effect of this given hypotheses on the measured value of the model’s parameters.
Several systematic effects related to the level of background contamination have been
studied this way and are discussed in the following. The impact on the measurement
induced by an imperfect mass modeling is not fully addressed by those tests. Additional
systematic uncertainties can be estimated by repeating the full analysis varying the mass
shape description for the various contributions to the selected sample.

The validity of the fit model has been studied using the toy procedure. The study con-
sists in generating the mass distribution with all the physical backgrounds, taking into
account the number of events extracted from the fit to data. This mass distribution is
then background subtracted and fitted following the procedure describe in 4.2.3. For
radiative decays, background is subtracted using the sPlot technique where the back-
ground contamination peaking in the signal region are considered as part of signal. For
B0→ J/ψK ∗(892)0, signal data is selected by cutting around the mass peak. The simul-
taneous fits from strategies A, B and C2 are then performed on the signal proper time
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μ(AΔFIT − AΔINPUT) σ(AΔFIT)
Strategy A 0.022±0.007 0.338±0.005
Strategy B 0.063±0.005 0.308±0.003
Strategy C2 0.022±0.007 0.307±0.006

Table 5.17: Average central value and resolution for AΔ obtained from 1000 toys con-
sidering the mass and proper time fitting models.

distribution using the procedure described in 5.3 The average central value and resolu-
tion for the AΔ parameters obtained from a large set of toys are reported in table 5.17.
The average statistical resolution on AΔ, of the order of 0.34 for strategy A and 0.31
for strategy B and C2, is compatible with what is measured on data. It can be noticed
that the average expected resolution is slightly improved with strategy C2 compared to
strategy A.
A bias on the central value of the order of 0.02 for strategy A and C2 and of the order of
0.06 for strategy B is observed. This bias is induced by the treatment of the background
peaking in the signal mass region as explained in the following.
Figure 5.8 displays the pull distribution of the toy sample for the parameter AΔ, defined
as :

AΔFIT − AΔINPUT

σ(AΔFIT)
,

for strategies A, B and C2. The small bias on the AΔ determination is quantified by
the parameters of the gaussian fit of the pull distribution which are expected to be (μ,
σ)=(0, 1) for an unbiased distribution in the limit of an infinite size sample.
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Figure 5.8: The distribution of the pull of AΔ,
AΔFIT − AΔINPUT

σ(AΔFIT)
, for strategy A (top),

B (middle) and C2 (bottom).
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μ(AΔFIT − AΔINPUT) σ(AΔFIT)
Strategy A 0.001±0.008 0.3529±0.0056
Strategy B 0.011±0.005 0.3174±0.0033
Strategy C2 0.010±0.007 0.3208±0.0061

Table 5.18: Average central value and resolution for AΔ obtained from 1000 toys in the
case of no peaking background in the signal mass region.

Strategy A μ(AΔFIT − AΔINPUT) σ(AΔFIT)
Generate only signal 0.00075±0.00388 0.2562±0.0027
Generate signal + 1% combinatorial bkg 0.0095±0.0037 0.2499±0.0025
Generate signal + 2% combinatorial bkg 0.0349±0.0037 0.2505±0.0024
Generate signal + 3% combinatorial bkg 0.0370±0.0038 0.2439±0.0023

Table 5.19: Average central value and resolution for AΔ obtained from 1000 toys in
the case where 1 %, 2 % or 3 % of combinatorial background is generated in the mass
distribution of B0→ K∗(892)0γ.

The small bias in the AΔ determination highlighted by the toy study is due to the
fact that small contamination from peaking backgrounds is neglected in the background
subtraction procedure. This can be shown by repeating the toys study and removing all
the peaking background contribution in the generated model. In that configuration no
bias is observed as shown in table 5.18. The bias obtained by the toys study, reported
in table 5.17, will be assigned as the systematics induced by the peaking background
treatment to the AΔ measurement.

In a similar way, the effect of a wrong subtraction of the combinatorial background is
studied with toys. This is done by generating the proper time distribution for signal
events and 1%, 2% or 3% of the number of generated signal events as combinatorial
background in the B0 → K∗(892)0γ mass distribution and then fit the corresponding
proper time distribution assuming that there is only signal.
The average central value and resolution for the AΔ parameters are reported in table 5.19;
the statistical resolution on AΔ is around 0.25 since there is no background subtraction
taking place. For 1 % of combinatorial background a bias of almost 0.01 is expected on
AΔ.

5.4.2 External physical inputs

In order to study the AΔ sensitivity due to the external physical parameters, τB0 , τB0
s

and ΔΓs which are fixed to the world average central value in the fits presented above,
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the proper time fit to the data events is repeated varying each external parameter by
±2σ. The variation of σAΔ

as a function of the external parameters value is shown on
figure 5.9 and the values are reported in table 5.21.

The precise knowledge of τB0 and τB0
s

has not a significant effect on the statistical res-
olution of AΔ whereas the variation of ΔΓs affects the resolution of AΔ. This is due
to the fact that the sensitivity on the AΔ parameter vanishes in case of vanishing ΔΓs

as discussed in 1.2.2. Hence, a precise knowledge of the external inputs, and especially
ΔΓs, is important for a precise determination of AΔ.

The current knowledge of those external parameters can be injected in the simultaneous
fits as a 3 dimension correlated gaussian constraint. The latest world averages of τB0 ,
τB0

s
and ΔΓs are reported in table 5.5. The simultaneous fit from strategy A is repeated

adding the 3 dimensional constraint on the external parameters. The result of this fit,
reported in table 5.20, are consistent with the previous results reported in table 5.8. The
statistical resolution on the measured AΔ slightly increases from 0.38 to 0.39.

Fit parameters
δΓK∗γ ns−1 98.1 ± 9.5
ΔδΓ2 ns−1 3.2 ± 2.9
a ps−1 1.926 ± 0.076
n 1.72 ± 0.17
t0 ps 0.259 ± 0.020
Ablind

Δ 0.57 ± 0.39
τB0 ps 1.520 ± 0.004
τB0

s
ps 1.509 ± 0.004

ΔΓs ns−1 0.081±0.006

Table 5.20: Parameters obtained from a simultaneous fit of B0→ K∗(892)0γ and B0
s →

φγ (strategy A) on data. ΔδΓ2 extracted from a simultaneous fit on simulation is
propagated as a gaussian constraint to the data fit. The external parameters τB0 , τB0

s

and ΔΓs are injected in the data fit as external constraints. Baseline fit option is used.

5.4.3 Scaling and weighing procedure

The effect of the weighing and cut scaling procedure, discussed in 4.4.1, on the measured
AΔ is studied by repeating the fit from strategy C2 changing the number of bins used
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Standard deviation (σ) -2 -1 0 1 2
σAΔ

(τB0
s
) 0.33 0.33 0.35 0.34 0.35

σAΔ
(τB0) 0.34 0.35 0.35 0.35 0.35

σAΔ
(ΔΓs) 0.38 0.36 0.35 0.32 0.30

Table 5.21: The statistical resolution on the measured Ablind
Δ obtained changing the value

of the physical parameters τB0
s
, τB0 and ΔΓs within ±2σ from the central value.
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Figure 5.9: The variation of the statistical resolution on the measured AΔ as a function
of the change in the standard deviations (σ) in the external physical parameters. ΔΓs:
up triangles, τB0 : down triangles and τB0

s
: squares.

to extract the two dimensional weights and changing the scaling factors used.

The weights are extracted assuming three different binning schemes dividing the the
range of the used variables in the weighing on 30, 60 and 90 bins. The effect of varying
the number of bins on the measured statistical error of AΔ is negligible as reported in
table 5.22.

The scaling factors values are changed by ±10% to study the effect of scaling the B0→
J/ψK ∗(892)0 selection cuts on AΔ. The effect is found to be negligible and the results
of the study are reported in table 5.23.
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Number of bins 30 60 90
σAΔ

0.35 0.34 0.35

Table 5.22: The statistical resolution on the measured Ablind
Δ extracted changing the

number of bins used to obtain two dimensional weights of B0 → J/ψK ∗(892)0. The
eventual change in the central value is to be taken as a systematic. Strategy C1 is used.

Scaling factor deviation -10% 0% +10%
σAΔ

(changing θDIRA) 0.35 0.35 0.34
σAΔ

(changing χ2(IPK+)) 0.34 0.35 0.35
σAΔ

(changing χ2(IPπ−)) 0.33 0.35 0.34

Table 5.23: The statistical resolution on the measured Ablind
Δ extracted changing the

scaling factors by ±10%. The eventual change in the central value is to be taken as a
systematic. Strategy C1 is used.

5.4.4 Other systematics

Many other possible systematics effects are being investigated:

• The effect on AΔ due to fixing the shapes of the different contributions to the mass
model for B0→ K∗(892)0γ and B0

s → φγ from simulation.

• The effect on AΔ due to the photon calibration, discussed in appendix B, can be
studied by varying the photon energy in B0→ K∗(892)0γ and B0

s → φγ.

• The effect of assuming the parameters of the acceptance at low proper time to be
common for the signal and control sample(s), mainly parameters a and n, can be
studied by performing a fit where a and n are assumed to not be common for the
channels, as done for t0 in the alternative fit, and add a constraint, extracted from
the fit to simulated events, on the difference Δa and Δn in the data fit.

• The effect of changing the analytical parametrization of the proper time acceptance
on the measured AΔ can be studied by choosing a different acceptance function
and redoing the proper time fits.

• The effect of the possible correlations between mass and proper time can be studied
by toys similar to the full toy study except that simulation events are used for the
signal and for the control samples.
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• The time-dependent decay rate for the untagged B0
s → φγ decay given in equa-

tion 4.4 and used in the proper time fit model relies on the cancellation of the
flavor dependent oscillation terms. Due to a possible small flavor asymmetry in
Bs production at LHC, measured to be AP (Bs) = (1.09± 2.61± 0.66)% [109], the
cancellation might not realize perfectly and the systematic effect has to be prop-
agated on the AΔ determination. The related uncertainty is however expected
to be negligible thanks to the small measured Bs production asymmetry and the
expected small CCP and SCP terms.

5.5 Conclusions

In this work, four different strategies to measure AΔ have been studied. The different
strategies give statistically compatible results for AΔ. The expected statistical uncer-
tainty on the measured AΔ is of about 0.35. This is compatible with the expected
resolution obtained from the study based on a large toys sample. Strategy C2, where
both B0→ K∗(892)0γ and B0→ J/ψK ∗(892)0 are used as control samples, has a slightly
better statistical resolution on AΔ.

The baseline fit option has shown that there is a good control of the acceptance at low
proper time. This is validated by an alternative fit parametrization where one of the
parameters modeling the acceptance at low proper time is considered to not be the same
for the different channels in the simultaneous fit. Both the baseline fit and the alterna-
tive fit give compatible results.

The analysis is in the finalization phase with the following steps to be completed before
performing a final unblinded measurement:

• Some of the systematic uncertainties are studied, mainly the systematic due to
the mis-knowledge of the level of contamination of the different backgrounds, the
effect due to the external physical parameters and the effect of the weighing and
cut scaling procedure performed to align the acceptance of B0 → J/ψK ∗(892)0

with B0→ K∗(892)0γ. Other systematic effects are under study.

• The difference in the acceptance at high proper time between data and simulation
remains to be understood.
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• The performance of the AΔ extraction is to be compared with the proper time ratio
fit approach developed by our collaborators from Valencia. Preliminary comparison
shows a similar statistical sensitivity for both extraction methods. The compared
sensitivity to systematical effects is under investigation.



Conclusion

B physics is an important field of research providing a concret testing ground of
the Standard Model (SM) on the experimental and the theoretical sides. In this context,
studying the radiative decays of the B meson stands as a probe of New Physics (NP)
phenomena. The measurement of the photon polarization in b → sγ radiative penguin
transition can put some constraints on NP scenarios.

With the data collected during its first phase of operation, LHCb has already demon-
strated its capability to reconstruct radiative decays, many of which have already been
analyzed and studied. The first measurement of the photon polarization is addressed in
several analysis at LHCb. An angular analysis of B → K∗e+e− is performed to measure
the polarization of low virtual photons. The photon polarization can also be measured
from an angular analysis of B → K+π−π+γ. In this case, the extraction of the photon
polarization would then require a complete amplitude analysis to separate the different
Kππ resonance states. Finally, the time-dependent analysis of B0

s → φγ gives a direct
access to the polarization for real photon.

In this thesis, two main points have been carried out. The first point was the improve-
ment of the photon identification procedure at LHCb which is essential for radiative
decay reconstruction and selection. The second one is the measurement of the photon
polarization in b → sγ penguin transition using B0

s → φγ events collected by LHCb
during the run I period.
The main results of this work are summarized in the following.
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Photon identification

An improved photon identification procedure has been introduced. This tool is based on
the neural net method and has shown a significant improvement compared to the initial
identification procedure implemented at LHCb for the analysis of the first data. This
improved tool is essential for future radiative analysis and is therefore incorporated as
the standard identification procedure for the final analysis of the run I data and to be
applied to the data that will be collected in the coming period.
A calibration of the γ/π0separation performance is developed in this context. This
calibration tool is of general interest to evaluate systematics for several analysis involving
high energy π0 or photons.

Photon polarization

The analysis of B0
s → φγ events to measure the photon polarization is detailed. The

selection criteria used to select signal events is discussed along with the mass fit and back-
ground subtraction method used. A delicate treatment has been done to understand the
proper time distribution and the selection acceptance affecting it. Data driven control
methods are presented and the different strategies to measure the photon polarization
are introduced.

As the analysis is still ongoing, the results obtained are still blinded and only the mea-
sured statistical resolution on AΔ is discussed. The expected statistical uncertainty on
the measurement of AΔ is around 0.35. The systematics uncertainties affecting the mea-
surement are under investigation. Preliminary estimation concerning some of them have
been presented.

The expected sensitivity on the measured AΔ is quite limited with the data collected
during run I. During the run II phase, the LHC will be running at a center of mass
energy of

√
s = 13 TeV in 2015 and is expected to increase to

√
s = 14 TeV in 2016

and 2017. An additional integrated luminosity of 5-6 fb−1 is to be added to the 3 fb−1

already collected in run I. The cross-sections for bb̄-production should be around 500
μb at

√
s = 14 TeV, i.e. 1.8 times that of run I. At high energy, the occupancy of

the calorimeter is expected to increase, the reconstruction and selection of photons will
have to be adapted to the new running conditions and the photon identification tools,
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presented in this thesis, are to be readjusted. Assuming similar performance as in the
selection of run I data, the LHCb is expected to increase by a factor of five the B0

s → φγ

sample collected so far. With this amount of statistics, the statistical resolution on the
measured AΔ will go down to 0.15.
The LHCb detector upgrade is scheduled for 2018 and consists of a complete redesign
of the readout system and the trigger in order to read out the full detector at the bunch
crossing rate and perform the triggering in only software to allow selecting efficiently
the interesting flavor decay chain. With the upgrade, a significant increase of statistics
is expected. The experiment should operate at an instantaneous luminosity of up to
2 × 1033cm−2s−1. Almost 5 fb−1 of integrated luminosity is to be collected each year.
Precise measurements in beauty and charm sector with experimental precision of the
order of the theoretical uncertainties will be carried out.
For what concerns the analysis presented here, this increase in statistics will not only
reduce the statistical resolution on the measured AΔ to the few percent, but it will also
make the analysis sensitive to the flavor-dependent terms in the time-dependent decay
rate, SCP and CCP , which provides information on the photon polarization, and hence,
a full flavor-tagged analysis can be envisaged.

The measurement of the photon polarization will be one of the important measurements
addressed by several analysis at LHCb in the coming years. The analysis presented in
this thesis demonstrates, along with other analysis, the capability of LHCb to perform
precision measurements with radiative decays. The work done stands as a corner stone
on which future analysis that aim to measure the photon polarization will be built. This
measurement will be one of the unique key measurements in the LHCb physics program.
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Appendix A

B → V γ and B → V J/ψ time
acceptance alignment

Based on kinematical considerations a procedure is proposed to align the selection ac-
ceptance at low proper time of two different decays of the B meson to (quasi) two-body
final states with a common resonance. The kinematical basis of the procedure is ad-
dressed in section A.1. The derived procedure for the time alignment and its validation
is discussed in section A.2.

A.1 Kinematical basis of the procedure

A.1.1 Definitions

Let’s consider two different decays, denoted (A) and (B), of a particle X to (quasi)
two-body final states with a common component Y :

(A) : X → Y + ZA

(B) : X → Y + ZB

In the decay rest frame, the momentum of the Y component, denoted p∗A and p∗B for the
decays (A) and (B) respectively, is determined by the mass relation :

p∗A(B) =

√
(m2

X −m2
Y −m2

ZA(B)
)2 − 4.m2

Y .m
2
ZA(B)

2.mX
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As an illustration, the table A.1 compares the kinematics of the K∗0 and the φ resonances
in the B(s) decay frame for the radiative and cc̄ modes (B0 → K∗0γ, B0 → K∗0J/ψ)
and (Bs → φγ, Bs → φsJ/ψ), respectively.

p
 (Mev/c) E
 (MeV) β
 = p∗c
E∗

B0 → K∗0γ 2564 2714 0.944
B0 → K∗0J/ψ 1577 1808 0.872
ratio ρp∗ = 1.63 ρE∗ =1.50 ρβ∗ =1.08
Bs → φγ 2583 2777 0.93
Bs → φJ/ψ 1583 1883 0.84
ratio ρp∗ = 1.63 ρE∗ =1.47 ρβ∗ =1.11

Table A.1: Kinematics of the K∗0 meson in the rest-frame of the B0 → K∗γ and B0 →
K∗0J/ψ decays (top) and the φ meson in the Bs → φγ and Bs → φJ/ψ decays (bottom).

In the limit of large boost of the mother particle (β = pX
EX

∼ 1), the projections with
respect to the boost-axis of the Y momentum in the lab-frame, �p, is given by the ap-
proximate Lorentz transformation :

p‖ = p.cos(θ) = γ.[E∗ + β.p∗.cos(θ∗)] ∼ γ.[E∗ + p∗.cos(θ∗)] (A.1)

p⊥ = p.sin(θ) = p∗.sin(θ∗) (A.2)

where γ = (1−β2)−
1
2 is the Lorentz factor and θ and θ∗ are the angle of the Y momentum

with the boost-axis in the lab-frame and in the decay rest-frame respectively. A given
kinematical configuration in the lab frame is completely defined by the set (p∗, θ∗, γ)
(the direction of the boost, independent of the decay type, is omitted as irrelevant for
the discussion addressed here)

A.1.2 Kinematical matching

Let’s connect the kinematical configuration (p∗B, θ
∗
B, γB) of the decay B to a configuration

(p∗A, θ
∗
A, γA) of the decay A, via a matching relation denoted MB→A

0 :

MB→A
0 =

⎧⎨⎩ p∗B. cos(θ
∗
B)× ρE∗ = p∗A.cos(θ

∗
A)

γB/cos(θB)× ρp∗

ρ2E∗
= γA/cos(θA),

(A.3)

where ρE∗ =
E∗

A
E∗

B
and ρp∗ =

p∗A
p∗B

are constant ratios (see table A.1 for specific values).
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It is worth noticing that in case of an acceptance limited to the very forward region
(cos(θA) ∼ cos(θB) ∼ 1), the ratio of the Lorentz factors is essentially independent of
the angular kinematics : γA/γB ∼ ρp∗/ρ

2
E∗ = ρβ∗/ρE∗ .

The Y momenta in the lab-frame for the decays (A) and (B) are related as :

pA.cos(θA) = γA[E∗
A + p∗A.cos(θ

∗
A)]

= γB[E∗
B + p∗B.cos(θ

∗
B)]× [

cos(θA)
cos(θB)

.
ρp∗

ρE∗
] = pB.cos(θA)× ρp∗

ρE∗
. (A.4)

Combining relations A.3 and A.4 we obtain :

pA
pB

=
ρp∗

ρE∗
= ρβ∗ =

cos(θ∗B)
cos(θ∗A)

. (A.5)

In other words, the kinematical quantity p.cos(θ∗) is conserved between decays (A) and
(B) under the matching relation MB→A

0 in the limit of large boost :

pA.cos(θ∗B) = pB.cos(θ∗A)

The invariance of the transverse momentum with respect to the boost direction (A.2)
provides the relation :

sin(θA)
sin(θB)

=
ρp∗

ρβ∗
.
sin(θ∗A)
sin(θ∗B)

= ρE∗ .
sin(θ∗A)
sin(θ∗B)

=
ρE∗

ρβ∗
.

√
ρ2β∗ − cos2(θ∗B)√
1− cos2(θ∗B)

. (A.6)

The domain of validity of the matching relation and other possible matching choices
are discussed in section A.1.4.

A.1.3 Geometrical matching

In the case of a long-lived particle X, useful relations on the geometrical quantities
relying on the decay vertex displacement can be derived from the above kinematical
matching MB→A

0 . The relevant kinematical and geometrical quantities are reported on
the decay sketch on figure A.1

• Flight distance and related quantities
The decay time of the mother particle X being independent of the decay final
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Figure A.1: Sketch of the decay in the rest-frame (dashed) and in the lab-frame (solid). The
relevant kinematical and geometrical quantities are indicated.

state, the flight distances Fd = βγct for the configurations of (A) are related to
the one of (B) in the same ratio as the Lorentz factors under MB→A

0 . The latter
ratio is constant in a very good approximation for boosted decays in the forward
region covered by the LHCb acceptance.

FdA
FdB

=
γA
γB

=
ρβ∗

ρE∗
.
cos(θA)

cos(θB)
∼ ρβ∗

ρE∗

Other geometrical quantities depending on the relative position of the decay vertex
with respect to the origin vertex also exhibits a scale relation under MB→A

0 .

Figure A.2: Distribution of simulated B0 → K∗0γ (left) and B0 → K∗0J/ψ (right) events in
the 2-dimensional plane (ΘDIRA,Fd−1). Linear fit of the profile histograms is superimposed.

This is the case for the direction angle, cos(ΘDIRA) = �ud.�uX where �ud and �uX

are the unit vectors associated to the measured flight distance and X momentum,
respectively. As shown on figure A.2, this quantity is strongly anti-correlated to
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the flight distance. The average ΘDIRA varies almost linearly with the inverse of
Fd. From a linear fit, < ΘDIRA >= α/Fd, of the profile histograms displayed on
the figure A.2, the ratio of slopes α is found to be :

αA
αB

= (1.32± 0.01)

for the decay pair (A,B)=(B0 → K∗0γ,B0 → K∗0J/ψ). As a consequence, ΘDIRA

scaling under MB→A
0 is roughly expected to be :

< ΘA >

< ΘB >
=

αA
αB

.
FdB
FdA

∼ 1.32× ρE∗

ρβ∗
∼ 1.84 (A.7)

for that decay pair. Similar behavior is obtained for (A,B)=(Bs → φγ,Bs →
φJ/ψ)

Another related quantity, is the isolation vertex variable, Δχ2
min, which quantifies

the compatibility of the decay vertex with any other track coming from the origin
vertex. This variable propagates the same information as the distance of closest
approach of the track with the decay vertex which increases proportionally to the
flight distance.

• Impact parameters
The impact parameter of the Y resonance is defined as Ip(Y ) = Fd.sin(θ), leading
to the relation under MB→A

0 :

Ip(Y )A
Ip(Y )B

=
γA.sin(θA)
γB.sin(θB)

=
ρβ∗

ρE∗
.
sin(2θA)
sin(2θB)

In the limit of small angles in the lab frame and using (A.6) we obtain :

Ip(Y )A
Ip(Y )B

= ρβ∗ .
sin(θ∗A)
sin(θ∗B)

= ρβ∗ .

√
1− cos2(θ∗B)/ρ

2
β∗√

1− cos2(θ∗B)
. (A.8)

In the case of a large boost in a limited forward acceptance and with ρ2β∗ ∼ 1, the
Ip(Y ) ratio turns to be approximatively constant :

Ip(Y )A
Ip(Y )B

∼ ρβ∗ .
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Figure A.3: Distribution of Ip(K∗0)A/Ip(K∗0)B from eq.(A.8). The rest-frame angle θ∗B is
obtained from (B)=B0 → K∗0J/ψ simulated events and ρβ∗=1.08 corresponds to (A)=B0 →
K∗0γ decay.

This is the case in a reasonable approximation for the (B → V γ,B → V J/ ψ)
decays in the LHCb acceptance. Figure A.3 display the distribution of

Ip(K∗0)A/Ip(K∗0)B = ρβ∗ .

√
1− cos2(θ∗B)/ρ

2
β∗√

1− cos2(θ∗B)

where θ∗B is obtained from (B)=B0 → K∗0J/ψ simulated events and ρβ∗=1.08 cor-
responds to (A)=B0 → K∗0γ decay.
As expected the distribution exhibits a large accumulation of events around the ρβ∗

value with a right tail shifting the average ratio to < Ip(K∗0)A/Ip(K∗0)B >=1.20.
Similar behavior and average value ( < Ip(φ)A/Ip(φ)B >=1.22) is obtained when
applying the matching relation to the decay pair (A,B)=(Bs → φγ,Bs → φJ/ψ).

The above relation directly propagates to the χ2
Ip(Y ) variable defined as χ2

Ip(Y ) =

Ip2(Y )/σ2
Ip(Y ). Assuming a smooth variation of the Ip(Y ) resolution, σIp(Y ), the

expected scaling factor for that quantity is :

χ2
Ip(Y )A

χ2
Ip(Y )B

=

[Ip(Y )A
Ip(Y )B

]2
.
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In case the particle Y is a short-living resonance, the X selection usually relies on
the impact parameter of the charged products of the Y decay. Let’s assume the
two-body decay Y → h+h−. The impact parameters of h+ and h− are correlated
to the Y impact parameter convoluted with the angular decay distribution in the
Y rest-frame. In case the Y resonance has a different helicity structure between
decay (A) and (B) the almost-constant scaling feature of the Ip(Y ) variable does
not propagate to the impact parameter of the decay products, Ip(h±) state. This
is the case for the decay pair (B → V γ,B → V J/ ψ), where V is the vector
meson K∗0 or φ. The radiative decay V γ of the pseudo-scalar B only allows
for transversal helicities of the vector meson V while the V J/ ψmode receives a
longitudinal contribution. In that case the helicity distribution of the V decay
must be taken into account in the alignment procedure as described in section
A.2. It is worth noticing, however, that in the specific case V = φ → K+K−,
the impact parameters of the two charged kaons produced almost at rest in the
φ rest-frame are mostly insensitive to the helicity structure of the decay and then
satisfy Ip(φ) ∼ Ip(K±).

A.1.4 Comments of the matching procedure

• Validity of the method
It is clear from the trigonometric relation (A.5) and (A.6) that the matching con-
dition MB→A

0 is only valid on a truncated space of the kinematical configurations
for the decays A or B. For instance, there is no physical configuration of the decay
(B) that can be matched to a configuration of (A) with ρβ∗ .cos(θ∗A) = cos(θ∗B) > 1,
i.e. the configuration space of (A) covered by the matching condition MB→A

0 is
possibly truncated when ρβ∗ > 1. Oppositely, it might exist configurations of (B)
that are unmatched to any configuration of (A) when ρβ∗ < 1. The validity domain
of the matching is thus limited to the angular configurations |cos(θ∗A)| < 1/ρβ∗ and
|cos(θ∗B) < ρβ∗ |. These validity conditions are both verified for the considered de-
cay pairs (A) : B → V γ and (B) : B → V J/ ψ reconstructed in the forward LHCb
acceptance. For both V = K∗0 and V = φ, the ratio ρβ∗ exceeds the unity by 10%
only and the |cos(θ∗A)| accepted range is limited to ∼ [−0.8,+0.8] as shown on the
figure A.4.

• Validity of the approximations
High boosts (β ∼ 1) and low angles (cos(θ) ∼ 1) have been assumed to establish
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Figure A.4: Distribution of cos(θ∗) for the selected sample of simulated B0 → K∗0γ events
(solid histogram) and B0 → K∗0J/ψ events (points).

the above scale relations between properties of the decay (A) and the decay (B).
These approximations are valid at the level of few per mille for the considered
decays in LHCb. The average velocity and angular aperture for the B → V γ

(B → V J/ ψ) selected events are < β >=0.998 (0.999) and < cos(θ) >=0.998
(0.999), respectively.

• Other matching relations
The choice of the matching relation MB→A

0 is not unique. Another relevant choice
is :

MB→A
1 =

{
sin(θB)× ρE∗ = sin(θA)

cos(θ∗B)/ρβ∗ = cos(θ∗A)
(A.9)

With that choice the kinematical quantity p.cotan(θ∗) is conserved between decays
(A) and (B) in the limit of large boost :

pA.cotan(θ∗B) = pB.cotan(θ∗A)

This matching choice however provides exactly the same relation between impact
parameters as the default choice MB→A

0 (see eq. A.8). It can be shown the
cancelation of the angular dependency in the Ip ratio can only be achieved with a
matching condition MB→A

IP that preserves the quantity p.sin(θ).cos(θ∗). However,
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the distributions of this kinematical quantity for the B → V γ and B → V J/ ψ

decays in the LHCb acceptance have a very short overlap and this matching can’t
be used for our time alignement purpose.

A.2 Alignment of the proper time acceptance

The acceptance at low proper time is induced by the selection cuts relying on the B decay
vertex displacement (impact parameters, direction angle, ...). In the case of a radiative
B → V γ decay, the vertex decay information is only provided by the charged tracks
coming from the decay of the vector meson V . Due to the different decay kinematics
and helicity structure between B → V γ and B → V J/ ψ, the same selection induces
different acceptance. Based on the above discussion on the kinematical matching (A.1)
the following three-step procedure is proposed to align the acceptance at low proper
time between the two different decays :

• The B → V J/ ψ candidates are reconstructed in such a way the J/ψ → μ+μ−

decays is not used in the decay vertex determination. This is achieved by applying
an arbitrarily large factor to the relevant elements of the covariance matrix of the
reconstructed muon tracks. The proper time acceptance is then generated only by
the selection cuts applied on the vector meson and its decay products, as it is for
the corresponding radiative decay.

• An event-by-event reweighing is applied on the B → V J/ ψ sample to statistically
reproduce the B → V γ distribution in the two-dimensional plane (p.cos(θ∗),θH),
where θH is the helicity angle of the V decay. The reweighing in the first direction
(p.cos(θ∗)) aims at aligning the kinematics according to the matching relation
MB→A

0 discussed above while the helicity reweighing accounts for the different
helicity-structure of the V decay.

• After the reweighing, the two different decays are assumed to exhibits almost-
constant ratios for the vertex-related variables that induces the low proper time
acceptance. A scaling factor is extracted for the relevant variables and the corre-
sponding selection cuts are scaled accordingly.





Appendix B

Photon calibration

In radiative B meson decays analysis [45], a bias in the reconstructed invariant mass of
the B meson has been observed both on data and simulation. This bias is estimated
to be around 0.5 % and it is due to a bias in the photon energy estimated to be of
the order of few percents, depending on the ECAL region and the photon category
(unconverted photon or lately converted photon identified with a SPD hit in front of
the ECAL cluster). This bias in the energy of the photon is induced by the calibration
procedure performed with the low energy photons coming from the π0 decays. A set
of ad-hoc calibration coefficients are applied to the photon energy on both data and
simulation to correct for this systematical bias. These coefficients are listed in tables
B.1 and B.2 for the sim06 and sim08 simulation versions respectively and in table B.3
for 2011 and 2012 data. This a-posteriori correction coefficients are only applied at the
analysis level, and thus, were neither included in the stripping nor the HLT processing.

Calorimeter area Inner Middle Outer
Converted Photons 1.037 1.003 0.982
Unconverted photons 1.034 1.010 1.001

Table B.1: Calibration coefficients applied to the photon energy on events simulated
with sim06 simulation version.
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Calorimeter area Inner Middle Outer
Converted Photons 1.044 1.010 0.989
Unconverted photons 1.041 1.017 1.008

Table B.2: Calibration coefficients applied to the photon energy on events simulated
with sim08 simulation version.

Calorimeter area Inner Middle Outer
Converted Photons 1.019 0.999 0.959
Unconverted photons 1.001 0.994 0.976

Table B.3: Calibration coefficients applied to the photon energy on 2011 and 2012 data
samples.



Appendix C

Definition of the different variables
used for selections

The definitions of the different variables used for the selection are introduced here

• The flight distance (Fd) is the distance covered by the reconstructed B meson
from its creation at the interaction point, named primary vertex (PV), to the
point where it decays, named secondary vertex (SV). The flight distance is related
to the proper time of the B meson through Fd = βγct where β and γ are the
Lorentz factors, c is the speed of light and t is the proper time of the B meson.

• The DIRection Angle, θDIRA, is the angle between the line connecting the PV
and the SV and the direction of the momentum of the B meson. It is given as
cos(ΘDIRA) = �u.�v where �u and �v are the unit vectors associated to the measured
flight distance direction and B momentum, respectively.

• The Impact Parameter (IP) of a given track x relative to a PV is the distance
of closest approach between the extrapolated track and the PV. It is defined as
IP = Fd.sin(θx) where θx is the angle defined by the track x and the flight distance
direction.

• η is the pseudo rapidity defined as η = −ln(tan(θ/2)) with θ being the angle
between the momentum of the particle and the beam axis.

• P is the momentum of a given particle.

• ET is the transverse energy with respect to the beam line: ET = E sin θ.
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• PT is the transverse momentum of a given particle with respect to the beam line:
PT = P sin θ

• γ/π0 separation is the output variable from the classifier trained to separate pho-
tons from merged π0 discussed in 3.5.

• γCL is the photon confidence level. This variable is a transformation in the [0,1]
range of the likelihood estimator discussed in 3.4.1 .

• In the selection cuts, M refers to the mass and ΔM refers to a mass range.

• The vertex χ2 of a reconstructed resonance quantifies the compatibility of the
tracks to decay from vertex.

• The vertex isolation cut of the B, Δχ2, quantifies the compatibility of the decay
vertex with any other track not associated with the decay’s tracks.

• ZPV is the z coordinate of the B reconstructed vertex.

• nPV is the number of reconstructed primary vertices in the event.

• IPχ2
next quantifies the compatibility of a given b hadron with the second most

probable PV that it can be associated with.

• The helicity angle for B → (V → h+h−)γ decay, θH is the angle between the
momentum of the B and the momentum of h+ in h+ rest frame.

• The Particle IDentification (PID) variables for charged particles exist in two ver-
sion:

– Variables named ProbNN rely on the Neural Net (NN) procedure imple-
mented at LHCb in 2012 (explained briefly in chapter 2.3.7) and are used
as: xProbNNx(y) is the hypothesis of identifying (misidentifying) x as being
x (y).

– Variables named PID rely on the ΔLL procedure implemented since the start
of LHCb (explained briefly in chapter 2.3.7) and are used as: xPIDx(y) is the
hypothesis of identifying (misidentifying) x as being x (y).

• The ghost probability of a track is the probability for this track to be reconstructed
from hits in the tracking system that belong to two separate tracks.
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• isMuon is a veto applied to select true muons. The veto is defined by the number
of hits in the muon stations.
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Résumé

Cette thèse est dédiée à l’étude des désintégrations B0
s → φγ au LHCb afin de mesurer la

polarisation du photon . Au niveau des quarks, ces désintégrations procèdent via une transition
pingouin b → sγ et sont sensibles aux eventuelles contributions virtuelles de Nouvelle Physique.
La mesure de la polarisation du photon permet de tester la structure V − A du couplage du
Modèle Standard dans les processus des diagrammes de boucles de pingouin. Cette mesure
peut être réalisée en étudiant le taux de désintégration dépendant du temps des mésons B. Une
analyse délicate a été faite pour comprendre la distribution du temps propre et l’acceptance
de sélection qui affecte cette distribution. Afin de contrôler l’acceptance de temps propre,
des méthodes basées sur les données ont été développées. Plusieurs stratégies utilisées dans
la mesure de la polarisation des photons sont introduites et des résultats préliminaires sont
présentés. De plus, une étude de certains effets systématiques est discutée. Dans le cadre
de l’étude des désintégrations radiatives, une nouvelle procedure d’identification de photons
a été développée et nous avons fourni un outil pour calibrer la performance de la variable
de séparation photon/pion neutre sur la simulation. Ces outils sont d’intérêt général pour la
collaboration LHCb et sont largement utilisés.

Abstract

This thesis is dedicated to the study of the photon polarization in B0
s → φγ decays at LHCb.

At the quark level, such decays proceed via a b → sγ penguin transition and are sensitive to
possible virtual contributions from New Physics. The measurement of the photon polarization
stands also as a test of the V − A structure of the Standard Model coupling in the processes
mediated by loop penguin diagrams. The measurement of the photon polarization can be done
through a study of the time-dependent decay rate of the B meson. A delicate treatment has
been done to understand the proper time distribution and the selection acceptance affecting
it. To control the proper time acceptance, data driven control methods have been developed.
Several possible strategies to measure the photon polarization are introduced and preliminary
blinded results are presented. A study of some of the systematic effects is discussed. In the
context of studying radiative decays, the author has developed a new photon identification
procedure and has provided a tool to calibrate the performance of the photon/neutral pion sep-
aration variable on simulation. Those tools are of general interest for the LHCb collaboration
and are widely used.

Keywords: LHCb detector - Heavy Flavor Physics - Radiative Decays - Effective
Field Theories - B0

s → φγ - Photon Polarization - Proper Time - Photon Identifi-
cation - γ/π0 separation.


