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RÉSUMÉ
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LA stimulation électrique des tissus neuronaux est une technique largement utilisée dans
la recherche en neuroscience et à des fins thérapeutiques. Ce travail est une contribution
à la conception des circuits et systèmes électroniques de stimulation. De tels circuits sont

requis dans quatre projets multi-disciplinaires en cours dans l’équipe Elibio de l’IMS, présentés
dans ce document :

• STN-Oscillations (ANR 08-MNPS-036) concernant l’étude de la Stimulation Cérébrale
Profonde (SCP),

• HYRENE (ANR 2010-Blan-031601), ayant pour but le développement d’un système
hybride de restauration de l’activité motrice dans le cas d’une lésion de la moelle épinière,

• BRAINBOW (European project FP7-ICT-2011-C), ayant pour objectif l’élaboration de
neuro-prothèses innovantes capables de restaurer la communication autour de lésions
cérébrales,

• CENAVEX (ANR et NSH AN13-NEUIC-0001-01), visant au développement d’un système
de stimulation en boucle fermée pour le contrôle de la respiration.

Cette thèse propose une approche de conception globale qui aboutira au développement d’un
système multi-applications, prenant en compte les spécificités de chaque contexte.

Dans un premier temprs, afin d’évaluer les contraintes liées à l’expérimentation in vivo et in
vitro, deux stimulateurs spécifiques ont été réalisés. Le premier permet la SCP chronique du rat,
résout la contrainte énergétique à l’aide d’une gestion dynamique de l’alimentation. Ce dispositif
a été fabriqué et implanté in vivo avec succès. Une expérimentation à long terme a été effectuée
afin de valider ses propriétés sur l’animal. Dans un second temps, un autre stimulateur a été
conçu en utilisant un FPAA (Field Programmable Analog Array). La conception de ce circuit
se concentre sur l’équilibrage des charges nécessaire à l’innocuité des sytèmes. L’architecture
obtenue permet une stimulation biphasique adaptative résultant en un faible courant équivalent
de fuite (moins d’un nano Ampère).

Afin d’aboutir à un stimulateur multi-application, un travail préliminaire de modélisation
de l’impédance de l’électrode, l’élément de charge du circuit de stimulation, a été mené. Une
méthode de mesure et d’identification d’un modèle non-linéaire est détaillée, basée sur une
approche par multi-modèles et fractionnaire.

L’approche multi-application est ensuite mise en oeuvre, basée sur un effet d’échelle pour le
dimensionnement des stimulateurs. Cet effet d’échelle lie la géométrie de l’électrode, le nombre
de canaux requis par application et les niveaux de courant mis en jeu : cet effet permet de proposer
une architecture de circuit multi-application. Un circuit intégré démontrant la faisabilité d’un tel
système a été conçu, fabriqué et testé avec succès. Un système de stimulation multi-application
basé sur ce circuit a été conçu, permettant de nouvelles recherches sur les quatre contextes
physiopathologiques présentés.

Enfin, un critère de mérite dédié à la stimulation est proposé. Ce critère prend en compte
l’efficacité énergétique et l’équilibrage des charges afin d’évaluer le degré d’optimisation d’un
circuit ou d’un système. Un tel critère de mérite est un concept novateur qui devrait permettre
une optimisation rationnelle des architectures de stimulation.

Mots Clés :
Stimulation Electrique, Système Nerveux, Impédance des Electrodes, Conception de Circuits

Intégrés Analogiques.
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ELECTRICAL stimulation of neural tissues is a widely used technique for both neuroscience
explorations and innovative medical devices. This work is a contribution to the design
of electrical stimulation circuits and systems. Stimulators are part of the experimental

setup in several multi-disciplinary projects conducted at IMS (group Elibio), presented in this
document:

• STN-Oscillations (French ANR 08-MNPS-036), studying Deep Brain Stimulation mecha-
nisms (DBS),

• HYRENE (French ANR 2010-Blan-031601), aimed at developing a hybrid system coupling
artificial and biological neural networks to restore locomotion after spinal cord lesion,

• BRAINBOW (European Project FP7-ICT-2011-C), working on designing a neuro-prosthesis
capable of restoring lost communication between neuronal circuits,

• CENAVEX (French ANR and American NSH AN13-NEUIC-0001-01), proposing a novel
design for a closed-loop system for respiration control.

This thesis integrates the specificities of each context and considers global therapeutic
application issues, with the aim of proposing an original, global approach to designing the
architecture of a multi-application stimulator.

First, in order to evaluate the constraints related to our in vivo and in vitro contexts, an
embedded stimulator for chronic DBS experiments in rodents was developed and successfully
implanted in vivo. This design was optimized for power management during long-term experi-
ments. The stimulator characteristics were assessed with behavioural tests on a rat population.
Then a second, specific stimulator was designed using Field Programmable Analog Arrays for
accurate charge balancing, as well as to fulfil strong constraints to ensure tissue integrity. The
proposed charge-sensing architecture produced adaptive biphasic stimulation with sub-nano
ampere DC-equivalent current.

With a view to a global approach to stimulator design, an accurate model of the electrode
impedance was built, to represent the concrete load of a stimulator. A measurement protocol
based on biphasic current-controlled solicitations and a modelling procedure relying on an
original fractional multi-model are described.

The first step in this multi-application design approach was to investigate an electrical sizing
scale effect. This involves electrode geometry, the number of channels per application, and the
implied current levels. A proof-of-concept ASIC was designed and successfully tested. A board
for adaptive stimulation was then able to be deployed in the ongoing research projects.

Finally, a dedicated Figure of Merit is proposed for stimulation. This criterion takes energy
efficiency and charge balancing into account to quantify the degree of optimization of a circuit
or system. This Figure of Merit is a novel concept that facilitates rational optimization of
stimulation architectures.

Keywords:
Electrical Stimulation, Nervous System, Electrodes Impedance, Analog IC Design.
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ACTIVE implantable medical devices are used to treat numerous pathologies. Based
on combined advances in neuroscience and electronics, a growing number of neuro-
prostheses, from Deep Brain Stimulation for Parkinson’s Disease to promising retinal

implants, have been designed and implanted, significantly improving patients’ quality of life.
Stimulation implants are complex heterogeneous systems, systematically designed for a specific
application, with a corresponding set of specifications and constraints. The design workflow is
thus a challenging step in developing novel therapeutic devices. This research was conducted in
the Elibio group, which focuses on electronics interacting with biology, with a special interest
in adaptive circuits involved in hybrid, closed-loop systems. In the group’s ongoing multi-
disciplinary projects, stimulation circuits are used to induce a physiological response after
pathological signature recognition. Considering the variety of application targets, a global
approach was adopted to designing stimulation circuits and systems, resulting in the design and
fabrication of a multi-application system.

To reach this final objective, preliminary research was conducted into specific systems
addressing one in vivo and one in vitro applications. These investigations highlighted the general
design rules of stimulation circuits, as well as illustrating the differences between state of
the art stimulation systems. The terminal load of stimulators - electrodes - was also studied.
The electrode-tissue interface is naturally dependent on the application and thus highlights its
specificities. As electrode-tissue impedance is a required quantity in sizing electrical stimulation
front-ends, it is a natural starting point for a global design approach.

This document is divided into three parts. The first part explores the scientific context.
Chapter 1 provides an overview of the basic principles of electrical stimulation of the nervous
system, illustrated with the physiopathological context of the research projects. Chapter 2
describes materials, circuits, and systems for electrical stimulation, based on the state of the art.

The second part presents two specific designs that have been implemented. Chapter 3 explains
the design, fabrication, testing, and biological assessment of an embedded stimulator for chronic
Deep Brain Stimulation in rodents, with a special focus on optimizing power consumption.
Chapter 4 presents the design of a solution addressing tissue safety and stimulation efficiency,
tested using Field Programmable Analog Arrays, in collaboration with the CaDSP research
group at Georgia Institute of Technology (Atlanta, USA). This system is an example of charge
balancing optimization.

The third part formalizes the global stimulator design approach. Chapter 5 is dedicated to
electrode-tissue impedance, giving details of a measurement bench and an in vivo compatible
protocol, leading jointly to the identification of a fractional, non-linear model. Chapter 6
outlines the principle of the multi-application architecture. A scale effect, combining loading
impedance and current level, is presented as the starting point for the design flow. The design of
a proof-of-concept IC and its integration in a system are then explained. Chapter 7 proposes a
stimulation-dedicated Figure Of Merit (FOM), quantifying the degree of optimization, based
on the previous work - the two specific designs and the multi-application approach - and a
collaboration with the Sensors Systems and Circuits research group at University College London
(UK). The FOM was based on energy efficiency and the charge-balancing metric explored in
part II, thus facilitating further optimization of a multi-application stimulation system.





PART I

SCIENTIFIC CONTEXT

"Men whose research is based on
shared paradigms are committed to the
same rules and standards for scientific
practice. That commitment and the ap-
parent consensus it produces are pre-
requisites for normal science, i.e., for
the genesis and continuation of a par-
ticular research tradition."
T. S. KUHN, Structures of Scientific
Revolutions, P. 11, 1962





CHAPTER 1

ELECTROPHYSIOLOGY AND NERVOUS
SYSTEM





ELECTRICAL stimulation is a widely-used technique for induce reactions in excitable cells
and tissues. Electronic implants have extended the range of possible therapeutic appli-
cation. However, electrical stimulation is still a subject of research: in electrophysiology,

an accurate understanding of the phenomena underlying tissue excitability leads to improvements
in actual implants, thus increasing patients’ quality of life. In the electrical engineering field,
electrical stimulation applications are challenging in terms of integration and adaptation to their
context.

Dealing with these aspects requires a general understanding of electrical stimulation. While
the history of electrophysiology and electrical engineering share common references, state-of-the-
art electrical stimulation is closely linked to biology. This chapter explains external stimulation
and its applications. A historical approach is followed by a detailed description of the biology of
the neural system and neural excitable cells. An explanation of the principle behind electrical
cells is followed by four examples of electrophysiological stimulation likely to be covered by a
multi-application stimulation system.

1.1 A brief history of electrical stimulation
The link between biology and electricity has been made for more than two millennia, however

it was not studied really as long as understanding of both biological and electrical phenomena
was weak. A general time-line of the evolution of stimulation is constructed in figure 1.1(a). The
first modern foundation of experimental electrophysiology was performed around 1660 by the
Dutch biologist Jan Swammerdam. One of these experiments is illustrated in the figure 1.1(b).
This setup is based on a nerve-muscle preparation, on which an ’irritation’ of the nerve can be
performed, inducing a mechanical reaction of the muscle. The irritation was performed with a
silver wire that could cause electrical stimulation (Cobb, 2002).

First enhancements of the stimulation were made at the end of the 19th century. The first
demonstration of a stimulation basic circuit was performed after the invention of Leyden jar, the
first electrical storage device. The best example is the experiment performed by Galvani and
Aldini (1792) as illustrated by figure 1.1(c), on ’animal electricity’. This experiment illustrated
the electrical nature of the neural impulse and allowed a first investigation correlating stimulation
strength and mechanical response. It is also the first demonstration of functional electrical
stimulation on a limb.

Further and similar experiments were performed by Volta (1800). In a letter dated of 1800, A.
Volta signs a major contribution on both electrophysiology and electrical engineering, with the
description of the first electrochemical battery. The test of such devices was highly qualitative
as no clear electrical unit system was defined. Consequently, Volta describes effects of this
electricity on body, and writes the first description of ’crackling and boiling’ sensations.

Half a century later, advances have been performed, giving a better understanding of neural
mechanisms. The electrical current is associated to the neural electrical activity by Matteucci
(1842), using first electrical measurements by galvanometers. This discovery allows a direct
quantification of the neural cell response to the stimulation. Next advance comes from Helmholtz
(1850), who measured the celerity of the electrical signal propagation on the nerve and performed
the first quantitative study of an electrical stimulation on excitable cells. It can be noticed that
these two major advances were performed in a historical context of major advances in physics
and more specifically at the time of the first formulation of modern electro-magnetic theory by
Maxwell (1863).

The 20st century is the time of the fundamental advances for stimulation. The evolution
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Figure 1.1 – (a) Key dates for the history of electrophysiology for neural stimulation and electrical
engineering. (b) Nerve-muscle preparation from Swammerdam (1758) (c) Illustration of the laboratory
of L. Galvani with limbs and electrical generators from Galvani and Aldini (1792) (d) Image of the first
implanted cardiac pacemaker in 1958 (photography from Siemens) (e) Image of recent implant for Deep
Brain Stimulation (image from Medtronic)
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of both physics and biology allows scientists to conduct quantitative experiments and propose
explanation of observed phenomena. One illustration of these explanations is the first application
of the electro-chemistry laws to electrophysiology. In the beginning of the 1900s, the Nernst
law is applied to the neural cell by Bernstein (1902). In the middle of this century and with the
growing of the Big Science (as defined by Weinberg (1961)), a succession of discoveries led to a
better understanding of the stimulation and the possibility of integration for stimulation circuits.
Bio-realistic neural models are developed by Curtis and Cole (1940) and then by (Hodgkin and
Huxley, 1952) that are rewarded by a Nobel prize in 1963. Simultaneously, in the electrical
engineering field, once can note the discovery of the transistor by J. Bardeen, W. Schokley and
W. Brattain and invention of planar fabrication processes by J. Kilby.

All these contributions made possible the use of electrical stimulation for therapeutic purposes.
The first implanted electrical prosthesis were developed in the late 1950s, with discrete semi-
conductors. The first attempt of auditory recovery by stimulation of the auditory nerve was
performed by Djourno and Eyries (1957). Shortly after, the first cardiac pacemaker was developed
and successfully implanted by Elmgvist et al. (1963). These events were the beginning of
extended research on applications of stimulation for different pathologies. The recent advances in
neuroscience led to the understanding of different physiopathological mechanisms and successful
clinical trials are since the 1980s leading to the approval of new implants.

1.2 Addressing excitable cells and tissues
At least two kinds of excitable cells, producing an electric activity when stimulated with

electrical or non-electrical stimulus, can be found:

• muscles fibers: these cells can be excited to produce an electrical activity inducing
contraction,

• neuronal cells: these cells initiate and propagate electrical activity along the nervous
system.

This section focuses on this last kind of excitable cells. Hereafter, elements for a better under-
standing of the electrical activity of the nervous system are given, to be linked with the external
electrical stimulation protocols related to this work.

1.2.1 The nervous system: an input for therapeutic stimulation
The nervous system is the part of the living organism in charge of the coordination and

transmission of voluntary and involuntary actions and signals between the different parts of the
organism. At a microscopic level, the nervous system is mostly composed of neurons and glial
cells. Neurons can be of various types, however they have in common the transmutation of a
physical stimulus to an electrical signal and its transmission. Glial cells mostly maintain the
homoeostasis of the nervous system. The repartition of these two groups of cells can vary with
the spatial distribution on the nervous system. For electrical stimulation, one can focus on the
neural cell as its physiology explains the transduction from electrical stimulus to the biological
reaction.

As illustrated in figure 1.2(a) the nervous system of vertebrates can be separated into the
central nervous system (CNS) and the peripheral nervous system (PNS). The CNS consists
in the brain, exerting centralized control over the body organs, and the spinal cord that is a
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Figure 1.2 – (a) Overview and structural representation of the nervous system; (b) Illustration of the main
approved therapeutic targets for electrical external stimulation along the nervous system.

tubular bundle containing neural cells extending from the brain. This last structure is not only
a transmission pathway, but contains neural circuits controlling numerous reflexes and central
pattern generators.

The PNS mainly consists in nerves that ensure the connexion of the CNS to the limbs and
organs. It can be subdivided into two main sections as summed up by figure 1.2(a), considering
the direction of the neural signal propagation:

• the afferent division transmits the neural signal from the sensitive neurons to the CNS;
different kinds of information can be transmitted, from the somatic or visceral system to
other information involved in the maintain of homoeostasis; this pathway is a source of
information for the CNS to provide feedback;

• the efferent division transmits neural signal from the CNS to the motor neurons control-
ling muscles and to the glands. This section controls the biologic actuators.

Both CNS and PNS can be electrically stimulated. Historically, first attempts of electrical
stimulation were conducted on the PNS as the physiological reactions are the most obvious. The
main targets for electrical stimulation are summed up in figure 1.2(b). Basically, therapeutic
applications involving stimulation can be separated in different categories:

• the sensory feedback applications: by stimulating the afferent division of the PNS. A
famous example of such treatment is the cochlear implant providing hearing in case of
deafness. First tries of auditory stimulation have been made by Djourno and Eyries (1957)
more than half century ago, and system integration has been remarkable since then as
explained by Zeng et al. (2008). Cochlear implant is probably the most commonly im-
planted PNS stimulation hardware, however technology improvement are still in progress,
as expressed by Wilson and Dorman (2008). An other example is artificial vision, that
has been demonstrated only a decade after Djourno attempts that the stimulation of the
visual cortex can induce vision sensation (Brindley and Lewin (1968)); however recent
evolutions in technologies resulted in implants for retinal stimulation as shown in Mar-
galit et al. (2002), that successfully increased patients visual perception as explained in
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Chow et al. (2004). More recently, successful integration of acceleration micro-sensors
and multi-channel stimulators made possible the development of vestibular prostheses as
detailed in Wall Iii et al. (2003) or Gong et al. (2008). The sensation feedback has also
been a research interest for prosthetic limbs as in Dhillon and Horch (2005). The main
challenge of sensory feedback applications is the understanding of the perception encoding
in the neural signal; consequently the different applications lead in highly specific research
objectives.

• the motor control applications: by stimulating specific efferent nerves, voluntary motion
or motor rhythms can be controlled of restored. Functional electrical stimulation (FES) is
one particular kind of stimulation aiming at movement rehabilitation after lesions such
as spinal cord injuries. Tests have been conducted and movement restoration can be
performed in some cases as summed up by Hamzaid and Davis (2009). However other
applications aim at restoring non-motor function. For example sacral stimulation can
be used to in case of faecal (see Jarrett et al. (2004)) or urinary (see Egon et al. (1998))
incontinence after spinal cord injuries. Also the respiratory rhythm can be controlled using
efferent PNS stimulation, more precisely the phrenic nerve, as explained in Bellemare and
Bigland-Ritchie (1984) or Mantilla and Sieck (2011), leading to techniques of pacing as
shown by DiMarco et al. (2002). Stimulation techniques of the efferent PNS have a wide
spectrum of applications.

• the CNS stimulation: this category can be subdivided in two sub-categories, separating
the stimulation of the brain structures and of the spinal cord. The stimulation of the
spinal cord is already successfully used for treatment of chronic pain as explained in
Linderoth and Foreman (1999). Recent advances also suggest spinal cord stimulation
as an interesting approach for movement rehabilitation, as explained by Jackson and
Zimmermann (2012), and successful rehabilitation of injured spinal structures was also
achieved by Courtine et al. (2009) with a combination of drugs and electrical stimulation.
Spinal cord stimulation leads to numerous motor applications as it is a natural target for
combination of the afferent and efferent neural signal, providing a simple access to motor
control neural circuits. Then, the stimulation of the brain structures also leads to different
applications. Deep Brain Stimulation (DBS) is now a well used technique for different
neurology pathologies such as Parkinson disease (see Limousin et al. (1995a)), chorea
(see Collins et al. (2010)) or depression (see Mayberg et al. (2005)). As for DBS, the
stimulation targets are deep nuclei structures of the brain and underlying phenomena are
not clearly identified. However other structures can be targeted, as for example the auditory
cortex for suppression of tinnitus as explained by De Ridder et al. (2004). A last example
of indirect CNS stimulation can be observed considering the sacral nerve stimulation
for epileptic seizures suppression as explained in Binnie (2000). If the stimulation is
located on a the PNS, it induces de-synchronization of brain electrical activity and permits
to prevent, abort or terminate seizures. All these applications address highly connected
structures of the brain and if the therapeutic approach shows improvement in patients’
quality of life, the patho-physiological mechanisms are not clearly identified, leading to
possible future improvement and new applications.

All these applications have in common the kind of target cell: the neuron. Consequently,
similarities can be oberved on used stimuli, electrodes and stimulation hardware. For a better
understanding of these similarities, let us consider the mechanisms of activation of neural cells.
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Figure 1.3 – Anatomical structure of the neuron (adapted from Kandel et al. (2000))

1.2.2 The neural cell

Neuron anatomy

Although different kinds of neural cells coexist in the nervous system, the global structure
of the neuron remains identical; this cell, represented in figure 1.3, can be subdivided in four
morphologically defined regions: the cell body, the dendrites, the axon and the pre-synaptic
terminals (see Kandel et al. (2000)).

The cell body, or soma, is the central part of the neuron. It contains the nucleus that holds
most of the genetic information. It is therefore the place where most of proteins occur. The
membrane of the cell section is responsible for non-linear processing. If the total input stimulus
exceed a certain threshold, an electrical activity event is generated.

The dendrites are the branched projections of a neuron that play the role of input devices. The
overall shape is metaphorically called the dendritic tree. This part conducts the electro-chemical
stimulation received from the other neural cells to the soma.

The axon, on the opposite side, plays the role of the output device of the neural cell. It
consists in an elongated fiber that extends from the soma to the terminal endings and transmits the
neural signal to downstream neurons through synapses to post-synaptic dendrites. The geometry
of this part of the cell is highly variable. Most axons of the nervous system are thin (between 0.2
and 20 µm in diameter (Kandel et al., 2000)), compared to the cell body (50 µm or more). If
the CNS contains entire cells, the PNS nerves mainly consist in cable-like bundle of axons that
propagate signals initiated at axon hillock in the CNS. Axons are insulated by a sheath of myelin,
a dielectric material, that prevents the electrical current from leaving the axon. This sheath is
periodically interrupted by the nodes of Ranvier, consisting in constriction of the myelin over
the axon. At the nodes of Ranvier, the axon is uninsulated and therefore capable of generating
electrical activity over a certain threshold. This succession of insulated and uninsulated sections
forms the basis of the neural signal propagation saltatory conduction.

At the interface between two neurons, the synapse is in charge of the signal transmission.
The mechanisms of synaptic transmission can be based on excitation either inhibition of the
post-synaptic cell in case of sufficient electrical activity of the pre-synaptic cell. Synapses are
involved in learning phenomena and also define the connections in a neural zone and between
parts of the nervous system.
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Neuron physiology

The electrical signal of the neuron is the evolution versus time of an electrical potential
difference between the intra and extra-cellular media. This voltage is resulting from the separation
formed by the cell membrane that surrounds every neuron. Ionic concentrations and exchanges
through this membrane are responsible for these electrical phenomena. Let us consider the
membrane voltage as represented in Figure 1.4:

Vmem = Vintra cellular − Vextra cellular (1.1)

At the equilibrium, when no perturbation or stimulation occurs, ionic concentrations in the
intra and extra-cellular media are not equal resulting in a resting potential; major concentration
differences can be observed onK+ andNa+ species. The resting potential can be calculated from
the Nernst equation (Feiner and McEvoy, 1994), usual values are between −60 and −70mV .

The cell-membrane consists in a phospholipid bilayer as graphically represented in figure
1.4. It acts as a powerful electrical insulator. As a consequence it can be modelled by a capacitor.
However ion transport through the membrane can occur due to the presence of transmembrane
proteins that act as ion channels or ion pumps, exchanging one or more ion kinds. A first accurate
quantitative description of resulting electrical phenomena was developed by Hodgkin and Huxley
(1952). This model results in a differential equation of the form:

Cmem
dVmem
dt

= −
∑

k

Ik + iext (1.2)

where the Ik represent the contributions of the different ions in the intra extra-cellular media.
More accurately these contributions are represented by channel conductances imposed by the
protidic structures and a reversal potential that can be obtained by applying the Nernst law over
the specy they conduce. Figure 1.4 illustrates a simple model with consideration of the K+, Na+

and a leakage channels. Imposed stimuli are represented by iext. Physically, this iext can be
imposed to the cell using patch-clamp techniques as in Hamill et al. (1981). Such techniques use
intra-cellular stimulation and are obviously invasive; the external stimulation that is in concern
for therapeutic purpose can nevertheless be understood from observation of this invasive method.
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Electrical signalling involves brief changes from the resting potential due to alterations in the
flow of electrical current across the membrane; alterations result from the opening and closing
of ion channels made by trans-membrane proteins, and thus change the value of the electrical
conductances. The evolution of the membrane voltage versus the external current can be viewed
on figure 1.5. For a positive current the membrane voltage increases. If a certain threshold
potential (generally around −55mV ) is reached, the neuron generates a peak activity called
the action potential. In case of a sub-threshold stimulation, the neuron only depolarizes, and is
more sensitive to additional stimulation. The virtual current firing the neuron with an infinite
stimulation is called the rheobase (Plonsey and Barr, 2007). For twice the rheobase, the time
required to fire the neuron is defined as the chronaxie as illustrated on the upper curve in Figure
1.5. Basically, the time to induce a spike is decreasing when the current increases, forming a
hyperbolic strength-duration curve for the stimulus shape.

On the contrary, if a reverse current is applied, the membrane voltage decreases and the
cell is hyper-polarized. In this case, before the cell returns to the resting potential, the current
required to induce an action potential is higher than the rheobase. From Figure 1.5 it can also
be observed that just after the peak of the action potential, the membrane is hyper-polarized as
well and returns slowly to the resting potential. This phenomenon is called the refractory period
during which the response to a stimulus is decreased.

Neural signal propagation

Neural signal propagation can be examined both on a single cell and between two different
cells. The propagation in a cell is of major concern to understand basic mechanisms of electrical
stimulation; it also governs the propagation of signal on nerves that are mainly composed of
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Hodgkin Huxley elements, (b) Illustration of a chemical synapse from KIN450 (2009)

axons. Synaptic propagation is the key for a global understanding of tissues interactions inside
the CNS. Both phenomena are illustrated in Figure 1.6.

Once an action potential is generated on the neuron surface, it propagates by saltatory
conduction. As described in Figure 1.3, the axon can be seen as a succession of myeline
isolated sections and Ranvier nodes where ions exchange can take place and provoke a new
action potential. The distance between two Ranvier nodes or simply the distance between
the ionic active sections induces an intracellular resistance resulting from local ionic gradient
concentration. These considerations allow for the representation of Figure 1.6(a), and lead to
a cable partial differential equation for both unmyelinated (see Rattay (1986)) and myelinated
fibers (see McNeal (1976)). The action potential is thus transmitted over the cell with ionic
transport as an electrical signal would be on a cable. The velocity of the action potential is
defined by the proportion of myeline that covers the fiber; this phenomenon is not modulated by
other conditions.

Between two neurons, the action potential has to cross a synaptic gap. Synapses can
be electrical either chemical; nevertheless this last type represents the majority of synapses in
vertebrates. An illustration of chemical synapses is presented in Figure 1.6(b). The depolarization
of the pre-synaptic cell activates the release of neurotransmitter molecules into the synaptic
cleft, which then binds to receptors on the post-synaptic cell. This binding opens ion channels,
thus initiating a change in membrane potential in the post-synaptic cell. If the transmission is
sufficient, it results in an action potential in the post-synaptic cell. Whether the synaptic potential
has an excitatory or inhibitory effect will depend on the type of receptor in the post-synaptic
cell for a particular neurotransmitter. Chemical synapses are capable of variable signalling and
thus can produce complex behaviours. They can mediate either excitatory or inhibitory actions
and produce electrical changes in the post-synaptic cell that last from milliseconds to many
minutes. Chemical synapses also amplify neuronal signals, so that even a small pre-synaptic
nerve terminal can alter the response of a large post-synaptic cell. Such phenomena highly
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modulate the global neural activity and explain the complexity of neural circuits.

1.3 Mechanism of extra-cellular stimulation

1.3.1 The external electrical field
When designing a stimulation circuit or material, the choice of the controlled quantity that is

delivered to the tissue via the electrode is of major concern. If first therapeutic implants were
mostly designed to provide voltage controlled signal, modern stimulators generally give the
choice between voltage or current stimulation. In recent systems, a current controlled stimulus is
preferred, as further illustrated in the document.

Inducing a neural response is performed by controlling the cell external electric field (
−→
E ),

governed by Maxwell equations. The electric field induces the electrical potential in space,
corresponding to the extra-cellular potential expressed in equation 1.1. For classical electro-
physiology studies, the electric field in the biological medium can be considered under the
quasi-static approximation, as this hypothesis leads to satisfying first approximation results
(Joucla and Yvert, 2012).

A first analysis of the extra-cellular electric field consists in reasoning with point monopole
sources, ie. local points in the space emitting a current I . The electric field can be expressed by
the negative gradient of a scalar potential V :

−→
E = −∇V (1.3)

Considering the extracellular medium as homogeneous with an electrical conductivity of σ,
Ohm’s law implies:

∇V = −
−→
J

σ
(1.4)

where
−→
J is the current density. Bipolar electrodes or more complex electrodes can be mathemat-

ically expressed as the combination of electrical monopoles (Plonsey and Barr, 2007), so as an
elementary point source. Considering previous equations, if the monopole delivers a current I ,
the current density magnitude can be determined at a distance r from the point source as:

‖−→J ‖ =
I

4πr2
(1.5)

Consequently, by substitution and after integration:

V (r) =
I

4πσr
(1.6)

This last equation leads to a simple representation of the electrical potential in the medium.
An illustration of two quasi-point monopole field is shown in figure 1.7(a). The left monopole
is supplied with a constant negative current and the right monopole has a constant potential of
0V , as an electrical ground. This basic representation corresponds to twisted electrode that are
commonly used in electro-physiology context. Equation 1.6 gives a basic understanding; the
contours near the dipoles describe circles, and in between two monopoles lines merge as the
superposition of potential is imposed by the linearity of the medium.

An illustration of the electrical potential for a needle electrode is given in figure 1.7(b).
Under the quasi-static approximation, Poisson equation based problems can be solved using
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(a) (b)

Figure 1.7 – Finite element simulation of the Poisson equation for two problems, one pole is driven with
a negative current and the other is an electrical ground; the electrical field contours are shown with black
lines, the colors correspond to the potential (deep blue for lowest potential, red for the highest), and vector
arrows represent the current density over space: (a) for a combination of two quasi-point monopoles (b)
for a classical needle electrode geometry.

finite element methods. From the drawn figures, it can be observed that the active electrode
lowers the extra-cellular potential of near cells. The current density is on the example of the
needle electrode mainly concentrated between the ground plane and the active pole; potential
is rapidly changing near the needle and the potential is more stable as the distance with the
electrode decreases. Locally, at the surface of the neural cell, the electrical potential can be
assimilated to the extra-cellular potential Vextra cellular of equation 1.1.

1.3.2 Triggering excitable cells
The low potential shown in the previous paragraph is not sufficient to explain the triggering

of near neural cells. It can be demonstrated (Rattay, 1989), considering the cable equation of the
signal propagation, that sub-threshold phenomena can be approximated by a first order system,
and that the triggering phenomena are linked to the second order derivative of the external
potential versus the neural axon axis. One can define an equivalent source for neuron triggering
called the activation function fa:

fa (r′, t) = λ
∂2Vextra cellular

∂r′2
= λ

∂2 V (r)|r′
∂r′2

(1.7)

where r′ is a restriction of the space coordinate r to the axon fibre axis, and λ is a proportionality
factor.

As written by Rattay (1989), if the membrane voltage is decomposed into its average value
and Ṽmem the variations around the resting potential, we write:

τ
∂Ṽmem (r′)

∂t
= fa (r′) (1.8)
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of depolarized and hyper-polarized zones (adapted from (Rattay, 1989))

where τ is the time constant of the equivalent first order approximation of the cell operating under
the threshold. This last equation implies that the cell is depolarized if the activation function is
positive and hyper-polarized if the function is negative.

This principle is illustrated by Figure 1.8. The external field geometry is illustrated in the
upper curve. Lower curves show the second order derivative of this shape, in case of a positive
(Anodic) current (1) and negative (Cathodic) current (2). Both cases generate positive activation
areas, however the cathodic stimulation produces a high amplitude central positive zone. The
anodic stimulation produces lateral areas with lower amplitude. As the activation function is
proportional to the membrane voltage variation through the factor λ, it can be observed that for
the same amplitude, the cathodic stimulation is more efficient to trigger the cells. Moreover, in
the case of the cathodic stimulation, the triggered cells are concentrated near the stimulation
monopole; referring to the needle shape presented in Figure 1.7(b), this area is located directly
near the active pole.

1.3.3 Wave-shape for external stimulation
The electrical stimulus is therefore designed over a negative current. This cathodic phase

shape is imposed by the same reasoning than explained for the intra-cellular stimulation strength-
duration, as the rheobase and chronaxy can be extended for extracellular stimulation (Holsheimer
et al., 2000). However the stimulation with a time-defined constant cathodic current Icathod pulse
is not sufficient to provide safe external stimulation.

As mentioned in Merrill et al. (2005b), the signal has to be charge-balanced to provide a
stimulation that will not result in electro-chemical reactions on the electrode surface or in the
tissue, due to the accumulation of residual electrical charges. Consequently, charge-balancing
gives a numerical condition on the current stimulus that can be expressed as:

〈Qstim〉 =

∫ Tstim

0

istim (t) · dt = 0 (1.9)

where Tstim is the stimulation period. There is no clear limit on the maximal timing under which
charge-balancing has to be performed, however a short term (over the range of the minute)
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unbalanced external stimulation leads to strong lesions of the tissue surrounding the electrode as
observed by Meissner et al. (2004).

Charge-balancing has then an impact on the global stimulation shape. A second phase
of reverse current has to be provided. This principle is illustrated in Figure 1.9. The charge
balancing can be provided through two different strategies:

• Active charge compensation: a positive or anodic current pulse is delivered to the electrode.
In order not to hyper-polarize neurons targeted by stimulation (Merrill et al., 2005b) or
depolarize untargeted cells in lateral zones, the anodic current Ianod is generally lower than
the cathodic current. Anodic time duration Tanod is then chosen to have a global charge
equal to over a stimulation period. Under the assumption that current are constants, the
anodic duration for charge balancing is calculated from:

Tanod = Tcathod ·
Icathod
Ianod

(1.10)

• Passive charge compensation: electrode is discharged through a resistor. This technique
is the most efficient to ensure tissue safety, however, the resulting current peak value is
not controlled and a high current value can hyper-polarize target neurons (Merrill et al.,
2005b) or depolarize untargeted cells. Lowering this peak current supposes to increase the
discharge resistor and thus increase the charge balancing time.

A time period of null current is generally added between the cathodic and anodic pulses.
As mentioned by Merrill et al. (2005b), it prevents from hyper-polarizing the cells that were
triggered by the anodic phase and guaranties the effectiveness of the stimulation. This timing is
in most situations equal to or lower than the cathodic pulse duration.

More complex waveforms can be found in the literature. These complex shapes are mostly
composed of individual biphasic wave-shapes as described in figure 1.9, generally with an
amplitude modulation (Wu et al., 2002). Other attempts of non-rectangular wave-shapes have
been performed in different contexts as described by Sahin and Tie (2007). Such signals can
lower the activation threshold, increase the charge injection capacity of electrode or lower the
energy over a period. However, the use non-rectangular waveforms remains marginal and will
not be considered in this document.
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Figure 1.10 – Functional description of the motor pathway anatomy; the pathway can be subdivided into
three levels: the upper level constructing movement orders, the medium level initiating, coordinating and
correcting with feedback signals, and the local level connected directly to the afferent and efferent fibres.
Numbers in the figure correspond to the order of presentation of pathological context in the next sections.

1.4 Electrical stimulation in different contexts over the mo-
tor pathway

Along this document, four particular contexts of stimulation will be of concern, corresponding
to four research projects conducted in our research group an related to stimulation. These
contexts share similarities as they involve the nervous system; however, their objectives are
mainly separated due to the related physiopathology. This section aims at explaining these
contexts, in an order following the motor pathway .

1.4.1 Overview of the motor pathway
Neurons involved in the motor pathway are various and of different kinds. The entire structure

of the nervous system is involved, from the preparation of the movement order, to the actuation
of muscles, the afferent induced sensation and error correction for an effective and accurate
motion. All involved cells respect an anatomic and physiological hierarchy. A block diagram of
this functional hierarchy is shown in figure 1.10. This structure is mainly divided in three parts:
the upper level includes the zones where the movement is decided, the medium level includes
the circuits responsible for the regulation of the movement and the local level contains the cells
generating and conducting the electrical signal to the muscle, as well as the sensory signals.

A movement is initiated from the cortical zones, that can include the sensory-motor cortex,
the association areas, the memory or emotions areas. However, the incoming information always
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converges to the sensory-motor cortex that commands, decomposes and generates a sequence to
initiate the movement. These types of cortical tissues are studied in the ’Brainbow’1 project.

Under the cortical zones the signal is partially relayed to sensory and motor signals to
the Brainstem via the Pyramidal tracts and the Thalamus. However, the signal converging
through the Thalamus is also partially processed by the Basal Ganglia. These structures are
in charge of eliminating undesired movement and initiating the signal of the movement via
moto-neurons. Dysfunctions of these structures induce motor pathologies such as Huntington
chorea or Parkinson’s disease that are addressed with the Deep Brain Stimulation that will also
be studied in this manuscript2.

The descending signal reaches then the Brainstem where it is regulated by the Cerebellum.
This structure plays the role of a regulator or a corrector. It takes into account the incoming
afferent signal to regulate the descending motor control signal to lessen the error between the
desired movement and the effective motion. Once the correct motor signal is elaborated, it
is conducted to the spinal cord. This structure contains afferent and efferent connections that
are directly connecting the muscles and the receptors. However, the spinal cord also includes
rhythms generators called Central Pattern Generators that produce the direct signals to drive the
actuator, considering the afferent information. The stimulation of such structures is an item in
the ’Hyrene’3 project. A last example of stimulation is also of concern considering the terminal
moto-neurons in contact with the muscles; this kind of stimulation is made in the ’Cenavex’4

project where the motion of the diaphragm is controlled.

1.4.2 The BRAINBOW Project: a new approach on cortical prosthesis
As the motor pathway upper level is composed of cortical zones, it seems to be a natural place

for rehabilitation. However, only very recently scientific interest has been devoted to in vivo
cognitive neural prostheses for rehabilitation. The first ever hippocampal prosthesis improving
memory function in behaving rats has been presented in recent papers, as illustrated in (Song
et al., 2009).

The realisation of such prostheses implies that we know how to interact with neuronal cell
assemblies, taking into account the intrinsic spontaneous activation of neural networks and
understanding how to drive them into a desired state in order to produce a specific behaviour. The
long-term goal of replacing damaged brain areas with artificial devices requires the development
of neural network models to be fed with the recorded electro-physiological patterns, and yield
the correct brain stimulation aimed at recovering the desired functions.

Investigations are then based on a closed loop hardware, which back-end consists in a multi-
channel stimulation system. As the target tissues for stimulation are not clearly identified, the
system used should adapt to a large variety of electrodes, and have a large variation of stimulation
parameters.

1.4.3 Deep Brain Stimulation for Parkinson’s Disease
The Parkinson’s Disease is a neuro-degenerative disease, first observed by James Parkinson

in 1817, that can be defined as the syndromes associated to specific neuropathologic lesions. The
major syndromes of the disease are motor perturbations such as bradykinesia, akinesia, resting

1European project FP7-ICT-2011-C
2STN-Oscillation, French ANR 08-MNPS-036
3French ANR 2010-Blan-031601
4French ANR and American NSH AN13-NEIC-0001-01
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Figure 1.11 – Schematic representation of the physio-pathology of Parkinson’s Disease over the Basal
ganglia. The normal motor control circuit is based on excitatory or inhibitory connections of different
ganglia. PD results from a loss of dopaminergic neurons in the Substanca Nigra pars compacta (SNc),
moving the equilibrium over a complex loop made by the Putamen, the Globus Pallidus external (GPe),
the Subthalamic Nucleus (STN), the GLobus Pallidus internal (GPi), the Substanca Nigra pars reticula
(GPr), the PedunculoPontine Nucleus (PPN) and the Ventral Lateral (VL) thalamus.

tremor, rigidity and postural disorders. These symptoms result from the progressive degeneration
of dopaminergic neurons of the Substanca Nigra pars compacta (SNc), a part of basal ganglia
(Ehringer and Hornykiewicz, 1998). This degeneration implies a disorganization in the electrical
activity of the motor loop control formed by the basal ganglia as illustrated by Figure 1.11.

A therapeutic medication is often the first solution to reduce symptoms. Treatments are
based on the compensation of the dopaminergic neuron depletion by an intake of Levo-Dopa
(L-Dopa), a precursor of the dopamine that crosses the protective blood-brain barrier whereas
the dopamine in itself cannot. This approach is a solution against the three major symptoms
of the disease (akinesia, tremors and rigidity), however, its efficiency is decreasing with time;
it results in apparition of disabling complications such as induced diskynesia as described by
Hauser (2009).

A second approach can be chosen when chemical medication becomes inefficient. This
treatment consists in a high frequency (around 130Hz) stimulation of basal ganglia structure with
an implanted stimulator and electrode. For the PD, the first attempt of Deep Brain Stimulation
(DBS) treatment was applied in the Ventral Intermediate Nucleus (VL) (Benabid et al., 1991),
which stopped tremors; afterwards and considering the physio-pathological loop illustrated by
Figure 1.11, studies on stimulation of other structures were performed, like in the Globus Palidus
pars interna (GPi), or Sub Thamalamic Nucleus (STN) (Limousin et al., 1995b). Presently,
the electrodes of DBS implanted devices for PD are mostly placed in the STN as this therapy
eliminates tremors, akinesia and rigidity (Limousin et al., 1995a). Effects of DBS are similar
to those observed with surgical lesioning of structures involved in the physiopathology of PD
Bergman et al. (1990), a therapy that was abandoned due to unacceptable risks. The STN DBS is
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(a) (b)

Figure 1.12 – Illustration of the HYRENE project (a) the injured spinal cord is prepared for generation
of commands ordered by stimulation in the brainstem; motor-like activity is observed on lumbar ventral
roots; the setup consists in micro-electrodes array for recording and stimulating spinal neurons; the bridge
between the two arrays is performed by neuromorphic circuits. (b) Photography of one MEA fork placed
in the ex vivo spinal cord; four glass micro-pipette electrodes are placed for lumbar activity recording.

mainly considered to induce an inhibition of this structure and lessen the excitatory output to all
others structures as it can be observed in the Figure 1.11, limiting the electrical disorganization
of overall basal ganglia activity.

However, even if the effect of DBS on PD symptoms is well established, the exact underlying
mechanism remains unclear as expressed by Hammond et al. (2008). Moreover, this surgery can
lead to side effects. The majority of them is linked with the surgery (Benabid, 2003), neverthe-
less adverse events such as psychiatric disorders, cognitive changes, dyskinesia, dysarthria as
described in Kleiner-Fisman et al. (2006), and weight gain as described by Rieu et al. (2011),
can be observed. Further researches aim at DBS therapy by devices improvements and limiting
side effects. This kind of research requires to mimic the human therapy on animal model for a
long period, so that motor and behavioural tests can be performed.

1.4.4 The HYRENE project: spinal stimulation for functional rehabilita-
tion

Following spinal cord injury, electrical stimulation of the spinal cord below the the lesion is
a promising way to restore locomotion, as already shown by Giszter (2008), Borton et al. (2013)
and Nishimura et al. (2013). One of the physiological role of the spinal cord is to generated
locomotor rhythms via Central Pattern Generators; an example of rhythmic activity as observed
in the efferent nerve of an ex vivo spinal cord of a mouse is illustrated in Figure 1.12(a). This
kind of oscillatory signal can also be generated when the spinal cord is isolated from the upper
level descending commands, as first assessed ex vivo by Kjaerulff and Kiehn (1996), and also
confirmed in vivo on animals and humans (see Dimitrijevic et al. (1998), Ichiyama et al. (2005)
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Figure 1.13 – Illustration of the closed-loop strategy for ventilatory control prosthesis: the physiological
demand is sensed by monitoring the air flow and CO2 concentration, a neuromorphic controller integrates
these informations to control the stimulation of muscles involved in the respiration.

and Minassian et al. (2007)).
The use of small intra-spinal electrodes for electrical stimulation is a way to activate accu-

rately spinal circuitry that controls motor signals. Based on this approach, new experiments
aiming in the development of innovative neuroprosthesis have been defined. One example is
shown in Figure 1.12. The goal of this experiment is to observe locomotor neural activity on
lumbar efferent axons, on L2/5 ventral roots recorded with glass micro-pipettes electrodes.

As shown in Figure 1.12(a), the upper efferent commands are induced in ex vivo conditions
using electrical stimulation of the brainstem. In case of a partial or total lesion of the spinal cord
over the lumbar section, the efferent signals are stopped. The ’Hyrene’ project aims at generating
descending commands over a lesion using a bridge with two micro-electrode arrays (MEA);
these MEA are placed over the lesion to record electrical activity of the spinal cord and under
the lesion to provide electrical micro-stimulation. An artificial CPG is also implemented and
connected between the recording and stimulation sites in charge of controlling the stimulation
pattern. One of the challenges of this project is to propose an adapted hardware setup to realize
this hybrid connection.

1.4.5 The CENAVEX project: stimulation for a closed-loop ventilatory
control system

If motor disabilities are the most considered consequences of spinal cord injuries, respiration
control is also a critical issue. In case of cervical cord injury, and because the diaphragm is
innervated by moto-neurons of the phrenic nerve that have efferent roots on cervical vertebrae
from C3 to C5, ventilatory control can be partially or totally lost.

Respiratory control has already been addressed by electrical stimulation, as for example by
phrenic nerve stimulation (Bellemare and Bigland-Ritchie, 1984; Mantilla and Sieck, 2011).
More recently, intra muscular stimulation of the diaphragm has been considered for patients
without intact phrenic nerves or unilateral phrenic function, as shown in DiMarco (2005) and
Onders et al. (2009). Stimulation of extra-diaphragmatic respiratory muscles (intra-costal
muscles and abdominal muscles) can also also stabilize the rib cage and enhance ventilation to
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make it more efficient Walter et al. (2011).
The open-loop stimulation strategy currently utilized for pacing has major limitations in-

cluding the need for manually tuned stimulation parameters and inability to alter stimulation
parameters on muscle fatigue or on changing metabolic demand. The ’CENAVEX’ project pro-
poses the design, development and prototype realization of a novel closed-loop control system as
illustrated in Figure 1.13. It will specifically address the challenge of simultaneously adapting the
rhythm and pattern of oscillatory drive to achieve effective and efficient control of the respiratory
function using neuromorphic hardware. A neuromorphic controller will receive inputs from
measurements on ventilatory systems and will drive a stimulator which targets three muscular
groups: the external intra-costal muscles, the diaphragm and the abdominal muscles.

1.5 Partial conclusion
The excitability of neural cells and the possibility of external electrical stimulation form

the basis of a large number of therapeutic protocols. This chapter described the different types
of applications. The requirements for a stimulation waveform were explained, considering the
electro-physiology of neurons; due to triggering and tissue safety conditions, this waveform is
common to the numerous applications.

This link between different contexts is balanced by the differences in local physiological
parameters specific to the target tissues, suggesting the possibility of a global approach based on
a scale-effect between different contexts. However, this scale-effect would only be effective if
similar points of convergence were observed in materials and circuits for electrical stimulation,
as described in the next chapter.





CHAPTER 2

MATERIALS AND INTEGRATED CIRCUITS
FOR EXTRA-CELLULAR STIMULATION





P ATHOLOGIES and disabilities of the nervous system are the subject of constant research
that has produced a variety of therapeutic solutions. Thanks to the excitability of the
tissues involved, electrical stimulation is a promising tool, depending on both electrodes

and circuits for successful technological advances.
The following sections give an overview of the electrodes, front-end circuits, and stimulation

systems reported in recent literature. The overall characteristics and parameters of existing
systems are extracted and analysed.

2.1 Electrodes for extra-cellular stimulation
The physical interface between a biological tissue and an electronic circuit is formed by the

electrode. At this precise location, the electronic conduction of electrical circuits is transduced
in ionic conduction, as described in the previous chapter. Being the final load, this part is crucial
in the development of stimulation circuit. The electrode determines the maximal voltage at the
required maximal current and pulse-width through its impedance. However, the electrode is
sized or mainly chosen by physiologists, reducing the degrees of freedom on the optimization of
the global stimulation system.

The electrode is chosen for a particular target during the design process taking into account
geometrical and materials considerations. As the volume of triggered cells is determined by the
spatial second derivative of the potential, the geometry of the electrode is the main parameter
of choice. A first categorization can be made between large electrodes (> 2000µm2), called
macro-electrodes, and smaller geometries called micro-electrodes:

• Macro-electrodes are used to stimulate large structures containing an important number
of cells. An illustration of such electrodes is given in Figure 2.1(a). Such electrodes
are commonly used for Deep Brain Stimulation where structures of few mm3, like the
Sub Thalamic Nucleus or the Globus Pallidus, have to be triggered. Macro-electrodes
often require a high current (in the range of mA) to activate the tissue and the number of
stimulation channels is small. As an example, both electrodes of Figure 2.1(a) are used for
DBS, the left one for small rodents delivering up to 1mA with only one possible channel;
the right electrode is commonly implanted for DBS on human patients with 4 pads; with
existing commercial stimulators, two pads can be selected, driving one channel requiring
a stimulation current up to 25.5mA; some recent circuits allow field steering using more
than 2 pads by spatial repartition of the current as explained in Chaturvedi et al. (2012)
and illustrated in Appendix A.

• Micro-electrodes are used to trigger a few cells and ideally a localized group of cells. Two
different geometries are shown in Figures 2.1(b) and 2.1(c). Such electrodes are designed
to improve their focality and stimulate controlled volumes as performed in Joucla et al.
(2012). Different geometries have been developed, from planar forks as in Figure 2.1(c) to
arrays of needles. These geometries can also been modified to develop 3D electrodes as
in John et al. (2013) or used on soft substrates for particular tissue stimulation, as for the
retina in Wang et al. (2010) for instance. Such electrodes are often specific to a particular
application and various designs can be found in the literature. The number of channels is
generally high (more than 8), forming Micro-Electrodes-Arrays (MEA).

Examples of geometries of macro- and micro-electrodesand their associated electrical potential
repartition are presented in Appendix A.
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(a) (b)

(c)

Figure 2.1 – (a) Macro-electrodes used in DBS for PD, left electrode (NEX100, Phymep France) is used
for rodents, right electrode (Medtronic 3387) is used for humans (b) Example of needles MEA (image
from Normann (2003), Utah Array) used for cortical applications, electrodes are placed on a silicon
plane allowing for direct bonding on interface chip (c) Samples of fork-like MEA (image from Wise et al.
(2008), Michigan Probes) placed on the center of an American penny.

The geometry of an electrode has a direct impact on its impedance. This characteristic will be
further detailed in chapter 5 using quantitative approaches. However, a first qualitative modelling
can be provided as the interface between the metal contact and the biological electrolyte is mainly
capacitive. The capacitance is directly proportional to the electrode area. Between the two metal-
to-electrolyte interfaces, the extra-cellular medium can be modelled in first approximation by its
resistivity.

The first approximation of electrode response to a current stimulation waveform is drawn in
Figure 2.2(a). Macro-electrodes have larger capacitance and lower resistance (C in the range of
nF and R in the range of kΩ) than micro-electrodes (C in the range of pF and R from 10kΩ to
several MΩ). The exact impedance can vary over time after implantation due to glial deposition
on the surface in contact with the tissue

The electrode is also sized considering the charge required to be injected to trigger cells.
Over a certain charge for a given surface, the stimulation can induce electro-chemical reactions
and damage the surrounding tissue. The maximal cathodic charge is thus dependent on the
electrode area as first observed by McCreery et al. (1990) and quantified by Shannon (1992) as:

log

(
IcathTcath

A

)
= k − log (IcathTcath) (2.1)

where k is an empirical value measured originally around 1.8; this equation is illustrated by
Figure 2.2(b). This law is, from the designer point-of-view, also limiting the maximal current and
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Figure 2.2 – (a) Representation of the first approximation electrode impedance model and voltage response
to a typical biphasic current stimulation waveform, (b) Illustration of the maximal charge per phase density
versus charge per phase; a limit between observed tissue damage and safe stimulation is represented by
line of k ≈ 1.8 (original Figure from Shannon (1992))

in order to prevent from damaging tissues, the electrical current range of a particular stimulator
must be chosen under this limit. This maximal injected charge limit can be re-considered by
changing electrode material and recent developments aim at increasing the possible injected
charge as explained in Cogan (2008).

Consequently, the electrode of a particular context is part of the stimulation system, resulting
in constraints in terms of integration, electrical quantities extrema and tissue safety. This entity
is the key-point of the electrical to biological transduction and the multitude of neuro-stimulation
contexts is resulting in a multitude of dedicated electrodes. The systems developed to drive these
electrodes are described in the next section, taking into account their similarities.

2.2 Electronics for extra-cellular stimulation

2.2.1 Architectures of current-mode front-end circuits
The generic front-end for current-mode electrical stimulation consists in a current source

connected to an electrode using a combination of switches. As a unique current source can only
provide a mono-polar current, different architectures combining switches and sources have been
developed to allow the injection of positive or negative current and thus ensure charge balancing.
Three structures, presented in Figure 2.3(a), are basically used in stimulation circuits.

One source, passive balancing

Structure i) in Figure 2.3(a) is based on one current source and two switches. This topology
can only provide biphasic stimulus with passive charge balancing. Such circuits are suitable
for embedded systems because of their asymmetric power supply and the simplicity of driving
requirements. This topology is based on only few components and is thus easily integrated on
IC.

Nevertheless, this topology only allows for passive charge balancing and a compromise based
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Figure 2.3 – (a) Circuits used for biphasic stimulation front-end. For structures i) and iii), the ground
signal is the lowest potential of the supply source, for structure ii) the ground signal is the middle point
of the symmetrical supply. (b) Schematic of a single source loaded by the blocking capacitor and the
electrode, highlighting the involved compliance and effective compliance voltages.

on the electrode impedance has to be found between a discharge with a low peak current and a
long duration, or with a high peak current and a short duration. A high peak current is limiting
the stimulation effectiveness as it can hyper-polarize target cells and a long discharge is limiting
the stimulation frequency in safe conditions (i.e. a full discharge for total charge balancing). A
solution with a gradually decreased resistor has been developed by Techer et al. (2004), however,
it implies the use of various integrated resistors and additional circuits, resulting in a complex
structure far from the simplicity of the original structure.

Two sources, active balancing

Active charge balancing requires a second current source as illustrated in Fig. 2.3(a) ii).
Anodic and cathodic currents are generated by separate sources and two switches control the
timing of stimulation pulses. The electrode is referenced to the ground potential, consequently,
the power supply must be symmetric. This architecture requires a more complex powering
circuitry. As the resulting biasing power is approximately twice as high as for the previous
topology, this architecture is less suitable for low power embedded systems. Moreover, if the
supply is symmetric, the voltage compliance over the load is only Vsupply, as the electrode is
referenced to the ground potential.

This topology is also not really efficient in terms of charge balancing. The presence of
two sources at the highest and lowest potentials makes mandatory the use of respectively P
and N transistors. Therefore, the current sources are not perfectly paired and charges resulting
from balancing errors can accumulate at the bio-electronic interface. If matching calibration
techniques can be applied, a third switch is often added in that topology to provide passive
discharge. More complex circuits can be designed to perform accurate charge balancing without
passive discharge as it will be detailed in chapter 4.
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One source, active balancing

A third architecture is often used in stimulation systems, providing active charge balancing
with one current source and four switches as shown in Fig. 2.3(a) iii). The current polarity
through the electrode is changed, using switches organized in H-bridge structure. The supply
voltage is then asymmetric. The use of only one current source allows a reduction of the global
power consumption and simplifies the charge balancing. Passive charge balancing can also be
performed by breaking the symmetry of switch command or by adding a fifth switch in parallel
with the stimulation load.

Nevertheless, this structure cannot be used with multi-channel electrodes that have a common
current return path; in such a configuration, asynchronous stimulation of different channels
can cause short-circuits between electrodes and possibly able damages by involuntary charge
injection in the tissue. In this case the structure of Figure 2.3(a) ii) is the only solution to provide
biphasic current stimulation.

A mix between the two last structures waw also studied in the literature, as for example in
Harnack et al. (2008) and Nadeau and Sawan (2006). The use of two parallel structures with two
sources and active balancing, working as source and sink, is a possible solution to double the
voltage compliance (2× Vdd under a symmetric ±Vdd supply) over the electrode. It removes any
connection to a fixed potential, which is not technically possible on all electrodes, particularly
on MEAs.

2.2.2 The DC-blocking capacitor
Whatever the adopted topology, there is a risk of involuntary charge accumulation in the

tissue, due to the superposition of small leakage currents and charge unbalance. Moreover, there
is for every circuit a risk of failure that can result in direct current flow to the electrode. To prevent
from such a situation, a DC blocking capacitor must be placed in series with the electrode. In
Fig. 2.3(a), Zstim is the combination of the electrode impedance and the DC blocking capacitor.
With European standard for implantable electronic prostheses (EN45502-1, 1998), the use of this
blocking capacitor is mandatory for therapeutic applications. This component plays different
roles as described by Liu et al. (2008). Considerations on sizing rules related this capacitor are
summed up in this next paragraph.

The main objective of the blocking capacitor is to provide "block DC, pass AC". Any DC
value is blocked without discrimination of the cause, even if an active component of the circuit
fails. As illustrated on Figure 2.3(b), it can be noted that the DC value is blocked after a certain
time Tblocking:

Tblocking = Cblocking
Vcompliance
IDC

(2.2)

where Cblocking is the capacity used for the blocking capacitor, IDC the leakage current and
Vcompliance the maximal voltage over the electrode for the used topology defined by:

Vcompliance = Vsupply − Vdrop|min (2.3)

where Vdrop|min is the minimal drop voltage depending on the current source topology.
Equation 2.2 can also be considered as a "block DC" after a fixed injected charge Qblocking =

CblockingVcompliance. Thus, on a time window that is largely bigger than the stimulation period,
reducing the value of the blocking capacitor reduces the maximal error charge injection and
ensures tissue safety. However, this remark on the capacitance is directly balanced by considering
voltage changes over a time window equal to the pulse duration. In this case, as the blocking
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Figure 2.4 – Overview of a stimulation system and its use in the heterogeneous context of systems
interacting with biological medium. The full system overview goes from the tissue, determining the
electrode geometry and stimulation front-end specifications, to the interconnection to other circuits, to the
user interface.

capacitor and the electrode are in series, the effective compliance over the electrode can be
expressed as:

Veffective compliance = Vcompliance −
1

Cblocking
· |Icath max|Tcath max (2.4)

Consequently, the designer choice is to increase the blocking capacitor value to limit the voltage
over this component and limit the constraints on the stimulation front end. The global impedance
Zstim must be taken into account when determining the maximum output voltage at the highest
current values, to choose the appropriate voltage supply.

Some contributions in the literature explicitly aim at avoiding this component as in Sit
and Sarpeshkar (2007). These authors are motivated by the difficulty of large capacitance
integration in small systems and particularly in systems with a high number of stimulation
channels; however, size reducing techniques have been addressed as in Liu et al. (2006) or Liu
et al. (2011). Ensuring fail safe conditions without DC blocking capacitor has not been addressed
in the literature and seems not possible as active components can be subject to various defects
along time. Consequently the blocking capacitor will always be considered as part of stimulator
output in the next sections.

2.2.3 Stimulation systems and constraints
If first generations of stimulation systems (first pacemakers as described in Haddad et al.

(2006), first DBS implants...) were based on a minimal architecture providing only stimulation
tuning possibilities, the need for more complex experiments and smart therapeutic devices led to
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the design of more complex architectures. Recent stimulators are not only based on stimulation
front-end and are often part of complex systems. The main blocks and peripheral components of
a stimulation system are summed up in Figure 2.4.

The stimulation front-end is the only instance of the stimulator in contact with the electrode
and the basic front-end topologies were described in a previous section. However, this block
requires generally a particular supply (in the range of 10V ) due to the electrode impedance and
stimulation currents. DC/DC converters and technologies compatible with the required supply
voltages are then mandatory for the stimulation front-end. Additionally, waveform generators,
often composed of DACs and logic finite-state-machines are necessary to drive front-ends. In
case of systems with a high number of channels, a dedicated logic block is generally necessary.

The stimulation system in itself is also connected to other circuits: circuits to exchange
stimulation parameters or orders, recording or sensing circuits allowing closed-loop configuration,
and hardware links to software or firmware interfaces. This communication can lead to the
development of RF interface blocks. As the embedded power source is a challenging issue, recent
stimulation systems include circuits for data and power transmission, or power management
circuits.

All these additional blocks vary over application contexts and hare designed considering the
particular requirements associated with a therapeutic context.

2.3 State of the art of stimulation circuits and systems
A study of the literature has been performed on the existing stimulation systems. Results

are summed up in Table 2.1 and a statistical analysis is illustrated by figure 2.5. The number
of designed systems is important and the main issues of electrical stimulation circuit (power
consumption, charge balancing, system integration...) are addressed, each contribution focusing
on a specific issue depending on the application.

A first note that can be drawn from Table 2.1 is that the therapeutic applications cover the
spectrum of nervous system possible targets. A minority of systems are not explicitly attached
to a particular application without attempting a multi-application approach. Only Dupont et al.
(2012) initiates a global approach but without confronting the developed setup to a variety of
electrodes defining the application contexts.

The second consideration is the relative consensus over the current stimulation. The distribu-
tion of stimulators with respect to the output controlled quantity is shown in Figure 2.5(a). Only
few circuits are voltage controlled and marginal attempts to design charge based stimulation
have been made by Vidal and Ghovanloo (2010). As it can also been observed on Table 2.1, the
majority of voltage-mode stimulators are discrete systems. This is explained by the simplicity of
voltage stimulator circuit and its ease of integration on freely moving small animal (see Qian
et al. (2011) or Russold and Jarvis (2007)), or for the development of a specific experimental
setups.
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Figure 2.5 – Graphical representation of design choices observed from the literature about stimulation
circuits: (a) output controlled quantity; (b) used topology for current controlled stimulators, with respect
to the Figure 2.3(a); (c) technological choice between discrete or integrated and integration process; (d)
evolution of process gate length (red dots correspond to the process minimal gate length; in green - parallel
to the Moore’s law starting from the highest stimulator gate length in 1999; in cyan - linear interpolation
of the gate length with time).

Among current controlled stimulators, topology distribution is presented in Figure 2.5(b).
A majority of systems is based on structures ii) or iii) of Figure 2.3(a), providing active charge
balancing. Only few systems perform passive charge balancing with structure i) and only
marginal and relatively recent designs do not perform any balancing then limiting the stimulator
to few components. It can also be noted that both structures ii) or iii) can be modified. Such
modifications are motivated by different objectives:

• allow for more flexibility by mixing the structures as in Nadeau and Sawan (2006),

• optimize a given characteristic, as in Liu et al. (2006) with the H-bridge with reduced
blocking capacitor value, or in Chun et al. (2013) to improve the front-end voltage compli-
ance,

• drive specific electrodes, especially multi-polar electrodes with unusual geometries as in
Dommel et al. (2009).
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Other structures remain marginal. However, as systems are highly specific, the developed
stimulators present a variable number of sources and switches per channel, due to different
connectivities to electrodes, various passive discharge techniques or uncommon requirements.
This number of sources and switches is a sizing factor for such systems, as increasing this number
has a direct impact on waveform generation and control.

Table 2.1 also includes information about technologies and reported die size. The correlation
between the die size and the number of channels is unclear, mostly due to specific requirements
resulting in additional circuits. As an example retinal implants impose severe constraints as
mentioned by Chen et al. (2010) where a 256-channel system is fabricated in a 27mm2 area;
on the opposite, other targets such as vestibular implants have fewer constraints on space as
illustrated by the area of circuits from Constandinou et al. (2008) or Jiang et al. (2012). The die
size also appears to be decorrelated from the used technology.

Technological choices are detailed in Figures 2.5(c) and 2.5(d). From Figure 2.5(c), it can
be noted that almost a quarter of stimulation systems are made of discrete components. This
choice is independent of the publication year and is still made especially for research study as
performed in Harnack et al. (2008), Forni et al. (2012) or Qian et al. (2011). Other circuits
are based on CMOS technology. It is noticable that a third of the systems are based on HV
(or marginally SOI) processes. This choice is motivated by the need for high voltages due to
the electrode impedance. Technology evolution for stimulators is plotted in Figure 2.5(d); gate
lengths are at relative high values compared to today’s available technologies and the evolution
is slow compared to Moore’s evolution. Since 2006, all circuits use sub-micron technologies;
a majoritary used technological length are 0.35µm and 0.18µm, and only few circuits have a
smaller gate lengths. This slow evolution can be explained by two factors:

• the need for reliable circuit based on reliable technologies is crucial for medical applica-
tions,

• the diminution of the gate length is associated with a decrease of supply level; however,
the geometry of the electrode and associated current levels remain stable, so that following
gate length reduction would imply less compliance on the output stage.

The evolution of stimulation circuits is not closely linked with silicon area reduction; current
challenges are the integration of more peripheral functions, and complex heterogeneous system
design.

2.4 Partial Conclusion
This chapter reviewed the numerous stimulation materials and circuits described in the

literature, leading to the conclusion that:

• electrodes are specific to each application,

• as these electrodes are mainly current controlled, tissue safety is ensured with a blocking
capacitor,

• a small number of front-end topologies are used to drive the electrodes and designing a
stimulator often implies a specific improvement to these topologies.

These simple assertions suffice to design cell-triggering systems for therapeutic purposes, as
explained in chapter 1. These similarities in both physiological and technological aspects
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encouraged a reflection on a global approach, aimed at producing electrical systems that adapt to
biological requirements. The next part of this document describes two sample designs, devised
as case studies to optimize a specific point suited to the particular application. The third part
of this section outlines the design of a global stimulation approach, based on both electrode
impedance considerations and electronic topologies, converging in a multi-application system.







PART II

DESIGNING SPECIFIC STIMULATORS

"Science is not sacrosanct. The
mere fact that it exists, is admired,
has results is not sufficient for mak-
ing it a measure of excellence. Modern
science arose from global objections
against earlier views and rationalism
itself, the idea that there are general
rules and standards for conducting our
affairs, affairs of knowledge included,
arose from global objections to com-
mon sense. "
P. K. FEYERABEND, Against
Method, P. 223, 1975





CHAPTER 3

DESIGNING A STIMULATOR FOR
LONG-TERM IN VIVO EXPERIMENTS ON

RODENTS





FOR over 30 years, Deep Brain Stimulation has been used as a therapeutic approach for
increasing patients’ quality of life in degenerative neural disorders, such as Parkinson
Disease. The effects of DBS on motor activity are well established, but the underlying

phenomena and side effects are not clearly understood, leading to various experiments on animal
models.

Neurological disorders can be modelled in animals, in order to recreate physiological states
and behavioural outcomes. PD is traditionally induced using a chemical neurotoxin that exerts
high selectivity on neural populations of basal ganglia involved in the pathology. Clinical
features of PD are induced in primates by intravenous injections of 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP), as demonstrated by Bankiewicz et al. (1986). While primate models
are suitable for surgery with the same implants developed for humans, population studies remain
expensive and difficult. Other models have been developed using rodents. PD-like disorders
can also be induced by intravenous injection of MPTP, as reported by Heikkila et al. (1984).
PD-like or hemi-PD-like disorder models may be obtained in rats and mice using bi- or unilateral
intra-cerebral injection of 6-hydroxydopamine (6-OHDA), as described by Ungerstedt (1968).
As 6-OHDA selectivity produces similar abnormalities to those seen in human PD patients, these
models are widely used for research into the DBS action mechanism, as noted in Nowak et al.
(2011). Moreover, this technique is suitable for studying therapeutic effects of DBS on major PD
symptoms, such as tremors, akinesia, and rigidity.

Contrary to primates, commercial human DBS implants cannot be used in rodents. Thus
accurate modelling of the DBS mechanism in small rodents required the development of specific
embedded stimulators to mimic the therapeutic effect on human patients. This chapter describes
the design and validation of a stimulator for long term DBS in PD-induced rodent populations.
This highly-specific system is based on constraint evaluation and full chain design, from elec-
tronics to mechanical support and surgery. Its electrical properties are examined and results of in
vivo experiments are reported.

3.1 Issues on Deep Brain Stimulation devices for experiments
on animal models and existing systems

Before reviewing and comparing the existing solutions, important properties related to DBS
devices will be considered, according to the objectives previously announced: apply to the rodent
the therapeutic conditions used for humans and be able to perform chronic stimulation on a freely
moving animal.

3.1.1 Specific stimulator properties and corresponding design constraints

Bilateral stimulation

Chemically induced parkinsonism Bankiewicz et al. (1986); Heikkila et al. (1984); Ungerstedt
(1968); Nowak et al. (2011) can be either unilateral or bilateral. However, for DBS mechanism
studies, behavioural evaluation has to be performed on groups of animals. In order not to induce
dis-symmetry in movement, bilateral Parkinsonism is used in majority of studies. This implies to
implant two electrodes, one for each right and left subthalamic nucleus, and provide an adapted
stimulation.

On rodents, the distance between the right and left subthalamic nuclei is relatively small
(5mm according to the rat brain atlas of Paxinos and Watson, 1986), and electrodes have to
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be implanted over a short operative time to limit the impact of anaesthesia on the animal. A
simple solution to face this problem is to design mechanically coupled electrodes. Hence, the
stimulation can be made separately, with a two-channel system, or combined, with a one-channel
system delivering twice the current needed on a single electrode.

The bilateral stimulation results then in design constraints on the electrodes and on the level
of the delivered current. In this chapter the required stimulation current is considered as the sum
of the currents for both hemispheres.

Programmability

The DBS waveform is periodic and its frequency fstim is an important parameter. Frequencies
less than 10Hz are known to increase motor symptoms of PD, whereas frequencies over 50Hz
tend to decrease them; furthermore, the current threshold decreases as the frequency increases
as explained by Volkmann et al. (2006). A generally accepted compromise to lower current
levels is to set up stimulation frequency to 130Hz, however, this parameter can be changed
if unsatisfactory physiological responses are observed. All stimulation parameters (frequency,
amplitude and pulse duration, as shown in Fig. 1.9) should be tuned to obtain motor symptom
reduction, as observed in a freely moving animals.

Moreover, these parameters can change after the electrodes implantation and have then to be
re-adjusted easily; some protocols even impose to stop stimulation, as for example MRI imaging.
As long-term stimulation will be addressed, the design of the system must allow the easy tuning
of the waveform parameters and the storage of a given experimental configuration.

Freely moving animal

This point is crucial in order to correctly evaluate therapeutic effect of DBS on rodent,
especially complex motor activity and depression-like behaviour as made in Delaville et al.
(2012).

Motor activity evaluation can be done using various tests. The most commonly used is the
evaluation of locomotor activity in the open-field (Matsumura et al., 1995; Spieles-Engemann
et al., 2010; Dulawa et al., 1999). This test supposes an ease of access in the space; other motor
tests have been developed to evaluate rigidity and catalepsy, which are two symptoms of PD,
like for example the bar-test Wu et al. (2007). Parkinsonian non-motor disorders can also be
quantified by the elevated plus maze (Carobrez and Bertoglio, 2005), where the rodent has access
to closed or open arms of the maze (anxiety-like behaviour), or sucrose preference (Sclafani
and Ackroff, 2003), for which the animal is placed in the presence of two bottles to drink
(depression-like behaviour). All these behavioural tests require the use of special equipments and
the free motion of the animal in various areas without discomfort of being linked to an electrical
device.

The resulting constraint for the stimulator is to be embedded on the rodents. Consequently,
the volume and weight have to be managed. The volume is linked to the system placement in or
on the body. The weight has to be bearable for the animal. We adopted an upper weight limit
considering the physiology of the animal model: this limit corresponds to 5% of the average
weight (around 400g) of a male Sprague Dawley rat, the commonly used specie for physiological
experiments. The entire system (electronics, battery and cases) has to be less than 20g to limit
impact on animal.
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Stimulation lifetime

The embedded supply source has to provide enough energy for long term experiments, to
be replaced or recharged. Consequently, the overall power consumption has to be as small as
possible without interfering with needs inherent to tissue safety. This condition has to be taken
into account at all steps of the stimulator design, from the front-end circuit topology to the global
system powering strategy, including the choice of embedded battery.

Re-usability and cost

DBS studies on action mechanisms or side effects evaluation are based on chronic population
experiments. The cost of the stimulation system has a big impact on the feasibility of experiments.
The ideal stimulator for rodent experimental setup can be re-used for several experiments. In this
case the battery has to be changed easily without excessive additional cost.

The need for cost effectiveness also has a repercussion on the adopted technology. Most of
available stimulators are designed on chips, although custom Application Specific Integrated
Design solutions can be costly solutions. All integrated solutions also have the drawback of
being less flexible than the ones using off-the-shelf components, making them less adapted for
therapy enhancement studies. However, the use of discrete electronics impact is not in favour of
the system miniaturization.

3.1.2 Existing embedded stimulators for rodents
First used methods for electrical stimulation on freely moving rodents were based on rotating

wire placed over animal’s cage (Matsumura et al., 1995). For the time of stimulation the animal
had a wire plugged over their skull. However, this solution limits the number of behavioural
testing to an area defined by cable length; exploration of outlying area can induce tensions on
animal skull where the electrode is fixed to the skull.

Several embedded DBS systems have already been designed for rodents, trying to satisfy
previously reported constraints. We propose to review these solutions, focusing on one important
criterion: the location of circuit in rodent body.

Two studies (Russold and Jarvis, 2007; Harnack et al., 2008) have reported systems with an
electronic part implanted in the abdominal area of rodents, connected to an electrode implanted
in the brain. The major advantage is that the animal can move easily after surgery. Nevertheless
this choice presents major risks consecutive to the surgery, like infections, especially in the
abdomen region. It is then mandatory to use biocompatible materials.

In both studies, stimulation parameters are programmed using RF links; in Harnack et al.
(2008), communication is done using Reed-switches and the RF emitter is a tubular device
containing the animal during the programming of stimulation. Of course, the animal movements
are highly restricted and DBS action cannot be evaluated during programming. The battery is
inside the animal body, implanted with the circuit, which requires additional surgery to change
it, with additional risk of infection. Moreover the use of RF link has a cost on global power
consumption. In Russold and Jarvis (2007) no detail is given on tissue safety and Harnack et al.
(2008) use charge balanced current waveforms. This first kind of DBS device is not adapted for
experiments on rodents since it provides a high risk of side effects for a short time of action.

A second kind of embedded stimulator has been described in Nowak et al. (2011) and Lee
et al. (2010). Both devices are wearable stimulators placed in vests. This solution solves two
drawbacks of implanted devices: first, side effects of surgery are limited to electrode insertion
and it is not necessary for electronics to be biocompatible as it is not in contact with tissues.
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Second, the battery is accessible on the back of the rodent and can be changed for long term
experiments.

Nevertheless, such experiments are limited: animals also have to be placed in separated cages;
even though, they can tear off their vest, and they risk severe brain damage if the electrodes are
pulled out. The use of these wearable devices is in the end too risky for long term experiments,
even if both systems of Nowak et al. (2011) and Lee et al. (2010) respect electrical conditions of
tissue safety.

A third type of stimulators are detailed in Qian et al. (2011) and Forni et al. (2012). These
stimulators fixed to the skull whit dental cement while electrodes are implanted in the brain. The
risk of infection is limited compared to the first category of stimulators. Moreover, the risk of
breaking the device is small if its volume and weight are limited. In Qian et al. (2011) the battery
cannot be changed due to the chosen packaging. In Forni et al. (2012), the entire stimulator
device can be separated from the head allowing a simple battery change and the use of MRI
apparatus during the experiment. Nevertheless authors of Forni et al. (2012) did not consider the
standards Merrill et al. (2005b) for safe electrical stimulation.

To conclude, the latter stimulator category seems to be the most suitable for long term
experiments. All presented stimulators (Nowak et al., 2011; Harnack et al., 2008; Russold
and Jarvis, 2007; Lee et al., 2010; Qian et al., 2011; Forni et al., 2012) were designed for
unilateral stimulation, a setup only suitable for 6-OHDA-induced hemi-parkinsonism. As
neurodegenerative diseases are bilateral, this chapter describes a system which allows bilateral
implantation of electrodes in the STN of both cerebral hemispheres. For bilateral stimulation
only one stimulation channel is needed but the maximum current has to be doubled.

This system is the first DBS device developed for chronic long-term experiments on popula-
tions of rodents, respecting all safety procedures as summarized previously. Hereafter the circuit
design, architecture and sizing are described, as well as considerations on power optimization,
battery selection, and the specificities of the package attached to the implanted electrodes.

The front-end stimulation is the only part of the DBS device directly connected to the
electrodes. This circuit is in charge of delivering the adequate current to the tissue. It may
work under a high output voltage considering the impedance loading while respecting charge
balancing.

3.2 Front-End Stimulation circuit
To realize the embedded DBS system, the H-bridge topology presented in the previous

chapter was chosen; this topology is the most adapted for low power application since the power
supply is asymmetric. The system, described in Fig. 3.1, uses two levels of supply voltage. A
low voltage supply Vdd, from the batteries, is connected to the current source and control circuits.
The H-bridge is supplied with the high level voltage VHV generated by a DC/DC converter.

Vdd is fixed by the choice of battery technology, and can vary due to the state of charge. In
order to deliver a constant waveform over time, the stimulus generator uses a supply-voltage-
independent current source. The schematic of this source is explained in section 3.2.1. Additional
circuits for timing control and voltage-level conversion are described in section 3.2.2.

3.2.1 Supply-voltage-independent programmable current source
A current source (see Fig. 3.1) that can be controlled using a variable resistance and switched

ON and OFF was designed to limit the impact of biasing on the power consumption. Transistors
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Figure 3.1 – Overall schematic of the developed DBS system. The circuit is divided in three parts. (c)
The stimulation current (istim) is delivered to the load (Zstim) composed of the electrode (Zelec) and the
blocking capacitor (Cblocking), by a H-bridge topology (green rectangle). (b) The current value is fixed by
a supply voltage independent current source (red rectangle). (a) Supply circuits and a micro-controller
(blue rectangle) drive blocks (c) and (b).

T3 and T4 are forming a current mirror to link the source output to the front-end stimulation. In
order to reach accurate copying, T3 and T4 are matched transistors included in the BCV61C part.
The current source is formed by the combination of D1, D2, T2, R2 and Rvar. To reach accurate
values and reproducibility, D1, D2, T2 and R2 can be found in package using a PSSI2021SAY.
Assuming that emitter and collector currents of T2 are equal, the biasing current is:

ic T2 =
2VD on − Vbe on
R2//Rvar

(3.1)

where VD on, Vbe on are voltages across the diodes and the BJT base-emitter junction. Both VD on

and Vbe on can be considered as constant values if a sufficient biasing current is provided. If
necessary, this condition can be reached by lowering the value of R1. Transistor T1 is used as
an ON/OFF switch, so that minimum voltage across R1 is determined by:

VR1min < Vdd − 2VD on − Vce sat T1 (3.2)

Contributions of R2 and Rvar can be separated. R2 ensures a fixed minimum current (in our
case iR2 = 15µA) and Rvar, when decreasing, increases stimulation current.Rvar is a digitally
programmable resistance (MAXIM MAX5484). The resistance variation is then linear, coded on a
10 bits value; the expression of the global stimulation current is then:

istim = iR2 +
(2VD on − Vbe on)

Rmin +D ·Rq

(3.3)

where D is the 10 bits value coding the resistance (D ∈ [[0, 1023]]), Rq is the quantum of
resistance (Rq = 50Ω) and Rmin (Rmin = 110Ω) is the minimum resistance of Rvar. From
this equation, one can observe that the variation law of current is a hyperbolic function of Rvar

code as illustrated in the figure 3.2(a). Such variations have already been used for neural electrical
stimulation Lee et al. (2010) and seem adapted to DBS, where higher values of current are not
often used unless there is electrode misplacement during surgery Volkmann et al. (2006).
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Power on the H-bridge depends directly on electrode impedance Zstim and istim; the power
consumption of the programmable current source is approximated by:

Psource ≈ Vdd

(
Vdd − 2VD on − Vce sat T1

R1
+ istim

)
(3.4)

The first term is due to the current source biasing and can be reduced by increasing R1 with
respect to equation 3.2. The second term is directly linked to the required stimulation current.
The supply voltage Vdd could be decreased, depending on the battery technology choice which
will be detailed in section 3.3.

3.2.2 Control and supply circuits
The control circuit generates the switch commands for cathodic and anodic pulses Φcathod

and Φanod by driving analog switches realized with a MAX4623, and sends the values of the
required current levels through the command of the variable resistance using a Serial Peripheral
Interface (SPI) link. This circuit also controls the current source bias voltage Φsource and the
command of the high-voltage power supply ΦHV . A typical stimulation pattern is described in
Fig. 3.2(c).

Parameters necessary to define a standard current stimulus as in Fig. 3.2(c) are: current sign
and value, as well as timing of the cathodic and anodic phases.

Current sign management is done by generating cathodic and anodic signals in the right
orders. The programming of a current value is performed with a SPI link, driving the variable
resistance described in previous section (a 10 bits variable digital resistance with 1 code volatile
memory register). As currents are coded on 10-bits values, two bytes are sent by the MCU to
generate each current value. However, for a given SPI baud-rate, this procedure is limited by the
interval between two current pulses. In typical case, the inter-pulse timing, see Fig. 1.9, for DBS
is 60µs.

The most challenging section is the switching between cathodic and anodic values. Limiting
the SPI baud-rate allows to minimize the MCU frequency, and thus the power as explained in the
next section. The anodic code is stored in the resistance’s non-volatile register when initializing a
new waveform, and is no longer transmitted; immediately after, the cathodic code is transmitted
to the tap register to generated the first cathodic pulse. During the inter-pulse delay of each
stimulation period, the non-volatile-register is copied in the resistance’s tap register using a one
byte communication (between markers t1 and t2 on Fig. 3.2(c)) to generate the anodic current.
After the anodic phase, i.e. at the end of the stimulation waveform, the cathodic code is re-sent
using two bytes to the tap register (between markers t3 and t4), configuring the current source for
the next stimulation period. A timing difference (t2 − t1 < t4 − t3) can be observed on the logic
output of the SPI Slave Select. With this strategy and a limited baud-rate of 147.5 kbit · s−1, the
minimal inter-pulse delay is:

Tinter−pulse =
Nbits

BR
≥ 8

147.5 103
= 54.24µs (3.5)

With this current source and time resolution (500ns), charge balancing has a limited accuracy
and a maximal equivalent DC current error was measured at 520nA with a pico-ammeter/voltage
source Keithley 6487. In order to decrease this unbalance, once every 256 periods (approxima-
tively 2s) a passive discharge was implemented, so that the maximal error was reduced to 72nA;
the additional DC blocking capacitor prevents from any residual charge on the tissue.
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Figure 3.2 – (a) Graphical representation of the stimulation current istim as a function of the digital
code of the variable resistance. (b) Electrode response for biphasic stimulation of Icathod = 400, 800
or 1600µA and 60µs pulse. (c) Recorded chronogram of a typical stimulus (60µs of 750µA cathodic
current, charge balanced with a 250µA current pulse and 60µs of inter-pulse delay with a frequency of
130Hz), corresponding logic commands and supply current.
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As illustrated in Fig. 3.1, the high voltage level necessary to provide current stimulation
is generated from the embedded battery through a DC/DC switched mode power supply. The
used topology is a Boost-Converter (Linear Technology LT3494) that levels up the voltage. The
voltage across electrodes was measured for different levels of current (Kolbl et al., 2013). As
voltage depends on both current value and pulse width, a measurement was conducted on saline
solution with maximum values (i.e. 2mA and 500µs) and the maximum measured voltage was
near 8V , a set of electrode response voltages are presented in figure 3.2(b). The boost converter
has to provide sufficient voltage for the electrode and for the voltage drop of DC blocking
capacitor, switches and the current source. Moreover, the electrode impedance is known to
increase after surgical implantation Lempka et al. (2009a). To ensure stimulation in any situation,
a high voltage supply of 17.6V was used in the front-end. This level can be adapted by changing
external components of the used Boost-Converter.

3.3 Considerations on system supplying
As often for embedded medical applications, the most challenging constraints for this chronic

stimulator are the required power and energy. The power is imposed by the load, the system
requirements and the circuit topology. In 3.3.1 our strategy to minimize the power consumption
is presented. The energy challenge is related to the need for chronic stimulation, with minimal
disturbance for the animal carrying the power source. In 3.3.2 the available battery technologies
will be discussed, and a suitable choice in this context is proposed.

3.3.1 Power management
In order to be integrated on animal’s skull, the volume and weight of the overall system have

to be minimized. As the most prominent part of miniaturized systems are dedicated to power
sources, the overall power of the system has to be optimized without influencing developed
functionality. The power consumed by the system presented in Fig. 3.1 is given by:

Pstimulator = PµC + Psource + PH−bridge + Pboost (3.6)

where PµC is the power of the MCU (Fig. 3.1 (a)), Psource is the power consumed by the
controlled current source (Fig. 3.1 (a)), PH−bridge is the power consumed in the H-bridge (Fig.
3.1 (c)) and Pboost is the power consumed by the step-up DC/DC converter (Fig. 3.1 (a)).

in a previous section, it was set that the current source power consumption can be reduced by
limiting the diode current of D1, D2 (see Fig. 3.1). Moreover this current source can be turned
off when not used by blocking transistor T1 (see Fig. 3.1). PH−bridge is approximated to the load
power consumption as the switches equivalent resistor is negligible compared to the electrode’s.

To evaluate and optimize the remaining terms, PµC and Pboost, both the mode of operation
and the MCU frequency have to be taken into account. Typical DBS stimulus waveform, consists
of short current pulses regarding the stimulation period. For example, consider a frequency of
130Hz, a cathodic pulse of 60µs, an inter-pulse of 60µs and an anodic pulse of 600µs (i.e.. a
cathodic current 10 times higher than the anodic current), the percentage of the period 1/fstim
during which no stimulation is applied to electrode is:

1− fstim · (Tanodic + Tcathodic + Tinter−pulse) ≈ 0.906 (3.7)

This simple consideration implies that the stimulation hardware can be turned off most of the
time (typically, more than 90% of time) and can be turned off.
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Technology Typical applications Energy density
(mWh/g)

Lithium Iodine (Li/I2) CP 210− 270

Litium-Manganes Dioxyde CP - Nstim - DDS 230− 270
(Li/MnO2)

Lithium-Carbon Nstim - CD ≈ 440
Monofluoride (Li/CFx)

Lithium-Silver Vanadium CP - Nstim - CD ≈ 270
Oxyde (Li/SV O)

Lithium-Thionyl Chloride CD - DDS ≈ 500
(Li/SOCl2)

Li-ion Cochlear Implant
(Secondary batteries)

CP : Cardiac Pacemaker (30− 1000µW )
Nstim : Neurostimulators (30µW − 10mW )
DDS : Drug Delivery Systems (100µW − 2mW )
CD : Cardiac Defibrillator (30− 100µW )

Table 3.1 – Typical battery technologies used for different types of IMD corresponding to different power
requirements

Pboost is inversely proportional to the efficiency of the Boost converter, and related to the
output current. This current cannot be controlled since it is directly the stimulation current,
but can be smoothed by adding decoupling capacitors of high values at the step-up output.
Nevertheless, the boost circuit input power is also determined by its quiescent current. A boost
IC (LT3494) that can be turned in a shut-down mode, changing the quiescent current from 65µA
to 1µA was chosen. ΦHV (see Fig. 3.1) controls the boost circuit commutation between the
active and power saving mode, as illustrated in Fig. 3.2(c).

The most power consuming part of the system is the MCU. PµC can be separated in a static
part and a frequency-dependent term:

PµC = Pstat + PCPU = Pstat + k · fclkV 2
dd (3.8)

where k is a constant in Farad, that depends on the processor technology and sizing. The static
power of the MCU (Freescale MC9S08SH8) is determined by its operating mode. In ’normal’
mode, the static power is maximal and all peripherals are turned on. In ’Wait’ mode, the static
power is decreased and the CPU goes to a standby mode from which recovery is fast. One ’Stop’
mode can be used to limit even more power consumption but its recovery time is incompatible
with the need for fast events described on Fig. 3.2(c). The clock frequency used for the CPU
unit of the MCU has a proportional impact on power consumption. This power saving strategy
has been applied on the developed system as shown in chronogram of Fig. 3.2(c).

The current source and step-up are turned on before cathodic command is applied to the
H-bridge (see Fig. 3.2(c)). This activation corresponds to the first action of the MCU, changing
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from ’Wait’ to ’Normal’ mode. After the anodic pulse, the MCU is set under ’Wait’ mode again,
just after shutting down the current source and the DC/DC converter.

With this strategy, the supply current value is limited when no stimulation current is applied.
Nevertheless fclk has to be taken into account when the MCU is in ‘Normal’ mode, i.e. when a
stimulus is applied or when the stimulation system is receiving stimulation parameters. All these
events are processed using hardware interrupts. The associated sub-routines have to be executed
in time periods that are negligible compared to stimulation patterns, even configured for the
shorter pulse duration (60µs). A clock frequency of fclk = 2MHz was set; this value is much
higher than traditionally adopted clock frequencies (Russold and Jarvis, 2007; Harnack et al.,
2008) (under the MHz), but gives better results on power consumption. The resulting transient
supply current was measured as presented in Fig. 3.2(c). The average supply current is 1.9mA,
and the peak current around 40mA on a short period (less than 10µs). The transient supply
remains stable during the stimulation period except when the MCU is experiencing recovery
time in the ‘Wait’ mode.

3.3.2 Choice of supply sources
The supply source able to deliver a current profile as in Fig. 3.2(c), and have the maximal

energy with a system weight limit of 20g as specified in section 3.1.1 as to be included in the
system. As the current source is independent of the supply voltage, the low voltage supply Vdd
can be chosen between 2.9V and 5.5V .

Human oriented Implanted Medical Devices (IMD) batteries have been of interest since
the first implantation of pacemakers about 50 years ago as summed up by Latham (2004).
Supply sources occupy 25− 60% of their volume (Schmidt and Skarstad, 2001), and technology
improvements have enhanced patients’ quality of life, by limiting surgery. Different technologies
are used for human oriented IMD, depending on the therapeutic target and associated power
requirement (Latham, 2004; Schmidt and Skarstad, 2001; Bock et al., 2012; Wei and Liu, 2008),
as summarized in Table 3.1; lithium technology is largely dominant for these applications.These
technologies are potentially interesting for our stimulator; however, the weight of batteries used
for human IMD largely exceeds 20g. And regarding overall performances, weight and size
reduction affects the total embedded energy as well as reduces available power, as the surface of
electrode plates is smaller.

A dedicated study to find the optimal power source was conducted, respecting the cost-
effectiveness needs for chronic population implantation. In order to evaluate most adapted
technologies for this system, commercially accessible batteries of less than 20g were compared.
Based on available datasheets, maximal constant current was extracted and related to cell voltage
to compute the available power; the energy was computed using the capacity and the cell voltage;
both parameters can then be normalized with the weight of the element. Results are shown in
terms of energy versus power and energy density versus power density (see Fig. 3.3). This study
only takes into account the average nominal power as a first criterium. To support the peak power
observed in Fig. 3.2(c), a secondary source acting like a decoupling capacitor will be chosen, as
explained later in the section.

From Fig. 3.3 it can be observed that not only lithium batteries are potential candidates for
our application. Zinc technologies, except for Zn/Ag2O, tend to have available energy higher
than lithium technologies. The NiMH , Zn/MnO2 and LiPo batteries tend to deliver more
power than other technologies. The analysis of the energy density versus power density in Fig.
3.3(b) results in three groups of candidates:
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Figure 3.3 – Evaluation of small (commercially available less than 20g) batteries technolo-
gies: Zinc/Air, Zinc/Manganese dioxide (Zn/MnO2), Zinc chloride (ZnCl2), Zinc/Silver ox-
ide (Zn/Ag2O), Lithium/Iron disulfide (Li/FeS2), Lithium/Polycorbon Mono-fluoride (Li/CFx),
Lithium/Manganese dioxide (Li/MnO2), Lithium/thyonil chloride (Li/SOCl2), Nickel Metal Hydrure
(NiMH), Lithium/Vanadium pentoxide (Li/V2O5), Lithium polymer (LiPo); (a) energy versus power
(b) energy versus power density

• The first one is composed ofNiMH , Li/V2O5, LiPo andZn/Ag2O. It is characterized by
a reduced energy density compared to others technologies (≤ 102mWh/g). Such batteries
cannot supply the stimulator more than approximately 16 hours per gram, whereas their
power density could be adapted (except for Zn/Ag2O).

• The second group is composed of Li/CFx and the majority of Li/MnO2 batteries; these
batteries show higher energy density but have a reduced power density that makes them
not suitable for the application.

• The last group is composed of Zinc/Air, Li/FeS2 and Li/SOCl2 technologies. These
technologies allow for long term stimulation, their minimal energy density is higher
than 3.102mWh/g (corresponding in our case to approximately 48 hours of stimulation
per gram), and have satisfying specific power. Only few models of small Li/FeS2

are available, which are not adapted for our specific spacial design needed for skull
implantation.

Tests were performed with both Zinc/Air and Li/SOCl2 batteries. Nominal voltages are 3.6V
for Li/SOCl2 and 1.35V for Zinc/Air cells (1.6V in open circuit), so that three Zinc/Air cells in
series are mandatory. Zinc/Air cells packaging (button package) makes them more suitable for
the final version of the stimulator. A PowerOne zinc/air p675 Implant plus batteries was used for
both tests and animal implantation.

It will now be focused on the requirement for peak power supplying. To prevent from
unexpected reset of digital parts, a decoupling capacitor was used as a secondary source to supply
the current peak observed in Fig. 3.2(c). Ceramic capacitors are simple and good candidates for
such a task as their power density is much larger than conventional batteries, even if their energy
density is reduced. Using a triangle approximation of the observed peak current, the minimal
decoupling capacitance providing less than 100mV voltage drop for the supply profile can be
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(a) (b) (c)

(d) (e)

Figure 3.4 – Stimulator, circuit packaging and implantation on rodents’ skull. (a) Electrode container;
this part is fixed with cement on the cranium of the rodent. (b) Custom electrodes for bilateral STN
stimulation; both electrodes are in parallel and the support board includes the blocking capacitor. (c)
Electrical stimulator board. (d) Assembled stimulator in container, shown with used Zinc/Air batteries, the
top is then screwed on the electrode container after the surgery. (e) Stimulator chronically implanted on a
rat; a three wire cable is connected to the device only for waveform programming, stimulation remains
active during all experiment phases.

determined by:

Cdecoupling ≥
Q

∆Vmin
≈ (Imax − Iaverage) ∆t

2∆Vmin
= 16µF (3.9)

Ceramic capacitors with these values can be found in package as small as 0603 (1608Metric),
so that impact on the final design size is negligible.

3.4 Implantation on rodent skull and and first assessement

3.4.1 Mechanical implantation
All components from schematics presented in Fig. 3.1, except electrodes and associated

blocking capacitor, have been integrated on a 6 layers printed circuit board (length: 30mm,
height: 14mm) as presented in Fig. 3.4(c). As for external control, a reset switch for fast
stimulation stopping and a three-wire RS-232 access for stimulation programming were used.
MCU flashing can be performed via a dedicated on-board connector, allowing for stimulation
program and user interface release without hardware replacement.

The circuit, batteries and electrodes were fixed on the skull using custom plastic packaging,
designed using a 3D printer. The package is divided in two main parts:

• The electrode container: (Fig. 3.4(a)) this part, attached on the rodent’s skull by surgery
and fixed with dental cement, supports the electrodes for both left and right cerebral
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hemispheres, the blocking capacitor and an external connector (Fig. 3.4(b)). The plastic
shape was designed as small as possible in order to limit the impact on animal behaviour
after surgery and acts as mechanical support for the second part’s mounting.

• The stimulator container: this part(Fig. 3.4(d)) is designed to fix the stimulation board
and batteries on the skull. The top of the box includes a drilled column for the system to
be screwed to the electrode container and to turn on the global system by contacting both
poles of electrical supply.

The plastics shape was fabricated with a Makerbot Replicator 2 with natural PLA (polylactic
acid polymer) material. The height of the global system when mounted on the animal was 24mm.
The use of a two parts system allows for device retrieval and facilitates MRI or other analysis. It
also allows stimulator re-use when the rodent is sacrificed.

A custom electrode system has been developed. This system permits a two sided implantation
in one surgery of two electrodes. The distance between the two electrodes is set according to the
rat brain atlas of Paxinos and Watson (1986) and corresponds to the distance between the two
targeted STN. The electrodes support board is shown in Fig. 3.4(b). A high value high voltage
capacitor (10µF under 25V MURATA 0603[1608Metric]) is embedded as close as possible
to the electrodes to provide DC current blocking in any case and lessen the impact of passive
components surface on stimulator main board. The developed electrodes are needle-like two wire
electrodes of twisted tungsten (built from tungsten Wire .008” Bare, .0110” Coated, Phymep,
France). Electrode diameter has been chosen to be similar with a widely used electrode for
mono-lateral electrical stimulation of STN on rodents. A first pole is made by a wire section. For
the second pole, the current return half-cell electrode was constructed by a 2mm long wrap of
the second conductor. The distance between the two poles is 1mm. Electrodes are associated in
parallel (both cathodes are connected together, both current-return paths are connected together),
and connected in series with the blocking capacitor.

The overall stimulator has a weight of 13.8g, under the limit of 20g for the targeted rodent.

3.4.2 Summary of device characteristics and comparison with existing
systems

The objective was to develop a stimulator that allows safe chronic bilateral DBS of freely
moving small rodents and reproduces the human therapeutic conditions. In section 3.1.1, we
exposed constraints that such devices have to respect for experiments on animal populations:
bilateral stimulation, programmability, adaptation to freely moving animal, stimulation life time
and re-usability in a context of low cost devices. The design choices we made respect these
specifications and our system was both electrically and in vivo characterized.

The performances of the designed stimulator are discussed in comparison with state-of-the-art
systems for rodents, referenced in section 3.1.1. In Russold and Jarvis (2007), the stimulator
was only tested in saline solution and Nowak et al. (2011) and Lee et al. (2010) give no detailed
information about in vivo experiments, so only Harnack et al. (2008), Qian et al. (2011) and Forni
et al. (2012) were examined; results are shown in Table 3.2. The first part sums up characteristics
related to in vivo experiments, whereas the second part synthesizes important electrical features.
It can be noted that none of these in vivo used devices are based on ASIC solutions.

Stimulators are presented in a chronological order. Most recent devices are fixed on the skull,
which certainly provides greater ease of handling and reduces the risk of infection. Nevertheless
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Harnack et al. (2008) Qian et al. (2011) Forni et al. (2012) This work

Biphasic yes yes no yes
(IDC ≤ 72nA)

Bilateral no no no yes
Programmable yes yes no yes
Removable no no yes yes
Fixation implanted skull skull skull

Imin(µA) 50 V.M. 50 26
≈13p.h.

Imax(µA) 600 V.M. 120 2036
≈1018p.h.

resolution 12 steps 50 steps 10 bits
non linear

Vmax(V ) 18 2.5 5 17

fstim(Hz) 131 2− 250 130 10− 300

time resolution 30µs 500ns

Lifetime (days) 21 90 7 6
(R.B.) (R.B.)

V.M. : Voltage Mode
p.h. : per hemisphere
R.B. : removable batteries

Table 3.2 – Stimulators for rodent comparison

the implantable device presented by Harnack et al. (2008) has electrical features compatible with
required properties for DBS, in terms of current range and maximal voltage. In Qian et al. (2011),
stimulation is in voltage mode, and limited to small values that could be problematic when
considering focal electrode with higher impedance. This is not compatible with our specification
for current mode, ensuring a better control of injected charge. In Forni et al. (2012), stimulation
is in current mode but long-term tissue safety is compromised by the absence of biphasic charge
balancing.

The limited performance of the developed system in term of lifetime stimulation can be
explained by the hardware capacity to generate a more complex waveform than in Forni et al.
(2012). The digital part in our system is faster than Harnack et al. (2008) and Qian et al. (2011),
thus can reach better timing precision and accurate charge balancing. Moreover, the development
of a two-piece mechanical packaging as in Forni et al. (2012) allows for changing batteries
without any additional surgery, so that the life time of the stimulation on one animal can be easily
increased. Electrical stimulators in the literature are often realized with ASICs, nevertheless
all of chronic in vivo demonstrated devices use discrete components. This consideration can
be explained by the need of cost-effectiveness, related to long-term experiments on animal
populations.
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Figure 3.5 – Schematic representation of the global chain of stimulation, from implantation in the bioware,
to a synthetic view of the stimulator as a parametric current source tuned by a dedicated software interface

3.4.3 Software level for stimulation tuning
The programming of the stimulus is performed with the animal awake and free of movement.

Only a cable is connected to the stimulator case during observation for stimulus tuning. As the
pressure on the connector is light, it remains possible for the communication to be interrupted
however it avoids the risk to hurt the animal in case of sudden movement. The stimulus
programming cable is connected from the RS232 interface of the embedded micro-controller to
a PC through a FTDI RS232 to USB converter. A schematic view of the programming chain is
drawn on Figure 3.5.

A dedicated software interface have been developed for the stimulator. This interface permits
half duplex communication with the embedded stimulator. The hardware systematically sends
an identification number (each ID is unique for an experiment on a population) and a flag if a
stimulation is currently ON. The interface allows to turn ON or OFF the stimulus and to send a
full set of parameters. Cathodic and anodic current amplitudes, cathodic and interpulse durations
and the frequency are user-defined, the charge balancing is processed by the software through the
anodic duration computation. A secondary panel can be opened allowing the cathodic current to
be increased from a user-defined step with automatic charge balancing. This last option permits
fast and easy stimulus tuning on the freely moving animal, as the field triggering the cells is
easily tunable by the physiologists without focusing on stimulus parameters.

3.4.4 Surgery and experimental validation of the device implantation
The stimulator was implanted and tested on an adult male Sprague−Dawley rat weighing

324g. Surgical and experimental procedures were performed in accordance with European
Communities Council Directive 2010/63/UE and National Institute of Health Guide for Care and
Use of Laboratory Animals.

A first anaesthesia was induced using a mixture of Xylazine (10mg/kg) and Ketamine
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(7.5mg/kg). Custom concentric bipolar electrodes for both cerebral hemispheres were then
implanted simultaneously in the STN under stereotaxic conditions according to the atlas of
Paxinos and Watson (1986).

After this first implantation, the stimulation hardware was not directly screwed on the skull
to limit post-surgical risks. Smoothed angles in the electrode support enhance the healing and
thus limit animal awareness of additional material on the top of the head. We observed no skin
reaction, infection or rejection phenomena against the PLA electrode container. The stimulator
container was fixed on the animal eight days after the implantation of the stimulating electrodes,
during a short and light anaesthesia induced using isoflurane (5% during 1 to 2min) to prevent
rat sudden movements during the placement.

Electrical parameters of chronic stimulation were chosen according to those used in the
stimulated Parkinsonian patient showing reversal of motor deficits. The frequency was fixed to
130Hz and pulse width to 60µs. The stimulation intensity was gradually increased (by steps
of 50µA) in order to determine the required level. Based on these tests, we used an intensity
of 400µA per side, which was just below the threshold (450µA) inducing the manifestation of
abnormal involuntary movements. The rat was then chronically stimulated for 3 weeks during
which the animal presented normal behaviour without any visible discomfort.

3.5 Experimental validation of the stimulation effectiveness
on long term implanted population of rodents

The electrical validation of the stimulation waveform is not sufficient to assess effective
stimulation rodents for therapy modelling. In order to validate the stimulator on the animal,
an experiment on a population was conducted. As the electric parameters of the electrical
characteristics are already tested, the experiment has for major objective to evaluate the behaviour
of animals with the stimulation and with a parkinsonian lesion.

3.5.1 Materials and methods
The validation was conducted on Sprague Dawley rats weighing around 350g. Rats were

housed 4 per cage before the implantation of the stimulator, one per cage after, and maintained
in a 12-h light/12-h dark cycle at a constant temperature (24◦C) with free access to food and
water. All experiments were performed in accordance with the European Communities Council
Directive of November 24, 1986 (86/609/EEC). The experimental protocol and its timeline
are summed up in figure 3.6. The population of rats was subdivided into two groups: a sham
(non-parkinsonian) group (n = 4) and a group of parkinsonian animals (n = 5).

A first surgery was performed on all animals at day 1 to induce the neurologic lesions. The
intra-cerebral injection was performed under anaesthesia induced by intra-peritoneal injection
of ketanime hydrochloride (75mg/kg) and xylazine hydrochloride (10mg/kg). Before the
anaesthesia the parkinsonian group received a treatment of desipramine (0.4%, 5ml/kg) to
prevent from the toxicity of 6-OHDA on noradrenergic neurons by inhibition of the re-uptake of
norepinephrine. An intra-cerebral injection was then performed in the Medial forebrain Bundle
(MFB) under stereotaxic conditions according to the atlas of Paxinos and Watson (1986). The
sham rats received an injection of NaCl 0.9%; the parkinsonian group received an injection
of 6-OHDA (6.7mg, sigma) in 4µL of NaCl 0.9% solution. Both groups received antibiotics
(100µL Borgal 7.5% in intramuscular injection) and analgesic (100µL Ketofen in subcutaneous
injection) after the surgery .
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Figure 3.6 – Time line of the protocol for stimulator for small rodent validation on a population composed
of both sham and parkinsonian groups.

Both group were implanted with electrodes after a delay of 27 days for post-surgical recovery.
As previously performed, electrodes were placed under anaesthesia (Xylazine (10mg/kg) and
Ketamine (7.5mg/kg)), and under stereotaxic conditions. One week of post-surgical recovery
passed before placing the stimulator on the electrodes and fixing it on the animal’s head. An
extra delay of 6 days was imposed to allow for stimulation container habituation. The stimulation
waveform was tuned on day 45 for each animal individually as for human. The frequency was
fixed to 130Hz and pulse width to 60µs. The stimulation intensity was gradually increased (by
steps of 50µA) in order to determine the required level. The rats from the sham group were
placed under the threshold inducing the manifestation of abnormal involuntary movements. The
6-OHDA group was stimulated over the disappearance of akinesia. A last delay of 2 days was
imposed to allow for stimulation habituation.

Between days 41 and 44, and days 47 and 48 behavioural test were performed to evaluate
animals motor activity and coordination. Three different tests have been performed. The cylinder
test was used according to Schallert et al. (2000). This test determines eventual asymmetries
in the motor activity of the rat. Then the locomotor activity was evaluated using actimetry in
Open Field (IMetronic, France) as assessed in Belujon et al. (2007) for PD symptoms. This test
consists in quantification of horizontal and upswing movements per 10 minutes. Each animal
performed 20 minutes of test each day of behavioural test phase for habituation on the test and
results are based on the fifth day of this phase. The last test is based on the use of the Rotarod
(FOUR ROTA-ROD, Med associates inc). This method evaluates the motor coordination by
measuring the bearing on an accelerating wheel (from 2 to 20 rpm in 5 minutes, the time spent is
taken from the fifth falling). The used protocol consists in one day of habituation and one day of
test.

All surgeries were assessed after the experiment and sacrifice of animals. After an anaesthesia
with sodic pentabarbital, animals were perfused from the aorta with 250 mL of Phosphate
Buffered Saline solution (0.01M ). Tissues were then fixed with 300mL of paraformaldehyde
(4%). The brain was then placed in sucrose (20%) solution for 2 days before being frozen with
isopenthane between −40/− 50◦C and preserved at −80◦C before slicing. Histological section
have been performed, slices of 50µm have been made and coloured with cresyl violet to evaluate
effectiveness of surgical lesion and electrode placement.
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(a) (b)

(c) (d) (e)

Figure 3.7 – (a) Slice of the striatum of a sham animal. (b) Slice of the striatum of a 6-OHDA animal. (c)
Slice of the SNc of a sham animal. (d) Slice of the SNc of a 6-OHDA animal. (e) Slice of the STN of a
sham animal.

3.5.2 Results
The results can be subdivided in two sections. The first histologic results assess from the

surgery and confirm the used protocol. Then the behavioural evaluations allow to consider the
effectiveness of the stimulator on a population of rodents regarding PD symptoms.

Histologic results

Photographs of histologic characterizations are presented in Figure 3.7. The effectiveness of
the 6-OHDA lesion on the treated group can be assessed in comparison with the sham group.
Both Figures 3.7(b) and 3.7(d) compared to Figures 3.7(a) and 3.7(c) show less dark colour. This
confirms the deterioration of soma and axons of dopaminergic neurons of the 6-OHDA group.

The slice shown on Figure 3.7(e) allows to confirm two elements. First the hole induced
by electrodes implantation ends near the STN confirming that stimulation was performed on
target tissues. Moreover no deterioration of cells or tissue damage induced by the delivery of the
electric current can be observed.

Behavioural results

The cylinder test results made possible the evaluation of the lesions resulting from the
injection of 6-OHDA. An eventual asymmetry of the behaviour would mean an asymmetry in
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Figure 3.8 – Results of behavioural tests over the population of rat for the embedded stimulator: (a)
effect of the DBS on actimetry of rats, the y-axis represents the number of movements in 10 minutes
(∗ = (p < 0.05) versus Sham group, $ = (p < 0.05) versus 6-OHDA without stimulation group), (b)
effect of the DBS on motor coordination evaluated with the Rotarod, the y-axis represents the time spent
on the Rotarod (∗ = (p < 0.05) versus Sham group, $ = (p < 0.05) versus 6-OHDA without stimulation
group).

the lesions between the right and left hemispheres. After comparison of left and right behaviours,
one rat of the 6-OHDA was eliminated from the population.

Quantitative results of the Open Field and Rotarod tests are drawn in Figure 3.8. The results
of the actimetry on Figure 3.8(a) give two elements. First a significant decrease of movement can
be observed on 6-OHDA animals without electrical stimulation (p = 0.017 1), confirming the
presence of parkinsonian symptoms. Moreover the increase of movement between the 6-OHDA
without and with stimulation is significant (p = 0.021 1) meaning that the stimulation with the
developed embedded stimulator permits to the 6-OHDA group to recover the basal locomotor
activity (p = 0.165 1).

This effectiveness of the stimulation is then assessed on motor coordination from Figure
3.8(b). The degradation of coordination between the sham group and the 6-OHDA group without
stimulation is significant (p = 0.032 1), and the restoration of this coordination is significantly
increased on the 6-OHDA group with the stimulation compared to results without stimulation
(p = 0.041 1). The coordination tend to be at the basal level of coordination observed on sham
animals (p = 0.249 1).

3.6 Partial conclusion
These results confirm the effectiveness of stimulation using the system developed in this

project. PD symptoms were characterized by a significant locomotor deficit, induced by patho-
logic modelling with 6-OHDA. The motor deficit was then significantly attenuated using the
current waveform provided by the stimulator. These experiments validated the three implant
specifications:

• the stimulator was accepted by the animal for long periods (more than three weeks),

1calculated using a non-parametric non-paired Mann Withney t-test
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• current stimulation was efficiently delivered to the tissue and significantly attenuated PD
symptoms,

• stimulation was electrically safe for the target tissue, as no lesions were induced in tissue
surrounding the electrode.

The stimulator was designed to meet physiological constraints, electronically tested, and
assessed via in vivo experiments. The only report on this entire process in the literature was in
Forni et al. (2012), where the hardware developed only addressed hemi-parkinsonism. This type
of rigorous process is a key step in validating in-vivo instrumentation.

Finally, the system was developed to meet requirements specific to its experimental context
and was antagonistic to a global approach. It also highlighted the need for power optimization
in implanted hardware. However, the level of optimization required was not quantifiable as no
unified criteria were available in the literature.
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IN the context of electrical stimulation, the development of adaptive, closed-loop architectures
for future neuro-prostheses is a challenge. These systems are based on circuits capable of
detecting biological events and stimulating target tissues. Stimulating the spinal cord is a

way of inducing motor activity and is, therefore, a favoured target for functional rehabilitation. At
this level, the stimulation circuit is triggered by decision circuits and has to deliver a stimulation
pattern that maintains tissue safety and ensures long-term effectiveness. This section reviews the
main issues affecting effectiveness, related to considerations on the DC blocking capacitor. It then
summarizes existing charge-balancing approaches and, finally, describes a new charge-metering
structure, developed for our experimental context.

4.1 Charge balancing issues

4.1.1 DC blocking capacitor and related weakness
The charge balancing strategy is one key point in designing safe stimulation circuits. However,

as the DC blocking capacitor is mandatory for electronic implant as mentioned in chapter
2, residual unbalances are often not taken into account. The capacitor stops the DC signal
component and forces the global balance. As expressed in chapter 2, the blocking capacitor is
the only solution to ensure charge balancing even in case of failure of a stimulation channel.
Moreover, it has been recently shown in Nonclercq et al. (2012) that, in case of circuit failure in
some multi-channels configurations, a DC current flow cannot be avoided in specific situations
even when using blocking capacitors. This shows that the DC blocking capacitor only is not
sufficient to ensure safety.

Moreover, even with a one-channel, the impact of this component on the stimulation ef-
fectiveness is usually not discussed. As explained in chapter 1, the cathodic pulse responsible
for triggering target cells is usually set by increasing the current on a fixed duration. Once the
required threshold current is reached, a charge Qc is injected during the cathodic phase. This
charge is supposed to be balanced with the anodic charge Qa. In the case of a charge unbalance:

Qc 6= −Qa (4.1)

This inequality can be expressed as an equivalent DC current considering the following equation:

IDC error =
(Qc +Qa)

Tstim
= fstim (Qc +Qa) (4.2)

where Tstim and fstim are the stimulation period and corresponding frequency. Two cases can be
considered:

• |Qc| < Qa ⇒ IDC error > 0 which means an over compensation,

• |Qc| > Qa ⇒ IDC error < 0 which means an under compensation.

This last case can lead to a loss of stimulation effectiveness. The over compensation does not
affect stimulation effectiveness and will not be further discussed

The current stimulation with under compensation and the associated DC blocking capacitor
voltage are presented on Figure 4.1. As the capacitor integrates the charge over time, the
equivalent negative DC current IDC error induces a progressive decrease of the capacitor voltage
VC corresponding to:

∆VC =
IDC error

CDC
∆T (4.3)
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balanced stimulus. The cathodic charge (surface in red) is before the steady state larger than the anodic
charge (surface in orange); in steady state, the influence of the DC blocking capacitor forces the cathodic
charge to be reduced and equal to the opposite of the anodic charge.

with CDC the capacitance of the DC blocking capacitor and ∆T the time window. This voltage
reaches the minimal voltage set by the compliance of the circuit in a certain time. Before this
time, the equivalent DC current is applied to the tissue. After this time, as illustrated on right
side of Figure 4.1, the waveform is balanced by the blocking capacitor, so that only the minimal
charge QcR is injected; it can be quantified by:

QcR = −Qa < Qc (4.4)

As the cathodic current remains the same, the cathodic duration decreases of the time ∆Tc that
can be quantified as:

∆Tc = Tc − TcR =
Qc −QcR

|Ic|
=
Qc +Qa

|Ic|
=
−IDC error

fstim|Ic|
(4.5)

∆Tc is directly proportional to the charge unbalance. This time variation can have a high impact
as explained in chapter 1 (strength-duration curve for stimulation can be approximated with
hyperbolic function). This implies that a small change of cathodic time duration would require a
huge current increase.

Consequently, if the use of the blocking capacitor prevents from tissue damages with one
stimulation channel, the value of charge balancing is still critical for the effective electrical
stimulation of cells.

4.1.2 Techniques for accurate charge balancing
In addition to the topologies described in chapter 2, some circuits emphasing the need for

accurate charge balancing have been recently developed. Three main strategies emerge as
explained in the following section, illustrated with chosen examples from the literature.

Source matching

The dual source stimulation topology presented in chapter 2 is the most sensitive architecture
to mismatch. As the two sources are formed in CMOS technology by P and N devices, matching
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(a)

(b) (c)

(d) (e)

Figure 4.2 – Review of most competitive topologies for accurate charge balancing: (a) from Sit and
Sarpeshkar (2007) illustrating the source matching technique, here with a dynamic matching based on
a memory cell; (b) and (c) from Dai Jiang et al. (2011) performing modifications of the waveform with
additional balancing sequences; (d) from van Dongen and Serdijn (2010) illustrating the charge estimation
and (e) from Fang et al. (2007) as an example of charge metering technique.



72 CHAPTER 4 - CHARGE BALANCING - FPAA

of the anodic and cathodic sources must be accurately tuned. Even with careful mismatch
reduction techniques, as in Chun et al. (2010), additional techniques have to be employed to
ensure the balance of anodic and cathodic charges. A first solution consists in calibration of
the DACs generating the wave-shape as performed by Greenwald et al. (2013). In this case, the
weighted current sources used for the DAC are electrically calibrated after the fabrication - at the
startup - to lessen the conversion errors.

Dynamic matching of the two sources can also be performed as in Sit and Sarpeshkar (2007).
The used topology is shown in Figure 4.2(a). In this case the only the cathodic source is a
standard source, while the anodic source is implemented using a current memory cell. Before
each stimulation period, a sampling phase is added as illustrated by the schematic on the left.
The cathodic source Iin is shorted to the anodic mirror made by M1, M3 and M4 and the gate
control voltage over M1 is memorized through the capacitor C. Then, as shown in the schematic
on the right of Figure 4.2(a), M1 acts as a source with exactly Iin, and both cathodic and anodic
pulses are applied on the electrode through the negative and positive pulses switches.

These techniques give interesting results in terms of charge balance (IDC error ≈ 6nA in
Sit and Sarpeshkar (2007)); however, the anodic current is with such techniques always the
opposite of the cathodic value, adding a risk of cells hyperpolarization as the waveform cannot
be optimized.

Additional compensation phases

An other solution is to take into account the charge unbalance due to the parasitic phenomena
such as the discretization of the stimulus parameters resulting in a quantum of charge. Additional
phases can be added to the stimulation shape, generally after the anodic phase.

An example of such a technique can be found in Dai Jiang et al. (2011), showing both
an additional active anodic phase and a passive compensation. The second anodic phase - as
illustrated by Figure 4.2(b) - is in charge of compensating the first anodic period due to parameters
rounding; this error is estimated by calculus. As this phase is still an active compensation, a small
charge error can still be injected due to imperfections of the DAC. This error is then balanced
using a passive discharge of the electrode. The circuit of Dai Jiang et al. (2011) (see Figure
4.2(c)) is based on a standard H-bridge structure with one additional switch.

This technique generally implies the use of one or more additional switches, and additional
circuits evaluating the duration of active compensation; moreover the duration of the passive
discharge is a function of the accuracy of the previous phases and the peak current of the passive
phase is not clearly controlled. However, this technique gives the best results in terms of charge
balancing (IDC error ≈ 1nA in Dai Jiang et al. (2011)).

Charge estimation and metering

A third group of charge balancing circuit is based on adaptive injected charge evaluation. As
the main objective of stimulation safety is to cancel the injected charge, this technique seems the
most direct way to generate perfectly balanced wave-shape. Two different techniques can be
observed.

The first technique is based on charge estimation. It uses an additional circuit that integrates
the generated current, thus computes a charge value to be balanced in the waveform. A illustration
of this technique is shown in Figure 4.2(d) from van Dongen and Serdijn (2010). The stimulation
front-end is based on a H-bridge structure, and the source is minored using a second output
transistor connected to an integrator, which output is an image of the injected charge. The main
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drawback of such a topology is that if saturation or other parasitic phenomena take place on the
load, they are not taken into account: the second copy of the current, feeding the integrator, has
its own biasing that is independent from the stimulation load. This can potentially lead to charge
imbalance.

In order to prevent from such errors, a direct charge metering can be performed as illustrated
in Figure 4.2(e) from Fang et al. (2007). In this example, a current measurement is performed
next to the electrode by a resistive component. This resistor voltage is sensed and integrated,
using a switched-capacitor circuit to give a charge measurement. This value is used to control
the stimulation front-end switches. This technique is supposed to give good results as the
target quantity is directly measured and controlled. However, only relative results on the charge
unbalance are presented in Fang et al. (2007) (0.2% of the injected charge), which does not
permit comparison with other techniques.

4.2 Experimental Context

4.2.1 Floating Gate based FPAA
If digital prototyping is commonly performed on Field Programmable Gate Arrays, analog

design less often uses Field Programmable Analog Arrays. These components have been devel-
oped in the 80’s as summed up by Gulak (1995). First prototypes were based on transconductors,
bipolar interconnecting circuits or switched-capacitors. A new approach on FPAA has been
developed by the CADSP laboratory from the Georgia Institute of Technology, bases on Floating
Gate (FG) devices.

An illustration of a Floating Gate MOS transistor (FGMOS) is provided in Figure 4.3. As
explained by Hasler (2005), FG devices can be implemented using standard CMOS process. As
observed in Figure 4.3(a), the FGMOS is essentially a standard MOS or PFET transistor whose
gate is isolated using two capacitors. As a result the biasing of the transistor is determined by
its gate remaining charge. A first poly-to-poly-silicon capacitor can be considered as illustrated
by Figure 4.3(b), isolating the gate input from the floating gate. A second capacitor is a n-well
to poly-silicon junction, driven by a potential Vtune. This capacitor is used for the tuning of the
charge trapped on the floating gate; the tuning is more accurate than in FGMOS devices used in
a digital context (memory cells for example).

n−
n wellP substrate

Vtune

Floating Gate
oxyde
poly 2

poly 1 p+

p+

Vd

Vinj

Vin

(a)

Vin
Floating Gate

Vtune

Vinj

Vd

(b)

Figure 4.3 – (a) FGMOS transistor using a standard MOS process, (b) FGMOS equivalent schematic.
(Figures adapted from Hasler (2005))

http://cadsp.ece.gatech.edu/
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Figure 4.4 – (a) Die photograph of the RASP FPAA, an array of 6 × 14 CABs can be observed (b)
equivalent schematic of a CAB, with access to various components that can be interconnected within or
outside of the CAB.

As mentioned by Hasler (2005), the FG charge can be accurately tuned using Fowler-
Nordheim tunnelling to reduce its value (Lenzlinger and Snow, 1969) and hot electron injection
to increase its value (Duffy and Hasler, 2003). Consequently, the drain current versus gate
voltage curve can be shifted to control the FG charge, and the resulting MOS transistor has
a virtual W/L ratio that can be modified after fabrication. From the designer point of view,
FGMOS-based circuits are blocks whose behaviour can be modified after the chip fabrication,
thus adapted to a particular function. They were used to design adaptive circuits, as illustrated by
Srinivasan et al. (2005), or large arrays of inter-connected basic components, as performed by
Basu et al. (2008).

Next, a topology for accurate charge balancing is designed, based the use of the RASP 2.9.
This component is a large scale FPAA that was recently designed as detailed by Brink et al.
(2014). A die photography of this FPAA can be viewed on Figure 4.4(a).

The system is divided into subparts called Computable Analog Blocks (CAB). All CABs can
be connected from one to another using long inter-connections and switch matrices of FGMOS.
A CAB is a group of individual available components, as illustrated in the schematic view of a
CAB of the RASP 2.9 in Figure 4.4(b). It is composed of:

• 3 slots of 3 FGMOS P transistors with common gates,

• standard nFET (×2) and pFET (×2) transistors,

• a transfer gate with access to the command signal,

• a fixed capacitor of 500fF
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Figure 4.5 – (a) Architecture of the development board used for the experiments. (b) Flow chart of the
RASP programming, from the designer-defined Simulink schematic to a ’Switch-List’ controlling the
FPAA.

• various OTA structures: a FGOTA with a unitary feedback, an FGOTA (OTA with capaci-
tive inputs), and one standard OTA. All these OTAs can be biased over a wide range of
current as their biasing source is realized with a FG current mirror.

The RASP 2.9 is composed of 84 (4× 16) CABs that can be interconnected with input/output
pads to implement analog functions.

A development board has been fabricated, in Figure 4.5(a). This board is USB connected to
a PC hosting the design software tool. The interface is made with a micro-controller, in charge
of programming the RASP (FGMOS tuning to program interconnections and bias tuning). The
micro-controller is also the interface between the analog component and the user interface, as
it drives Digital-to-Analog and Analog-to Digital converters controlled by the software user
interface. These converters permit to test the developed structures and to bias some components
of the RASP. The development board also includes various supplies (3.3V , 5V and 12V ).

The user can design an analog architecture using a Matlab/Simulink interface: a schematic
can be built using elementary components of the CABs or using already developed libraries. The
global design flow, as detailed in Schlottmann et al. (2012), is presented on Figure 4.5(b). The
schematic is then compiled into a standard netlist that is itself transformed into a Switch List that
contains the coordinates and biasing currents, finally programmed in the RASP.

Considering all these elements, the RASP circuit, its development board and software in-
terface give the opportunity for analog designers to test and use topologies without fabricating
dedicated ASICs. The global design flow is the same as discrete electronics prototyping how-
ever parasitics (such as inter-connexions capacitances) have to be taken into account. Existing
schematics can then be integrated to a library - as functional sub-circuits - and give the opportunity
of rapid development of experimental systems, particularly in the context of hybrid biologi-
cal/artificial interfaces; some elements have already been addressed (for neural pre-amplification
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Figure 4.6 – Experimental setup used for research on functional rehabilitation, on an ex-vivo spinal cord.
The stimulator delivers a current to the upper part (above L1 ventral roots) and signal is recorded in the
lower part (L2/L5 ventral roots). (a) Standard stimulation is generated with a predefined waveform; defects
of the stimulator imply charge imbalance that can lead to tissue damage.(b) The proposed stimulator is
based on charge metering feedback; anodic timing is controlled to ensure charge balancing

see Zbrzeski et al. (2010), for neuromorphic circuits see Shapero and Hasler (2012)).

4.2.2 Biological context
The designed FPAA-based stimulator with automatic charge balancing was designed in the

context of experiments on the spinal cord for locomotor rehabilitation (HYRENE project as
described in chapter 1). The final goal of this project is to construct a hybrid bridge on a spinal
cord lesion so that brain-stem incoming locomotion orders are reconstructed under the lesion
that produces locomotor patterns on efferent lumbar ventral roots axons. The experimental setup
is based on an artificial spiking neural network modelling a spinal CPG dynamics. This artificial
CPG will be connected from neural recording and detection on the upper part of the lesion and
will drive the stimulator triggering tissues under the lesion. All together they form a hybrid
closed-loop system.

First step in the system design is to develop an open-loop version and test the global
dynamics induced by circuits. The goal of such experiment is to reproduce and observe a
normal locomotor activity on ventral roots. This has already been successfully performed
with commercial stimulation hardware as explained in Joucla et al. (2013). In the stimulation
path, three parts can be distinguished. First, the artificial CPG is mimicking neural signal for
motoneurons. This first circuit is connected to our stimulator with electrodes implanted near the
upper lumbar section of the spinal cord. The third part is the bioware.

A schematic view of the hybrid experiment is drawn in Figure 4.6(a). With a long term
objective of a rehabilitation implant, the stimulation stage has to be isolated with the mandatory
DC blocking capacitor. If it prevents from direct DC current flow for one channel an under
charge balance would induce a blocking of cathodic pulse, resulting in stimulation inefficiency.
A comparison with the stimulation induced on Parkinsonian rats on previous chapter can be
drawn. As DBS is permanently delivered and as stimulation induces physiological reaction,
the stimulation inefficiency can be easily detected. The situation in the context described in
Figure 4.6 is slightly different: the stimulation is directly triggered by the artificial CPG and
the efficiency is only assessed by the empirical observation of cell reaction by recording the
activity on ventral roots. In these conditions only the perfect charge balancing and the blocking
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capacitor can ensure the effectiveness of the stimulator and the tissue safety; in such conditions
the absence of cell reaction testifies directly for a sub-threshold stimulation.

4.3 Design of the automatic charge balancing topology

4.3.1 Method
The charge balancing method must estimate the injected cathodic charge to control the anodic

pulse, whatever the exact form of the cathodic pulse is. This is particularly crucial in case of
saturation, or artefacts due to the imperfection of current sources that deliver the stimulus. In this
context charge metering is the most suitable technique. Capacitors in series with the electrode
are natural candidates as their voltage is directly proportional to the charge. In this case, using a
capacitor Csense with a voltage drop VCsense:

VCsense =
Qsense

Csense
=

∫
t
istim (t) · dt
Csense

(4.6)

Thus accurate charge balancing can be performed by controlling the VCsense on the stimulation
period, so that the final condition is equal to the initial condition. With a null initial condition, a
correct anodic compensation has to reach a null voltage over the sensing capacitor. Moreover,
as a blocking capacitor is mandatory in implanted stimulators, the re-use of its voltage seems
interesting. However, the first issue is that DC blocking capacitors are chosen to respect:

∆Velectrode � ∆VCDC (4.7)

in order to limit the power of the system on the output stage and the DC/DC converters. This
implies that the voltage variation of the sensor will be small compared to the voltage across the
electrode, resulting in the need for sensed voltage amplification. In order not to induce current
loss, the input impedance of the amplification stage has to be as high as possible. With these
considerations, a sensing loop can be constructed as shown in Figure 4.7(a). For this design a
symmetric power and thus a dual source stimulation channel were used. This choice is arbitrary
and the developed topology could be adapted to the H-bridge topology.

The stimulation output is connected to the sensing capacitor Csense. However, this last
capacitor cannot be the only blocking device, as one amplification input would be directly
connected to the electrode. Long term safety could be affected by phenomena such as time-
dependant gate oxide breakdown, leading to default DC currents over the electrode. For this
purpose, a second blocking capacitor is used as shown in Figure 4.7(a).

The voltage VCsense over the sensing capacitor is amplified as G · VCsense and controls a
feedback circuit in charge of driving the switch of the anodic source. The complete sequence of
stimulation is illustrated by the chronogram in Figure 4.7(b). The stimulation can be divided in
three phases:

• The cathodic pulse is initiated by Vc that is the output of two cascaded monostable
circuits. The first monostable circuit has generated a high logic level on Vint during a
time corresponding to the addition of the cathodic time Tc and interpulse delay Tinter.
Vint triggers a monostable generating a high logic level on Vc during Tc. Vc is directly
driving the cathodic switch and induces a cathodic stimulation over the electrode. Vint is
connected on a NOR gate driving the anodic switch so that no anodic current is applied on
the electrode during the cathodic stimulation. As the current on the electrode is negative,
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Figure 4.7 – (a) Closed-loop topology for automatic balancing with capacitive charge sensing. User
defined timings are generated by monostable circuits, anodic switch is tuned by the feedback. (b) Voltages
during a stimulation sequence. Vc controls the cathodic pulse; Vint inhibits the trigger of anodic pulse
during the cathodic and inter-pulse time; Va shapes the anodic pulse and is constructed from Vcomp, the
feedback voltage that attests of the charge state.

the feedback signal, proportional to the stimulation charge, is decreasing (−G · Vsense is
increasing on the chronogram).

• At the end of Tc the second monostable circuit generates a low voltage level on Vc
so that cathodic stimulation stops. Vint remains high so that any anodic stimulation is
inhibited during interpulse timing. The feedback voltage remains stable. The result of the
comparison of G · Vsense is a low logic signal since a negative charge has been applied.

• When Vint has a falling edge, the inhibition of the anodic switch stops and the result of the
comparison induces a anodic stimulation. The feedback signal increases as the stimulation
charge is reducing. The anodic stimulation stops when the charge is equal to 0 and the
stimulation waveform balanced.

Due to the presence in the decision loop of a comparison block which is sensitive only to the
charge sign, the global loop is immune to the cathodic current shape and to the amplification
stage saturation.

The used FPAA in which we implemented our topology is fabricated in a low voltage process,
we had to use external devices for the current sources and the feedback amplification. The
current sources (PSSI2021SAY) and the first stage amplification were made with an external
instrumentation amplifier (INA2128). Other circuits were realized with internal components of
the FPAA CABs. An internal oscillator was realized to trigger the stimulation. This circuit was
implemented using a ring oscillator with 3 inverting followers made of FGOTAs. Its frequency
can be tuned by changing the biasing of these OTAs. The range of frequency and corresponding
biasing currents are summed up in Figure 4.8(b).

The most critical blocks are the two monostable circuits. They are based on a RC cell driven
by two OR logic gates as shown in Figure 4.8(a). All logic gates are made from individual MOS
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Figure 4.8 – (a) Topology of the monostable circuits on the FPAA, (b) Table of tunable parameters and
corresponding biasing current on the FPAA; all biasing currents can be tuned via the Simulink files or
directly in the switch list without reprogramming the entire FPAA.

transistors available in CABs. These circuits have a tunable unstable-state duration:

Thigh =
Cm
gm

ln (2) (4.8)

where Cm is the capacitance of the monostable and gm the transconductance of the OTA as
illustrated in Figure 4.8(a). This transconductance can be tuned on the FPAA with:

gm = Ibias/2VT (4.9)

In order to reach large durations (from 50µs up to 2ms), large capacitors and low transconduc-
tances have to be used. The capacitor is constructed from parallelizing individual capacitors of
common CABs; a fixed number of 40 individual components have been used so that Cm ≈ 20pF .
The range of unstable-state durations and corresponding biasing currents to tune gm are summed
up in Figure 4.8(b). The currents are externally tuned and can be set from 20µA to 1mA, without
repercussion on circuits implemented in the FPAA as the charge balancing is independent of the
exact current shape.

4.3.2 Results
The circuit was tested on different resistive loads, for electrical characterization, and with

implanted electrodes to confirm the efficiency of the stimulation.

Electrical characterization

Characterization results are shown in Fig. 4.9. To check the ability of the topology to
accurately balance the charge, variations of the stimulation waveform were imposed.

On Figure 4.9(a), a fixed anodic current is set. Then the cathodic current is increased. These
kinds of variations are processed by physiologists for stimulation threshold evaluation. When
increasing the cathodic current, the stimulation charge is proportionally tuned. As a result the
anodic timing is directly increased by the circuit. Waveform integrals are null and especially,
short current peaks, caused by non-ideal switching, are automatically balanced.

Measurements were then recorded with a fixed cathodic charge and varying the anodic
current, as shown in Figure 4.9(b). Physiologically, the cathodic phase is responsible for target
cells depolarization. However, anodic current hyper-polarizes the same cells. Reduction of
anodic current is therefore often used by physiologists to optimize stimulation efficiency. Results
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Figure 4.9 – (a) Characterization with a constant anodic current and variable cathodic current; as the
cathodic charge is growing, the anodic time increases to respect the total null charge over the stimulation
period. (b) Characterization with a constant cathodic current and variable anodic current; in this situation
the compensation time is supposed to follow an hyperbolic curve (plotted in blue), the small variations
over this theoretical curve correspond to the balancing of parasitic charges.

show automatic tuning of anodic timing with respect to a theoretical hyperbolic curve. Small
variations over this last curve are due to automatic balancing of parasitic charges.

In order to check the balancing accuracy, additional measurements were performed using
a picoammeter/voltage source Keithley 6487 in series with the load. The voltage source was
set to 0V and the current was measured with the maximal averaging time constant, in the range
of seconds, to measure the DC current resulting from unbalanced charge. With the maximal
cathodic current (Ic = 200µA), a cathodic time of 500µs, a frequency of 20Hz, a maximal DC
current of 0.9nAwas obtained for a low value of anodic current (about 20µA). This measurement
shows slow variations around 0A and larger integration time constant could lead to lower results.
This behaviour can be understood by considering that if a parasitic phenomenon is resulting in
charge unbalance, the accumulated exceeding charge will be detected and balanced in the next
stimulation periods.

Experimental validation on ex vivo spinal cord

Stimulation was then performed on a Wistar neonatal rat’s ex-vivo spinal cord as described
in section 1.4.4. As described in Fig. 4.6, stimulation electrodes (32 probe array, Neuronexus)
were placed in intra-spinal cells pool. Bilateral lumbar ventral roots were recorded using glass
suction electrode to evaluate tissue response. The global experimental setup is based on coupling
of artificial and biological neural network in open loop. The setup is shown in Figure 4.10(a).
An artificial spiking neural network detailed in Ambroise et al. (2013) is used to reproduce a
locomotor-like activity. This digital block, implemented on a FPGA, outputs two triggering
signals, corresponding to the start of right and left motor activity. These two triggers are then
translated into stimulation orders.

This setup was been used with a commercial stimulator (Multichannel Systems STG4002
1.6mA) as described in Joucla et al. (2013). Stimulation protocol for each trigger is as follows:

• a succession of 10 stimulation periods with a frequency of fstim = 100Hz,
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Figure 4.10 – (a) Architecture of the open loop stimulation path, based on FPGA blocks (artificial neural
network and digital stimulation driver), and the FPAA based stimulator whose output is steered on right or
left stimulation electrode. (b) Recording of lumbar ventral root neural signal after a 10-periods stimulation
burst. The plotted fixed threshold corresponds to 3 times the standard deviation of observed signal for
spike detection. As a comparison, the blue curve shows the observed tissue-response for stimulation with
a commercial stimulator with the same waveform parameters.

• within a stimulation period, a cathodic current of 100µA during 500µs,

• the stimulation is performed on right or left electrode depending on incoming trigger.

To compare the FPAA-based stimulator with the commercial one as used in Joucla et al. (2013),
we performed the experiments with the two setups. We present now results obtained with the
FPAA-based stimulator.

As the developed stimulator is a one channel system, the stimulation current has to be steered
to the correct electrode depending on the neural network activity. This technique is possible as
the two electrodes are not stimulating at the same time. Consequently, a digital block manages
the interface between the triggers from the artificial CPG and the stimulator by generating the
correct number of stimulation periods, and drives a switch in charge of electrode (right/left)
selection as illustrated by Figure 4.10(a).

Recorded neural activity on L5 left - as performed in Joucla et al. (2013) and illustrated in
Figure 4.6(b) - are presented in Figure 4.10(b). After the stimulation artifact, a bursting activity
can be observed on both tissue responses. Spike detection was performed with constant threshold
computation of three times the standard deviation of the noise. For both stimulators similar
bursting duration (between 5s and 6s) were observed.

4.4 Partial conclusion
The objective of accurate charge balancing was achieved. The DC-equivalent current obtained

was less than previously reported Figures in the literature (< 0.9nA for this design, ≈ 1nA in
Dai Jiang et al. (2011) and ≈ 6nA in Sit and Sarpeshkar (2007)). Consequently, tissue safety is
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maximized, stimulation effectiveness is guaranteed and satisfying proof-of-concept stimulation
results were obtained ex vivo, preparing for further experiments with a hybrid closed-loop design.

In this context, the use of FPAA architecture was particularly interesting for fast development
and prototyping of the additional circuits necessary for the charge-metering technique. Moreover,
as consumption was related to the biasing of the circuits used (mainly OTAs), the use of
transconductance-controlled architecture was an advantage, as the low frequency range - or long
duration - implied a decrease in transconductance. Interestingly, a quasi-optimal architecture for
charge balancing was built using non-optimal components.

Apart from this particular design, FPAA-based structures offer promising alternatives to
highly-specific designs for developing new systems to interact with living organisms. The system
presented is specific to one setup, but the programmability of FPAAs makes them compatible
with multi-application circuits and a global approach.







PART III

GLOBAL MULTI-APPLICATION
APPROACH

"Je suis de ceux qui pensent que la
Science a une grande beauté, répond-
elle à ses interlocuteurs. Un savant
dans son laboratoire n’est pas seule-
ment un technicien : c’est aussi un
enfant placé en face des phénomènes
naturels qui l’impressionnent comme
un conte de fées. Nous ne devons
pas laisser croire que tout progrès sci-
entifique se réduit à des mécanismes,
des machines, des engrenages, qui,
d’ailleurs, ont aussi leur beauté pro-
pre."
E. CURIE, Madame Curie, P. 465,
Edition Gallimard, 1938





CHAPTER 5

ELECTRODE IMPEDANCE
MEASUREMENT AND MODELLING





THE divergence between the numerous applications of stimulation is correlated to the
multiplicity of electrodes. A specific target tissue is often associated with a particular
electrode, with specific geometry and materials. For example, the two designs described

above are based on macro- or micro-electrodes, resulting in different current levels for the same
waveform, as well as two different terminal impedances. This impedance is a sizing quantity
for the electrical design of the front-end, but has little impact on its architecture. Consequently,
focusing on electrical characterization offers a promising basis for a global approach. First, the
physics of electrodes is reviewed and commonly-used models are described. Then, as required
by the phenomena involved, a measurement bench was designed and a fractional, non-linear
model was developed.

5.1 Physical considerations of the stimulation load
The stimulation load is composed of the DC blocking capacitor and the electrode implanted

in the biological medium, next to the target excitable cells. This chapter focuses on the global
impedance of this last electrode in contact with the biological tissue, as the impedance of the
capacitor is known and controlled by the designer. A general overview of the impedance under
investigation is drawn in Figure 5.1. The global interface between electrical circuits and the
biological medium can be divided in three parts:

• A metal shape in contact with an electrolyte formed by the biological medium, forming a
electrochemical half-cell. This corresponds to the stimulating contact and forms a physical
interface between electronic(in the metal 1) and ionic conductions (in the electrolyte). Its
impedance is noted Zelec1 on Figure 5.1.

• The biological medium, composed of extra-cellular medium and cells. This part is
governed by the ionic conduction, characterized by the electrical conductivity of the
solution and the non-homogeneity due to the presence of cells and cells membranes. Its
impedance is noted Zbio on Figure 5.1, and Vbio corresponds to the extra-cellular potential
described in chapter 1.

• A second electrochemical electrode half-cell, formed by the biological medium and a
second metal. This correspond to the current return electrode of the stimulation. Its
Impedance is noted Zelec2 on Figure 5.1.

This global impedance has already been widely addressed in the literature. However, elec-
trical model are often over-simplified and designs are not always based on considerations over
underlying physical phenomena. In this section, a physical approach of the stimulation load is
adopted, and main properties of this load are exhibited in order to propose a model for electrical
design of stimulation circuits.

First the main properties of the electrochemical half cell is detailed, then some characteristics
of the biological medium are explain. In a third subsection, existing electrical models are shown.

5.1.1 Physical phenomena at the electrode-electrolyte interface
The electrode-electrolyte interface is a complex transducing surface forming a natural border

between electronic and ionic conductions. This transduction is not only used in electrodes for
biological application but is exactly the same as in other field of electro-chemistry as for example
accumulator. In the metal, basic electrical transport phenomena take place. In the conductive
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Figure 5.1 – Schematic description of the stimulation load, excluding the blocking capacitor; the global
impedance can be separated in two metal electrolyte junctions and a piece of the biological tissue.

electrolyte, the Maxwell’s equations can be superimposed to chemical equations that governs
quantities such as local concentration. These last phenomena are of major importance near the
interface and will be explained. Basically, phenomena can be separated in two categories:

• field phenomena, forming a double layer capacitance,

• charge transfer, forming a more complex impedance model.

In this section these two contributions are studied separately.

Double layer capacitance

The boundary between an electrode and an electrolyte is characterized by a double layer of
charges as explained in Bard and Faulkner (2001). At the equilibrium, all reverse reactions are
equal resulting in a null current over the interface.

The charge repartition can be in first approximation described using two separated planes.
As presented in Figure 5.2, electronic charges accumulate in the metal part. In the electrolyte
a first layer of water molecules accumulate next to the interface forming the Inner Helmholtz
Plane. The first layer of solvated ions that fit the interface forms the Outer Helmholtz Plane.
The distance from this plane to first layer of charge (dOHP ) is responsible for the Helmholtz
capacitance calculated as:

CH =
ε0εrA

dOHP
(5.1)

where ε0 is the vacuum permittivity, εr the relative permittivity of the solution and A the area
of the interface. The distance dOHP small, usually less than 10 Å. The maximal Helmholtz
surfacic capacitance is estimated to 0.11pF/µm2 by Kovacs (1994). Between the electronic
charge layer and the OHP, the electric potential is decreasing linearly with the distance, as no
charge is present.

In the electrolyte, the electrical potential is determined by the spatial repartition of ions.
Far from the electrode, species concentrations are independent from the position with the
hypothesis of an homogeneous solution, forming a bulk electrolyte. Near the interface, the
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Figure 5.2 – Charge repartition around the metal-electrolyte interface and normalized potential evolution
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ionic concentrations follow a Boltzmann statistic distribution, as explained in Bard and Faulkner
(2001), is described by:

ci (x) = c0
i e
−qiΦx
RT (5.2)

where c0
i is the steady state concentration, qi is the signed charge of the considered element, R is

the Boltzmann constant and T the temperature. In order to evaluate the electrical potential Φx,
let consider the Poisson-Boltzmann equation:

∂2Φx

∂x2
= −4πρx

ε0εr
(5.3)

where ρx is the charge density that can be expressed by summing the concentrations repartitions.
The Charge of the electrode can be obtained by integrating the charge density in equation 5.3
over x:

Q = −ε0εr
4π

(
∂Φ

∂x

)

x=0

=

√
2RTε0εr

π
ci sinh

(
qiΦ0

2RT

)
(5.4)

where Φ0 is the potential over the junction. This equation of the charge depending on the potential
exhibits a capacitive phenomenon, quantified by:

CD =
∂Q

∂Φ0

=
ε0εr
LD

cosh

(
qiΦ0

2RT

)
(5.5)

where LD is a quantity homogeneous to a distance, called the Deby-length:

LD =

√
ε0εr

2RTciqi
(5.6)
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As the two expressed capacitive phenomena describe successive charge repartitions, as illustrated
in Figure 5.2, the effective capacitance of the electrode-electrolyte interface can be expressed as:

Cdl =

(
1

CH
+

1

CD

)−1

(5.7)

Kovacs (1994) evaluated this global capacitance to approximatively 0.05pF/µm2 for extracel-
lular electrodes. As reported by Sapoval (1995) and Kerner and Pajkossy (1998), the state of
surface can modify the capacitive behaviour, so that the observed behaviour tends to respect
pseudo capacitive effect of a constant phase element. Such phenomena can be described by
fractional derivation that will be detailed in a further section.

Charge transfer phenomena and Warburg impedance

The field phenomena previously expressed does not take into account the redox reactions
induced by species at the electro-chemical junction. The electrical current of such process is
governed by the Butler-Volmer equation, and represented Faradic current, expressed as:

ifaradaic = ianodic − icathodic = i0

(
e
qaη
2RT + e−

qcη
2RT

)
(5.8)

where i0 is the current exchange and η is the over potential, quantifying the variations around
the half-cell potential imposed by the junction’s material. This equation is illustrated by Figure
5.3(a) (η = Φ− Φhalf−cell). Two conclusions can be extracted from this equation. The first is
that for small signal (η < 0.01V as bounded in Franks et al. (2005)), a charge transfer resistance
can be calculated using a first order Taylor expansion:

Rt =

(
∂η

∂i

)

η=0

=
RT

qJ0A
(5.9)

where J0 is the exchange current density and A the surface of the interface. However, the second
element is that these small signal variations over the equilibrium are an hypothesis that is not
compatible with high voltages imposed during electrical stimulation of excitable cells. Therefore,
charge transfer phenomena are responsible for the highly non linear behaviour of the electrode
impedance, as indicated by equation 5.8.

Finally, a last equation can add contribution in electrode impedance. All previously described
phenomena do not model eventual species diffusion. A faradaic current density can be computed,
considering the solution of the Nernst-Plank problem (Planck, 1890) leading to :

Jnon−faradaic = −Di
∂ci
∂x
− qiF

RT
Dici

∂Φx

∂x
+ civi (x) (5.10)

where the first term represents the diffusion with Di the diffusion parameter, the second term
represent migration with F the Faraday constant, and the last term represents the movement with
vi the velocity of species. If this last equation has, in most of the cases, no analytic solution;
the hypothesis of an infinite linear diffusion leads to the expression of an impedance element in
series with the transfer resistance Rt, called a Warbug Impedance (Bard and Faulkner, 2001) and
defined as:

W (ω) =
Rwy√
ω

(5.11)
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Figure 5.3 – (a) Graphical representation of the current given by the Butler-Volmer equation, which is
the combination of two exponential anodic and cathodic current. Near the equilibrium a quasi linear
resistivity can be expressed. (b) Illustration of the current paths in the biological medium formed by the
extra-cellular medium and excitable cells.

where Rw is a resistive term and y defined by :

y =
kredf
Dred

+
kox
Dox

(5.12)

were ω is the angular frequency, D the diffusion coefficients of the reactants. This impedant
element is characterized by a fractional power of the angular frequency and is associated to
fractional derivative of the order 1/2.

If considering all contributions, the global current at the interface is:

i = ifaradaic + inon−faradaic (5.13)

5.1.2 Tissue impedance
In the tissue, the electrical conduction is purely ionic. The extra-cellular medium is charac-

terized by its conductivity that depends on ionic concentrations. This conductivity depends on
the nature of the stimulated cells as the homoeostatic conditions can vary for different tissues.
This impedance has a purely resistive model of a value Re.

However, as illustrated by the Figure 5.3(b) and explained by McAdams and Jossinet (1995),
the tissue represent a non-homogeneous medium where cells are placed. At higher frequency,
the capacitive membranes have a decreasing impedance. In this cases, a parallelized path,
composed of a capacitance Cm formed by the membranes in series with a resistanceRi modelling
the electrical conductivity of the intra-cellular medium, becomes dominant, as expressed by
the equivalent schematic presented in Figure 5.3(b). The capacitive term was also reported
(McAdams and Jossinet, 1995) to be a source of fractional derivative contribution.

This impedance is subject to variation with time as observed by Lempka et al. (2009b), as the
tissue can react after implantation. Particularly, fibrosis or gliosis (see Cogan (2008)) can change
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Figure 5.4 – (a) Complete linear electrical model of the stimulation load. This complex schematic is often
simplified in models presented in schematics (b), (c) and (d)

tissue properties and affect the impedance. Such phenomena also change the medium near the
metal and can affect the values of impedances resulting from the previously described equations.

5.1.3 Overall electrical modelling
The global electrical model that can be drawn from expressed physical phenomena is shown

in Figure 5.4(a). This schematic includes the capacitive nature of the metal-electrolyte interface,
that can also be fractional, the linearised charge transfer impedance and the impedance of the
tissue. This schematic is only linear and does not consider any variation of a parameter versus
electrical quantities. As the impedances of both boundary regions are similar, simplification can
be made and this complex schematic is never used in this form for electrical design. However,
three simple models for the frequency range of electrical stimulation (≈ 1Hz to ≈ 85kHz) can
be found in the literature.

These models are shown in Figure 5.4:

• the electrical model presented in Figure 5.4(b) is a first approximation model developed
by Fricke (1932) only taking into account the capacitance of electrodes and the tissue
equivalent resistance. This oversimplified model is still widely used for electrical design
of stimulators as in Kelly and Wyatt (2011) for instance.

• The electrical model presented in Figure 5.4(c) as often simplified from Randles (1947).
This model includes a minimalist description of the real part charge transfer phenomena.
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This model is also used in the electrical design as by Brown et al. (2008) for example.
However, this model has no fractional dynamics; if simulation can in first approximation
be satisfying, the modelled dynamics fails to fit observations and physical phenomena.

• The electrical model presented in Figure 5.4(d) includes a constant phase element and a
resistive part. This model is used as a support to extract qualitative information about the
tissue or interface properties as in McAdams et al. (1995). However, this model is due to
its fractional aspect not directly compatible with electrical CAD simulators.

Considering this latter model, the next section introduces used mathematical rules for fractional
derivative computation. Moreover, as none of these models includes non-linear elements, a
multi-model strategy will be used to model observed non-linearities. These results make possible
a complex model extraction and simulation.

5.2 Fractional calculus and computation of fractional systems
If the fractional integration or derivation remain unusual in classical electrical modelling,

first definitions of a mathematical derivation and integration extended to the real and complex
powers goes back to the 19th century. Such mathematical objects are required for the modelling
of Constant Phase Elements and fractional behaviour is associated to fractal surface or even
modified diffusion equations. Fractional differential equation are already used in mathematical
and physical field as detailed by Podlubny (1998). In this section, the temporal and frequential
responses of a fractional derivator is exhibited leading to a recursive approximation allowing for
fractional derivative computation in classical simulation algorithms.

5.2.1 Response of a fractional derivator/integrator
As the electrode impedance will be model using fractional operators, let us consider the

response of such systems. The mathematical basis of this section are summed up in Appendix B.
First the temporal response to a step function will be detailed; this analysis is of major concern
since it illustrates the electrode response to current steps as it can be observed with the typical
current stimulus waveform. Then, the frequential response is studied; this response is the basis
for a recursive approximation enabling fractional system simulation. Let us consider I and D,
respectively the integral and derivative operators. For a real fractional derivator system (γ ∈ R),
the output signal y (t) is equal to the result of the derivative of the input signal x (t) with a gain
determined by the time constant τ :

y (t) = τ γDγ
t x (t) (5.14)

As γ can be positive or negative, the operator D represent since then whether the derivator or the
integrator. If the initial conditions of the system are null, the Laplace transform of the previous
equation is:

Y (s) = (τs)γ X (s) (5.15)

by considering ωu = 1
τ
, the unity gain angular frequency, the system is characterized by:

Y (s) =

(
s

ωu

)γ
X (s) (5.16)
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In the Laplace domain, the transmittance D of the fractional derivator is:

D (s) =

(
s

ωu

)γ
(5.17)

Temporal response

This result leads to the temporal impulse response yimp (t) of the system, considering the
inverse Laplace transform:

yimp (t) = L−1{D (s) ; s} =

(
1

ωu

)γ
t−γ−1

Γ (−γ)
u (t) (5.18)

where u (t) is the Heaviside function. The temporal response of the integrator (derivator with
γ ∈ R∗−) shown in Figure 5.5(a) can be understood by focusing on the non integer part of the
derivation:

Dγ
t (f (t)) = In+ν

t (f (t)) = Int (Iνt (f (t))) (5.19)

where n ∈ N and ν ∈ ]0, 1[. Considering the Riemann-Liouville definition of the integration
expressed by equation B.4 as written in Appendix B, the purely fractional part of the previous
integral can be expressed as convolution product:

Iνt (f (t)) = ` (t) ∗ f (t) (5.20)

where ` is a Riemann-Liouville singular kernel defined by:

` , tν−1

Γ (ν)
(5.21)



5.2. FRACTIONAL CALCULUS AND COMPUTATION OF FRACTIONAL SYSTEMS 97

A graphical representation of this kernel is shown in Figure 5.5(b). This last equation gives a
better understanding of the the fractional phenomena. For ν = 1, and thus the typical integration
of order one, the kernel value at the origin is 1 and constant for negative values, which means
that by convolution in the time domain, events are equally memorised and held. For ν < 1,
the kernel is non constant, undefined in 0 with an infinite limit on 0 and a 0 limit on −∞. For
` > 1, the convolution favors the near event in the memory effect. On the contrary, when the
time distance increases (τ increasing in the convolution product), events influence decreases
with a higher dynamic when ν is near 0. If ν = 0, the integration becomes the identity, meaning
that no memory effect can be observed. This reasoning associated to equation 5.19, allows for a
better understanding of the impulsional response shown in Figure 5.5(a).

Frequential response

Considering the equation 5.17 and that s = ω, the transmittance D of the fractional derivator
in the frequential domain is:

D (ω) =

(
ω

ωu

)γ
(5.22)

Consequently, the gain and the phase of the system are defined by:



|D (ω)|dB = 20γ log

(
ω

ωu

)

∠D (ω) = γ
π

2

(5.23)

This equation, illustrated in Figure 5.6, lead to remarkable properties:

• the phase of the system is constant and can be any value unlike integer order operators.
This property gives the name to the Constant Phase Element, often discussed for electro-
chemical system’s modelling.

• the gain curve is characterized by a slope of 20γ dB per decade.

Thus, fractional systems allow to model any gain slope observed on measure, and fit constant
phase behaviour.

5.2.2 Recursive approximation of a fractional derivator
If the existence and properties of fractional devirator and integrator can be easily expressed

as the generalization of the integer derivative and integral, modern numerical computation is
exclusively based on discretisation of the derivative, considering approximation of equation B.9
of Appendix B. If this result is generalized by equation B.14 of Appendix B, actual numeric
solvers do not allow for derivative re-definition. Thus an approximation of the fractional derivator
computable on commonly used solvers is required. A recursive approach has been developed in
Oustaloup et al. (2000).

This approximation can be made considering a bounded fractional derivator in the frequential
domain. With γ ∈ R, equation 5.22 bounded over [ωb, ωh] becomes:

(
s

ωu

)γ∣∣∣∣
[ωb,ωh]

= C
′
0

(
1 + s/ωmin
1 + s/ωmax

)γ

(5.24)
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Figure 5.6 – Frequential representation of fractional derivator for different γ values.

where C ′0 = (C0)γ , with C0 =
ωmin
ωu

=
ωu
ωmax

, and
√
ωmin · ωmin = ωu. This approximation can

be used under the hypothesis: {
ωmin � ωb

ωmax � ωh
(5.25)

using a recursive approach, it can be proven that:
(
s

ωu

)γ∣∣∣∣
[ωb,ωh]

= C
′
0 lim
N→+∞

(
N∏

k=−N

1 + s/ωz,k
1 + s/ωp,k

)
(5.26)

where the ωz,k and ωp,k are zeros and poles calculated as:




ωz,k+1

ωz,k
=
ωp,k+1

ωp,k
= αη

ωp,k
ωz,k

= α

ωz,k+1

ωp,k
= η

(5.27)

with α and η, two constants depending on the fractional order γ and the number of poles and
zeros 2N + 1: 




α =

(
ωmax
ωmin

)γ/(2N + 1)

η =

(
ωmax
ωmin

)(1− γ)/(2N + 1)
(5.28)
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Figure 5.7 – Bode plot of a normalized frequential differentiator on a frequency domain [ωmin;ωmax]
and the construction of the recursive approximation transmittance. In this example the number of zeros
and poles is 6, one per decade, to allow for approximation’s ripple observation; imposed distances α and
η are represented on a single zero/pole pair.

Considering the equation 5.26, the following approximation can be used:

(
s

ωu

)γ

[ωb,ωh]

≈ C
′
0

N∏

k=−N

1 + s/ωz,k
1 + s/ωp,k

(5.29)

with the same notation as previously expressed. The fixed N is a parameter that is defined
considering the frequencial range of the required approximation. This last equation only uses
integer order derivation and can be used as a classical transmittance in any numerical solver. The
generalized derivator only consists in a product of individual first order transmittances with one
zero and one pole. Moreover, an electrical analogy can be drawn from this equation.

This recursive transmittance can be interpreted as a series of electrical corner frequencies
resulting from associations of reactive elements. This corresponds to the lumped model which
can be used to approximate bode curves exhibiting non integer behaviours as in Scaramuzza et al.
(2012) for example.

An illustration of such transmittance is shown in Figure 5.7. In this graphical representation,
a ripple can be observed either in the magnitude or phase. This ripple decreases with high
values of N. Typically simulation performed in the following sections are done using 2 pairs of
zeros and poles per decade, with boundary frequencies one decade under the minimal frequency
imposed by the observation window, and one decade over the Nyquist frequency of the discretized
measurement signal.

As a conclusion of this mathematical introduction of the fractional derivative, general ideas
can be summed up as:
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• Fractional phenomena that appears considering physical representation of the stimulation
are based on generalization of the traditional integer derivation or integration.

• Such systems can be combined as traditional systems.

• A physical understanding and representation of such systems can be constructed, either in
the temporal of frequencial spaces.

• By using recursive approach, these systems can be computed using algorithm for ordinary
differential equation computation, only using a product of first order admittances.

In the next section, based on these physical phenomena and this possibility of mathematical
modelling, a measurement bench is described with the objective to obtain an empiric model of
the stimulation load.

5.3 In vivo compatible measurement bench and protocol
Electrical stimulation of biological tissues is preferably done by a current source (Merrill

et al. (2005a); Cogan (2008)), as it is a natural way to control the injected electrical charge.
Balancing the total injected charge is important to avoid tissue damage (Merrill et al. (2005a)).
In order to reach these specifications, a specific measurement bench has been developed. This
bench has been characterized to avoid measurement bias. Then a protocol has been developed
taking into account the stimulation waveform characteristics and the requirements for in vivo
measurement.

5.3.1 Measurement bench
The measurement bench shown in Figure 5.8(a) uses of a programmable arbitrary waveform

generator (Agilent 33250A) to control the stimulus applied to the electrode. This generator has a
voltage output, nevertheless the stimulation of the tissue has to be provided in current mode. For
this purpose, the electrode under measurement is driven by a voltage-controlled current source.
The voltage across the electrode is then sensed through an amplification stage, and recorder with
an Agilent MSO6034A 300 MHz Oscilloscope.

In order to lessen the measurement error, the output impedance of the stimulation current
source has to be as high as possible. The most adapted topology for this purpose is the Howland
current source as presented in Figure 5.8(a). In first approximation, considering the input
impedance of the amplification stage as infinite, the current in the electrode is determined by:

Ielec = G · Vin −
Velec
rout

(5.30)

where: 



G =
1

R1

rout =
R1R2 (R2 +R3)

R2
3 −R2

2

(5.31)

This result allows to tune separately the transconductance G and the output resistance. The
transconductance was set using precision resistors with a tolerance of 0.1%. Two different
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transconductances have been used:
{
G = 0.1mS ⇒ R1 = 10kΩ

G = 1mS ⇒ R1 = 1kΩ
(5.32)

These values allow to stimulate in the range of 1µA to 5mA with voltages in the range of 10mV
to 5V ; this range corresponds to the possibility of the Agilent 33250A and typical stimulation
current levels.

The output resistance has been set to be theoretically infinite choosing R2 = R3 = R.
However, this condition is never satisfied due to the distribution of values of the used component.
As electrode impedance can be expected to reach a magnitude of several mega-ohms, the
condition rout > 1GΩ was ensured by correct sizing of R1 with the given tolerances of R2
and R3. Finally R2 = R3 = 100kΩ with a tolerance of 0.01% was required for the performed
transconductances.

The operation amplifier (LT1001) for the current source was chosen to have a precision
output, good linearity and a tunable offset to compensate any DC current on the load. The
amplification stage provides a high input impedance to reduce influence of sensing on the
impedance measurement. This stage can also provide gain if the recorded signal is small. The
adopted topology is an instrumentation amplifier (INA2128), achieving an input impedance
of 10GΩ||2pF that can be considered as negligible compared to the current source rout, and
consequently to the range of impedance to measure. The gain Av is controlled with the resistance
Rg as presented in Figure 5.8(a). This gain can reach 0dB, 20dB or 40dB, however, the use of
higher gain obviously reduces the bandwidth of this stage.

In order to confirm that no frequencial effect can disturb the measurement, the bench was
characterized on a resistive load. The Figure 5.8(b) shows the temporal response of the bench,
with a transconductance G of 0.1mS, a gain Av of 0dB on a resistance (10kΩ± 1%). This test
load was accurately measured using a Keithley 6487 Picoammeter in ohm-meter configuration,
and then characterized with current heaviside functions with the bench as it will be performed
with electrodes. The obtained voltage transient response is shown in Figure 5.8(b).

This response was identified to a linear third order system. The magnitude of the bode plot
of the identified transfer function of the step response of Figure 5.8(b) is presented on Figure
5.8(c). The gain is normalized considering the product of the used transconductance G and the
measured load resistance to calibrate the measurement bench. The static gain Km and the lower
observed resonance frequency fl are:

{
Km = 1.004

fl = 130.2kHz (= 2.71 · 106rad · s−1)
(5.33)

As a conclusion the developed bench allows accurate measurement (less than 0.5% error) of
phenomena for frequencies under fl

5.3.2 Methods for current mode impedance measurement and model ver-
ification

Whatever the chosen model for electrode characterization, the methods for solicitations,
measurement and verification should remain the same. In the two following sections, a method
for charge balanced measurement and the accuracy quantification of the resulting model are
discussed.
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Figure 5.8 – 5.8(a) Impedance measurement system. The arbitrary generator is connected to a Howland
Voltage Controlled Current Source (VCCS) and to the electrode; the voltage across the electrode Velec is
recorded through an instrumentation amplifier, which gain can vary from 0 to 40 dB.5.8(a) Step response
of the measurement bench on a calibration resistive load, the response show complex response that can be
identified to compare with electrode measurement. 5.8(c) Bode plot of the identified behaviour of the
measurement bench on a resistive calibration load.
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Charge balanced current measurement

Since the electrode impedance is defined as :

Zelec (s) =
Velec (s)

Ielec (s)
(5.34)

where s is the Laplace-domain variable, the recording setup as presented in Figure 5.8(a) provides
impedance evaluation with respect of :




ielec (t) = G · VCh1 (t)

velec (t) =
VCh2 (t)

Av

(5.35)

The goal of the developed bench is to perform measurement for the identification of both
fractional order aspect and non-linearity. However, the input stimulus of the system is a priori
undefined. As the protocol has to satisfy requirement for in vivo impedance measurement and
for being realistic regarding the stimulation waveform, some conditions can be expressed :

• the measurement current pattern has to be charge balanced, not to produce tissue damage
and electrode corrosion,

• the current range has to be the same as the corresponding stimulation range for a particular
electrode, as used in biological conditions,

• the frequencial spectrum has to be the same as the one of typical waveform applied on the
particular electrode, as used in biological conditions.

The spectroscopic exploration of the impedance with sinusoidal stimuli appears as an in-
teresting solution, however, this method has to be avoided as the impedance is non-linear. The
typical biphasic current waveform is a robust alternative as each current edge represent a step
response of load to a solicitation. The edges contain sufficient frequential information to identify
a model with traditional algorithms. Moreover, this waveform is by definition charge-balanced.
The models are identified using a gradient descend algorithm minimizing the distance between
the model simulated voltage and recorded curves.

Method for impedance model verification

A second measurement stimulus is required to allow for model accuracy verification. The
verification stimulus was chosen to be a white noise sequence of a maximal frequency over
fpulse max and under fl and a root mean square current value in the range of the considered
electrode as used in biological conditions. This signal was centred on a null mean value so that
the global sequence is charge balanced, and can also be used under in vivo conditions. This
verification also allows impedance representation considering:

Z|dB (f) = 20log (|v̂elec (f)|)− 20log
(∣∣∣̂ielec (f)

∣∣∣
)

(5.36)

where v̂elec (f) and îelec (f) are the Fourier transforms of the recorded sequences corresponding
to velec (t) and ielec (t).

Finally, the model simulations can be compared with the recorded responses using the
Normalized Root Mean Square Error (NRMSE). Considering vrec the recorded signal from the



104 CHAPTER 5 - IMPEDANCE MODELLING

measurement bench and vsim the result of the stimulus computation through the identified model,
the discrete time definition of the NRMSE is:

NRMSE =

√
1
N

∑N
k=1 (vrec (k)− vsim (k))2

∆vrec
(5.37)

whereN is the number of samples on the considered time window and ∆vrec = max (vrec (k) , k)−
min (vrec (k) , k) on the same time window. In order to increase the accuracy of the model, this
error has to be decreased.

5.4 Non-linear and fractional modelling
The protocol described in the previous section has first been applied on a macro-electrode

(NEX100, Phymep, France) used for DBS experiments on rats. The electrode was placed
in a Hank’s Balanced Salt Solution (Thermo Scientific HyClone, SH3058801), which has a
composition similar to extra-cellular environment. This first measurement has been used to
determine a mathematical model for electrodes. This model is described in detail by the two
following subsections.

5.4.1 Preliminary results on macro-electrode measurement
The use of the developed bench and protocol are shown in Figure 5.9(a). The applied current

varies from 50µA to 1mA with 50µA steps. As it can be observed on Figure 5.9(a), during the
first pulse the voltage rises to a positive value at the first current edge ; then the voltage increases,
showing in first approximation an integrator-like behaviour, however, the slope is not constant.
At the falling edge of current at the end of the first pulse and during the inter-pulse, a memory
effect can be observed, however, the voltage decreases with time. For the second cathodic pulse,
a symmetrical description can be drawn. The integrator-like behaviour can be understood by
the previously described capacitive behaviour of the interface’s double layer. This effect also
explains the memory effect during the interpulse.

The dynamics of this memory effect nevertheless leads to discussion. Commonly used
electrical models for stimulation (as in Williams and Constandinou (2013) for electrical design)
consider it as a memory with loss, and associate a parallelized resistor to the double layer
capacitor. This model implies that the voltage follows an integer ordinary differential equation of
the first order, and thus this behaviour could be approximated using exponential curves. However,
this memory effect does not fit accurately with such equations. This memory effect can then be
compared with the plot of the singular kernel ` weight evolution of Figure 5.5(b). The fractional
integration appears to be an accurate approach to fit the observed slow dynamics taking into
account both integration and memory effects.

Despite the previous theoretical discussion of section 5.1, the identification algorithm was
used with a black-box equation as described bellow:

Zelec (s) = K

(
s/ωu

)γ
+ 1

(
s/ωu

)γ (5.38)

with K in Ω and ωu in rad · s−1. This last expression allows for simulation considering the
frequencial recursive approximation of the fractional integrator detailed in the previous section.
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Figure 5.9 – (a) Recorded voltage across the electrode for symmetric biphasic stimulation of 60µs, (b)
Results of the simulation of the identified model and comparison to the recorded voltage. (c) Simulation
results with the model identified for I = 500µA and the comparison with recorded voltages exhibiting
the deviation of local model due to the non-linearity of the impedance. (d) Quantification of the NRMSE
of local models in their range of measurement and comparison with the NRMSE for the local model
of I = 500µA with all measured responses. (e) Schematic representation of the multi-model used for
non-linear simulation based on previously identified linear local models.
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Numerical results of identification are presented in table 5.1. These results show significant
variations of all K, ωu and γ versus the level of current.

I (µA) Kk (Ω) ωuk (rad · s−1) γk λ1,k λ2,k

50 601 7.36 · 104 0.594 0 2.2 · 103

250 770 3.32 · 104 0.623
500 927 1.64 · 104 0.674 2.2 · 103 2 · 103

750 985 1.09 · 104 0.709
1000 1002 8.68 · 103 0.730 2 · 103 0

Table 5.1 – example of identified values for the adopted model and corresponding affine piecewise
coefficients for a multi-model with 3 local models

The ability of an extracted model to fit locally the pulse for a current value is shown in Figure
5.9(b). The simulation results are close to the recorded voltage with a growing deviation on the
highest part of the current range. The Figure 5.9(c) confirms the inability of a particular model
to fit other current values. All these preliminary results clearly show that the stimulation load is
governed by non-linear phenomena that have to be modelled.

The bar graph represented in Figure 5.9(d) sums up the final errors of the optimization
algorithm and compare the simulation of all current level stimuli response with a single local
model, for this picture the model at the mean value of investigated current levels. This second set
of data clearly shows the growing deviation if the current is far from the measurement, however,
a single model gives satisfying results in a local current range.

5.4.2 Multi-model
The approach developed for the non-linearity modelling is based on the need for minimizing

the NRMSE in every situation. The adopted strategy is based on the re-use of the model presented
in equation 5.38, and to explore the non-linearity simulation considering the set of identified
linear models.

Method

A multi-model approach have been used to obtain a global non-linear model. The multi-
model approach has been of interest since Johansen and Foss (1995). To describe the non-linear
behaviour of a system, it uses a set of local linear models (or affine) of the system operation in
various areas, as shown by Figure 5.9(e), each local model is used for a particular current range.
The output of a local model is weighted by an activation function close to one if the operating
point is near the center of the area associated to the local model, and decreasing towards zero
when it moves away.

The standard form of a multi-model is:

vm (t) =
M∑

k=1

wk (ϕ (t)) zk (ϕ (t)) (5.39)

where ϕ (t) is an input-output observation vector at time t, wk (ϕ (t)) is the activation function
of the local model zk, M the number of local models. Depending on the operating point, the
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activation function defines the contribution of the local model in the global model. It provides
a gradual transition of this local model to the other neighbouring local models. The following
conditions must be imposed:

• the activation function is positive and less than 1,

0 ≤ wk (ϕ (t)) ≤ 1,∀k, ∀t (5.40)

so that the contribution of a particular single model is between 0 and 100%,

• the activation functions sum is equal to 1 at any point:

M∑

k=1

wk (ϕ (t)) = 1,∀t (5.41)

so that the sum of the contribution of the models is 100% at any time.

For the results presented in Figure 5.9(a), the non-linearity appears to be current dependant, so
that the function ϕ is directly the physical quantity ielec. The activation functions wk (t) can have
an arbitrary shape respecting previously expressed conditions. A first implementation of the
multimodel was done using linear piecewise functions defined as:

wk (t) =





1− λ1,k (Ik − i (t)) if i (t) ∈ [Ik−1, Ik]

1− λ2,k (i (t)− Ik) if i (t) ∈ [Ik, Ik+1]

0 else
(5.42)

where Ik denotes the operating point and where λj,k is a coefficient that permits to meet equation
(5.41). An example of activation function implementation for a multi-model with 3 local models
(I1 = 50µA, I1 = 500µA and I1 = 1000µA) is shown on Figure 5.10(a), and corresponding λ
values are given in table 5.1.

Results and discussion

In order to validate the obtained model, the pseudo-random current sequence was injected
through the electrode. This gaussian distributed sequence has a duration of 2ms, a sampling
frequency of 1MHz, a root mean square of 308.3µA and a maximal amplitude of 1mA for the
presented sequence. The measured voltage was then compared to simulation results using 3
different models :

• A fractional multi-model as previously described.

• A single fractional model with the same form as equation (5.38), extracted from the 500µA
step response.

• A linearised RC model as shown in Kelly and Wyatt (2011) extracted from the 500µA step
response.

Results are shown in Figure 5.10(b). The linearised model clearly presents a deviation from the
measured voltage. A 30µs zoomed view of the obtained signal is shown in Figure 5.10(c). Both
others fit with a smaller error the measured voltage.
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Figure 5.10 – (a) Graphical representation of the weighting functions versus the current for a multi-model
with 3 local models for 50µA, 500µA and 1000µA. (b) Simulation with a RC linearised model, a single
fractional model and the multi-model (based on 3 local models) with the pseudo-random measurement
sequence. (c) Zoom of the previous curve on a particular time window showing the divergences between
the different models (d) Bode representation of the observed impedance compared to the Bode plots of the
RC linearised model and the tree local models used for the multi-model simulation.
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For the linearised RC model response, the NRMSE is as high as 41.5%, for the single
fractional model, this error is 4.9% and for the multi-model NRMSE is 4.6%. The multi-model
shows a slightly better performance than the single model. However, the choice of the Gaussian
distribution focuses on values around 0 to the detriment of high signal values, where the multi-
model should be the most efficient. To complete this analysis, Figure 5.10(c) provides a zoom on
the high values of voltage; on this interval, the NRMSE is 3.7% and 5.0% for the multi-model
and the single fractional model respectively.

A spectral view of the observed impedance with the pseudo-random sequence is give in
Figure 5.10(d) using the method expressed by equation 5.36. The 3 used local models for the
multi-model implementation and the linearised RC model spectral magnitudes are also drawn on
this plot. The curve of the RC linearised model only cross the observation for two frequencies,
explaining its inability to give satisfying results. The 3 local models have a lower slope and are
nearer to the observation ; particularly, the first local mode (I = 50µA) is near the observation
in low frequency and the two others (respectively 500µA and 1000µA) fit the higher frequency ;
this effect is due to the gaussian repartition of the used noise sequence where high current values
are less reached and associated with higher frequencies. However, the succession of the local
model curves illustrate the ability of the multi-model approach to simulate complex dynamic
signals.

Nb of models 1 3 5 10 20

time (ms) 31.6 129 199 382 749
∆ (NRMSE) (%) 0.3 0 −0.08 −0.1 −0.14

Table 5.2 – Simulation time and error difference compared to the error for 3 local models versus the
number of local models used for the multi-model approach

Finally, the accuracy of the multimodel can be examined considering the number of used local
models. Simulation results are given in table 5.1. The simulation time is obviously growing with
the number of parallelized local models. At the same time the NRMSE is decreased when adding
models. The multi-model approach appears to be a tool for rapid measurement, identification
and simulation of fractional and non linear behaviour of the stimulation load.

5.5 Partial conclusion
This chapter investigated the impedance modelling of stimulation electrodes. Physical consid-

erations on the metal-to-electrolyte junction and biological tissues revealed a need for fractional,
non-linear models. A method for fractional model computation was then outlined, based on
mathematical assumptions concerning fractional derivatives. Considering the requirements of
electrical stimulation (current stimuli, charge balancing, etc.), a measurement bench and protocol
were designed and used to model a macro-electrode. These measurements led to the development
of a fractional, non-linear model based on the multi-model approach. This model gave interesting
results in terms of accuracy compared to commonly-used models in the field of electrical design.

We will further try to generalize this approach to different electrodes used for stimulation
in different contexts. However, the equations expressed in the first section of this chapter were
dependent on electrode surface area, making it possible to reason in terms of scale effects.
Electrode impedance modelling thus formed the basis of the multi-application approach.





CHAPTER 6

MULTI-APPLICATION ORIENTED
CIRCUIT DESIGN





EXTERNAL electrical stimulation has various applications, but the circuits are generally
designed for a specific context, as in the second part of this document. This approach
still restricts the development of new experimental setups and also increases the cost of

therapeutic devices. A global approach is a promising avenue for overcoming these drawbacks.
This chapter proposes an original approach to electrical stimulator design and development
adaptable to various experimental setups.

6.1 Multi-application design strategy
The aim of the multi-application strategy is to propose an architecture capable of driving

a large variety of electrodes, from micro- to macro-electrodes. The geometry of the electrode
depends on the target tissues and is correlated with the electrode impedance. Therefore the
strategy will be based on considerations about the stimulation load impedance and the stimulation
shape, resulting in the specification the stimulator voltage constraints. In the next section, a
strong hypothesis is made on the electrode impedance model, to permit the use of a scale effect
that will be the basis of the system design. Then the robustness of this scale effect is shown.

6.1.1 The RC-model hypothesis
In the previous chapter, based on both theoretical and empirical approaches, a model of

electrode impedance has been established. This model is both fractional and non-linear. If this
realistic model is interesting for exact simulation with CAD software, the equations cannot be
used for rapid evaluation at the first steps of circuit design. To allow for simple reasoning, a
simplification of the model is performed; however, the previous model, more reliable, can be
used to verify the circuit behaviour in the final steps of the design flow.

A first hypothesis consists in not taking into account this non-linearity in the mathematical
description of the stimulation load. This non-linearity can be considered as beneficial for
electrical design as it is correlated to the Buttler-Volmer equation 5.8: the the impedance
decreases when the signal gets larger.

In our case, only the form of the local model shown in equation 5.38 is studied. Considerations
on the fractional order γ have to be done to simplify the model. Let us consider the limit:

lim
γ→1
L−1{

(
Relec +

1

Qelecsγ

)
· L{istim (t)}} (6.1)

This limit is illustrated by the simulation results presented in figure 6.1. Figure 6.1(a) presents
the temporal response for a charge balanced stimulus with a normalized cathodic current of −1
and a five times smaller anodic current. In these simulations, Relec and Qelec are constant and
γ is swept. The integrative component is predominant when the fractional order is close to 1.
During the cathodic phase, γ = 1 appears as a worst case, however, the behaviour during the
anodic phase is non-monotonic. Thus, the voltage variation with γ for different ratios of anodic
versus cathodic current with charge balancing were computed. Results show that γ = 1 is a
worst case whatever the ratio between anodic and cathodic phases. In this case the cathodic
phase is responsible for the major part of the voltage variation. γ = 1 corresponds to the purely
capacitive constant phase element.

Simplifications over both the non-linearity and the fractional order make the over-simplified
RC-model good candidate for worst case analysis or reasoning. Therefore, if this model presents
drawbacks for accurate simulation of bio-interface phenomena, it is advantageous for rapid
electrical sizing, as it provides an ease of calculation and security margins.
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Figure 6.1 – (a) Evolution of the voltage response for a fixed resistance and reactance for different
fractional orders γ. (b) Voltage ripple on the electrode for a charge balanced current waveform versus the
fractional order γ of the impedance model for different ratios of Ianodic/Icathodic.

6.1.2 Electrical scale effect for current stimulation
Expression of the scale effect

Reasoning on the scale effect is based on the following hypotheses:

• the electrode electrical model is the resistive/capacitive one as a worst case. This hypothesis
is particularly powerful as it allows to express the voltage in a simple way for current
pulses of typical stimulation waveforms.

• The two elements of this electrical model (Relec and Celec) are related to the electrode
geometry under the assumption:




Relec ∝

1

Aelec
Celec ∝ Aelec

(6.2)

where Aelec is the area of the electrode. For the capacitive part, this hypothesis is justified
by the surface dependence of all phenomena - as presented in chapter 5 - that induce
a reactance in the stimulation load impedance. As we only consider the electrode, the
blocking capacitor is not taken into account. Under the assumption of a resistive effect
mostly due to the electrolyte conductivity, the resistance is then dependant on surface as
for traditional materials.

• The stimulation waveform is composed of series of pulses of constant current value. This
is obviously right in case of typical biphasic stimulations, which represent a vast majority
of cases. Here the pulse duration ∆T is chosen considering the chronaxie of the target
cells (see Plonsey and Barr (2007)), which presents small variations versus the exact neural
cell localization and can be considered as constant in first approximation.

Under these assumptions, the voltage variation across the electrode for Istim is:

∆Velec = Istim

(
Relec +

∆T

Celec

)
(6.3)
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This equation has to be estimated for different electrode geometries, specific to each application.
However, considering the former hypothesis, let us divide electrode surface in small areas A�.
This area virtually corresponds to the smallest micro-electrode addressed by a multi-application
design; every quantity referring to this will be qualified as ’atom’ (from the Greek ἄτομος,
"indivisible"). Larger electrodes can be subdivided in virtual atom electrodes:

Aelec = N · A� (6.4)

A geometrical effect on the impedance can be expressed by considering proportionality formu-
lated in 6.2:




Relec =

R�
N

Celec = N · C�
(6.5)

where R� and C� are respectively the resistance and capacitance per atom surface. If the current
is expressed in terms of current density Jstim:

Istim = N · JstimA� (6.6)

then by substitution in equation 6.3:

∆Velec = ��NJstimSsquare

(
R�

��N
+

∆T

��NC�

)
(6.7)

In this last equation, the factor N is not present meaning that the voltage constraint is an
invariant if the current density of a N-atom-large electrode is stimulated with N ·JstimA� current,
where JstimA� is the maximal current on the atom-surface electrode. This hypothesis is even a
worst case considering the tissue safety stimulation charge per electrode quantified by Shannon
(1992). The Shannon criteria is expressed as the maximal cathodic charge for a given electrode
surface:

Qmax = Istim∆T ∝
√
Aelec10k (6.8)

where k is a coefficient so that, with k > 2, damages are systematically observed and with
k ≤ 1.5 no damages are observed. Considering the surface division by the atoms, the maximal
current Imax,N� can be written:

Imax ∝
√
N
√
A�10k

∆T
<
N
√
A�10k

∆T
∝ N · J�maxAelec = N · Imax,� (6.9)

where Imax,� is the maximal value of the Shannon criterion for the atom electrode. Consequently,
an atom stimulation channel will correspond to the smallest electrode. Combining these atoms
for larger electrodes by current addition for larger electrodes is sufficient to reach the maximal
current requirements. This principle is the basis of the global approach as illustrated on figure
6.2.

The atom channel topology has to be one-pole output as the return electrode can be shared
for different channels. Consequently, the voltage supply of the system is symmetric to allow
asynchronous stimulation of any channels combination as specified in section 2.2. Different
combinations of atom-channels can be used:

• stand alone channels: atom-channels are used independently; as the chosen topology is
symmetric, stimulation patterns can be asynchronous and driven independently. In this
case the maximal voltage across the electrode is in first approximation ∆Vsupply/2.
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Figure 6.2 – (a) Illustration of the multi-application approach. (b) Evaluation of the robustness of the
scale effect versus the output parasitics. (c) Evaluation of the robustness of the scale effect versus the DC
blocking capacitance

• ganged channels: for larger electrode geometries, the atom-channels are combined and
output are ganged on the electrode. The number of ganged atoms can vary with respect to
the total current requirement in regard to the the maximal current of the atom-channel. In
this case, the DC blocking capacitor is placed before the current adding point as discussed
in the next section.

• bipolar stimulation channels: as both poles of the electrodes can be separately accessed,
a bipolar channel based on a pair of atom or ganged channels can be constructed. In
this case a side is stimulating in normal mode (source mode) and the opposite side is
stimulating in inverting mode (sink mode). With this topology the maximal voltage across
the electrode is in first approximation ∆Vsupply.

• current steering channels: atom or ganged channels can also be combined to provide
complex structures capable of current steering over multi-polar electrodes, as made by
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Valente et al. (2010).

Therefore a multi-application and multi-configuration system can be build for a defined number
of atom-channels. These atom-channels requires some additional circuits in charge of the
stimulation current generation and eventual copying or weighting, so as for commutation orders
management.

Robustness against parasitics and blocking capacitor

If the scale effect is valid with formal current source, it has to be assessed with second order
models of electrical stimulation. In particular, the output parasitics cannot be ignored. The
atom-stimulator will be fabricated using CMOS technology, so that the current source can be
considered as the gate-controlled drain-source current source of a typical CMOS transistor. For
the output modelling, the parasitic capacitance can be ignored as it is only a minor parasitic
for short channel devices. However, the output resistance has to be taken into account. When
connected to the electrode, this resistance induces a current loss. The graphical representation
of the output parasitics estimation is illustrated in figure 6.2(b). Let us consider the output as
an equivalent MOS transistor generating Istim�. Thus the parallel association of N sources is
resulting in an equivalent transistor generating N · Istim�. In this case, in the saturation region,
the output resistance is:

Rout =
1

λN · Istim
=
Rout�
N

(6.10)

where λ is the channel-length modulation parameter. Then, the ratio between the current loss
Iloss and the current applied on the electrode Ielec is:

Iloss
Ielec

=
Zelec

Zelec +Rout

=

1
�N

(
R� + ∆T

C�

)

1
�N

(
R� + ∆T

C�

)
+ Rout�

�N

(6.11)

which is also an invariant versus the parameter N , meaning that the scale effect is robust versus
the ratio of current loss.

The influence of the DC blocking capacitor is evaluated with respect to the schematic
presented in figure 6.2(c). The ganged outputs are shorted after the atom-DC blocking capacitors.
In this case, based on the equality of the currents, all voltage on independent atom-capacitors are
equal, so that the virtual resulting DC capacitor is:

CDC = N · CDC� (6.12)

In this case, the ratio between the DC blocking capacitor and the electrode voltage is:

∆VCDC
∆Velec

=

∆T
�NCDC�

�
�1
N

(
R� + ∆T

C�

) (6.13)

which is also invariant versus N , meaning that the scaling can include fixed DC blocking
capacitors per atom-channel. In case of mismatch on the atom channels current sources, charge
unbalance can be different for each contribution; however, the fact that the blocking capacitor is
near each atom will in steady state force the balancing on each atom separately.
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Figure 6.3 – Structure of an atom stimulation channel

6.2 ASIC integration
This multi-application strategy has been developed to deliver stimulation for different projects;

in this section the designed proof-of-concept ASIC based on the global approach is detailed.
Then, the hosting boards and system are described.

System sizing requirements can be summed up by:

• the atom-electrode has to reach a maximal current of 250µA (corresponding to the maximal
current on a a contact of the micro-electrode array used in the project HYRENE),

• 32 independent atom-channels have to be available (corresponding to the maximal channel
number for both projects HYRENE and BRAINBOW).

In order to limit the number of the ASIC IO pins, the developed chip includes 8 atom-channels,
allowing to generate a stimulus of 2mA in case of full ganged channels (this level corresponds
to the maximal observed current on the electrode for DBS on rodents). The full chip includes
both stimulation channels and a combination of analog and digital circuits. Several chips can be
combined to reach the 32 channels as requested by the specification.

6.2.1 Structure of the stimulation atom channel
The atom-channel is the minimal circuit able to drive the electrode in order to be easily

combined. Its only inputs are a current and the commutation signals for the cathodic and anodic
phases. These signals are low voltage, however, the electrode voltage can reach levels higher
than the CMOS supply voltage. Therefore high-voltage processes have to be used. Such high-
voltage processes have been adapted for classical CMOS technologies, as shown in Ballan et al.
(1999); they require only two additional fabrication mask. The 0.35µm technology includes 50V
transistors on classical CMOS processes, as developed in Knaipp et al. (2006); basic circuits for
these technologies are explained in Ballan et al. (1999) and Forsyth (2003).
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Figure 6.4 – (a) Schematic of the current amplification output stage. (b) ASIC output characteristics mea-
sured on the stimulation output stage and transfer characteristic of the channel with a picoammeter/voltage
source Keithley 6487.

The basic structure of the atom-channel is shown in figure 6.3. This schematic is divided in
four blocks:

• the current half-bridge: this circuit is in contact with the electrode through the DC
blocking capacitor; it delivers the stimulus and is supplied with high voltages V DD = 20V
and V SS = −20V ,

• the driver: this block converts the low voltage levels - V SSA = 0V and V DDA = 3.3V
- to high voltages logic levels for the current half-bridge,

• the current interface: this circuit is a current follower at the interface between the
low-voltage part and the high-voltage part,

• No short-circuit: this logic block prevents from short-circuits between the two current
sources of the output stage. The block ’No Short-circuit’ is described in Appendix C.

Current half bridge

As explained in the previous section, this topology is a symmetric two-current-sources
generator. The power supply (V DD and V SS) is symmetric ±20V . As this topology is a
high-voltage circuit, the thick oxide High Voltage (HV) transistors could be natural candidate
to implement the current sources, however, these components suffer from a low gain factor
and a high Early effects. Therefore, they cannot be used in the context of accurate high output
impedance current sources. We used Low Voltage (LV) CMOS transistors that present a higher
gain factor and lower Early effect as presented in Figure 6.4(a).

LV transistors M1 to M4 and M5 to M8 form a cascode current mirror that generates the
anodic and cathodic current respectively. Cascode sources present a high output impedance
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suitable for small electrodes with high impedance. The two sources where designed to have a
theoretical current gain of 5 and a symmetrical behaviour was imposed by:





(
W/L

)
NMOS(

W/L
)
PMOS

=
µN
µP

(W · L)NMOS = (W · L)PMOS

(6.14)

where µN and µN are the mobilities of the carriers in the P and N materials. In this last equation,
the first line permits to have the same output real part, and the product permits to reach the same
output parasitics capacitances to have the same frequential behaviour.

As vds of the low-voltage transistors cannot exceed 3.3V , this voltage output is controlled
using the stimulation switches formed by MH1 and MH2. Both transistors are HV transistors
with thin gate oxide, having approximatively the same Vth as LV transistors, and handling vgs in
the range of 0− 3.3V . Therefore, for M3 and M4 or M7 and M8:

2vds < |VDD/SS − VgsMHX | − vthMHX < 3.3V (6.15)

Consequently accurate analog current mirrors can be obtained on the HV structure with a
combination of LV and HV transistors.

Current ft rout Vdrop|min
gain(G) (MHz) (MΩ) (V )

anodic 5.27 2.5 55.5 2.1
cathodic 4.96 2.5 40 1.7

Table 6.1 – Main figures of the atom-channel output

This circuit was characterized on the fabricated ASICs. The source transfer and output curves
are exhibited in Figure 6.4(b). From these curves the global parameters of the output stages can
be extracted. Main characterization results are summed up in Table 6.1. An asymmetry can be
observed in the anodic and cathodic source observed gains. This divergence was not observed
on design simulation and could result from the layout.This error, although small, cannot be
neglected for charge balancing; it is corrected in the code that generates the numerical values for
the current generation with respect of:

Ian =
Gcath

Gan

· IcathTcath
Tan

(6.16)

The measured compliance allows stimulation of the electrode on a voltage range of [−18.3V ; 17.9V ],
and the source equivalent output resistance is of several 10MΩ. These two characteristics confirm
that this front end is able to drive accurately electrodes which impedance is in first approximation
less than the MΩ.

Driver and Current interface

In order to reach the high-voltage input of the bi-directional current source, two high voltage
interfaces have been designed as shown in Figure 6.5, performing level shifting from low to high
voltages.
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Figure 6.5 – (a) Level shifter for the control signal of the high voltage output stage. (b) High voltage
shifter for the currents of the output stimulation stage.

First the low-voltage levels switching commands are shifted using the differential circuit
presented in Figure 6.5(a). In this schematic again, LV transistors are used in the low voltage
part (V DDA supplied), and the high voltage part (V DD supplied). In this topology a current
is copied to ensure a voltage across transistors of the same gate dimensions, and transmits a
constant potential difference from the LV part to the HV part.

The current generation is ensured by transistor M1 and transmitted through a cascoded
current mirror (M2 and M3) to transistors M6−9, controlled by transistors M4 and M5. These last
two components are controlled with the command and its complement, so that only one branch
of the topology is active at one time. For these two branches, transistors M6−7 and M8−9 have
crossed gate potential so that only one is blocked and the other in saturation, ensuring:

Vconv = V DD − k · V DDA with k ∈ {0, 1} (6.17)

as illustrated in the figure, where the secondary supply level V SSH = 16.7V (= V DD −
V DDA) is introduced. The obtained level shifted logic signal is then buffered with a LV logic
gate supplied between V SSH and V DD. As the M4,5 have low voltage controlled gates, these
two transistors have a thin-oxide gate ensuring fast commutation by limiting the gate-source
capacitance.

The circuit presented in Figure 6.5(a) is in charge of controlling the switch of the anodic
source. A symmetrical controls the cathodic source. Properties of the level shifter are summed
up in Table 6.2.The transmission of the stimulation order is performed in a time that can be
considered negligible compared to stimulation pulse duration (around 60µs for shortest duration).
Moreover the static consumption is in the range of µA in low voltage, so that the driver is the
most consuming circuit of the atom channel.

The current interface between the LV and HV supplied part is presented in Figure 6.5(b). It
connects two sided mirrors, the first from the low voltage part and the second from the channel
output stage of the figure 6.4. In the case of an anodic current, the first mirror, formed by
transistors M1 to M4, is used. In the case of a cathodic current, this mirror is doubled and the
whole current path implicates transistors M1−2 and M5−10. All these mirrors have a theoretical
current gain of 1. Moreover, to prevent from useless power consumption of this last path, the
MS1 transistor disables the two mirrors when no cathodic current is required.

These mirrors are cascoded with high voltage transistors MH1−2 to limit their drain voltage
and ensure a safe HV interface. These two transistors are driven by the LV switching signals.
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static current commutation time
consumption (µA) (ns)

level shifter 8.3 ≈ 410
current interface 1.6 ≈ 230

Table 6.2 – Main characteristics of the digital and analog level shifters obtained by circuit simulation
before fabrication
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Figure 6.6 – low power circuits in charge of stimuli generation and shaping, including both analog and
digital circuits

However, according to the simulations performed, drain-source voltages from M3 and M10
can reach unsafe values when no stimulation current is required (low logic levels on both
commutation orders). Therefore, a small bias current Ibias is consumed by all branches to control
all drain potentials. In order not to modify the anodic or cathodic values, the biasing path is
controlled by transistors MS2−3. The main features of this current interface circuit are summed
up in table 6.2. The current transmission is performed in a smaller delay than the commutation
order so that the half bridge current edges are ensured with biased current sources.

6.2.2 Stimulus shaping circuits
Eight stimulation channels are implemented in one chip; on the same die, low voltage circuits

that allow control are included. The global architecture of these stimulus shaping circuit is
presented in figure 6.6. It can be subdivided in three parts:

• A serial interface and a digital memory: these circuits allow external parameters re-
ception and storage, the RAM memory is directly connected to the further described
circuit configuration inputs. This block allows both static configuration of the system and
commutation commands reception.
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• Digital control circuits: they process 8 virtual channels commutation input signals to a
8-channel bus, allowing for copying and sign inversion. The commands are stored in the

’sign_memory’ register and copied from the address 0 of the RAM block using the logic
signal ’Load_D’. This part is detailed in the next section.

• Analog current shaping blocks: these blocks allow for current combination and weight-
ing. This last operation is simply based on an association of dividing current and is detailed
in Appendix C. The designed ASIC, aimed at multiple application, allows two different
input paths for the current. The first one is a 8 currents bus, and the second is based on a
one-current input associated with current memory cells. This part is not detailed in this
section and design details are given in Appendix C.

Digital configuration blocks

As the chip input is a serialized interface, atom-channels combinations have to be made
internally and share rigorously the switching orders. These commands are stored in the first byte
of the RAM as described in table 6.3. When a rising edge occurs, the current signs are stored in
RS flip-flops from the ’sign_memory’. This 16-bit memory has an external reset to prevent from
any direct current flow at the start-up of the chip.

A digital path selector block allows for commutation order sharing. This block is based on
eight similar structures, which basic cell is presented in Figure 6.7(a). Two multiplexers with the
same command select the commutation source from the 8 input channels. All the configuration
signals for the multiplexers are stored in the RAM between addresses 1 and 4, with 3 bits per
channel. This circuit allows the ganging of channels but does not allow bipolar topology. For
this purpose, a second circuit is required. Changing the sign of the current is simply done by
exchanging the anodic and cathodic commands. The ’Inverter’ block is based on 8 cells as
described in figure 6.7(b). The 8 commands of the multiplexers are stored on one byte at the
RAM address 5. The combination of these both blocks allows for ganging and bipolar topologies.
Moreover the combination for current steering is possible with current weighting.
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Figure 6.8 – Schematic of the analog current path selector; this schematic corresponds to a matrix of
current adders.

Current combination

From the external 8-current bus or using the analog current memory cells, 8 currents specified
for the 8 virtual inputs in the analog part. This input vector can be combined using a structure
presented in figure 6.8. In this structure, inputs are realized by two MOS in diode forming
the input stage of a cascode current mirror. The 8 outputs are realized by current addition as
standard in current DAC topologies. This 8-bit DAC-like structure, comprises a 8-output current
64-current mirror matrix.

The ASIC uses switches based on a minimal transfer gate with charge injection compensation
which use is not limited to static configurations. All digital commands CXMX are connected to
8 bytes in the RAM, from the addresses 8 to F . This block is followed by the current weighting

@ group LSB MSB
0 General purpose CH0 CH1 CH2 An Cath
1 Digital path B1S1 B2S1 B3S1 B1S2 B2S2 B3S2
2 selector B1S3 B2S3 B3S3 B1S4 B2S4 B3S4
3 B1S5 B2S5 B3S5 B1S6 B2S6 B3S6
4 B1S7 B2S7 B3S7 B1S8 B2S8 B3S8
5 Inverters Inv1 Inv2 Inv3 Inv4 Inv5 Inv6 Inv7 Inv8
6 Current C1B0 C1B1 C2B0 C2B1 C3B0 C3B1 C4B0 C4B1
7 Dividers C5B0 C5B1 C6B0 C6B1 C7B0 C7B1 C8B0 C8B1
8 Analog path C1M1 C1M2 C1M3 C1M4 C1M5 C1M6 C1M7 C1M8
9 Selector C2M1 C2M2 C2M3 C2M4 C2M5 C2M6 C2M7 C2M8
A C3M1 C3M2 C3M3 C3M4 C3M5 C3M6 C3M7 C3M8
B C4M1 C4M2 C4M3 C4M4 C4M5 C4M6 C4M7 C4M8
C C5M1 C5M2 C5M3 C5M4 C5M5 C5M6 C5M7 C5M8
D C6M1 C6M2 C6M3 C6M4 C6M5 C6M6 C6M7 C6M8
E C7M1 C7M2 C7M3 C7M4 C7M5 C7M6 C7M7 C7M8
F C8M1 C8M2 C8M3 C8M4 C8M5 C8M6 C8M7 C8M8

Table 6.3 – Memory mapping of the digital register controlling stimulus shaping
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Figure 6.9 – Micro-photography of the fabricated ASIC SHIVA.

block that permits to reach weights of 1, 3/4, 1/2 and 1/4, and driven by 2 bytes for the 8
channels at the RAM addresses 6 and 7. The use of these two blocks allows for 8 bits current
generation and weighting.

All currents can be tuned separately and independently from the commutation commands;
thus the 4 announced configurations of atom-channels can be defined by the digital circuits and
the current weighting circuits; related stimulation can then be performed by applying to the chip
inputs serial frames for current tuning per electrode and switching controls per electrode.

The global mapping of the embedded memory is shown in table 6.3. All these parameters
allow to write the output 8-current vector versus the input 8-current vector as:

[Iout] =




4·(−1)Inv1

1+(C1B1 C1B0)2
0 · · · 0

0
... . . . . . . . . . ...

0

0 · · · 0 4·(−1)Inv8

1+(C8B1 C8B0)2






C1M1 · · · C1M8

... . . . ...
C8M1 · · · C8M8


 [Iin]

(6.18)
From this equation, different configurations of the chip can be considered:

• as a 8 channels DAC, using an input current vector provided by current references weighted
as powers of 2, or by loading and refreshing these values in the analog current memories.
This configuration is the most useful and permits to have 1 to 8 8-bits DAC with a tunable
output range, selecting the correct values for the current references.

• with a combination of N channels (N 6= 0), as an equivalent DAC is obtained with an
effective number of bits M:

M = 8 + log2 (N) (6.19)

• as an array that permits pattern combination for complex wave-shape stimuli, with transient
current inputs for dynamic stimulation experiments.



126 CHAPTER 6 - MULTI-APPLICATION ORIENTED CIRCUIT DESIGN

0 100 200
−60

0

60

t (µs)

I s
ti
m

(µ
A
)

Serial Clk

Serial

Slave Select

Data in adress (1 to F) data (8 bits) adress 0 Channel An Cath

Load D

Figure 6.10 – Measured current output from an atom channel of the ASIC SHIVA, with pulses of 60µs
and anodic and cathodic current of 50µA. Lower chronograms show the associated control signals.

6.2.3 SHIVA: Stimulator with High-voltage compliance for Various Ap-
plications

The ASIC was fabricated in AMS 0.35µm HV technology. The chip photograph is shown in
Figure 6.9. The size of the die is 11.2mm2 (4mm× 2.8mm), and is pad-limited; the stimulation
core is about 3.255mm2 (≈ 2.1mm × 1.55mm). The chip includes circuits described in the
previous section and two additional parts.

The first is an input selector block that enables direct driving of the eight atom-channels
and skip the low-voltage processing, which is particularly helpful for test and characterisation.
The second is a block of current references. It includes one voltage-independent temperature-
independent current reference that is weighted to produce 8 current references for the DAC
configuration plus a ninth biasing reference. This block is described in Appendix C. This block
was tested as functional, and the current value for the biasing of the circuit is satisfying; however,
the 8 weighted references present a difference between simulation and measurement, so that the
resulting DAC is not sufficient to provide the 250µA maximal current output per atom-channel
that fit the requirements for the target applications. As the use of these internal current sources is
not mandatory for the stimulation (it can be replaced by external references), this failure did not
penalize the ASIC.

6.3 System integration

The designed ASIC requires additional circuitry to be used on application projects as pre-
sented in chapter 1. For this purpose a full system that can be adapted to the various experiments
has been designed. As one ASIC can provide up to 8 atom channels, the 32 atom-channels
system has to include 4 chips and provide with correct timings the orders for multi-channel
stimulation without any risk of charge unbalance.
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Figure 6.11 – Photography of the fabricated 1 to 32-channels stimulation system supporting 4 SHIVA
ASIC.

6.3.1 Hardware level: KALI and GANESH boards
The driving sequence for one channel is illustrated in Figure 6.10. This diagram shows a test

measurement of a symmetric biphasic current waveform generated by one channel. Each current
transition is requested by sending an order in a 12-bit frame at the address 0 of the chip; this
commutation can be either for cathodic, anodic or a null current. If the current value has to be
changed from it previous value, this is performed by sending a 12-bit frame to the addresses 8 to
F with the corresponding digitized current value. All communications with the ASICs are based
on a serial interface (clock, a data in with 2 bits of address and 8 bits of value, a chip select), and
one additional signal (Load_ D) which validates the request. The integration of a 32-channel
system implies to generate the frames for all channels corresponding to the parameters imposed
by physiologists.

The hardware used for this application has been separated in three levels, each level corre-
sponding to one board. The assembly of these boards plus the ASICs can be viewed on Figure
6.11 and is divided in:

• GANESH (Generic Access on Neural Electrical Stimulation for Hybridation): this board
is the stimulation mother-board. It contains the basic circuits for power supply generation
(LV and HV levels). Symmetrical ±20V and ±16.7V are generated using two boost
circuits for the positive voltages, and inverting converters for the negative voltages. An
additional micro-controller with analog switches provides a soft-start supply ramp at the
start-up; it prevents from current inrush on ASICs due to the large zones of secondary bulk
biasing. This board also supports the connectors for the daughter-boards and a generic
connection to stimulation electrode via 32 DC blocking capacitors, as this component can
be integrated regardless of the output configuration.

• Titan: this board contains the FPGA driving the stimulation. It was developed for other
projects (Nguyen et al., 2013), and uses a Xilinx Spartan 6 FPGA with generic digital
input/outputs.

• KALI (Kali Allows in-Line Implementation): this board is the only chip-specific one. It
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Figure 6.12 – Structure of the digital architecture for the control of 4 ASICs to stimulate up to 32
atom-channels.

contains discrete analog components and supports the 4 ASICs. This board includes
weighted current references, external current DACs and switches enabling the different
configurations of the ASICs. It also integrates additional analog switches for passive
charge balancing in case of circuit failure.

As the stimulation should be used in different contexts, and more specifically in configuration
for hybrid closed-loop, the stimulation system is designed as a peripheral device for a soft-core
RISC architecture commonly used on FPGA. This development is explained in the next section.

6.3.2 Soft-core level and preliminary results
Controlling the SHIVA chips is similar to a memory access. A first initialisation of the

memory, shown in table 6.3, is performed at the start-up, then stimuli are shaped with frames as
described with Figure 6.10. One biphasic channel stimulus is based on a succession of 4 current
edges, two of them require to program a current value in the general case. An immediate solution
would be to include 32 possibly used Finite State Machines (FSM), with cathodic, anodic and
idle states, which timer and current values come from the used RISC architecture; nevertheless
this full-parallel approach is not suitable with FPGA resources and has also for major drawback
possible conflict of some channels on the shared communication bus. We optimize the control
circuit by the compromise we describe now.

In order to reach the specification imposed by the projects, a 1 to 16-channel architecture
with a reduced number of FSM have been developed. This architecture is doubled as described
in Figure 6.12 to reach 32 channels. In this figure, the RISC core is communicating to the
1-to-16-channels architecture via an interface block directly connected to the data bus. The
designed architecture contains two FSM, sharing the input access to the RAM and the Serial
Interface block as an output connected to two ASICs via two multiplexors. Consequently, ASICs
are associated two by two on the KALI board, and two Serial Interface blocks are implemented
in the FPGA (see Figure 6.12).

The first FSM of the 1-to-16-channels architecture controls the initialisation of the RAM at
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Figure 6.13 – (a) Initialization FSM for 2 ASICs. (b) Time diagram of a timeslot; this timeslot is divided
in up to 16 sections, on each section the FSM controlling the waveform for one channel is applied. (c) FSM
controlling one channel, this machine load the parameters and the state of a specific channel, decrement
the used timers and if required sends the programming commands to the ASICs.

the powering-up. This FSM, illustrated by Figure 6.13(a), consists in a loop sending data at the
16 addresses of the ASIC’s RAM for a given configuration. First, based on the memory address,
a timeslot value is charged for the next FSM, then a loop is in charge of programming all the
addresses (’Send Config’ for ASIC number selection, ’SPI enable’ and ’send config’) of one chip
by copying the RAM data (’Get Config’).

The second FSM (stimulation FSM) is in charge of sending the correct current values and to
the effective stimulation channels. This FSM is driven by an additional block called the Channel
Shifter. To avoid the parallelization of one FSM per channel, all channels are pipelined and
a generic FSM is used. In this situation channels are driven using a time multiplexing. This
operation is illustrated by Figure 6.13(b). With this strategy a timeslot is defined and divided by
the number of effective channels. With the notations of Figure 6.13(b), one channel is processed,
during a timing of ∆Tchan, during which the timers are decremented and the needed frame are
sent. One channel is processed every ∆Ttimer, corresponding to the time period of the timer. If
N is the number of effective stimulating channels:

∆Ttimer = N ·∆Tchan (6.20)

where the minimum of ∆Tchan is set by the necessary time to send two successive 12-bit frames
with the serial interface and validate the requests, which is performed over 26 periods of the
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Figure 6.14 – Voltage response and corresponding current stimuli obtained by stimulating a micro-
electrode with an atom-channel

serial interface clock. The communication with the ASICs was successfully tested at 50MHz
on the multi-application boards, so that in the worst case of 16 effective channels:

∆Ttimer = 16 · 1

50MHz
· 26 = 8.32µs (6.21)

This result gives a timer period under the minimal pulse duration (several decades of micro-
seconds) in any case. As the 16-channel architecture is parallelized to obtained 32 channels, the
communication with the 32 atom channels is also performed in 8.32µs in the worst case.

The stimulation FSM is presented in Figure 6.13(c). This FSM controls the frame data sent
per channel during a timeslot. On Figure 6.13(c), the blue states indicate if the system is changing
the number of channel; in this case, the system needs to get all stimulus waveform parameters
and the current state of the channel from the memory (’Get State’) or store this state (’Store
state’). The green states correspond to operations of decrementing the timers used to control the
time to the next current edge (’Dec timer’) or the amount of pulses to go before stopping the
train of pulses (’Dec pulses’). The red states control the SPI circuits to send commands to the
ASICs. These commands can be either a current configuration (Get/send config) to be stored in
the addresses 8 to F of the ASICs RAM, or an edge - to begin/stop the stimulation, the anodic
stimulation or cathodic stimulation - (’Send commut’).

The digital design was described in vhdl and implemented in the Spartan 6 of the Titan board.
The synthesis report for this component shows that the designed block can be clocked up to
180MHz, significantly more than the 100MHz crystal of Titan. The digital system is using
four 8-bit block RAMs, 372 Slices over 23038 (≈ 1.64%), 1035 Slices Register over 184304
(≈ 0.56%) and 1062 Look Up Tables over 92152 (≈ 1.15%). As the system is synchronous no
latches has been implemented during the synthesis. The 32-channel system design requires only
a small part of the Spartan 6 resources, so that more complex block for automatized control the
stimulation parameters in the case of closed-loop development can be supported by the Spartan
6. This will be the case on the projects HYRENE, BRAINBOW and CENAVEX.

As the hardware for the final system is currently under test (the assembly of GANESH and
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KALI), a stimulation experiment was performed using the test-board of SHIVA with a Xilinx
Spartan 3 testing board. These tests validate the system specification and architecture and led to
stimulation verification by recording the current/voltage curves for realistic stimulation patterns.

Preliminary results are shown in Figure 6.14. It plots the recordings of the electrode voltage
induced by biphasic current shapes generated by one atom-channel of SHIVA. In that experiment,
SHIVA is driven by the digital core presented earlier. The channel was connected to a micro-
electrode (Cottance et al., 2013) used in the HYRENE project, which corresponds to the smallest
electrode of our specification. In order to obtain realistic responses, the electrode was implanted
on a cortical zone of an ex-vivo pig brain. The timing were chosen as short as specified in the
literature to observe a worst case of stimulation; consequently, results of Figure 6.14 are obtained
with a cathodic timing of 60µs and an inter-pulse delay of 20µs. The ratio between the cathodic
and anodic currents is of four to one with a balanced waveform. The current is successfully
generated with the ASIC; rising times on current curves are negligible and no peak or variation
of current can be observed.

6.4 Partial conclusion
This chapter presents a global approach to stimulation circuit design. This approach is based

on a simplification of the impedance model for a first approximation reasoning, corresponding to
a mathematical worst case. A strategy relying on atom-stimulation channels was devised, based
on this model and considering a scale effect on the stimulation current and electrode surface area.
A proof-of concept ASIC containing 8 atom-channels was designed and a stimulation system
with up to 32 channels was developed. Preliminary results validated the functionality of the
proof-of-concept chip and the architecture for digital control of the 32 channels was successfully
implemented on an FPGA with reduced resources. The multi-application system will be used
and validated in the four experimental contexts described in chapter 1.





CHAPTER 7

TOWARDS A FIGURE OF MERIT FOR
CURRENT STIMULATION





FOLLOWING the work presented in the previous chapters, two specific stimulation systems
were produced in part II. A global approach led to the fabrication of a multi-application
proof-of-concept ASIC and experimental boards. That study raised a novel issues con-

cerning the quantification of optimization, as follows:

• under the assumption of the scale effect described in chapter 6, the fabricated ASIC
was suited to multiple contexts, but was not, by definition, optimally sized for a given
application. How far from optimum for a specific application was the global solution?
What quantities are involved in evaluating optimization?

• two different optimizations were presented in chapters 3 and 4 of part II. The power
optimization for the Deep Brain Stimulator (see chapter 3) was based on drastic topological
simplification and dynamic power management to minimize consumption. On the contrary,
the charge-metering approach described in chapter 4 required additional circuits, improving
tissue safety, but increasing overall consumption. Are both optimizations orthogonal? If
not, what is the reasonable loss that can be tolerated for each criterion to achieve a certain
degree of optimization?

• under the assumption of the scale effect, is the ASIC atom-channel as well-suited and-or
optimized as the combination of N atom-channels on an N -scaled electrode? If not, what
is the loss and is it inherent to the global approach?

Answering all these questions requires a quantified optimization criterion for un-biased
evaluation of stimulator designs. There is currently a lack of a global, unified performance
metrics for quantifying the actual degree of optimization: stimulation circuits and systems are
currently ranked using variable criteria, as presented in chapter 2.

As presented in Figure 2.4, biomedical systems are subdivided into blocks, including stimula-
tion. The electrical design of other blocks, such as bio-signal amplification (Steyaert and Sansen,
1987) and, more recently, wireless-power-transmission circuits (Kiani and Ghovanloo, 2013),
may be evaluated by specific Figures Of Merit (FOMs). The example of bio-signal amplification
is particularly interesting: the Noise Efficiency Factor (NEF) was introduced in Steyaert and
Sansen (1987) to assess the performance of a neural signal pre-amplifier by normalizing the
input referred noise to an equivalent BJT transistor, biased with the amplifier consumption
current. The relevance of this criterion was noted by Harrison and Charles (2003) over 10 years
ago. It provides quantified information about the balance between the noise figure and power
consumption. This useful tool has led to successive improvements in existing techniques and
design rules, as reported recently in Wang et al. (2014). This criterion was also recently modified
to evaluate impact on recording systems - in contrast to circuits Han et al. (2013), thus proving
the sustained interest of designers for quantified FOM dedicated to bio-electronic interfaces.

This chapter presents a stimulation-dedicated FOM, addressing both tissue safety and power
optimization issues, as these design constraints are preponderant in the literature. Trends in
optimizing charge balancing for safe stimulation were presented in chapter 4. The next section
presents a parallel in terms of power optimization, featuring recent solutions for front-end
evolution, related to an emergent efficiency factor in the literature. This factor is analysed and
used in the second section, together with a balancing criterion, to propose a unique stimulation-
dedicated FOM. This work was performed in collaboration with the Sensors Systems and Circuits
research group at University College London (UK). The third section re-evaluates the global
multi-application approach in light of this new FOM.
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7.1 Current trends in power optimization
The front end power optimization is limited by electrode impedance. For a given electrode,

as explained in chapter 2, the stimulation circuit is supplied with a high voltage generated by a
DC/DC converter. Most stimulators use a fixed level for that voltage considering the worst case
stimulus and a security margin to comply with impedance increase after implantation. Recent
advances have been performed to adapt the generated supply to minimize consumption. Solutions
can be divided in two groups: first the adaptation of the power supply level on the stimulation
period and, second, dynamic evolution of the supply level with smaller time constants than the
stimulation period.

7.1.1 Adaptive power supply
As the power supply is usually sized for the worst case stimulation (maximal current for

maximal loading), it is in most cases over-estimated. This leads to superfluous energy loss during
stimulation. This unused power is associated to high voltage generation, as well as decreasing
over higher output levels of DC/DC converters efficiency, dramatically increasing the overall
consumption on the primary power energy source. An immediate solution is to adapt the effective
voltage supply to the effective load using additional circuits.

A representative example of this technique is performed in Lee et al. (2013). As it can be
seen on Figure 7.1(a), an additional circuit (V-detect) is in charge of absolute maximal voltage
detection on the stimulated load (VREC). This circuit supplies a feedback loop controlling the
power converter. The originality of this device is to combine the rectification circuit inherent
to the wireless power transmission and the DC/DC converter. It results in the direct generation
of VREC and is a way to improve the efficiency of the power converter. The corresponding
stimulation front-end topology is presented in Figure 7.1(b). This schematic is a classical
two-source two-switch topology: two symmetric blocks (gray squared) of paired transistors are
forming 5-bits DACs. These current sources are connected to the electrode with P21 and N22,
used as switched cascoded devices for the anodic and cathodic phases.

The main drawback of this technique is that, if the electrode impedance increases, the
detection of the maximal voltage is performed when current sources are almost pinched. In Lee
et al. (2013), additional active charge balancing is performed, suggesting that this method has
a direct impact on charge balancing performance; however, this phenomenon is not quantified.
Moreover, since the load is capacitive in first approximation and the voltage during a current
pulse is not constant, this technique only limits the energy loss and further optimization can be
performed.

7.1.2 Dynamic power supply
Considering this last assumption, it can be observed that power loss is higher at the beginning

of the stimulation pulse than before the anodic or cathodic falling edge if the power supply is
constant. This principle is explained in Williams and Constandinou (2013) and illustrated in
Figure 7.1(c). This figure shows a typical stimulation waveform (c.a), the voltage on an electrode
resulting from the RC model (c.b), the corresponding power (c.c) and the loss (in gray) with a
minimal constant power supply. Authors suggest to limit this power by dynamically changing
the power supply during the stimulation pulse as illustrated in (c.d).

This technique was historically introduced in Kelly and Wyatt (2011), however, performed
by directly applying voltage steps on a RC-modelled load. This solution leads to uncontrolled
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Figure 7.1 – Review of most competitive topologies for front-end power consumption:(a) and (b) from Lee
et al. (2013) illustrating the adaptive power supply strategy; (c) and (d) from Williams and Constandinou
(2013) with dynamic power supply based on voltage steps; (e) and (f) from Arfin and Sarpeshkar (2012)
with continuous power supply variations.
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stimulation waveform and the accurate charge balancing is not addressed or even possible. In
Williams and Constandinou (2013), the DC/DC converter is controlled using fixed steps of
voltage. For this design, the front-end topology is presented in Figure 7.1(d), where the H-bridge
is not represented; a current source is driven by a DAC and the stimulus is clearly current
controlled. The authors quantify a reduced unbalanced charge (≤ 0.5%). However, the energy
loss on the front-end is non null and especially in low current the optimization is limited.

As a parallel to Figure 7.1(c), Figure 7.1(e) from Arfin and Sarpeshkar (2012) illustrates the
power loss on a realistic voltage waveform. The principle of the front-end presented by Arfin
et al. (2009) is illustrated by Figure 7.1(f). This architecture is based on the direct application of
the endlessly changed power supply. A closed loop is controlling the DC/DC converter; however,
one can object that the current control is indirect, as the current sensor is not in series with the
load. Therefore the control loop is based on the knowledge of the exact load impedance, which
is clearly over-simplified considering the physics of involved phenomena as described in chapter
5. Moreover, this circuit is based on a step down converter, limiting the effective compliance of
the stimulator to only low voltage levels (≤ 3V ).

This last attempt of optimization led Arfin and Sarpeshkar (2012) to express the minimal
energy as a quantity correlated with electrode impedance. This assumption limits the ability to
compare devices, as electrodes are often specific to the application. However, they propose to
normalize the consumed energy on a stimulation period by the energy spent by a constant current
source supplied by a constant voltage energy on the same load. As it will be shown further in the
text, this last quantity is electrode invariant and seems a promising normalization quantity for a
consistent FOM.

7.2 Construction of a stimulation dedicated Figure Of Merit

7.2.1 Functional comparison between DACs and stimulators
The most suitable circuits to be compared with stimulation circuits and systems are Digital-

to-Analog converters. The parallel is illustrated by Figure 7.2.
The DAC is a structure taking digits for input and generating an analog value; it is character-

ized by:

• its power consumption or energy on a clock period; this power P on Figure 7.2(a) is related
to the internal structure and is independent of the load, as this load can be considered as
ideal (quasi-infinite load for voltage DAC, quasi-null load for a current DAC).

• its Effective Number of Bits (ENOB); this quantity expresses the noise performances of
the DAC, taking into account digital value encoding. The Signal to Noise Ratio (SNR) is
expressed by:

SNR = 20 log

(
vsignal, RMS

vnoise, RMS

)
(7.1)

where the noise and signal root mean square values are obtained considering respectively
the quantization noise and a ENOB-bit peak-to-peak sinusoidal signal:





vnoise, RMS =

√∫ 1
2

− 1
2

ε2 · dε = 1
2
√

3

vsignal, RMS =
2ENOB−1

√
2

(7.2)
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Figure 7.2 – (a) Symbolic representation of a DAC, clocked with fclk and receiving data with the effective
number of bits (ENOB). (b) Symbolic representation of a stimulator, receiving parameters and generating
an electrical signal capable of neural triggering.

By combination of equations 7.1 and 7.2, the effective number of bits of the converter as a
function of the measured SNR - illustrating its effective dynamic - is expressed by:

ENOB =

SNR− 10 log

(
3

2

)

20 log (2)
≈ SNR− 1.67

6.02
(7.3)

As a comparison, the stimulator can be considered as a block converting parameters related to
the physiological need of the target cells (cathodic current, cathodic pulse duration, stimulation
frequency and charge-balancing parameters) into an analog waveform. It is characterized by:

• its power consumption or the energy over a stimulation period. This energy is directly
correlated to the stimulation load impedance which is by definition non-ideal; however, a
load-independent normalization is possible according to Arfin and Sarpeshkar (2012).

• its charge imbalance resulting in an un-wanted leakage current.

For both DACs and stimulators, the designer choice is impacting one or the other, or even
both, characteristics (power and ENOB for DACs, power and equivalent leakage current for
stimulators).

7.2.2 DAC dedicated FOM
The comparison with a DAC is particularly interesting since this structure benefits from an

established FOM as expressed in Walden (1994) and further developed in Walden (1999), given
by:

FOMDAC =
P

2ENOB × fclk
(7.4)

where fclk is the sampling frequency. It is expressed in Joule per Least Significant effective Bit
and represents the energy required per minimal effective code change.

This quantity cannot be directly computed for stimulation circuits and systems for two
reasons:
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• it is expressed with a energy unit, making no sense in the context of stimulation where the
minimal energy is electrode dependent;

• the DAC’s noise performances cannot be generalized to the stimulation pattern composed
of succession of analog values.

These two issues will be addressed using a normalization of the energy and the re-definition of
the charge imbalance as a parasitic noise source.

7.2.3 Stimulation dedicated FOM
Due to the non-ideality of the stimulation load, the energy will be normalized considering

the approach adopted in Arfin and Sarpeshkar (2012). The minimal energy consumed on a
stimulation period is given by:

Esim|min =

∫ Tstim

0

i (t) T F−1
{
ẑelec (f) îstim (f)

}
· dt (7.5)

where T F−1 denotes the invert Fourier Transform and ẑelec îstim are respectively the stimulation
impedance model and the stimulation current in the frequency domain. By comparison, as it can
be observed on Figure 7.3(a), once the supply voltage level is sized, a constant current source
used with a fixed supply consumes the minimal energy defined by:

ECS = ∆Vsupply (Icath∆Tcath + IanTan) (7.6)

This quantity is not directly dependent on the electrode impedance model. Moreover, as the
signal is formed by charge-balanced current pulses:

Ian = Icath
Tcath
Tan

(7.7)

By substitution, the energy can be expressed as:

ECS = 2∆VsupplyIcathTcath (7.8)

Consequently, this quantity is invariant to the balancing strategy. Finally, the consumed energy
can be normalized, so that an Energy Efficiency compared to a Current Source can be computed
as:

EECS =
Estim
ECS

=
Pstim

fstim · 2∆VsupplyIcathTcath
(7.9)

From Figure 7.3(a), it can be observed that ECS is much higher than the minimal energy for
a stimulation period. Consequently, the EECS can be lower than 1, meaning that the supply
voltage is lower than the constant level corresponding to the minimum compliance. Strategies
presented in section 7.1.2, could satisfy EECS < 1, if the quantity ∆Vsupply is considered as the
maximal compliance of the front-end.

Let us consider the charge unbalance risk. In the typical waveform as presented in Figure
7.3(b), only the cathodic part is responsible for cells triggering. This injected cathodic charge
corresponds to:

Qcath = IcathTcath (7.10)
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Figure 7.3 – Illustrations of stimulation electrical quantities. (a) Balanced waveform and voltage over
the RC-model load; the coloured voltage range is involved in the consumed energy over the stimulation
period by a constant current source supplied with a constant voltage level; the area under the voltage
response only is involved in the minimal energy imposed by the load. (b) Unbalanced current waveform
with an arbitrary residual charge responsible for an equivalent leakage current.

This charge has to be balanced to avoid electro-chemical reactions, however, the unbalanced
residual charge shown in Figure 7.3(b) can be measured through:

Qresidual =
IDC
fstim

(7.11)

where IDC is the equivalent DC current as explained in chapter 4. By analogy to DACs, a
stimulation dynamic range can be computed. Let the Stimulation Equivalent Number Of Bits be:

SENOB = log2

(
Qcath

Qresidual

)
(7.12)

This equation expresses the dynamic range between the effective triggering charge contained
in the ideal waveform and a noise due to the front-end parasitics. As an illustration, if the
waveform has no anodic phase, the SENOB is 0, meaning that there is no difference between
the stimulation triggering charge and the leakage.

Taking into account both EECS and SENOB and considering a stimulation system with N
channels, the stimulation specific FOM is defined as:

FOMstim =
EECS

N2SENOB
=

Psystem
NECS2SENOBfstim

(7.13)

where Psystem is the measured average power of the stimulator. Which gives:

FOMstim =
IDCPsystem

2N∆Vsupply (IcathTcathfstim)2 (7.14)
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where ∆Vsupply is the difference between the highest and lowest supply potentials in case of
fixed supply stimulator, or the maximal compliance in case of dynamic evolution of the front-
end supply. FOM computation has to be performed using maximal current values and typical
timings for the biological application; the average power and equivalent DC current should
be measured for these conditions. The obtained quantity is unit-less and can be measured as
involved parameters can be observed and quantified.

7.2.4 Graphical representation
The ideal stimulator has a FOMstim equal to 0. However, as this synthesizes two orthogonal

design strategies, it is not bijective to electrical topologies; hence, two identical results can be
obtained for two systems with different SENOB and EECS and the same number of channels.

In order to highlight each aspect of performances, a two-dimensional representation can be
drawn considering the logarithm of the FOMstim:

log (FOMstim) = log

(
Psystem

NECSfstim

)
− log (2) · SENOB (7.15)

In the right side of the equation, the first term corresponds to the logarithm of the EECS per
channel. As the SENOB quantity can be extracted from equation 7.15, a semi-logarithmic
diagram can be drawn. An illustration of this two-dimensional representation is presented in
Figure 7.4(a). By choosing for the axes the FOM and the SENOB, overall performances and
balancing can be directly considered; the x-axis corresponds to SENOB = 0, representing
totally unbalanced systems (without any balancing phase). In addition to this view, iso-efficiency
(iso-EECS) lines can be plotted enabling visual ranking.

Among the scientific contributions considered for the state-of-the-art of this document
(chapters 2,4 and 7), only few papers give enough figures to compute the FOM . Results are
summarized in table 7.1. At this level, one can note a difference between autonomous stimulation
systems and stimulation front-ends which require additional circuits. As these circuits have a
direct influence on the energy consumption, it seems fair to divide the graphical representation
with ’front-end’ and ’systems’ categories, as performed in Figure 7.4(b).

Two groups of points can be observed in this diagram. The first with low FOM values has a
high SENOB (points 2,3 and 4) corresponding to devices explicitly optimized on the charge
balancing performance (Sit and Sarpeshkar (2007), Jiang et al. (2010), Fang et al. (2007)). In this
group the efficiency is highly variable and one point (#2 corresponding to Sit and Sarpeshkar
(2007)) has an efficiency less than 1, however, the supply of the circuit is constant. This result
is particularly surprising and is difficult to associate with explicitly published schematic. It
could be explained by a lack of information on power measurement method (during or without
stimulation).

The two other points (#1 and #5) are in a zone of higher FOM (> 1 · 10−2). If the
overall performances are relatively close to each other, there is a clear difference in terms of
charge-balancing and power optimization. In Williams and Constandinou (2013) (#5), the major
objective is to limit the overall power; the fully implanted system is only consuming twice the
energy required for a constantly supplied constant current source. As a comparison, point 1
corresponding to our work (chapter 3) is less optimized in power consumption as the efficiency
is more than 5 times higher; but it presents better charge balancing performances compared to
the maximal injected charge.
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From these simple comparisons it is clear that systems forming the state-of-the-art of a
particular optimization strategy - point 3 (Jiang et al. (2010)) for charge balancing and point 5
(Williams and Constandinou (2013)) for the energy efficiency - are not optimized in the other
criteria. The proposed FOM helps quantifying that discrepancy, and is a promising tool for
global optimization. One of the emerging ideas in the research field is the combination of most
performing structures for the emergence of a third group of points, in the range of FOM of only
few 1 · 10−4.

7.3 Multi-application design evaluation and perspectives
Although three types of stimulation systems have been presented in this document (the small

stimulator for rodents, the FPAA-based stimulator, and the multi-application stimulator), only the
small stimulator for rodents developed in chapter 3 is presented in Table 7.1 and Figure 7.4(b).
This lack of results can be explained by two difficulties:

• For the FPAA based structure, charge balancing performances have been quantified,
enabling the SENOB computation; it results in a dynamic of 11.44 equivalent bits which
is near the maximum of Figure 7.4(b). However, the consumed energy quantification over
a stimulation period is not directly possible as this circuit was designed on a standard
development FPAA board.

• For the multi-application ASIC, only tests and characterization results are available and
final performances depends on each application.

As the obtained FOM enables direct ranking, one of the priority of multi-application stimulation
system evaluation will be the quantification of figures required to compute this criterion.

However, some comments can be made. The global approach used for the SHIVA ASIC
is based on a current subdivision or combination. Consequently, an atom channel has been
designed to stimulate a corresponding atom electrode. An N-large-electrode is then stimulated
using the combination of N atom-channel. The global approach will be fully satisfying if the
scale effect is robust when evaluated by the FOM . For this evaluation, let the FOMstim be a
function; an invariance versus the scale effect would mean that the FOM of a N-channels system
is equal to the FOM of 1 channel composed of N-ganged atom-channels:

FOMstim (N {�}) = FOMstim ({N�}) (7.16)

As for the scale effect formulation, the hypothesis of constant timings and a N-scaled cathodic
current is considered. From the theory, the invariance can be ensured by an infinite number of
solutions satisfying the following equation:

IDC |N{�} Psystem|N{�} = N · IDC |{�} Psystem|{�} (7.17)

Thus, one obvious solution of the scale effect invariance to the FOM would be:
{
Psystem|N{�} = Psystem|{�}
IDC |N{�} = N · IDC |{�}

(7.18)

It corresponds to the invariance of the consumed power and the linearity of the charge balancing
error.
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The linearity conditions is difficult to assess from circuit theory; but it can be empirically
investigated to examine the robustness to scale effects. The equation of the power seems a priori
unreasonable as it imposes an over consumption for a unique N-scaled channel. However, the
adopted strategy for multi-application system design is a digital pipelined organisation of the
variable number of channels, which is one possible solution to satisfy the equality. If not satisfied
by our ASIC and hosting board, these conditions can guide the design of second generation of
multi-application circuits and systems.

The designs of chapter 3 and chapter 4 are clearly orthogonal considering this optimization
criterion; their overall performances are to be compared using the FOM and their optimization
degree can be quantified. This FOM is also a powerful tool to highlight high-performances
designs that can be found in the literature. Finally the FOM can be used as a reference criterion
for stimulator design. This mathematical expression and the minimization of this figure is not
only a ranking tool but also a sizing criterion, which would be extremely helpful in automated
sizing procedure.
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THIS thesis summarizes three years of research into the electrical stimulation of neural
cells, in the context of four multi-disciplinary projects: the ’Brainbow’1 project, the

’STN-Oscillation’2 project, the ’Hyrene’3 project and the ’Cenavex’4 project. In these
four projects, electrical stimulation is only one part of a more complex paradigm, including
biosignal acquisition for feedback control. This number of target pathologies - cognitive disorders,
Parkinson’s Disease, paraplegia and breathing disorders - and the multiplicity of target neural
tissues to stimulate led us to investigate the a multi-application system design. In addition to
this objective, we developed circuits and systems specific to certain applications. Finally, this
overview highlighted the lack of a unique FOM for quantifying the performance of stimulation
architectures.

Synthesis

Part 1: scientific context

The first chapter reviewed the basic principles of extra-cellular electrical stimulation, summa-
rizing physiological and physical mechanisms. The second chapter described the state of the art
in electrical stimulation materials and circuits. These chapters revealed the following:

• the electrical stimulation may be applied to neural cells in numerous tissues throughout
the nervous system, thus enhancing the treatment of various pathologies and disabilities,

• the waveform used to trigger the neural cells presents a typical shape, common to the
various applications, based on cell-triggering conditions and constraints, such as charge
balancing for tissue safety. Current levels vary according to the application,

• a specific application imposes the current levels and type of electrode, chosen to suit the
target tissue, and its impedance is a sizing factor for stimulators,

• only a limited number of state of the art front-end topologies are available for stimulators.

Part 2: specific systems design

Chapter 3 presented the design of an embedded stimulator for chronic Deep Brain stimulation
in rats, which was then fabricated and assessed. This design offered an example of optimized
power consumption. This stimulator is currently being used for further experiments on DBS
mechanisms and side effects. Chapter 4 presented a novel architecture for accurate charge
balancing, tested using FPAA circuits. The charge-balancing circuit was based on a capacitive
charge-metering technique and is adaptable to all stimulation topologies with only few additional
devices. This stimulator was used for ex vivo spinal cord stimulation experiments.

Part 3: multi-application stimulator design

As described in part 1, the differences between the specific applications mainly concerned
the electrodes. Chapter 5 focused on the characterization and modelling of tissue-electrode
impedance. The findings may be summarized as follows:

1European project FP7-ICT-2011-C
2French ANR 08-MNPS-036
3French ANR 2010-Blan-031601
4French ANR and American NSH AN13-NEIC-0001-01
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• interface impedance depends on electro-chemical phenomena; physics suggests that the
metal/tissue interface is fractional and non-linear;

• the fractional derivative may be approximated using a recursive series of first order cells;
this approximation is compatible with classic ODE solvers, which produce accurate
simulation electrode impedance models in an electrical design environment;

• a measurement bench and protocols were developed; measurement was based on charge-
balanced waveforms compatible with in vivo stimulation;

• an original multi-model approach was devised, taking into account non-linearity and
fractional behaviour;

Chapter 6 outlined the multi-application design strategy, summarized as follows:

• the first order RC-model of interface impedance is a worst-case model suitable for first
approximation analysis and rapid sizing; the accurate model is suitable for the later
verification phases in the design process;

• an architecture for a multi-application stimulator was proposed, on the basis of the RC-
model approximation and a sizing effect; this architecture relies on atom-channels that may
be combined to drive different electrode configurations; the robustness of this strategy was
demonstrated considering front-end parasitics and the mandatory DC blocking capacitor;

• a proof-of-concept ASIC was designed and successfully tested; a stimulation system with
32 configurable channels was designed and is currently deployed in the ongoing projects;

The degree of optimization of a specific stimulator had not previously been quantified due to
the lack of an established Figure Of Merit. Chapter 7 describes how this problem was solved.
The similarities between DACs and stimulators were highlighted; as DACs may be ranked using a
recognised FOM, the specifics of stimulation in terms of energy efficiency and charge-balancing
optimization formed the basis for defining a performance metric. This metric was discussed
in relation to the multi-application strategy and provides a tool to guide the design of a new
generation of multi-application circuits.

Perspectives
The investigations and developments described in this PhD thesis open up three perspectives

for future research:

• First, the deployment of the embedded system hosting the multi-application ASIC in
experimental demonstrations in the context of the HYRENE, BRAINBOW, and CENAVEX
projects. The high level of configurability of this device is ideal for that purpose and
Jonathan Castelli will explore this aspect in his PhD thesis. The expected results relate to
the field of experimental neuroscience and neuro-engineering, as the aim is to prove the
relevance of adaptive closed-loop stimulation, with a view to developing neuro-prostheses.
In the broader context of electrical stimulation, this highly-configurable system is also
suited to other investigations, for example: generating less-conventional waveforms or
controlling multi-pole electrodes for fine-field steering in tissue.
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• Second, the FOM devised in the context of this research should lead to a complete
formulation and eventually be supported by other characterizations. This is one of the
objectives of a collaboration with A. Demosthenous. The FOM will also lead to guidelines
for designing and optimizing other stimulation systems.

• Third, electrical characterization of the electrode-tissue interface can be taken a step further
by studying the stimulator in its biological environment. Especially in the case of implanted
devices, the major weakness is located at this bio-electric interface, as the implant induces
inflammatory reactions, such as gliosis or fibrosis, which alter the properties of the tissue
in contact with the electrode and, sometimes, the metal itself. This change is reflected in
the interface impedance and its continuous in situ monitoring is an interesting approach for
evaluating gliosis or fibrosis encapsulation over time. This may lead to smarter implants
with auto-diagnostic capabilities, representing a major advance in the long-term safety of
implanted electrical prostheses.

Finally, fourth perspective concerns the field of industrial transfer. The prototype DBS stimulator
for rodents responds to widespread demand in research experiments on Parkinson disease. A
licensing contract with an industrial partner is currently under negotiation.
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ELECTRODES are sub-divided into two subgroups:

• micro-electrodes, corresponding to small areas; these electrodes are optimized to enable
focal stimulation of small groups of cells. Usually the number of micro-electrodes is large
(from 8 up to 64).

• macro-electrodes, corresponding to large areas stimulating large volumes of tissue. Usually
a small number of stimulation channel are used with macro-electrodes.

For these two groups, particular geometries can be observed, corresponding to different electric
potential repartition. In the next section, example of commonly found geometries are illustrated.
The electrical field have been calculated with Finite Element Solvers for a Poisson’s current

problem with a homogeneous medium; for convenience, all represented quantities have been
normalized. For each electrode, a negative (cathodic) current has been imposed on the active
electrode, the other metallic contact is considered as a ground current return. In any case, the
potential near the active electrode is negative and the lowest on the entire geometry; this potential
is in blue. The ground potential is then the highest potential; this potential is in red. The cells are
triggered proportionally to the spatial second derivative of the electric potential along the neural
fibers.

Micro-electrode geometries

(a) (b) (c)

Figure A.1 – Electric potential (coloured), electric field (iso-lines) and current density (arrows) for
different planar micro-electrode geometries (a) active pad on the top (in gray) and current return on the
other side of the surface of the electrode, (b) active pad and current return on the top of the electrode, the
current return is common and is the first pad on the left, (c) active pad surrounded by a ring of current
return contact.

Planar micro-electrodes are based on metallic contact fabricated on a planar surface or a
tissue-penetrating needle; several needles can be assembled to form a fork-like structure. The
active electrode is formed by a metallic contact as represented in Figure A.1. The return contact
is determining the focality of the electrode. In case of a current return electrode on the bottom of
the needle (A.1(a)), the electrical potential is decreasing around the mechanical angles of the
structure, and targeted tissue can be located not directly around the active electrode. In case
a current return electrode at the basis of the needle (A.1(b)), the electrical potential evolution
is located on the top of the structure and the triggered volumes are located near the border
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of the active pad; as explained in chapter 1, tissues near the return path may be activated by
high invert current. A more focal geometry of electrode can be used (A.1(c)), where the active
electrode is surrounded by a ring of current return electrode. In this case the voltage repartition
is concentrated around the active electrode, decreasing the required cathodic current and the
volume of triggered tissue.

Macro-electrode geometries

(a) (b) (c)

Figure A.2 – Electric potential (coloured), electric field (iso-lines) and current density (arrows) for
different planar macro-electrode geometries (a) needle-like electrode, (b) needle-like electrode with large
current path formed by the holding tube, (c) typical geometry of human-implanted electrode for Deep
Brain Stimulation.

Macro-electrodes are designed to trigger a large neuronal structure, three examples are
illustrated by Figure A.2. A first simple macro electrode can be fabricated with two twisted
wires, their terminal sections are used as active and current return electrodes; in this case, the
field repartition is the same as the example of the two quasi-point dipoles drawn on chapter 1. In
the case of stimulation for rodent, a typical geometry is the needle-like electrode. This geometry
is illustrated by the Figures A.2(a) and A.2(b). On Figure A.2(a), the current return path is only
formed by the section of the holding tube, in Figure A.2(b) the entire holding tube is used as a
current return path so that the electric potential evolution is only concentrated around the active
electrode, making of this structure a more focal electrode. For a same implantation volume, the
electrode of Figure A.2(a) will potentially activate a higher volume than the electrode of Figure
A.2(b). In Figure A.2(c), the shape of typical human implanted DBS electrode is illustrated.
This shape consists in two pads that, activated tissues are located laterally and near the active
electrode pad.

Current steering technique

The commercial electrodes for human DBS, which basic geometry is illustrated on Figure
A.2(c), often include more than two pads. The additional pads can be used for current steering as
illustrated by Figures A.3 and A.4 In this case, the stimulation current Istim is divided into two



157

(a) (b) (c)

(d) (e) (f)

Figure A.3 – Electric potential (coloured), electric field (iso-lines) and current density (arrows) with a
typical commercial DBS electrode with 3 pads illustrating the current steering technique; the lowest pad
is the current return electrode and the highest pads are active electrode, the central pad has a current
I1 = αIstim, the highest has a current I2 = (1 − α)Istim: (a) α = 0, (b) α = 0.2, (c) α = 0.4, (d)
α = 0.6, (e) α = 0.8, (f) α = 1

currents so that:
{
I1 = αIstim

I2 = (1− α)Istim
(A.1)

where 0 ≤ α ≤ 1, so that I1 and I2 are steered on two different pads, the current return pad
remains unique. By tuning the value of alpha without changing the implantation of the electrode,
the electric potential can be shifted. The active pads can be neighbour pads as represented in
Figure A.3, so that one activation volume is shifted along the electrode structure, or opposed
pads as illustrated by Figure A.4 where two activation zones can be obtained around the current
return path.
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(a) (b) (c)

(d) (e) (f)

Figure A.4 – Electric potential (coloured), electric field (iso-lines) and current density (arrows) with a
typical commercial DBS electrode with 3 pads illustrating the current steering technique; the central pad
is the current return electrode and the two extrema are active electrode, the highest pad has a current
I1 = αIstim, the lowest has a current I1 = (1 − α)Istim: (a) α = 0, (b) α = 0.2, (c) α = 0.4, (d)
α = 0.6, (e) α = 0.8, (f) α = 1
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THIS appendix sums up the mathematical definitions and calculus rules and properties of the
fractional derivation and integration.

Mathematical definitions
Let f : R⇒ R be a continuous function. I and D are respectively the integral and derivative

operators.

Riemann-Liouville integration and derivative
A first generalized formulation of integration can be expressed considering definitions of

integer integration. The Cauchy formula for repeated integration gives for n ∈ N:

I(n+1)
t0 f (t) = t0D−(n+1)

t f (t) =
1

n!

∫ t

t0

(t− τ)n f (τ) dτ (B.1)

The factorial term can be extended to the complex considering the gamma function defined as:

Γ (z) =

∫ ∞

0

tz−1e−tdt (B.2)

where z ∈ {C \ Z−}. This last equation gives for a positive integer n:

Γ (n+ 1) = n! (B.3)

so that equation B.1 and the use of the gamma function lead to the Riemann-Liouville integral
definition:

Iγt0f (t) , 1

Γ (γ)

∫ t

t0

(t− τ)γ−1 f (τ) dτ (B.4)

with the following conditions:




t0 ∈ R
t > t0

γ ∈ C and <(γ) > 0

(B.5)

This definition is exclusively based on a theoretic mathematical approach and gives no room for
physical interpretation. Particularly, the use of this definition for fractional integration does not
allow for reasoning on units because of the abstraction level.

A generalized definition of the derivative can be obtained as:

t0Dγ
t f (t) = t0D(γ−m+m)

t f (t) =

(
d

dt

)n
t0D−(n−γ)

t f (t) (B.6)

where n = d<(γ)e, so that n ∈ N∗.
As:

t0D−(n−γ)
t f (t) = I(n−γ)

t0 f (t) (B.7)

equation B.4 allows to define the Riemann-Liouville fractional derivative as:

t0Dγ
t f (t) =

(
d

dt

)n ∫ t

t0

1

Γ (n− γ) (t− τ)1−(n−γ)
f (τ) dτ (B.8)
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Grünwald-Letnikov derivative
A second definition of the fractional derivative is studied. This definition is based on the

expression of the derivative as a limit:

f ′ (t) = lim
ε→0

f (t+ ε)− f (t)

ε
(B.9)

for the second-order derivative, assuming that f is synchronously converging:

f ′′ (t) = lim
ε→0

f ′ (t+ ε)− f ′ (t)
ε

= lim
ε→0

f (t+ 2ε)− 2f (t+ ε) + f (t)

ε2
(B.10)

More generally, applying this recursive principle to a n-order derivative gives:

f (n) (t) = lim
ε→0

∑
0≤m≤n (−1)m

(
n
m

)
f (t+ (n−m) ε)

εn
(B.11)

The binomial coefficients can be generalized to the complex numbers as defined by:
(
γ

β

)
=

Γ (γ + 1)

Γ (β + 1) Γ (γ − β + 1)
(B.12)

where α and β ∈ {C \ Z−}. To simplify notation, let set:

∆γ
εf (t) =

∞∑

m=1

(−1)m
(
γ

m

)
f (t+ (γ −m) ε) (B.13)

Thus, the generalized Grünwald-Letnikov fractional derivative is:

Dγ
t f (t) , lim

ε→0

∆γ
εf (t)

εγ
(B.14)

This last equation lead to a definition of the generalized derivative more adapted to the physical
interpretation of the integer derivative as a change of a first quantity with the infinitesimal varia-
tion of a second quantity. However this last equation does not allow for general understanding
of the fractional phenomena. The next subsections aims at giving basic properties of fractional
operators and further representation of fractional system outputs.

Properties and Laplace transform
In this part, some interesting properties of the fractional derivation are explained. These

properties are useful for system computation and for a better understanding of electrode modelling
underlying behavioural phenomena. As in the previous part, let f and g : R → R be two
continuous functions.

Existence and general properties
The conditions for the existence of the fractional integral or derivative are:

• Iγt0f (t) exists if f (t) is piecewise-continuous on [t; +∞[ and integrable on ]t0; t[∀t0 < t
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• Dγ
t0f (t) exists if f (t) can be written as:

f (t) = (t− t0)υ ξ (t− t0) (B.15)

or
f (t) = (t− t0)υ ln (t− t0) ξ (t− t0) (B.16)

where υ ∈ C, < (υ) > −1 and ξ (t− t0) is an analytical function of C for t0

Fractional derivative and integration of a opposite order composition is the operator identity:

Iγt0 ◦ I−γt0 f (t) = f (t) (B.17)

Both operators are linear:

Iγt0 (αf (t) + βg (t)) = αIγt0f (t) + βIγt0g (t) (B.18)
Dγ
t0 (αf (t) + βg (t)) = αDγ

t0f (t) + βDγ
t0g (t) (B.19)

Two integrators operator follow semi-group properties:

Iγ1
t0 ◦ Iγ2

t0 f (t) = Iγ1+γ2
t0 f (t) (B.20)

where < (γ1) > 0 and < (γ1) > 0. At this point, these properties are generalisation of derivation
an integral properties, so that fractional systems can be computed as integer order systems.
However, the semi-group properties can be generalized for the fractional derivation under
specific conditions:

Dγ1

0 ◦ Dγ2

0 f (t) = Dγ1+γ2

0 f (t) (B.21)

if < (γ1) > 0 and < (γ1) > 0, and :

Dn
t0
◦ Dγ

t0f (t) = Dn+γ
t0 f (t) (B.22)

if < (γ) > 0 and n ∈ N.

Laplace transform
For the fractional integration, the Laplace transform can be expressed as:

L{Iγ0f (t) ; s} = L{t
γ−1u (t)

Γ (γ)
∗ f (t) ; s} (B.23)

where u (t) is the Heaviside function. Finally, the Laplace transform is:

L{Iγ0f (t) ; s} =
1

sγ
F (s) (B.24)

where F (s) = L{f (t) ; s}. This result generalizes the formula used for integer order integration.
For integer-order n-derivative, the Laplace transform can be expressed as:

L{Dn
t f (t) ; s} = snF (s)−

n∑

k=0

sk−1
(
Dn−kf (t)

)∣∣
t=0+ (B.25)
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in the case of a complex order γ, let consider n = d<(γ)e, so that the Laplace transform of the
fractional derivative becomes:

L{0Dγf (t) ; s} = L{0Dn
(
In−γ0 f (t)

)
; s} (B.26)

by substitution with equations B.24:

L{0Dγf (t) ; s} = snL{In−γ0 f (t) ; s} −
n∑

k=0

sk−1
(
Dk
(
In−γ0 f (t)

))∣∣
t=0+ (B.27)

finally, considering equation B.25:

L{0Dγf (t) ; s} = sγF (s)−
n∑

k=0

sk−1
(
Dk
(
In−γ0 f (t)

))∣∣
t=0+ (B.28)

As for the integrator, this last result generalizes the commonly used formula for the derivation.
As a consequence, the output signal of fractional integrator or derivator can be studied with the
same mathematical reasoning as for ordinary differential equations.
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THIS appendix presents the schematic fabricated on the ASIC SHIVA performing the current
biasing with the internal current references, the current memory cell, the current divider and
the logic block preventing short-circuit configuration on the output stage.

Current references
A current reference block has been designed in order to provide the biasing current to the

analog circuits and to provide 8 weighted current for the current shaping circuits described in
chapter 6. The schematic of this block is presented in Figure C.1. This circuit is based on two
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Figure C.1 – Schematic of the current reference block with weighted current outputs.

PTAT current references blocks (the first built around M5 to M8, the second around M9 to
M12). These two blocks are designed with an integrated resistor fixing the generated current.
As these two block have a deviation with the modification of the supply - here V DDA = 3.3V
and V SSA = 0V - a compensation is made by current difference made by M13 and M14 and
buffered through M15. A extra temperature compesation is provided by transistors M16, M17
and M18 with the connected resistor. These two compensations (supply and temperature) are
further detailed in Yoo and Park (2007). To avoid the possible unbiasing of the structure, a
start-up circuit is built around M1 to M4.

As the required current are multiple of the obtained 1.92µA (simulation result), a weighted
transistor network is set at the output of the reference, where two transistors in diode form
the imput of a cascode current miror. The overall static current consumtion (with outputs
unconnected) is 23.6µ (simulation result).
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Istatic τload tdischarge 1%

(nA) (ns) (s)

304 106 > 1 · 10−3

Table C.1 – Results of the characterization of the current memory cell obtained by simulation.

Current memory cells
In order to use one current input to drive 8 output channels, current memory cells have been

used. The design of this block is illustrated in Figure C.2. This block is based on a cascode current
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Figure C.2 – Schematic of the current memory cell.

miror (M1 to M4) whose gate voltage is memorized with the capacitors C1 = C2 = 3pF . In
order to keep the current miror biased in any case, a biasing current is applied on M1 and M2
through M9 and M10; in order not to modify the memorized value, this current is substracted
to the M5, M6 -forming the input of a cascode current miror- output through M11 and M12.
The ouptut can be isolated from the input with the switches driven by the memorization order
Φload. These two switches have been implemented with charge-injection reduced transfer gate to
ensure the accuracy of the current value memorization. Characteristics obtained by simulation of
this current memory cell are summed up in table C.1.

Current divider
The current divider is a circuit controled by two bits and providing a current division of:

• 1 (with the digital input ’11’),
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Figure C.3 – Schematic of the current divider.

• 3/4 (with the digital input ’10’),

• 1/2 (with the digital input ’01’),

• 1/4 (with the digital input ’00’).

the schematic of this circuit is presented in Figure C.3
The input current is first divided by two using cascode current miror formed by M1 to M5.

The transistor MA is used as a switch controled by the most significant bit; in order to respect a
symmetry ensuring current equality on mirors ouput, a dummy transistor MB is added on the
uncontroled current miror. Each N mirror output is loaded by a P double cascode current miror
dividing the current by two, formed by M7 to M12 and by M13 to M18. The four output are
selected using two switches (MD and MF ), driven by logic gates, the un-switched outputs are
commected to dummy transistors MC and ME ensuring an equality of each branch output.

Anodic in

Event

Cathodic in

Anodic out

Cathodic out

I1

I2

I3

I4

I5

I6

I7

Figure C.4 – Schematic of the logic block ensuring that no short circuit configuration is applied on the
front-end.
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Shotcircuit prenventing block
In order not to request an anodic and cathodic current a logic block is added to the drivers of

the stimulation front-end as described in chapter 6. This block is presented in Figure C.4.
If the cathodic and anodic commands are at the high logic level, the outputs are set to a low

logic level, if only one or no input is at a high logic level, they are copied on the ouput. An
additional ’event’ is also computed. Its logic level is high if both command inputs are low; when
a cathodic or anodic or both commands are one, the ’event’ is set to a low level, provinding
information to other circuits for artifact blanking or debug.
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