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Summary

Road traffic crashes are one of the world’s largest public health and injury problems.

Therefore road security has always been the main concern of transportation security stake-

holders. During the last decades, public authorities and automotive companies have been

involved in the safety improvement of our transportation systems by reducing the conse-

quences of imminent accidents and decreasing the number of road injuries. Nevertheless,

most of these preventive measures can only provide passive safety since they focus on the

post collision phase. In fact, materials of energy absorption like airbags reduce the impact

of an accident but do not prevent it.

This recognition of the inadequacy of these passive measures has oriented industrials to

new and innovative perspectives that seek to avoid accidents and detect dangers in ad-

vance rather than minimize the damage. In fact, according to relevant studies, 60pers

of accidents can be avoided if the driver had been alerted half a second before the colli-

sion. Drastic steps are already taken by automobile manufacturers to offer to drivers a

larger telematics horizon and therefore enhance their range of awareness. If a collision is

inevitable, active safety technology can proactively prepare the vehicle for the impact to

reduce injuries. For example, vehicles’ sensors are employed to measure and assess a ve-

hicle’s condition and environment, enabling the issuance of early warnings to drivers. On

the other hand, a remarkable and similar step in that direction is achieved by networking

research community using vehicular networks within Intelligent Transportation Systems

(ITS). Vehicular networking is the enabling technology which allows the realization of the

variety of applications and use cases. Given the significant potential to cater for diverse

applications and their performance requirements, there has been a growing demand to

equip vehicles with multiple connectivity modalities. In order to fully exploit these ca-

pabilities, vehicles are required to intelligently select the most appropriate technology for

the specific networking scenarios.

Vehicular communications offer great potential for increasing road safety and driver aware-

ness. Nevertheless, benefits are not restricted to safety standpoint but span to further

horizons making use of various cooperating technologies. In fact, vehicular applications

can be divided into three categories: safety, traffic management and infotainment applica-
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tions. Safety applications could be event driven messages, and should have higher priority

than periodic and comfort messages. Thus, service differentiation mechanisms and admis-

sion control are needed. These mechanisms are applied at MAC layer. Therefore at a

first step, the research and industry community standardized a standard for MAC layer

in Vehicular Adhoc networks (VANETs).

Currently, two types of communication services are considered: narrowband services and

broadband services respectively, carried by IEEE 802.11p technology for narrowband ser-

vices and LTE for broadband services. Narrowband services cover both the services strict

temporal requirement and the data exchange with elastic time constraints for driving assis-

tance. Broadband services are provided for the high-speed information transmission while

meeting more or less strict time constraints. Our thesis tackles the performance analysis,

design and optimization of resource allocation mechanisms in broadband and narrowband

networks.
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Résumé

Les accidents de la circulation sont un des plus grands problèmes de sûreté publique. Par

conséquent la sécurité routière a toujours été la principale préoccupation des acteurs de

la sécurité des transports. Durant les dernières décennies, les pouvoirs publics et les en-

treprises du secteur automobile ont été impliqués dans l’amélioration de la sécurité de nos

systèmes de transport en réduisant les conséquences des accidents imminents et en dimin-

uant le nombre d’accidents de la route. Néanmoins, la plupart de ces mesures préventives

ne peut assurer que la sécurité passive, car ils se concentrent sur la phase post collision.

En fait, les équipements comme les airbags rééduisent l’impact d’un accident, mais ne

l’empêchent pas.

Cette reconnaissance de l’insuffisance de ces mesures passives a orienté les perspectives

industrielles nouvelles et innovantes qui cherchent à éviter les accidents et détecter les

dangers à l’avance au lieu de minimiser les dommages. En fait, selon des études perti-

nentes, 60pers des accidents pouvaient être évités si le conducteur avait été alerté une

demi-seconde avant la collision. Des mesures drastiques sont déjà prises par les con-

structeurs automobiles afin d’offrir aux conducteurs une télématique plus large et donc

d’améliorer leur gamme de sensibilisation. Si une collision est inévitable, la technologie

de sécurité active peut préparer de manière proactive le véhicule pour l’impact est réduire

les dommages. Par exemple, les capteurs de véhicules sont utilisés pour mesurer et éval-

uer l’état de l’environnement d’un véhicule, permettant l’émission d’alertes précoces aux

conducteurs. D’autre part, une étape remarquable dans cette direction est obtenue par

la mise en oeuvre des réseaux de véhicules dans les systèmes de transport intelligents.

La technologie des réseaux véhiculaires, permet la réalisation d’une variété d’applications.

Compte tenu de l’important potentiel pour répondre à diverses applications et leurs exi-

gences de performance, il y a eu une demande croissante pour équiper les véhicules avec

de multiples modalités de connectivité.

Afin d’exploiter pleinement ces capacités, les véhicules sont tenus de choisir intelligemment

la technologie la plus appropriée pour les scénarios de réseaux spécifiques. Les communi-

cations entre véhicules offrent un grand potentiel pour accrôıtre la sécurité routière et la

sensibilisation des conducteurs.

Néanmoins, les avantages ne sont pas limités à un point de vue de sécurité, mais à d’autres

xi



xii CONTENTS

horizons de diverses technologies coopérantes. En effet, les applications véhiculaire peu-

vent être divisées en trois catégories: les applications de sécurité, de gestion du trafic et

des applications d’info divertissement qui pourraient être entrâınés suite à des messages

d’événement, et devraient avoir une priorité plus élevée que les messages périodiques et

de confort. Ainsi, les mécanismes de différenciation de service sont nécessaires. Ces mé-

canismes sont appliqués à la couche MAC. Par conséquent, dans une première étape, le

milieu de la recherche et de l’industrie normalisent une norme pour la couche MAC dans

les réseaux véhiculaires.

Actuellement, deux types de services de communication sont pris en compte: les services à

bande étroite et les services à large bande, respectivement portés par la technologie IEEE

802.11p pour les services à bande étroite et LTE pour les services à large bande. Les

services à bande étroite couvrent à la fois la condition temporelle stricte et l’échange des

données avec des contraintes de temps élastiques. Les services à large bande sont prévus

pour la transmission de l’information à haute vitesse dans le respect des contraintes de

temps plus ou moins strictes.

Notre thèse aborde l’analyse des performances, la conception et l’optimisation des mécan-

ismes d’allocation des ressources dans les réseaux à large bande et à bande éétroite.
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Chapter 1

Introduction

1.1 Motivation

Road traffic crashes are one of the world’s largest public health and injury problems.

Therefore road security has always been the main concern of transportation security stake-

holders. During the last decades, public authorities and automotive companies have been

involved in the safety improvement of our transportation systems by reducing the conse-

quences of imminent accidents and decreasing the number of road injuries. Nevertheless,

most of these preventive measures can only provide passive safety since they focus on the

post collision phase. In fact, materials of energy absorption like airbags reduce the impact

of an accident but do not prevent it.

This recognition of the inadequacy of these passive measures has oriented industrials to

new and innovative perspectives that seek to avoid accidents and detect dangers in advance

rather than minimize the damage. In fact, according to relevant studies, 60% of accidents

can be avoided if the driver had been alerted half a second before the collision. Drastic

steps are already taken by automobile manufacturers to offer to drivers a larger telematics

horizon and therefore enhance their range of awareness. If a collision is inevitable, active

safety technology can proactively prepare the vehicle for the impact to reduce injuries.

For example, vehicles’ sensors are employed to measure and assess a vehicle’s condition

and environment, enabling the issuance of early warnings to drivers.

On the other hand, a remarkable and similar step in that direction is achieved by net-

working research community using vehicular networks within Intelligent Transportation

Systems (ITS). Vehicular networking is the enabling technology which allows the realiza-

tion of the variety of applications and use cases. Given the significant potential to cater for

diverse applications and their performance requirements, there has been a growing demand

to equip vehicles with multiple connectivity modalities. In order to fully exploit these ca-

pabilities, vehicles are required to intelligently select the most appropriate technology for

1
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the specific networking scenarios.

Vehicular communications offer great potential for increasing road safety and driver aware-

ness. Nevertheless, benefits are not restricted to safety standpoint but span to further

horizons making use of various applications. In fact, vehicular applications can be divided

into three categories: safety, traffic management and infotainment applications. Safety ap-

plications could be event driven messages, and should have higher priority than periodic

and comfort messages. Thus, service differentiation mechanisms and admission control

are needed. These mechanisms are applied at MAC layer. Therefore at a first step, the

research and industry community standardized a standard for MAC layer in Vehicular

Adhoc networks (VANETs).

Currently, two types of communication services are considered: narrowband services and

broadband services respectively, carried by IEEE 802.11p technology for narrowband ser-

vices and LTE for broadband services. Narrowband services cover both services with strict

temporal requirements and data exchange with elastic time constraints for driving assis-

tance. Broadband services are provided for the high-speed information transmission while

meeting more or less strict time constraints.

In order to provide quality of service (QoS) guarantees to narrowband and broadband

wireless networks, we believe that vehicular network architecture should well design the

following mechanisms:

• Traffic specification module which specifies source traffic characteristics and desired

QoS parameters.

• QoS routing algorithm that provides route(s) between source and destination(s) that

have sufficient resources to support the requested QoS.

• Call admission control that decides whether a connection request should be accepted

or rejected, based on the requested QoS and the network status.

• Resource allocation mechanism which reserves resources such as wireless channels,

bandwidth, and buffers at the network elements, which are required to satisfy the

QoS guarantees.

• Packet scheduler that schedules packets to be transmitted according to the QoS

requirements of the connections.

• Wireless channel characterization which specifies the statistical QoS measure of a

wireless channel for example: a data rate, delay bound, and delay-bound violation

probability triplet.

More specifically, an end system uses a traffic specification procedure to specify the source

traffic characteristics and desired QoS. Then, call admission control decides whether a con-
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nection request should be accepted or rejected, based on the requested QoS, the wired link

status, and/or the statistics of wireless channels. Afterwards, the network employs QoS

routing to find path(s) between source and destination(s) that have sufficient resources to

support the requested QoS. For base stations, wireless channel characterization is needed

to specify the statistical QoS measure of a wireless channel, e.g., a data rate, delay bound,

and delay-bound violation probability triplet; this information is used by call admission

control. If a connection request is accepted, resource allocation mechanism assigns re-

sources such as wireless channels, bandwidth, and buffers that are required to satisfy the

QoS guarantees. During the connection life time, packet scheduler schedules packets to be

transmitted according to the QoS requirements of the connections.

Our research studies tackle traffic specification and modelling, call admission control and

packet scheduling in LTE and 802.11p networks. A particular concern was devoted to

performance analysis and mathematical modelling of the MAC layer. These studies were

conducted in industrial projects as detailed in the following section.

1.2 Context of the Thesis

Our thesis was carried out within the framework of Co-drive and SOAPS projects.

Co-Drive is a French project that is a co-pilot for an intelligent road and vehicular com-

munication system. It aims at validating the pre-industrial cooperative control system

between user and vehicle infrastructure. The project architecture is based on an exchange

between vehicle and infrastructure through the ETSI protocol stack, or between the vehicle

and the traffic information service through GPRS as shown in figure 1.1.

Figure 1.1: CoDrive Architecture
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While SOAPS project addresses low layers protocols issues for Broadband Services pro-

vision by Private Mobile Radio (PMR) systems using LTE technologies with a particular

focus on the improvement of frequency resources scheduling.

1.3 Thesis Contributions

Our thesis addresses the quality of service provisioning and performance evaluation in

vehicular networks in the context of IEEE 802.11p and LTE networks. More specifically,

we achieved the following contributions:

• Contribution 1-Source traffic Modeling: Since network performance is highly affected

by traffic variability, we started our research study by elaborating traffic modeling of

vehicular applications. The selected applications fall into safety, traffic management

and comfort categories.

• Contribution 2-Class of service mapping study: The panoply of vehicular applica-

tions present diverse QoS requirements that should be considered when designing

vehicular networks. In fact, an efficient quality of service mechanism, applied in a

network, should achieve service differentiation according to traffic specifications. We

strongly believe that application mapping to existing network classes of service is a

crucial task in broadband and narrowband communication network. It is noteworthy

that IEEE 802.11p implements service differentiation using the EDCA mechanism

that adopts four access categories, whereas LTE network adopts the radio bearer

concept identified by QoS Class Identifier (QCI). In this context, we achieved an

original mapping study of the selected vehicular applications to access categories

and LTE classes of service.

• Contribution 3-Performance analysis of the protocol stack architecture: We con-

ducted a performance evaluation of the ETSI/ IEEE Wireless Access Vehicular En-

vironment (WAVE) lower layers. This study is of paramount importance; in fact it

enabled us to draw conclusions regarding vehicular network performance and thus

to propose efficient resource allocation mechanisms that aim at enhancing quality of

service.

• Contribution 4-Resource allocation mechanism: Since the vehicles are in communi-

cation with multiple heterogeneous radio systems, a global management of radio re-

sources is required; it enables better use of available capacity in the various networks.

The developed resource allocation mechanism aims at providing a deterministic or

static guarantee to user requests.
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• Contribution 5-Cross-layer optimization: In the continuity of the resource allocation

mechanism proposal, we pursued our studies and integrated the cross layer in LTE.

In this context, we proposed to adapt the bearer priority to the achieved traffic

throughput and integrated a RRC-MAC cross-layer scheme. In fact, we believe that

cross layer interaction exploits dependencies of protocol layers, thereby fulfilling

quality of service demands of various applications. A particular concern is devoted

to the RRC-MAC cross layer scheme: the quality of service is highly affected by the

MAC layer resource allocation configured by the RRC layer. Performance drastically

degrades when the RRC layer does not adopt an efficient scheduling algorithm;

whereas good performance is achieved when RRC cooperates with the MAC layer.

Therefore, a close coordination between the MAC layer and the RRC layer is required

leading to the cross-layer implementation.

In order to validate the proposed mechanisms, we elaborated analytical models using

Markov Chain coupled with discrete event simulation batches.

1.4 Organization of the Thesis

The thesis is organized as follows.

Before proceeding with the contributions achieved in LTE and 802.11p networks, we devote

Chapters 2 and 3 for presenting the architecture of the tackled networks. More specifically,

Chapter 2 addresses vehicular networking architectures. We start by reviewing the dif-

ferent characteristics of vehicular communications then describe the main characteristics

of vehicular adhoc networks. Afterwards, we exhibit the general architecture of vehicular

networks focusing on the functional entities. In a second step, we overview the various

standards that tackle vehicular communications. Since, we contributed in this thesis to

quality of service provisioning in vehicular networks, we focus in this chapter on the na-

tive QoS mechanisms devised for 802.11p wireless networks and detail the MAC layer in

wireless access for vehicular environment.

Chapter 3 is dedicated to LTE functional and protocol stack architecture description in

user and control plans. Moreover, we focus on quality of service mechanisms suggested

at LTE radio level. We orient our efforts as well towards identifying LTE classes of service.

The chapter 4 is devoted to the study of the applications envisionned in vehicular net-

works. We mainly tackle the services required by Co-Drive, namely: Warning to a foggy

zone, Inter-distance measurement and Road warning event. We bring the focus as well

to four services taken into account in SOAPS: Voice, Video, HTTP and FTP. Then, we
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detail the achieved task 1; we perform an accurate traffic modeling. This will help us to

evaluate the performance modeling of the networks in the subsequent chapters.

The third contribution is detailed in chapter 5 and 6. In fact, chapter 5 provides a

mathematical modeling of the WAVE physical and Mac layers, while taking into account

source traffic models. The study is achieved in a V2I scenario at a large scale and burst

scale.

Chapter 6 tackles the virtual collision management proposed by IEEE in vehicular envi-

ronment. In fact, EDCA virtual collision management is a penalizing process that induces

unfairness, priority inversion and quality of service degradation. This chapter describes

the performance study of the virtual collision.

Chapter 7 sheds the light on LTE performance. It details the fourth contribution which

consists of a mathematical model and performance evaluation of the Medium Access Con-

trol (MAC) layer scheduling algorithm. The study while considers source traffic charac-

teristics along with an original applications mapping.

Chapter 8 sheds the light on the fifth contribution. It describes an enhanced scheduling

algorithm integrated in a RRC-MAC cross-layer framework. The performance evaluation

of proves the performance of the scheduling algorithm. Finally, Chapter 9 addresses our

perspectives and the envisionned works that deserve further investigation.



Chapter 2

Vanet Architecture and Overview

2.1 Introduction

In this chapter, we address vehicular networking architectures. We start by reviewing

the different characteristics of vehicular communications then describe the main charac-

teristics of vehicular adhoc networks. Afterwards, we exhibit the general architecture of

vehicular networks focusing on the functional entities. In a second step, we overview the

various standards that tackle vehicular communications. Since, we contributed in this

thesis to quality of service provisioning in vehicular networks, we focus in this chapter

on the native QoS mechanisms devised for 802.11p wireless networks and detail the MAC

layer in wireless access for vehicular environment.

We start the chapter by an overview of different types of vehicular communications in

section 2.2, then in section 2.3 we discuss their characteristics. In section 2.4 we describe

the main functional entities, after that we present three main standard architecture and

protocols in section 2.5 with a particular focus on the QoS mechanisms and physical layer

characteristics.

2.2 Vehicular Communications V2I/V2V

In intelligent transport systems, each vehicle takes the role of the sender, receiver and

router to disseminate information on the network of vehicles or transportation agency.

Vehicular networks are responsible for communication between vehicles moving in a cer-

tain environment. A vehicle can therefore communicate directly with other vehicles, this

communication is then called Vehicle to vehicle (V2V) or with the infrastructure, and this

type of exchange is called thus Vehicle to Infrastructure (V2I) communication [33].

7
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In order to establish communication between vehicles and infrastructure RoadSide Units

(RSU), vehicles must be equipped with a radio interface or a vehicle unit OnBoard Unit

(OBU), which allows network without short thread scope be trained. Vehicles must also

be fitted with equipment that collects detailed location information such as Global Posi-

tioning System (GPS) or Differential GPS (DGPS). Infrastructure can be placed at regular

intervals, or integrated into existing road infrastructure, for example, road signs, bridges

or toll barriers. Indeed, the number and distribution of RSU units depends on the com-

munication protocol used. For example, some protocols require that road units must be

distributed uniformly in the road network, while other positioning these units only at

intersections.

2.2.1 Vehicle to Vehicle Communications

The configuration of the inter-vehicle communication uses multi-hop broadcast to transmit

traffic across multiple hops to a group of receivers. In intelligent transport systems, there

are two types of inter-vehicle message: naive dissemination and intelligent distribution.

Indeed, in the naive broadcast, vehicles periodically send broadcast messages at regular

intervals. Upon receiving the message, the vehicle ignores the message if it is coming from

a vehicle behind him. If the message is from a vehicle in front, the vehicle receiver sends

its own broadcast message to vehicles behind. This ensures that all vehicles moving in the

direction of diffusion receive all broadcast messages. The limits of naive diffusion method

are that a large number of messages are generated, thus increasing the risk of collisions of

these messages resulting in increased end-to-end transmission delay.

Regarding intelligent broadcasting with implicit acknowledgment, it addresses the prob-

lems inherent in the naive broadcast by limiting the number of broadcast messages for

a given emergency event. If the vehicle detects an event and receives the same message

from vehicles that are behind him, he assumes that at least one of these vehicles received

the message, it is going to stop playing. The assumption is that the vehicle behind will

be responsible for routing the message to the rest of the vehicles. If a vehicle receives a

message from multiple sources, it will considere the first message received only.

2.2.2 Vehicle to Infrastructure Communications

The vehicle to infrastructure configuration is to simply jump diffusion; indeed, the RSU

sends a single broadcast message to all vehicles in its coverage area.

The vehicle to infrastructure communication provides a high bandwidth link between

vehicles and RSUs; they can be placed every kilometer or less, thereby maintaining high

data rates in heavy traffic. For example, during the delivery of dynamic speed limits,
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the infrastructure will determine the appropriate speed limit based on internal traffic

conditions. It will therefore periodically broadcast a message containing the speed limit

and compare geographic areas and directional terms with the vehicle data to determine

whether a speed limit warning applies to all vehicles in the neighborhood. If a vehicle

violates the required speed limit, a broadcast will be delivered to the vehicle asking the

driver to reduce speed.

2.2.3 Routing Based Communications

The routing-based communication is a multi-hop unicast where the message propagates in

multi hop until the vehicle carrying the desired data is reached. When a request is received

by a vehicle having the desired information, the application at the vehicle immediately

sends a unicast message containing the information about this vehicle, which is then

responsible for forwarding the request to the source.

2.3 Vehicular Networks Characteristics

Indeed, VANET networks share many characteristics with the MANET, however, there

is an important difference between the two networks. In the following, we describe some

characteristics [34], as well as various standardization efforts in this area.

Network topology and density: Because of the high mobility of vehicles, the vehicu-

lar network topology changes frequently; a vehicle can join and leave the network in a very

short time which indicates a wide variation in vehicle density. In addition, the vehicle den-

sity can vary from an environment to another (for example, urban or rural environment).

Thus, the vehicular networks protocols are facing the challenges of density variation.

Indeed, V2V communications can extend all the way. However, the road network limits

the topology of the communication network to one dimension. In fact, obstacles prevent

wireless signals to cross between roads, except near intersections

Mobility Model: Vehicle mobility is constrained by the taken paths, the management

and the number of traffic lanes; therefore, the vehicle pathways are predictable in advance.

Furthermore, the constraints imposed by the obstacles, traffic and the speed limit lights;

greatly affect the mobility model and vehicle density.

The vehicles often travel at a very high speed; however, their movements are constrained

by the road topology. Moreover, the decision of the driver is related to vehicle performance
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limitations and to traffic laws. Therefore, the mobility of the vehicle is predictable on the

roads.

Large Scale: Vehicular networks are developing at a very large scale; they are based on

a diffusion process. Therefore, protocols face collisions and possible interference between

communications vehicles.

Security: Data security and privacy remains one of the major problems in vehicular

networks. Indeed, the attacks of the network can generate a road accident, which makes

its wireless network extremely vulnerable. It is therefore essential to design protocols that

secure network access.

2.4 Description of The Functional Entities

The 802.11p network is recommended for wireless access in vehicular network. The archi-

tecture of the IEEE 802.11 is composed of several components that interact to provide a

wireless network. In this section, we present the functional entities of 802.11p architecture

network as shown in Figure 2.1 [1] .

Figure 2.1: Functional entities [1]

2.4.1 Basic Service Set (BSS)

A BSS is a set of stations (STA) under the control of one coordination function. The geo-

graphical area covered by the BSS is known as Basic Service Area (BSA). To be a member

of the BSS, a station must apply a synchronization procedure. A single Independent BSS

(IBSS) form an ad-hoc network without infrastructure.
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2.4.2 WAVE Basic Service Set (WBSS)

Two devices (or more) involved in WAVE communication form a WAVE Basic Service Set

(WBSS). In order to initiate communication, an RSU or OBU transmits WAVE announce-

ment frames, the equipment that initiated the WBSS is called provider, who receives these

frames and establishes communication with the supplier called user. The OBUs and RSUs

can be provider or user of a service. A unit can switch from vendor status to the user

status of a service but cannot be in both states simultaneously. So there are two types of

WBSS:

• A persistent WBSS is announced periodically and may be used to carry a current

service indefinitely (ie, Internet access).

• A non-persistent WBSS is announced at the initiation WBSS and will be for a limited

time. It is interesting to carry demand services.

2.4.3 Access Point (AP)

The infrastructure networks are established through the Access Point (AP), it is mapped

to the RSU unit of the connecting road. The AP has the base station functionality in

cellular networks. It represents the entity that allows access to the distribution system

through the wireless medium.

2.4.4 Distribution System (DS)

The distribution System (DS) is an architectural component used to interconnect multiple

BSSs. This allows the different stations to communicate with other BSS via multiple APs.

2.4.5 Extended Service Set (ESS)

The SSE is the union of several BSS connected by a DS. The stations can communicate

within an ESS and move from one BSS to another.

2.5 Available Standards and Protocols

2.5.1 European Telecommunications Standards Institute (ETSI) Archi-

tecture

ISO standardization efforts are based on the concept of Communications Access for Land

Mobiles (CALM) and ETSI have opened the way for cooperative vehicle systems. ETSI
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proposal presents a more detailed view of a stack of communication that should be instan-

tiated on personal items, vehicles, roads and its stations ITS, where common OSI layers

are surrounded by two plans for the management and security .

This architecture is managed and maintained by the Standard (ETSI) [2] to develop stan-

dards and specifications of its services. ETSI architecture (figure 2.2) [2] has four vertical

layers (application, facilities, network and transport, and link layer) and two vertical

planes: management and safety plans.

Figure 2.2: Architecture ETSI [2]

2.5.2 Communication Access for Land Mobiles (CALM ) Architecture

This architecture is proposed by the ISO standard [3]. The main objective is to develop

a CALM standard network protocol that is able to connect vehicles and roadside systems

continuously and seamlessly. Thus, CALM provides a multitude of cellular mobile com-

munication media and wireless networks, Dedicated Short-Range Communication (DSRC)

or even InfraRed (IR). This reuse (figure 2.3)[3] of the existing communication media can

be explained by the fact that the CALM wishes to use the predefined standards. For the

routing issue, CALM uses IPv6 as a routing protocol with transfer media.
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Figure 2.3: Architecture CALM [3]

2.5.3 Wireless Access for Vehicular Environment (WAVE) Architecture

Several standards IEEE P1609.1, P1609.2, and P.1609.3 P.1609.4 (figure 2.4 ) [1] are de-

veloped for vehicle networks forming the WAVE architecture [1], it is based on DSRC

standard. In fact, it carries communications in a short range dedicated band in order to

issue on unused frequencies of other standards to reduce interference. WAVE recommends

the IEEE 802.11p standard which governs the protocols at the MAC layer and physical.

IEEE 802.11p standard is based on the IEEE 802.11a physical layer and IEEE 802.11 e

for the quality of service. In the following, we will discuss the various components of the

WAVE architecture.

The IEEE 1609.1 [35] processes the format of the messages exchanged between vehicles

and their neighbors or between vehicles and infrastructure, as well as the necessary data to

be stored in vehicles. It is related mainly to VANET applications and specifies the needs

of each category in terms of time and data. The IEEE 1609.2 [36] standard describes the

security mechanisms required in an automotive environment.

The IEEE 1609.3 [37] standard describes the Wave Short Message Protocol (WSMP) that

replaces the TCP / IP stack and manages urgent applications. And high-priority data

will be sent in a small time window. The WSMP message can be transmitted on the

Control Channel (CCH) and the Service Channel (SCH). The standard therefore provides
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for the presence of a single channel CCH, reserved for control and safety messages, and up

to 6 SCH channels used to transmit non-safety data messages. Indeed, WAVE supports

IP and non-IP applications. Short Messages WAVE (WSMS) consume minimal chan-

nel capacity, they can be sent over the channels CCH and SCH. Unlike the IP traffic that

can be sent on the SCH only, the system management frames are sent on the CCH channel.

Physical and MAC layers are defined by IEEE 1609.4 standards [38]. The standard defines

multichannel coordination and describes the process for setting priorities among different

traffic. According to the multi-channel coordination mechanism, all stations must monitor

the CCH for common time intervals and move to a SCH channel if they want to transmit

insecure messages applications.

Figure 2.4: WAVE Architecture

WAVE accommodates two protocol stacks: the standard stack (TCP / UDP, IPv6) and

the WSMP protocol recommended for wireless access in vehicular environments. More

precisely, the data plan incorporates the following protocols:

• The protocol Logical Link Control (LLC).

• The protocol Internet Protocol version 6 (IPv6).

• The protocol User Datagram Protocol (UDP) and Transmission Control Protocol

(TCP).

• The protocol WSMP: it allows applications to directly control the characteristics of

the physical layer, ie: the channel number and transmission power. The sending

application also provides the MAC address of the destination terminal.

In the following, we present the functional architecture of WAVE standard for vehicular

networks and the protocol stack adopted by ETSI. In fact, we used both architectures

in Codrive project. Specifically, we have adopted a top-down approach starting with the
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upper layers of the ETSI standard.

The Facilities layer is supported by the standard protocol stack (TCP / UDP, IPv6)

and the IEEE 802.11p. This new architecture is intended to transmit specific ITS mes-

sages applications on WAVE protocol stack standard. These messages are standardized in

two categories Cooperative Awareness Messages (CAM) and Decentralized Environmen-

tal Notification Messages (DENM). Therefore, road applications are standardized as CAM

DENM messages. they are received and interpreted by the Facilities layer before sending

them to network and transport layers in which we distinguish between ITS or TCP / UDP

transport stack.

2.5.3.1 The Facilities Layer

The Facilities layer is a new paradigm introduced by ETSI. Its main features are merging

and management of various data. This layer is also responsible for updating the database

dynamically, so that it can be used by applications. The Facilities layer is defined in the

standard by a set of modules responsible for interacting with ITS applications and network

and transport layers (Figure 2.5).

It provides for ITS applications support to share functions and generic data according to

their business needs. We therefore examined the functional architecture and components

[39], it summarizes the main features of the facilities layer. Indeed, it focuses on addressing

data at this level and the inters-layer communications interfaces through Service Access

Point (SAP).

Figure 2.5: Facilities Layer [39]
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The Facilities layer consists of two vertical planes: Common and Domain Facilities.

• Common facilities: The plan defines the basic generic services for all ITS applica-

tions; Human Machine Interface (HMI) common, the addressing mode; V2X mes-

sages; management of CAM messages...

• Domain facilities: It specifies personalized services and functions for a class of ITS

applications among these functions: managing expectations queues based on the

priority of V2X messages and verification of the relevance of the messages.

Both plans are decomposed into three layers: Application Support, Information Support

and Communication Support.

• Application support facilities: this layer carries the ITS services; such as CAM and

DENM message manager.

• Information support facilities: it provides data stored and managed in a common

database called Local Dynamic Map (LDM) containing the images and information

of the road.

• Communication Support facilities: this layer provides services for the communication

manager and session.

The Facilities layer has a GUI interface that allows interaction with users, it transmits

messages that contain the route information but also location data: longitude, latitude

and altitude. The information support contains a temporary database called LDM; it

stores the route information dynamically.

This layer allows also the management of messages exchange between applications: con-

struction of CAM or DENM messages, session management messages (request message,

response message). Each message is identified by an address and sent to the network and

transport layers through Service interfaces Access Point (SAP).

The importance of addressing messages at the application level is to identify ITS applica-

tions (using the ITS-AID), and to identify the type of messages sent by applications (using

FTM -ID) [39], and allows lower layers to access each application data.

2.5.3.2 Transport/ Network Layer

This layer is responsible for routing packets through the network. It generally implements

two protocols: TCP and UDP.
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2.5.3.3 MAC Layer

The MAC layer [1] should provide a reliable access to the channel, equitable and effective.

We must therefore take into account the different types of applications. For example,

safety messages applications must be sent quickly and with very low loss rate. This re-

quires effective sharing of the channel, which is even more difficult because of the high

mobility of vehicles and fast topology changes.

The quality of service provisioning for real-time applications with strict time constraints

require reliable transmission. This is due to resources fluctuation, high vehicle speeds and

physical propagation conditions on the radio channel. The 802.11p standard provides two

QoS mechanisms [1]:

• The first mechanism is distributed called Enhanced Distributed Channel Access

(EDCA). It transmits traffic according to user priorities (User Priorities) (UPs).

• The second mechanism is centralized and is designated Hybrid Coordination Func-

tion Controlled Channel Access (HCCA). It allows the reservation of permissions

transmission (Transmission Opportunities (TXOPs)). The following paragraphs de-

tail the two mechanisms built at the MAC layer figure 2.6 [1].

Figure 2.6: MAC Layer [1]

2.5.3.4 QoS Mechanisms of The MAC Layer

The quality of service is the ability to transmit in good conditions a given type of traffic,

in terms of availability, throughput, transmission delay, jitter, packet loss rate, it aims to

optimize network resources and ensure good performance for critical applications. The

guarantee of a good QoS in vehicular conditions that introduce resource fluctuations, high

vehicle speeds and difficult physical propagation conditions at the radio channel is not
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easy. The QoS support begins in a network of the same priority flow aggregation in differ-

ent classes, the QoS must be maintained throughout the flow crossing through the various

layers. To maintain this QoS, the IP layer flows will be mapped on the relevant priorities

offered by DiffServ, and then mapped on the QoS offered by the MAC layer.

In fact, the MAC layer provides two types of function: The function Point Coordination

Function (PCF) and the Hybrid Coordination Function (HCF) through the Distributed

Coordination Function (DCF). CPF mechanisms and HCF DCF will be described in the

following.

The medium mode alternates between contention during the Contention Period (CP)

and no contention mode during Contention Free Period (CFP). In CP, the stations are

competing for access to the transmission medium. During the CFP, the access medium is

controlled by the AP; this eliminates any temptation to contention and collision.

Distributed Coordination Function (DCF) DCF in figure 2.7 is the fundamental

access method implemented in all stations belonging to the IBSS or to network infrastruc-

ture. DCF is based on Carrier Sense Multiple Access with Collision Avoidance mechanism

(CSMA / CA). Each station has awaiting MAC Service Data Unit (MSDU), should the

access contention to access the channel. This contention will be repeated for all waiting

frames in the queue at the MAC layer.

Figure 2.7: Mechanism DCF [1]

The medium access priority is controlled by the use of time slots Inter-Frame Space (IFS)

which separate the frames transmissions.

Three IFS intervals are specified in the standard: Short-IFS (SIFS), Point Coordination

Function-IFS (PIFS) and Distributed Coordination Function (DIFS). The interval SIFS is
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lower than PIFS, and lower than DIFS. A station that wishes to issue, should ensure that

the channel is free during the DIFS interval before attempting transmission (figure 2.7) [1].

If the channel is free, then the station transmits a data frame. When the frame is trans-

mitted, the frame duration field is used to notify the stations of the time during which

the medium is busy. All stations, having received the data frame, update the Network

Allocation Vector (NAV) which indicates the time remaining for the current transmission

is completed.

In the case where the station detects that the channel is busy, it waits until the channel is

free during DIFS. Then, it calculates the backoff length. This period of backoff is decre-

mented as the channel is free for the Contention Window CW period.

• If the backoff reaches zero, the station transmits the frame.

• If two stations have a backoff period equal to zero simultaneously, a collision then

occurs. Each station should generate a new backoff time.

• If the channel becomes busy and backoff time has not reached zero, the station

freezes the backoff time.

An improvement of this mechanism is developed through the exchange of RTS / CTS

frames (Figure 2.8)[1] that aim to minimize collisions. A station that wishes to transmit

sends a RTS frame to the AP. It sends a CTS frame broadcast to indicate the reservation

of the channel by the concerned station.

Figure 2.8: Mechanism DCF with RTS/CTS [1]

Point Coordination Function (PCF) The PCF provides a centralized mechanism

used only in networks with infrastructure. A Coordinator Point working with the access
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point performs the polling of active stations and determines the station with the right to

transmit.

Hybrid Coordination Function (HCF) The HCF mechanism improves the PCF and

DCF functions by integrating QoS mechanisms and specific types of frames. HCF is based

on the access method of the EDCA contention channel and on the controlled access method

of the HCCA channel.

HCF Controlled Channel Access (HCCA) HCCA mechanism with a hybrid coor-

dinator (HC) is the central body responsible for the quality service provisioning.

HC uses the highest priority level to access the medium in order to initiate frame exchanges

and to allocate TXOPs to itself and other stations.

A station sends a request to HC asking for TXOPs (in uplink and downlink transmissions)

based on the requirements of its traffic. HC admission control policy allows deciding the

acceptance or rejection of the request from the station.

The HC has a global view of the network and known traffic conditions belonging to various

categories of service in queues stations. This is the basis for the allocation of TXOPs and

transmissions without restraint by the various stations of the traffic carried.

EDCA mechanism The EDCA mechanism provides a distributed method to the wire-

less medium access with QoS differentiation. Specifically, this mechanism is based on eight

different priorities that are matching, in ascending order of the four priorities as shown in

Figure 2.9 [1].

Figure 2.9: Mapping of user priorities to the access categories [1]
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Eight User Priorities (UP) levels, it is an integer between 0 and 7. Each access class

is mapped to one UP accordance to figure 2.9. The quality of service differentiation is

obtained by varying the following parameters:

• Arbitration Inter-Frame Space (AIFS): Minimum time interval between the instant

when the medium is free, and the start of transmission of the frame.

• Contention window (CW): a gap in which a random number is selected in order to

implement the back-off mechanism.

• Transmit Opportunity Limit (TXOP): The maximum amount of time (in millisec-

onds) during which a station can transmit after receiving a TXOP. In case TXOP is

zero, the station can transmit a single MSDU.

The packets are sent to the radio medium according to the DCF, but using a setting own

of each category. Indeed, internal collisions can occur, it is possible that two packets in

two different queues in a same station have their random wait time ends at the same time.

Data packets must indicate whether a quality of service is requested, for this, the quality

of service field in the frame control field is activated, it provides information on the quality

of service associated with the respective frame such as the priority degree.

2.5.3.5 Physical Layer and Dedicated Short Range Communication (DSRC)

The standard Dedicated Short Range Communication (DSRC) [4] is defined by American

Society for Testing and Materials (ASTM) to ensure vehicular communications. WAVE

is the standard defined by the IEEE group, this standard is dedicated to V2V and V2I

communications and supports IEEE 802.11p, it uses the concept of multi-channels. All

channels functionally dividing into one Control Channel (CCH) and 6 Service Channels

(SCH).

The physical layer of WAVE [9] is derived from the IEEE 802.11a. It is able to offer a

rate between 3 and 27 Mbps on 10MHZ channel (for distances up to 1000 meters) with

Orthogonal Frequency Division Multiplexing (OFDM) modulation.

The physical layer is based on seven communication channels of 10 MHz each a length

lying in the area 5.850 and 5.920 GHz. WAVE devices must be able to accommodate an

architecture that supports a CCH channel and multiple SCH channels to ensure commu-

nications for security applications and other Intelligent Transport service.

The control channel is reserved for the transmission of network management messages and

high priority messages such as: critical information related to road safety. The six other
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channels in figure 2.10 [4] are on the other dedicated to the transmission of data from

different services. Finally, note that the protocol should allow unicast and multicast, the

different channels can be used simultaneously, however, each station continually alternates

between the control channel and service channels. In order to meet safety requirements

(collision avoidance) a period containing a CCH and SCH should not take more than

100ms.

The figure shows the channels envisaged for the WAVE standard. A control channel and

several service channels are recommended. It should be noted that the entire SCH channel

will not be used.

Figure 2.10: WAVE standard channels [4]

According to European standard

• ITS-G5A: Frequency band of 5.875 GHz to 5.905 GHz, dedicated to security ITS

applications,

• ITS-G5B: Frequency band from 5.855 GHz to 5.875 GHz, dedicated to comfort ITS

applications (non-safety)

• ITS-G5C: Frequency range from 5.470 GHz to 5.725 GHz, dedicated to other types

of applications.

The physical layer protocols must address the multiple changes of fading and Doppler fre-

quency caused by nodes mobility. Experimental communications vehicle-to-vehicle used

radio and infrared waves. [47] Very high frequency, microwave, and millimeter wave radio

waves are examples used for V2V communications. The physical layer protocols must ad-

dress the multiple changes of fading and frequency caused by nodes mobility. In contrast;

both infrared and millimeter waves are only suitable for the targeted communications,

while the microwaves provide broadcast communications. In particular, the high frequency

communications support low-speed links and, therefore, the tendency is to use microwave.

(DSRC) operates in the 5.9GHz band for the use of public safety and private applications

[26]. In the US, the Federal Communications Commission (FCC) has allocated 75 MHz in
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the band for DSRC 5.850-5.925GHz while the ETSI standard has allocated 30 MHz in the

band 5.875-5.905GHz (Figure 2.11). DSRC supports a vehicle speed up to 200 km/h, a

nominal transmission range of 300m (up to 1000 m), and the default data rate of 6 Mbps

(up to 27Mbps). This frequency band is divided into six service channels (SCH) and a

control channel (CCH) with the same bandwidth of 10 MHz each. In the DSRC standard,

the whole spectrum is divided into time intervals of 50 ms and messages have two different

priorities: low for data broadcast messages transmitted on SCH channels or higher for

safety messages or transmitted on the control channel CCH.

If the CCH channel is active, all nodes must stop their communication during the period of

CCH to receive and transmit safety messages on the CCH channel. Indeed DSRC standard

is proposed to facilitate communication between vehicles and roadside units. In the IEEE

802.11 standard, DSRC is known as the IEEE 802.11p WAVE. WAVE protocols propose

changes to the physical layer and MAC of the existing IEEE 802.11 standard to support

its applications. This would include the exchange of data between high-speed vehicles and

between vehicles and the road infrastructure in the 5.9GHz band. The ultimate goal is to

have the WAVE standard as an international standard in the world.

Figure 2.11: European standard channels allocation

2.6 Conclusion

The main goal behind this chapter was to present VANETs networks as a new network

paradigm in the research field. Hence, VANETs emerge as a specialized form of MANETs

with specific requirements related to the specific characteristics of such networks. A large

number of research and standardization efforts have been carried out during last decades

and was briefly presented in this chapter. We have also described the most important

architectures dedicated to vehicular networks with a special focus on WAVE architecture

as it was used as a reference networking stack in the next chapter. Moreover, we classified

vehicular applications based on their impact on the road traffic and the requirements
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of each category in terms of delays and services. We presented for each category some

key schemes to well understand the added value of each category. Next chapter will be

dedicated to LTE architecture.



Chapter 3

LTE Architecture and Overview

3.1 Introduction

A wide variety of applications for road safety and traffic efficiency are intended to an-

swer the urgent call for smarter, greener, and safer mobility. Although IEEE 802.11p is

considered in the standard for on-the-road communications, stakeholders have recently

started to investigate the usability of Long Term Evolution (LTE) to support vehicular

applications. Therefore, we oriented our efforts towards studying LTE technology. The

current chapter is devoted for presenting LTE functional and protocol stack architecture

in user and control plants. Moreover, we focus on quality of service mechanisms suggested

at LTE radio level.

This chapter is organised as follow: the following section 3.2 describes the main entities of

LTE architecture, in section 3.3 we show the QoS concept in LTE followed by section 3.4

where we discuss RLC, MAC, and physical layers in both control plane and user plane.

3.2 LTE Architecture

The result of the 3GPP standardization [5] effort is the Evolved Packet System (EPS)

that consists of the core network part, the Evolved Packet Core (EPC) and the radio

network evolution part, the Evolved UTRAN (E-UTRAN), also known as LTE. The EPC

can also be connected to other 3GPP and non-3GPP radio-access networks. As illustrated

in Figure 3.1 [5], the EPC consists of some control-plane nodes, called Mobility Manage-

ment Entity (MME), control Home Subscriber Server (HSS) and two user-plane nodes,

called Serving Gateway (S-GW) and Packet-data Network Gateway (P-GW). The LTE

radioaccess network consists of the base stations, denoted as enhanced NodeB (eNb), that

are connected to each other through the X2 interface and to the EPC through the S1

interface. The mobile terminal is denoted as User Equipment (UE).

25
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Figure 3.1: Overview of the EPC/LTE architecture [5]

Serving Gateway (S-GW): The S-GWmaintains Service Data Flow (SDF) context

for the default/dedicated bearers establishment. It is also in charge of the mobility anchor

for inter-eNb and inter-3GPP access mobility Packet.

Packet-data Network Gateway (P-GW): Is the entrance and the exit point for data

traffic in the EPC. The P-GW performs policy enforcement and packet filtering for each

data flow of each subscriber. It maintains the context for each connection of the mobile

device, the traffic flow templates for the active services, the QoS profile and the charging

characteristics.

Mobility Management Entity (MME): MME is the central management entity for

the LTE accesses. It is responsible for the connection of the UE by selecting the gateway

through which messages are to be exchanged and a level of resources for theUE in cases of

attachment and handover. It also provides authentication and authorization and location

tracking using the HSS and intra-3GPP mobility (e.g. between 2G/3G and LTE).

Home Subscriber Server (HSS): The basic HSS function is the control of user sub-

scription data.

Enhanced Node B (eNb): The Enhanced NodB (eNb) hosts the following functions;

Radio Resource Management (RRM) (Radio Bearer Control, Radio Admission Control,

Connection Mobility Control, Dynamic allocation of resources to UEs in both uplink and

downlink), IP header compression and encryption of user data stream, selection of an MME

at UE attachment, routing of user plane data towards SAE Gateway, measurement and

measurement reporting configuration for mobility and scheduling. The eNb is in charge

of an important QoS task which is the efficient performance of radio resource allocation.
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3.3 Quality of Service (QoS)

The one important benefit of LTE is realised by networks which dynamically accommodate

a mix of real and non-real time services. An end-to-end, class-based Qos architecture has

been defined for LTE in order to support such a mix of services.

Indeed, the Qos aspect in LTE is very important, for that concern it is composed of two

important components, the backhaul and the MAC air interface.

The backhaul part is devoted to an effective processing of packet flows using good policies,

it manage the QoS between the eNb and the gateways, this later is in charge of setting

the adequate parameters for an efficient packet flows management. The MAC air interface

like its name suggest will handle the distribution of the packets in the wireless part of the

network, it is therefore located in the eNB.

3.3.1 The Bearer

The QoS mechanism is based on the class-based data flows and bearers concept, as shown

in Figure 3.2. Data flows are mapped to bearers, with three individual bearers according

to three interfaces (Radio, S1 and S5/S8) combined to provide the end-to end QoS support

via the EPS Bearer.

Figure 3.2: Types of Bearers [5]

The class-based QoS approach enables bearers to be mapped to a limited number of dis-

crete classes. Network nodes can be preconfigured for these classes.

The LTE QoS is carried out using a paramount element named Bearer. This element

has the very important task of identifying the appropriate QoS processing of the flows

between the user equipment and the gateway. Each bearer gives the same packet forward-

ing treatment common to all flows mapped to that bearer (link layer configuration, queue

management policy, scheduling policy ...).

To accommodate with the different QoS constraint, two types of bearers exists: the Guar-
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anteed Bit-Rate (GBR) and non-Guaranteed Bit-Rate (non-GBR) [40]. This two bearers

are respectively called dedicated and default bearers (Figure 3.2). The bearers are man-

aged at the gateway where they are established, modified and deleted, this tasks are

performed by the Policy Controller. This controller takes the management decision based

on some important QoS parameters: QoS Class Identifiers (QCI) in table 3.1, Allocation

Retention Priority (ARP), Maximum Bit Rate (MBR), Guaranteed Bit Rate (GBR) [41].

The QCI in table 3.1 [42] is a number used to identify the packet forwarding processing,

the QCI is forwarded between the terminal and the gateway and allows to determine some

important parameters: resource type, priority, packet delay budget and packet loss rate

[43], in order to evaluate if a bearer establishment or modification should be accepted

or not we use the ARP based on the resource limitation. We remind that the MBR

corresponds to the maximum bit rate the bearer should not exceed, while the GBR is the

bit rate the user is assured to get [41]. There is 9 QCIs levels standardized in order to have

the same vendors understanding of the service characteristics, this allows the operators to

have a uniform QOS over the network regardless of the equipment vendor.

QCI Ressouce
type

Priority Delay Bud-
get (ms)

Packet loss
rate

example service

1 GBR 2 100 10−2 conversational
voice

2 GBR 4 150 10−3 conversational
video(Live
streaming)

3 GBR 5 300 10−6 non-
conversational
video

4 GBR 3 50 10−3 real time gaming

5 NGBR 1 100 10−6 IMS signaling

6 NGBR 7 100 10−3 video(buffered
streaming)

7 NGBR 6 300 10−6 voice, video (live
streaming, inter-
active gaming)

8 NGBR 8 300 10−6 TCP-based
(FTP,WWW...)

9 NGBR 9 300 10−6 TCP-based
(FTP,WWW...)

Table 3.1: QCI profiles [42]

Guaranteed Bit Rate bearers (GBR): A GBR guarantees a minimum bit rate re-

quested by an application. GBR bearers are typically used for applications like Voice
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over Internet Protocol (VoIP), with an associated GBR value; while higher bit rates can

be allowed if resources are available. Each GBR bearer is additionally associated with

the following bearer level QoS parameters: GBR that denotes the bit rate that can be

expected to be provided by the GBR bearer, and the MBR that limits the bit rate that

can be expected to be provided by the GBR bearer(e.g. excess traffic may get discarded

by a rate shaping function)[41].

Non-Guaranteed Bit Rate bearers (non-GBR): For these bearers, no bandwidth

(resources) are allocated permanently to the bearer, there is no guarantee on any particular

bit rate.

3.4 Interactions Between Layers

Figure 3.3: Protocol Layers

User Plane: Each time a user sends a data over a LTE network,this data is encapsulated

with a header compression, then the packets are tunneled between the eNB and the P-GW

over the GPRS tunneling protocol GTP.

The E-UTRAN user plane protocol stack, shown in grey, is formed by the Packet Data

Convergence Protocol (PDCP), Radio Link Control (RLC) and Medium Access Control

(MAC) sublayers as shown in figure 3.4 [44].
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Figure 3.4: User Plane

Control Plane: Figure 3.5 shows the protocol stack of control plane. The lower layers

perform the same functions as for the user plane with the exception that there is no header

compression function for control plane.

The Radio Resource Control (RRC) protocol is known as Layer 3 in the AS protocol stack.

It is the main controlling function in the AS, being responsible for establishing the radio

bearers and configuring all the lower layers using RRC signalling between the eNodeB and

the UE [44].

Figure 3.5: Control Plane

Figure 3.3 shows the division into layers, and logical interaction between them (for the UE

and eNodB architecture). Two remote peer entities exchange data units called Protocol

Data Unit (PDU), consisting of a protocol header and data blocks. These blocks are data

units or data segments outputted from the upper layer. The data unit from the upper
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layers is called Service Data Unit (SDU) in the context of the lower layer. Thus, a PDU

is also a SDU to the next lower layer, and so on. This vertical SDU transfer between

layers of the same equipment is via Service Access Points (SAP) between logical layers,

end they are: radio bearer in the RLC / PDCP, logical channel between LLC and MAC

level transport channel between MAC and PHY.

3.4.1 The Physical Layer

The LTE physical layer is based on the Orthogonal Frequency Division Multiplexing

(OFDM) to transmit data and control information through the wireless link. LTE OFDM

supports both Frequency Division Duplexing (FDD) and Time Division Duplexing (TDD)

[45] frame structure to separate UL and DL traffic; it also divides the usable bandwidth

into several sub-carriers and allocates the resources in time and frequency domain as Re-

source Blocks (RB). In LTE the downlink is carried with OFDMA [46] while the uplink is

a SC-FDMA system [46].

Like the other cellular networks, the 3GPP has standardized the frame structure of the

wireless access network. The LTE frame can be sent as a time division duplex or frequency

division duplex, the structure of the two frames are different and are called type 1 and 2

frame:

• Type 1: used for the LTE FDD mode systems.

• Type 2: used for the LTE TDD mode systems.

Figure 3.6: Type 1 LTE Frame Structure [6]

Type 1 LTE Frame Structure: The type 1 LTE frame has a length of 10ms. It is

divided into 20 individual slots (figure3.6 ), each slots has a duration of 0.5ms, in this case

a slot represents exactly a resource block, which is the smallest radio resource block we

can allocate to a mobile user [6].
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Type 2 LTE Frame Structure: The Type two frame is composed of 2 half frames of

5ms, each half frame is divided into five subframes of 1ms. According to the switch time,

at least one of the half frames contains three field :

• DwPTS - Downlink Pilot Time Slot

• GP - Guard Period

• UpPTS - Uplink Pilot Time Stot.

When the switch time is 10ms, only the first half frame will carry this field, if the switch

time is 5ms, both of the half frame are used [6].

Figure 3.7: Type 2 LTE Frame Structure [6]

Resource Block (RB) A resource block [6] is composed of six or seven symbols by

twelve subcarriers, it is represented by a table of 7 rows and 12 lines, each cell is called

a resource element of 15 kHz subcarrier by one symbol, this gives the resource block a

frequency band of 180 KHz.

The number of symbols Nsymb is determined by the Cyclic Prefix (CP), if a normal CP is

used the RB will have seven symbols, if an extended CP is used we found six symbols.
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Figure 3.8: Resource block LTE Structure [6]

3.4.2 The Medium Access Control Layer (MAC)

The MAC layer is responsible for scheduling data between the RLC and PHY layer through

the logical and transport channels. The MAC layer provides also HARQ and is also

responsible for the functionality that is required for medium access, such as scheduling

operation and random access.

The main functions of the MAC layer are: scheduling of radio resources between UEs, ran-

dom access procedure, uplink timing alignment, discontinuous reception, and scheduling

information transfer [42] [47].

The MAC Scheduler within the eNodeB is responsible for scheduling the LTE air inter-

face and supporting radio bearer QoS. In fact, the MAC layer is responsible for mapping

the QCI to radio bearer is to pre-configured information about priority, packet delay and

packet loss.

After passing the IP layer, flows are configured by radio bearer, which aims to define the

QoS radio parameters. The PDCP layer responsible for Header Compression, header is

reduce to 4 or 6 bytes. PDCP packets are sent to RLC layer which segment and con-

catenate them to form RLC SDU. The MAC layer is linked to RLC layer through the

logical channel and linked to physical layer through transport channel. In fact, it reserves

the RLC PDU and multiplexes them to form MAC PDU according to Logical channel

prioritization procedure.

After segmentation and concatenation of data in RLC layer, the RLC PDUs are sent to
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the MAC layer through logical channels. The MAC layer multiplexes these data to form

multiples MAC PDU figure 3.9, for that, it applies the Logical Channel Prioritization

(LCP) procedure on the different logical channels.

A MAC PDU primarily consists of the MAC header and the MAC payload. The MAC

header is further composed of MAC subheaders, while the MAC payload is composed of

MAC Control Elements, MAC SDUs and padding.

Figure 3.9: MAC PDU stucture [7]

Because LTE is based on OFDM, it is possible to distribute available transmission resources

in the frequency domain to different UEs. This allocation can be changed dynamically

once per subframe, that is, once per millisecond. The MAC scheduler in the eNB is in

charge of assigning both uplink and downlink radio resources.

Downlink scheduling is performed within the eNodeB. The MAC layer decides what data

is to be sent and sends it along with allocation information which enables the end UE to

receive the data.

Uplink scheduling results in grants being signalled to UEs, indicating what resources the

UE can use to transfer data to the eNodeB. The UE is responsible for determining which

data is transmitted within the granted resources. Therefore, a resource allocation granted

in response to a request caused by one bearer may be used to transfer data from another

higher priority bearer, belonging to the same UE, that has subsequently become available

for transmission.
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3.5 MAC layer: Logical Channel Prioritization (LCP) Pro-

cedure Overview

In the literature, several scheduling algorithm already exist, basically defined to meet Qos

requirements of each traffic class and strike a balance between bandwidth utilization and

provide fairness to the users while guaranteeing a certain quality of service. The LCP

[42] [7] procedure lies in the dynamic sharing of resources between different source traffic

at asymmetrical loads, this allows in relaxing the traffic congestion conditions. It aims

to find an agreement between the services Qos requirement and the overall performances.

The RRC layer controls the scheduling of uplink data by configuring the logical channels

and helps the MAC layer to apply multiplexing and assembly procedures.

In addition each channel is given a Priority Bit Rate (PBR), and a Bucket Size Duration

(BSD). All the PBRs are assigned first in a decreasing order, the higher the logical channel

priority is, the higher the PBR will be. This parameter is used to avoid the starvation

problem that we find in case of Priority Queuing (PQ). The BSD is used to define the

maximum data allowed for a logical channel, it cannot exceed the value set by PBR*BSD,

this product is called a Bucket (B). The higher logical channel priority is, the more data

a logical channel has and the greater its Bucket will be. We can describe the LCP process

on two cycles:

Figure 3.10: LCP procedure [7]

Cycle 1

In a decreasing order, the scheduler allocates the PBR corresponding to each logical chan-

nel.
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Cycle 2

if any resource remains in the MAC PDU, the scheduler serves each logical channel again

in decreasing order up to their configured Bucket. The process ends if all logical channels

of higher priority have no more data for transmission, or if there is no more resources in

the MAC PDU and the frame duration has expired (See Figure 3.10).

3.5.1 The Radio Link Control Layer (RLC)

RLC layer [44] communicates with the PDCP layer through and with the MAC layer via

logical channels. It transmits segments and/or concatenates the PDCP PDUs, and the

RLC receiver reassembles the RLC PDUs to reconstruct the PDCP PDUs to fit them

into the size indicated by the MAC layer. RLC provides three data transmission modes:

Acknowledged Mode (AM), Unacknowledged Mode (UM), or Transparent Mode (TM).

In TM mode no functions are performed and no RLC overhead is added to the PDUs.

Since no overhead is added, an RLC SDU is directly mapped to an RLC PDU and vice

versa. It is used when the PDU sizes are known a priori. Only RRC messages which

do not need RLC configuration can utilize the TM RLC such as for broadcasting system

information.

The UM mode provides a unidirectional data transfer, since no feedback path is available,

it is then suitable for transport of real-time services especially VoIP because such services

are delay sensitive and cannot wait for retransmissions.

Unlik the UM mode, the AM mode provides a bidirectional data transfer service, it is then

dedicated for non real-time services such web browsing and file downloading. The most

important feature of AM RLC is retransmission.

3.6 Conclusion

This chapter presents an overview of LTE. We described the general LTE architecture

and the main components of this architecture, with particular interest to the general QoS

architecture and the scheduling mechanism at the MAC layer and the link between MAC,

RLC and PHY layers.

We also detailed the LCP scheduling mechanisme. Since the resource allocation is per-

formed at the MAC scheduler interface and since the resource allocation is one target

of our thesis, in this chapter we focused on this part to better understand the resource

allocation and scheduling.

In next chapter, we adress our contribution based on a study of several applications de-

vised by the industrial projects Co-Drive and SOAPS. We present as well their traffic

characterization.



Chapter 4

Vehicular Applications

Characterization

4.1 Introduction

Safe navigation support through wireless communications has become an important prior-

ity for car manufacturers as well as transportation authorities and communications stan-

dards organizations.

While safe navigation has always been the prime motivation behind vehicle-to vehicle

(V2V) and vehicle-to-infrastructure (V2I) communications, vehicular networks, provide a

promising platform for a much broader range of large scale, highly mobile applications.

Given the role of the automobile as an essential element in the life of nations, placing the

intelligence software in cars has the potential to significantly improve the quality of life

of the user. This, along with the market demand for reliability, safety and entertainment

value in automobiles, has resulted in the significant commercial development and vehicle

support networks and applications.

These new applications cover many areas: animation, game mobile Internet, mobile shop-

ping, investigation of crime, civil defense, etc. Some of these applications are classic

applications of access to the mobile Internet, downloading files, reading email, etc. Others

involve the discovery of local services (for example, restaurants, cinemas, etc.) using the

vehicle grid as an ad hoc network. Yet others require close interaction between vehicles

such as interactive driving game. In this chapter, we review such emerging applications.

VANET applications are classified by the vehicle’s role in managing data: Safety, Traf-

fic Management and Comfort. Based on this, we review various emerging applications

proposed in the research community. We mainly focus on three services devised by the in-

dustrial projects Co-Drive and Soap. More specifically, we study three services considered

by Co-Drive: Warning to a foggy zone, Inter-distance measurement and Road warning

37
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event. We bring the focus as well to three services taken into account in Soap: Voice,

Video , HTTP and FTP. Then, we achieve the first contribution in our thesis. In fact,

we perform an accurate traffic modeling of the envisioned vehicular applications. This

will help us to evaluate the performance modeling of the MAC layer in the subsequent

chapters.

In section 4.2, we present an overview of the used ITS classification, then, in section 4.3

we study and characterize three services considered by Co-Drive followed by the study of

SOAPS applications in section 4.4. finally we conclude the chapter

4.2 Vehicular Applications

Vehicle networks provide a wide spectrum of applications and services ranging from lane

change service, to Electronic Emergency Brake Light, to map download. In the literature,

many research studies focused on classifying vehicular applications [9] [10] [11]. We basi-

cally adopted the ETSI approach [12] and modified it in order to integrate larger panoply

of vehicular applications [13]. Vehicular applications are then classified into three main

categories: Safety, Traffic Management and Comfort (Figure 4.1).

Figure 4.1: Vehicular applications classification.

4.2.1 Safety Category

Safety applications have attracted considerable attention since they are directly related to

minimizing number of accidents on the road. Safety category is mapped to Active Road

Safety class which aims at providing driver awareness and warning services through Co-

operative Awareness (CA), Cooperative Driver Assistance (CDA), and Road Hazard and

Collision Warning (RHCW) applications. In fact, active road safety provides awareness

functions that deliver information to the driver during normal driving, warn the driver
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of road hazard conditions and probable accidents and actively assist the driver in avoid-

ing impending accidents. In other terms, safety related applications are responsible of:

awareness, warning and assistance.

4.2.1.1 Cooperative Awareness Application (CA)

Cooperative Awareness applications make drivers aware of other vehicles or situations and

provide information about the vehicle’s surrounding environment. Several applications are

offered within this class. Among others are Emergency vehicle indication, Motorcycle ap-

proaching indication and Slow Vehicle Advisor. For these applications, an emergency

vehicle, a motorcycle, or a slow/stopped vehicle broadcasts messages to approaching vehi-

cles in its neighborhood. The information propagated to road drivers helps them to adapt

to road conditions.

4.2.1.2 Cooperative Driver Assistance Application (CDA)

This application provides driver assistance services. Many services fall within this class,

among others:

Cooperative driving system: which exploits the exchange of sensor data or other

status information among cars. Cooperative driving systems assist drivers for maintaining

a safe time-headway distance between vehicles to ensure that emergency braking will not

cause rear-end collisions between cars. The headway calculation system adapts a vehicle’s

headway by accounting for changed environmental conditions, vehicle dynamics, and safety

considerations.

Lane Change Assistance (LCA): This application assists the driver in choosing the

optimum instant for lane changing and influences the drivers behavior towards improving

driving performance.

4.2.1.3 Road Hazard and Collision Warning Application (RHCW)

Road Hazard and Collision Warning applications provide information about imminent

collisions due to hazardous road conditions, obstacles and erratic drivers. Crash Detection

systems (CDS) rely on radars, sensors or cameras to detect an imminent crash. These

systems may warn the driver, pre-charge the brakes, inflate seats for extra support, move

the passenger seat to a better position, fold up the rear head rest for whip lash, retract the

seat belts removing excess slack and automatically apply braking to minimize the crash

severity [14]. Several services are offered within this application, among others:
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Cooperative Collision Warning: A vehicle actively monitors kinematics status mes-

sages from vehicles in its neighborhoods to warn of potential collision [15].

Electronic Emergency Brake Light: A vehicle braking hard broadcasts a warning

message, giving warning notification to endangered drivers about the critical situation

with a minimum latency [16].

Road Hazard Condition Notification: When detecting a road hazard (e.g. fog, fluid,

ice, and wind), vehicles are notified within the affected area.

Road Feature Notification: A vehicle detecting a road feature (e.g. road curve, hill)

notifies approaching vehicles in the neighborhood.

4.2.2 Traffic Management Category

Traffic Management category is mapped to the Cooperative Traffic Efficiency class (Figure

1). Since congestion occurs when the demand for travel exceeds highway capacity, an

efficient approach, based on traffic management, is required to reduce congestion [17] [18].

Cooperative Traffic Efficiency provides two applications: Cooperative Speed Management

(CSM) and Cooperative Navigation (CoNa).

4.2.2.1 Cooperative Speed Management (CSM) Application

Cooperative Speed Management (CSM) includes two services.

CSM-Speed limits notification: It delivers speed limits notifications that contain

current regulatory speed limits and recommended contextual speed limits.

CSM-Traffic light optimal speed advisory: It is responsible for traffic light optimal

speed advisory. For this, a road side station provides information about the current traffic

light phases, the remaining time before phases changes and the duration for each phase.

4.2.2.2 Cooperative Navigation (CoNa)

With the Cooperative navigation application, a vehicle gets advised for the optimal itinerary

and gets assisted in navigation. The CoNa application offers many services among others:

• Traffic Probe: Vehicles aggregate traffic probe information and transmit it to road-

side units.
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• Free Flow Tolling (TOLL): TOLL save road travelers time, allowing them to drive

non-stop through tolling areas. Vehicles are billed automatically as they pass through

the tolling area, minimizing delay.

• Vehicle registration, inspection, credentials: Vehicle inspection helps to control the

legality of goods/person transportations. The actions of stopping vehicles to verify

the validity of the driver’s license or to check the physical status of vehicles before en-

tering a road infrastructure are examples of vehicle inspections. A wireless vehicular

network allows vehicle data exchange between vehicles and road infrastructures.

4.2.3 Comfort Category

The general aim of this category is to improve passenger comfort. The Comfort category

is mapped to Cooperative local services and Global Internet services class.

4.2.3.1 Cooperative Local Services Class

The Cooperative local services class provides Location Based Services (LBS) application

which provides:

• Point of Interest notification services include vehicles energy supply station, ve-

hicle maintenance facility, public transport management, rest area, parking, ho-

tel/restaurant, tourism place, local event meeting place, medical center, police sta-

tion and toll points.

• Service Announcements: Enterprises transmit marketing data to potential customers

passing by.

• Content Map or Database Download: A vehicle downloads maps, multimedia from

mobile hotspots. These services provide passengers with audio and video data ob-

tained from other vehicles or the infrastructure.

• Real-Time Video Relay: A vehicle transmits and relays real-time video to other

vehicles or road-side units.

• Vehicular sharing services distribute data or computations on vehicles.

4.2.3.2 Global Internet Services Class

Global Internet Services class provides Communities Services (ComS) and ITS station Life

Cycle Management (LCM) applications. Communities Services applications offer many

services:
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• Insurance and financial services provide insurance services to the concerned commu-

nities, e.g. discount on public transport at given periods of time.

• Fleet management services are dedicated to the related professional fleet, e.g. local

intervention base of the professional fleet.

• Cargo monitoring and tracking: Wireless access for vehicular environment fills the

gap for seamless and continuous tracking at the cargo-level for transit from indoors

to outdoors and from warehouses to containers.

• Remote Vehicle Personalization/Diagnostics: Personalized vehicle settings are down-

loaded and vehicle diagnostics are uploaded from/to infrastructure.

• Vehicle and RSU data calibration services aim at calibrating of local roadside ITS

station by a local operational support ITS station.

4.3 Co-Drive project Vehicular Applications

The work is being conducted in the context of Co-Drive project, we are mainly interested

by three types of services belonging to Safety and Traffic Management categories. More

specifically, we study the following services (Table 4.1):

Services Category Application Class

Service 1: Warning to a foggy zone: Road Haz-
ard Condition Notification

Safety Active Road Safety

Service 2: Inter-distance measurement: Cooper-
ative driving system

Safety Active Road Safety

Service 3: Road warning event: Road Feature
Notification

Safety Active Road Safety

Table 4.1: Services Classification

Service 1: Warning to a foggy zone. This service aims at warning the driver in the

vicinity of a foggy zone about an imminent danger. It is a type of Road Hazard condition

notification (RHCN) services. This service belongs to the Road Hazard and Collision

Warning (RHCW) application that falls into the Active Road Safety Application Class.

The latter belongs to the Safety Category.

Service 2: Inter-distance measurement. The OBU exploits the exchange of sensor

data and sends measurements related to vehicle inter-distance. This service assists drivers

for maintaining a safe time headway distance between vehicles to ensure that emergency

braking will not cause rear-end collisions between cars. It is a type of Cooperative Driving
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System service. This service belongs to the Cooperative Driver Assistance Application

that falls into the Active Road safety class. The latter belongs to the Safety Category.

Service 3: Road warning event. The OBU is equipped with a frontal camera which

captures and sends a photo upon detection of a road warning event (road curve, hill, road-

sign speed,etc); thereby triggering warning and photo messages. This allows the RSU to

judge the relevance of the warning event. It is a type of Road feature Notification service.

This service falls into the Road Hazard and Collision Warning (RHCW) application that

belongs to the Active Road Safety Application class. The latter belongs to the Safety

Category.

Since a network performance is highly impacted by traffic variations and traffic statistical

distribution, we exhibit the characteristics of each studied service and perform traffic

modeling as shown in next sub-sections:

4.3.1 Service 1: Warning to a Foggy Zone Service

When a vehicle detects a dangerous situation (e.g. foggy zone), it will not wait for the

periodic transmission of a safety message and issues instead a Decentralized Environmen-

tal Notifications (DEN) warning message [19] (figure 4.2). The DENs have very strict

temporal requirements and require a high level of QoS. Message transmission continues

during the sojourn time of the station in the RSU coverage area.

Figure 4.2: Warning service

Since messages are periodically generated in case of the event detection, messages trans-

mission occurs during an activity period (ON period); the remaining time is a silence time

interval (OFF period). The ON period lasts until the OBU station leaves the RSU zone

or when it stops detecting the dangerous event. Table 4.2 presents the parameters of the

warning traffic.
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Parameters Distribution

Message size in ON period Deterministic :171 bytes

Packet Inter-arrival time Deterministic: 0.1s

Process arrival Poisson

ON period duration Exponential: 60 s

OFF period duration Exponential: 20 s

Table 4.2: Warning traffic model parameters

4.3.2 Service 2: Inter-distance Measurement Service

Cooperative Awareness Messages (CAM) [20] are transmitted periodically by every vehicle

and carry information gathered from on-board sensors (figure 4.3). In the project, we

consider CAM messages carrying vehicle inter-distance metric. Each second, the OBU

sends a message of 50 bytes size to the RSU with a frequency of 10Hz. The service model

parameters are indicated in the following table (Table 4.3):

Figure 4.3: Inter-distance Measurement service

Parameters Distribution

Message size Deterministic:50 bytes

Inter-arrival time Deterministic: 0.1s

Process arrival Poisson

Table 4.3: Measurement service traffic parameters.

4.3.3 Service 3: Road Warning Event

While the car OBU is in the RSU coverage area, it sends a picture upon detection of a

road feature warning event. Depending on the application, the picture can be sent in a

single block or in several fragments. Contrarily to ITS application messages (CAM, DEN),

road warning service is specific to CoDrive project and is called CoDrive Messages (CoDM).
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Figure 4.4: Road warning service

Road warning traffic adopts the ON/OFF model; the ON period represents the time in

which the car sends photo packets, and the OFF period is the time in which the car is

in the coverage area of the RSU but it does not send any packet (figure 4.4). During the

ON period, the OBU sends each second a CoDM message of size ranging between 200 and

1200 bytes to the RSU during OBU sojourn time [21], [22], [20]. Table 4.4 presents the

parameters of the investigated service.

Parameters Distribution

Size packet in ON period Determinist :200 to 1200 bytes

Time inter-arrival Deterministic : 1 s

Process arrival Poisson

Table 4.4: Road warning traffic parameters

4.4 SOAPS Project Vehicular Applications

Other applications are considered in this thesis work, they are studied in the project

SOAPS context: Voice, video, HTTP and FTP. These services are different from the

services considered in Codrive project. Indeed, the technologies used and the needs of the

two projects are different.

4.4.1 Voice Source Modeling

The voice traffic, which was initially transported by traditional telecommunication net-

works like GSM, is now experiencing an important growth in data networks due to the

proliferation of Voice over IP (VoIP) services. With the convergence of data and telecom-

munication networks, and the diversity of offered applications (Telephony, Audio Phony,

News, Audio Conferencing, etc.), the voice traffic will be predominantly packetized.

In this section, we propose an overview of the proposed models of packetized voice. We
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can consider two types of voice: basic voice and VOIP. The common model is a two-state

Markov process, known as the ON/OFF model. A voice source is characterized by two

alternating periods, the active period (ON period) and the inactive period (OFF period)

where the source remains silent [23][24]. Consider the simple 2-state voice activity Markov

model show in Figure 4.5. The time spent in ON and OFF states is exponentially dis-

tributed with mean a -1 and b -1, respectively.

Figure 4.5: 2-state voice activity Markov model

A typical phone conversation is marked by periods of active talking/talk spurts (ON pe-

riods) interleaved by silence/listening periods (or OFF periods) [24] as shown in Figure 4.6.

Figure 4.6: Typical Phone conversation Profile

The ON-OFF source model shown in Figures 4.5, 4.6 is the most popular source model

for voice. In this model, packets are only generated during talk spurts (ON state) with

fixed interarrival time as shown in Figure 4.7 modeling the queue receiving the different

sources as it is presented in Figure 4.8.
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Figure 4.7: Example of generated Voice Traffic

Figure 4.8: Example queuing analysis for ON/OFF models

The duration of the OFF and ON periods are independent exponentials with respective

parameters µ and λ. In the ON period, packets are generated at a constant rate D = 1
τ
.

The parameters below are the most commonly used. Packet voice collects multiple samples

in once packet knowing that a modern voice encoding schemes also use compression and

silent suppression. In the public networks, the typical coder is the Adaptive Multi Rate

(AMR).

Here is an example of the packets generated by the AMR codec with activity detection.

When active, the voice source generate 244 bits packets with an inter-arrival time τ of

20 ms. This period corresponds to the well-known sampling frequency of 8KHz with 160

samples per packet (coded and compressed). Voice communications in the Private Mo-

bile Radio communications (PMR) are very sensitive and the new-generation Long Term

Evolution (LTE) system must achieve at least the same performance than the existing

PMR networks. In this last, the speech coder envisaged for VoLTE (Voice over LTE) is

Advanced Multi-Band Excitation (AMBE) with a coding rate of 2.45 kbps. It is a propri-

etary speech-coding standard developed by Digital Voice Systems.

The voice source traffic model parameters are defined in the table below 4.5 .
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Parameter silence period active period inter-arrival
packets

Packet size

Distribution Exponential:
325 ms

Exponential:
175 ms

deterministic :
20 ms

deterministic
528 bits

Table 4.5: Voice source traffic modeling

4.4.2 Video Modeling

With the novel compression techniques, the digital video offers multiple applications such

as the digital television, video on demand, video telephony, etc. The video coders exploit

the spatial and temporal dependencies that exist between consecutive images in order

to compress the images. M-JPEG, MPEG-1, MPEG-2, MPEG-4, H261, and H263 are

examples of standard video coders.

Video characteristic The video encoder sends a series of packets compressed called

elementary packets (Figure 4.9), they are composed of a sequence of pictures I-frames

or Intraframes, B-frames or Bidirectionnal coded pictures and P-frames called Group Of

Pictures (GOP). Each elementary packet will be fragmented into a set of access unit (AU);

a unit may contain several pictures sequences and sound packets.

Figure 4.9: Operation of MPEG-4

The following Figure 4.10 shows the basic structure of an elementary packet:
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Figure 4.10: Basic structure of an elementary packet

Video uses compression algorithm to reduce the bit-rate. This is achieved by reducing

both the spatial and temporal redundancy in the video stream. The spatial redundancies

are reduced by transforms and entropy coding, and the temporal redundancies are reduced

by prediction of future frames based on motion vectors. This is achieved using three types

of frames, these pictures are periodically generated.

In MPEG-4 compressing videos are composed of pictures (frames) that are separated into

three different types: I, B, and P e.g: GOP: I B B P B B P B B P BB. I-frames are

intraframes that encode the current picture, and based on the discrete cosine transform

and entropy coding. B- and P-frames interpolate from previous and future frames knowing

that P-frames are Predictive coded pictures, use a similar coding algorithm to I-frames,

but with the addition of motion compensation with respect to the previous I-or P-frame;

while B-frames are Bidirectionnal coded pictures, similar to P-frames, except that the

motion compensation can be with respect to the previous I- or P- frame, the next I- or

P- frame, or an interpolation between them. Typically, I-frames require more bits than

P-frames. B-frames have the lowest bandwidth requirement as shown in Figure 4.11.

Figure 4.11: Group of Pictures (GOP): IBBPBBPBBI

Typical encoders use a fixed GOP pattern when compressing a video sequence as shown

in Fig. 14. The GOP pattern specifies the number and temporal order of P and B frames

between two successive I frames. Quite often the fixed GOP pattern is regular in the

sense that the number of B frames between two reference frames (I or P) is fixed. Such

a GOP pattern can be characterized by two parameters: the I-to-I frame distance (A),
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and the I-to-P frame distance (B) knowing that if no P frames are used, then B = A.

We can model the video at several levels: arrivals of images, elementary packet arrivals

or those of the GOP. Picture Level modeling is very fine, and, elementary packet level is

very broad. We then propose a model for the GOP. The bit-rate of MPEG-4 encoder may

vary depending on the channel quality. The project provides a flow between [256 ... 3072]

Kbps. The pictures are sent with a frequency between [25 ... 30] fps. Each GOP is of the

form (12.3), ie: the group contains 12 pictures, organized as follows IBBBPBBBPBBB:

there are 3 images B separating other different pictures of P. Example characteristic of

Video Streaming traffic model in IEEE C802.16m. Video Traffic (High Definition):

- 30 frames per second

- Frame format: 1920x1080 pixels

- 24 bits per pixel

- Required rate: 1.5 Gbps

Video traffic modeling Several studies have been carried out, and which models video

models: Semi-Markov process [25], BMAP [26] [27] [28] Discrete Autoregressive (DAR(1))

model [29], MMPP or even by a queue M/G/ inf : In [30] they modeled the video traffic by

a queue type / G / inf, where the arrivals are the GOP according to a Poisson distribution

and the service follows a general law. In voice modeling, we were interested in the statistical

distribution of the activity periods, which means how the packets are temporally generated.

In video traffic, there are no ON/OFF periods because images are periodically generated.

The modeling considers the images or Group of Pictures (GOP) size and their correlation

[31].

This type of modeling studies the statistical properties of the video rate D(t) [32] that a

video flow can be characterized by the mean rate E[D], the variance of the rate Var[D],

and the correlation function corr(τ) = e−aτ . This behavior can be approximated by the

MMPP-M+1 process as shown in the Figure 4.12 above.

Figure 4.12: Video MMPP model

We will consider M video sources represented to M elementary packets that send a group

of pictures at a max rate equal to M.D, arrivals groups of images follow a Poisson process
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of rate λ, and they will be served following a Poisson process of rate µ. Each state

corresponds to an averaged value of the rate. The MMPP calculations give:

E[D] = MDλ/(λ+ µ)

V ar(D) = MD2.λ.µ/(λ+ µ)2

Corr(τ) = e− (λ+ µ)τ

The following table 4.6 shows the parameters of a video source:

Parameter I P B frame size GOP size GOP inter-
arrival

GOP arrival
process

Distribution Lognormal Lognormal:
1000 byte

Exponential: Poisson : 0.48

Table 4.6: Video source traffic modeling

We propose an example of what could be generated. Knowing the rate characteristics,

we can deduce the MMPP parameters, λ, µ, and D. M is chosen such as M.D will be the

maximum rate. Below an example of the values founded in the case of video conferencing

witch offer bit rate 3072 Kbps, and GOP size = 1000 byte

4.4.3 Web Browsing (HTTP) Source Traffic Model

HTTP traffic characteristics are governed by the structure of the web pages on the World

Wide Web (WWW), and the nature of human interaction. The nature of human interac-

tion with the WWW causes the HTTP traffic to have a bursty profile. The HTTP traffic

can be modeled by question-answer model as shown in Figure 4.13. This figure shows the

transmission of packets during a typical session of web browsing [31].

Figure 4.13: Packet Trace of a Typical Web Browsing Session

The session was divided into ON/OFF periods representative web-pages downloads and

intermediate readings, where web-page downloads are designated by packet calls. These

ON and OFF periods are the result of human interaction where the packet call represents
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a user request for information and reading time identifies the time to digest the web-

page. The ON periods represent the sequence of packets in which the web-page is being

transferred from source to destination; while the OFF periods represent the time the user

spends reading the web-page before transitioning to another page. This time is also known

as Reading Time. As we know, the navigational traffic on the Internet (web-browsing

traffic) is self-similar. In other words, the traffic exhibits similar statistics on different time

scales. Therefore, a packet call, like a packet session, is divided into ON/OFF periods as

shown in Figure 4.14. Unlike a packet session, the ON/OFF periods within a packet call

are attributed to the machine interaction rather than human interaction. The amount of

information passed from the source to destination during the ON period is governed by

the web page structure. A web-page is usually composed of a main object and several

embedded objects. The size of the main object, in addition to the number and size of the

embedded objects define the amount of traffic passed from source to destination.

Figure 4.14: Contents in a Packet Call

A web browser will begin serving a user request by fetching the initial HTML page using an

HTTP GET request. The recovery of the original (initial) page and each of the constituent

objects is represented by ON period within the packet call while the parsing (analysis)

time and protocol overhead are represented by the OFF periods within a packet call.

Parameter Packets inter-
arrival

Packet call
pre session

Reading time Packet size

Distribution Geometric:
0.00195

Geometric: 5
Packets call

Geometric:
412s

Truncated Pareto : α =
1.1 k = 81.5 bytes

Table 4.7: HTTP source traffic modeling

A single user traffic model can be derived frome UMTS networks based on real traffic

measurement. The model has three different levels: the session level, the connection level,

and the packet level. The main results are:

• The session interarrival time is lognormally distributed with mean m = 0.9681 and

variance σ2 = 4.3846.
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• The session data volume has a lognormal distribution whose parameters depend on

the bandwidth class

• The interarrival times and the data volume of connections are lognormally dis-

tributed.

• Packets interarrival times are lognormally distributed.

• Packets size follows Truncated Pareto (α, k, m) distribution, where α is a positive

parameter, k is the minimum size, and m is the maximum.

The parameters of the HTTP traffic are shown in Table 4.7.

The FTP traffic is modeled similarly to the HTTP traffic. Nevertheless, we consider that

there is one packet call per session. The parameters of the FTP traffic are shown in Table

4.8.

Parameter Reading
Time

Packets number
per packet call

Packets interar-
rival

Packet size

Distribution 30 min Geometric: 200
Packets

Geometric: 0.037 Truncated Pareto : α =
1.1 k = 81.5 bytes

Table 4.8: FTP source traffic modeling

4.5 Conclusion

Vehicular communications offer great potential for increasing road safety and driver aware-

ness. According to relevant studies, 60% of accidents can be avoided if the driver had been

alerted half a second before the collision. Nevertheless, benefits are not restricted to safety

standpoint but span to further horizons making use of a plethora of cooperating technolo-

gies. In fact, vehicular applications can be divided into three categories: safety, traffic

coordination and infotainment applications.

In this chapter, we discussed the topic of vehicular applications in the context of 802.11p

and LTE technologies. First, we proposed a classification of each application according to

ITS standards, then we have proposed a source traffic modeling for each application. In

next chapter, we adress our contribution based on IEEE 802.11p performance evaluation.
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Chapter 5

Traffic Modeling and Performance

Evaluation in Vehicle to

Infrastructure 802.11p Network

5.1 Introduction

A key challenging issue that should be addressed in wireless vehicular mobile networks

carried by IEEE 802.11p standard is Quality of Service provisioning. In fact, safety appli-

cations have critical-delay requirements. The timing requirements can be observed from

the fact that it is only relevant to communicate about an upcoming dangerous situation

before the situation becomes a fact and perhaps can be avoided. Consequently, special

QoS mechanisms should be applied in order to prioritize safety applications.

In the literature, researchers oriented their effort towards studying the quality of service

in ITS. Many authors proposed different analytical modeling techniques and simulation

in the purpose of evaluating the performance of different ITS scenarios. Nevertheless, the

various studies focus solely on the physical and Mac layers, without taking into account

source traffic models. As a matter of fact, resource allocation and wireless scheduling

are highly impacted by traffic variations and traffic statistical distribution. Therefore, a

special attention should be devoted to source traffic modeling when evaluating a quality

of service mechanism in wireless vehicular networks. In this chapter, we strive at focusing

on traffic flow characteristics while evaluating the performance of a V2I network. The

performance evaluation is conducted through accurate simulation runs and mathematical

modeling in order to assess the EDCA performance.

In this chapter we use the characteristics of three ITS services: warning to a foggy zone,

inter-distance measurement and road warning event defined in section 4.3.
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We provide a mathematical modeling of the V2I scenario performance at a large scale and

burst scale. The chapter is organized as follows. The following section details the literature

survey on quality of service in 802.11p networks. Section 5.3 describes the mathematical

modelling of the V2I scenario at a large scale and burst scale. In section 5.4, we provide

a performance analysis before concluding the chapter.

5.2 Literature Survey on Quality of Service

One QoS mechanism proposed for the MAC layer in the IEEE 802.11p is the EDCA

mechanism. EDCA supports some degree of service differentiation between different types

of classes of services, referred to as access categories. The main advantage of EDCA is that

the mechanism is completely distributed among stations and thus overcomes the problem

of intelligence centralization and vulnerability.

Many research works in the literature tackled the performance of IEEE 802.11p EDCA

mechanism. In [33], authors proposed an analytical model for dimensioning the RSU cov-

erage area; the study aims at deriving the minimum contention window, Cwmin, required

for a vehicle to connect with RSU during its sojourn time, and that for different classes

of average speed. Authors in [48] proposed an analytical model for EDCA performance

evaluation. They modelled three access categories with a Markov chain. For each access

category, three states are defined: idle state, collision state and success state. Numerical

resolution is adopted to determine the throughput. In [49], authors derived the expression

of maximum number of transmitters according to the intensity, distance between transmit-

ters and transmission time. In order to perform the analysis of the control channel CCH,

authors in [50] modeled the transmission over the MAC layer, with a Markov chain; they

distinguished between two states: state 1 refers to the case when no packet is waiting to be

sent and state 2 refers to the case when a packet is waiting to be sent. Consequently, they

evaluated the throughput expression in a different scenario context. The work published

in [51] evaluates the performance of a wireless vehicular network and takes into account

the fact that data frames in WAVE are transmitted in broadcast mode. The model has one

backoff stage to reflect the fact that there are no acknowledgments. It therefore inherits

the characteristics of being only applicable to the saturated case and to systems with only

one access category. Additionally, reference [52] analyzes a situation related to broadcast

transmissions. Slotted transmissions are considered with fixed-size slots. Further, authors

assume that the probability that a station starts transmitting during a given slot is a sys-

tem parameter with constant value, independent of nodes number, node traffic generation

rate, and packet length. In [53], the author proposes formulas to evaluate the throughput

and the collision probability in a wireless vehicular environment in which nodes are in
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a saturation condition. Most of these articles focused solely on the physical and MAC

layers, without taking into account the features of wireless vehicular architecture layers

and traffic characteristics.

In this chapter, we aim at evaluating vehicular network performance that takes into ac-

count the MAC layer and higher layer processing while considering traffic characteristics

of three main ITS services.

5.3 Performance Modeling

In V2I communication, OBU and RSU exchange information in uplink and downlink

directions. In this chapter, we focus on the uplink communication according to the ETSI

standard protocol stack (figure 5.1). At the radio level, MAC and Physical layer correspond

to the 802.11p architecture. The facilities layer of this architecture interact with the ITS

applications and network/ transport layers.

Figure 5.1: Vehicular protocol stack.

More specifically, when the facilities layer receives the applications messages, it determines

the messages category (CAM, DEN, CoDM) according to their functional specifications,

then for each message it attributes an ITS identifier specified by ITS Application Identifier

(ITS-AID) in order to label ITS applications. Moreover, the facilities layer proposes an

interface Human Machine Interface (HMI) to interact with the driver, through which he

receives messages of services applications. At this stage, we are interested by studying the

impact of the ITS architecture on the three envisioned services. Therefore, we proceed

in two steps. The first step consists at modeling the facilities/network layer at a large

scale. Second, we model the MAC radio layer that manipulates the flows transiting from

facilities/network layer. The MAC modeling will be performed at the burst scale.
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5.3.1 Facilities and Network Layer Modeling: Large-scale

Figure 5.2: BCMP model for facilities and network layers

We adopt the following assumption related to three classes of service.

• r is the class of service ( r varies between 1 to 3 in our study),

• Traffic arrival flows are Independent Poisson processes, with intensity (λr for service

r),

• Service rates follow exponential distribution with parameter µr for service r,

• M is the number of OBUs,

• ni (i=1...M) represents the total number of packets in an OBUi in a RSU coverage

area,

• The system vector state is defined by n=(n1,n2...nM),

• ρi is the load of an OBUi,

• ρir, µir and λir are respectively the load, service rate and mean arrival rate of a

service r running on an OBUi.

The Poisson arrival process and the exponential service rate distribution assumptions

enable us to model the system with three M/M/1 queues at each layer (Figure 5.2). Each

queue provides services to one class of service. As a result, we model the traffic carried by

the upper layers of the architecture with a Product Form Queuing Networks, or BCMP,

[54], [55] for which a product-form equilibrium distribution exists. Moreover, we assume

that the BCMP network is open. Therefore, the steady-state probability distribution

for a single-class (r) load-independent open BCMP network is defined by the product of

steady-state probability distributions of queues in isolation. It is given by:
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π(n) =

M
∏

i=1

πi · ni

Whith:

πi · ni = (1− ρi) · ni!
M
∏

i=1

·
1

nir!
· [
λreir
µir

]
nir

And eir: average visits number of a station OBUi by a class of service r. For each class

of service running on an onboard unit i, we derive the performance parameters at the

facilities/network layer as follows:

• Mean rate: Dir= λir

• Average number of packets: Lir =
ρir

(1−ρi)

• Average sojourn time: T ir = Lir

Dir

• Average waiting time: Wir = Tir −
1
µir

This performance analysis allows us to evaluate the applications flow in the upper layers,

and defines the inputs of the underlying layer. At this stage, we pursue our modeling

study and perform the MAC radio layer modeling.

5.3.2 MAC Radio layer Modeling

After being processed by facilities and network layer, services packets are passed to the

radio MAC layer. In order to implement service differentiation, service packets should

have different priorities. Therefore, we propose to map the three services to the EDCA

access categories as follows.

Warning service carries critical information and is mapped to the highest priority Ac-

cess category AC V O. Measurement service generates important data and is mapped to

the AC BE; the frequent transmission of CAM messages overcomes the unreliability of

AC BE. Finally, road warning service is mapped to AC BK. The EDCA parameters

used in the mathematical study and simulation are resumed in Table 5.1 and Table 5.2.

ITS Service EDCA Access Categories Cwmin Cwmax AIFS

Road Warning event AC BK 15 511 9

Measurement of inter-
distance

AC BE 7 15 6

Warning to a foggy zone AC V O 3 7 2

Table 5.1: CCH EDCA Access categories parameters
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ITS Service EDCA Access Categories Cwmin Cwmax AIFS

Road Warning event AC BK 15 511 7

Measurement of inter-
distance

AC BE 15 511 3

Warning to a foggy zone AC V O 3 7 2

Table 5.2: SCH EDCA Access categories parameters

Figure 5.3: M/GI/1 radio model

We model the MAC radio layer with an M/GI/1 multiclass (with three classes of service, as

shown in figure 5.3) which adopts a non-preemptive priority policy for each class of service.

Packets belonging to a class of service arrive according to a Poisson process. The service

follows a general law with Independent arrivals GI. For each service r, we denote by: E[Nr]

the number of waiting packets, E[Xr] the average service time, E[Wr] the average waiting

time and E[Rr] the unfinished work in the waiting queue server. Using Pollaczek-Khinchin

(P-K) Formula we derived the main performance parameters to evaluate the M/GI/1 non

preemptive priority system for each service class r as following:

• Average number of packets : E(Nr) = ρr +
ρr

2(1+C2)
2·(1−ρr)

• Average sojourn time : E(Sr) = E(Xr) + E(Wr)

• Average waiting time : E(Wr) =
E(W0)

(1−ρr)·(1−
∑3

r=1 ρr)

With: C: coefficient of variation, and E[W0]: average waiting delay when the server is busy.

It is noteworthy that the average waiting time does not take into account the backoff time.

Therefore, we modified the expression in order to capture the backoff effect as follows:

E(W0)

(1−ρr)·(1−
∑3

r=1 ρr)
+
∑C

i=0wminP (backoffr = i) · i

Since the backoff window is an integer value, randomly drawn and following a uniform

distribution in [1, CW +1] window size, with Cw ∈ [CWmin, CWmax], the probability P

to draw a backoff window is defined as:

P (backoff = i) = 1
1+Cwmin
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5.4 Performance Evaluation

In order to evaluate the performance of the V2I network accommodating OBUs that

run three services, we compare the analytical results derived from previous mathematical

modeling with simulation.

5.4.1 Simulation Scenario

We conducted an extensive set of simulation runs with Network Simulator NS3. The sim-

ulated topology is a one-lane highway of 10 Km. We mainly investigate one RSU with

300m of coverage area (radius). Vehicles are moving according to a random model in one

direction way with a mean speed of 20 km/h which corresponds to a traffic jam situation.

The vehicle is estimated to stay 3.6 minutes in RSU coverage area.

Each OBU node runs the three modeled services: Warning service (DEN messages with

mean Poisson arrival rate λ1= 10 messages/s), Measurement service (CAM messages with

mean Poisson arrival rate λ2 =10 messages/s and road warning event (CoDM messages

with mean Poisson arrival rate λ3= 1 messages/s).

These services are mapped to EDCA Access categories according to Table 5 and present

the traffic models defined in section 4. The envisioned services generate packets which are

sent on the service channel SCH number 176, with a constant propagation model. The

transmission rate 6Mb/s is controlled by a rate manager algorithm, and a -10db of gain is

considered. The vehicle number varies in the range of [5...100] in step of 5 vehicles, which

correspond to: 18, 35, 53, 71, 88...354 vehicles/Km2.

5.4.2 Simulation and Analytic Measurements

Our work aims at determining the maximum vehicles number in the RSU coverage area

and the RSU capacity to transmit ITS messages. For this purpose, we are interested by

measuring the average packet loss rate and delay. Figure 5.4 shows a comparison between

average packet loss rates in function of the vehicle number. Each curve is related to an

ITS service (warning, measurement and road warning event).
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Figure 5.4: Packet loss rate VS vehicles number

First, we note that packet loss rate increases moderately when traffic density varies be-

tween 20 and 80 vehicles, but beyond that, the rate increases significantly for all application

services. In fact, the more vehicles are associated to a single RSU, the more the vehicles

experience backoff process and the higher the collision rate is. Another observation con-

cerns the service differentiation which is well illustrated by the different packet loss rates

experienced by the three services. More precisely, road warning service experience higher

packet loss rate than that of measurement which is higher than that of warning message.

This is mainly due to the different priority levels allocated to the services.

Figure 5.5: End to end delay of measurement and warning service VS vehicles number.

The end to end delay is a QoS parameter of paramount importance in vehicular networks,

especially when it concerns warning and measurement messages which carry critical in-

formation. It is to be noted that the end to end packet delay corresponds to the sum of

transmission and waiting time.

Figure 5.5 illustrates the end-to-end average delay in function of the vehicle numbers for

each of the two critical services (warning, measurement). The curves concern analytical
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and simulation results. We observe that when vehicles number varies in the range of

[5...30] the delay is almost the same for both services. However, it increases significantly

for measurement service when vehicle number exceeds 45. The warning delay is more

regular in the range [5...80]. This result confirms the EDCA performance which succeeds

at prioritizing warning over measurement service.

An important finding concerns the linear curve for analytical measurement, as exhibited

in figure 5.5. In fact, backoff evolution is a linear function of road traffic load for different

zone ranges (300m, 500m and 900m). Reader may refer to reference [56].

5.5 Conclusion

Wireless vehicular networks perform crucial functions in road safety, detecting and avoiding

traffic accidents, reducing traffic congestion as well as improving driving comfort. In this

chapter, we shed the light on three ITS services: warning to a foggy zone, inter-distance

measurement and road warning event. Since QoS performance is highly sensitive to traffic

statistical distribution, we started by modeling the services traffic. Then, we oriented our

efforts towards modeling the ETSI high layers (facilities, network) and MAC layer that

process packets generated by the three mentioned services. The proposed model is based

respectively on BCMP and M/GI/1 queuing model.

We evaluated then the performance of a vehicular network through measuring packet

loss rate and end-to-end delay obtained by the mathematical modeling and simulation.

Analytical and simulation results confirm the service differentiation and the respect of the

critical nature of warning service.

Moreover, we have derived the range of vehicle density at which QoS metrics start to

highly increase. In next chapitre, we improve the mobility model and the analytical model

by taking into account the virtual collision issue.
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Chapter 6

EDCA Virtual Collision

Performance Evaluation and

Mobility Modeling in V2I

Communications

6.1 Introduction

EDCA virtual collision management is a penalizing process that occurs in Intelligent Trans-

portation Systems (ITS). It induces unfairness, priority inversion and quality of service

degradation. This chapter tackles the performance evaluation of the virtual collision man-

agement proposed by IEEE in vehicular environment and overviews the quality of service

in presence of three ITS applications: Warning to a foggy zone, inter-distance measurement

and road awareness. We perform a mathematical modelling based on a discrete Markov

chain that tackles vehicles mobility. The objective of our study is to show the impact of

virtual collision on vehicular network performance and dimension the RSU coverage area.

The convergence of wireless technology and vehicle applications presents network opera-

tors with enormous opportunities as well as great challenges. A key challenging issue that

should be addressed in wireless vehicular mobile networks is: Quality of Service (QoS)

provisioning. Special QoS mechanisms and suitable call admission control should be ap-

plied in order to prioritize safety applications. These critical applications imply increased

requirements on the wireless communication and the challenge is not only to overcome

the unpredictable wireless channel but also to cope with rapid network topology changes

together with strict timing and reliability requirements.

The 802.11p standard [57] focuses on describing MAC mechanisms that provide quality
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of service to vehicular applications. The standard provides two mechanisms that strive to

meet the applications QoS requirements by allocating an adequate Transmission Oppor-

tunity (TXOP).

Inter-OBU collision EDCA manages the external collisions using the backoff as fol-

lows. A transmitting station senses the medium and ensures that it is idle for a required

duration, DIFS, before attempting to transmit. We consider two cases: If the medium is

indicated as idle, the transmission may proceed. On the contrary, if the medium is deter-

mined to be busy, a station defers transmission until the end of the current transmission.

After deferral, or prior to attempting to transmit again immediately after a successful

transmission, a station applies the back-off mechanism [58]. During contention, when two

(or more) backoff entities counters reach zero at the same time, each backoff entry tries

to access the same slot at the same time: it contends then for a TXOP. After detecting

the medium idle for AIFS[AC], it starts counting down the backoff counter. A frame

transmission is initiated when the backoff counter reaches zero.

Virtual collision In addition to the physical collisions involving queues from two dif-

ferent stations, EDCA manages virtual collisions that involve two queues belonging to the

same station. More precisely, whenever the backoff counter of several contending queues

within the OBU expire at the same time slot, virtual collision management is achieved

as follows: The queue presenting the highest priority wins the right to try to access the

medium, whereas remaining queues apply the native backoff procedure adopted for real

physical collision. Consequently, virtual collision management may lead to three prob-

lems: QoS penalization, unfairness and priority inversion. In order to illustrate the idea,

we consider a station having an AC V O and an AC V I queue. When both queues go

into a virtual collision, AC V I will have its CW doubled, whereas AC V O will access the

medium.

One direct implication is AC V I penalization. AC V I is likely to have urgent packets

that will suffer from QoS degradation. Another concern is due to priority inversion. In

fact, AC V I, enduring virtual collisions, may have its CW larger than that of an AC of

lesser priority. The other problem is that of fairness. Theoretically, EDCA assigns to each

access category a set of parameters that should be the same for all queues of the same

priority within one Basic Service Set: in this way, EDCA assigns equal chances to access

the medium. Nevertheless, virtual collisions management creates unfairness among the

same access category flows.

In this chapter, we mainly tackle EDCA virtual collision problem and elaborate the per-

formance evaluation of MAC layer that manipulates three ITS services: Inter distance

measurement, warning to a foggy zone and road awareness services. On the other hand,
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we take into consideration a microscopic mobility model that replicates the real behavior of

vehicular traffic. In fact, mobility modelling is of paramount importance since it captures

the vehicles distribution on highways and impacts vehicular density. The performance

evaluation is conducted through accurate simulation runs and mathematical modeling in

order to assess the EDCA virtual collision performance. Our contribution adopts a top-

down approach. More precisely, we proceed as follows:

• We consider the characteristics of three ITS services defined in chapter 4. We also

consider the mapping to the 802.11p access categories according to chapter 5.

• We present an EDCA mathematical modeling of the virtual collision based on a

discrete Markov chain. We take into consideration the physical layer parameters.

• We introduce a a car following mobility model and investigate the impact of mobility

and different vehicular densities on quality of service.

The chapter is organized as follows. Next section presents a literature survey on EDCA

performance evaluation. Section 6.3 focuses on virtual collision mathematical modeling. In

section 6.4, we exhibit the mobility modeling. Then we present the computed performance

parameters in section 6.5. Section 6.6 brings to the focus the performance evaluation

obtained by simulation and analytical model. Section 6.7 ends this chapter by highlighting

the different outcomes and findings related to EDCA virtual collision evaluation.

6.2 Related Work

Evaluating the quality of service in vehicular networks is a field that attracted a great

number of researchers. Scientific literature regroups various mechanisms and heuristics

related to wireless vehicular networks performance evaluation.

Bianchi has evaluated the performance of 802.11b through his ground-breaking work in

[59]. Nodes are considered having the same priority and working in saturation mode.

In [60], authors considered the broadcast mode. The model adopts one backoff stage to

reflect the fact that there are no acknowledgments, hence frames are not retransmitted

since there is no way to know if the initial transmission was successful or not. The model

in [60] inherits the characteristics of being only applicable to the saturated case and to

systems with a single access category.

In [61], the author evaluated the perfomance of a WAVE saturated environment with con-

stant backoff intervals. In [62], authors considered virtual collisions among different ACs

inside each EDCA station in IEEE 802.11e, external collisions among stations, and the

impact of high priority ACs AIFSs on low priority ones. They proposed a one dimension

markov chain model without considering a mobility model.
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The author in [63] described and analyzed a model for the EDCA MAC protocol, tak-

ing into consideration the specific conditions of the control channel of an IEEE 802.11p

vehicular network. The model captures the details as to how EDCA establishes differ-

ent priorities among stations and that safety-related information is transmitted using the

broadcast address. Authors implemented a 3 dimension markov chain to model the EDCA

access categories. Despite the importance of the proposed work, it partially adresses the

challenges of EDCA modeling. In fact, authors did not take into account the virtual col-

lision issue, neither the vehicle mobility.

Authors in [62] shed the light on the collision impact on network performance; they consid-

ered four classes of service generated by CBR, whereas [63] tackled the effect of successful

transmission period on the overall performances. The traffic generated by the services

classes in [63] is transactional similar to the classic ON/OFF. While in [64] authors pro-

posed an analytical model in order to study IEEE 802.11e priorities: real time and non-real

time trafic were adopted in simulations, without taking into account the virtual collision

issue.

In [65] authors proposed an analytical model to compute the saturation throughput and

delay of stations in IEEE 802.11e network. The impact of virtual collision analysis is stud-

ied in [66]. In [67], authors proposed a three dimensional markov chain model in order

to evaluate the IEEE 802.11e network: each state represents an AC in a slot time and

the transition probability is represented by the collision probability (virtual and external).

Authors in [68] extended the study in [67] and proposed an EDCA markov chain model

in IEEE 802.11e network.

The majority of these research studies that analyze the virtual collision is elaborated in the

context of IEEE 802.11e. As the reader may notice, 802.11p presents many differences at

the MAC layer, physical layer and application layer. Therefore, in this chapter we aimed

at focusing on the virtual collision while modelling three ITS services and 802.11p EDCA

mechanims and adopting a car-following model that prevents the rear-end collision.

The objective of our study is the dimensionning of the vehicular network: deriving the

maximum number of vehicles accomodated by a road side unit and investigating the impact

of virtual collision and mobility on vehicular network quality of service .

6.3 Virtual Collision Mathematical Modeling

The virtual collision represents typically the case of access category 2, AC V I, and access

category 3, AC V O, that will frequently collide.

The analytical model is based on a discrete-time Markov process. The transmission en-

vironment is a two-ray propagation model with no hidden terminals, thus packet losses

are assumed to occur due to collisions. In the following, we will refer to AC V I (resp.

AC V O) as AC[2] (resp. AC[3]).
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Figure 6.1: Virtual collision Markov chain

Figure 6.1 illustrates the graph associated to the Markov chain. As shown, Succ2 and

Succ3 represent the successful transmission states of AC[2] and AC[3] respectively. The

access category transits from idle state to Succ2 (resp. Succ3) if AC V I (resp. AC V O)

transmits successfully. The transition from the Coll state to the idle state illustrates the

case of AC V I (or AC V O) empty queues.

Upon AIFS expiration, AC[2] and AC[3] start decreasing their backoff counter. The state

(W3,W2) corresponds to the backoff counters of AC[2] and AC[3] with W2 ∈ {0... W2min}

and W3 ∈ {0... W3min}. A station decreases the AC [3] backoff and moves from (W3,W2)

to (W3-1,W2) with a probability π3 until reaching the state (0, W2). The transition from

(0,W2) states to Succ3 state occurs in case of a free medium; otherwise the station will

freeze its current state.

Transitions from states (W3,W2) to (W3,W2-1)... to (W3,0) occur with a probability π− 2

when AC[2] senses the medium free. When the sate (W3, 0) is reached, AC [2] will

freeze its current state in case of a busy channel or transmits otherwise. The state (0,

0) illustrates the virtual collision. In fact since the backoff counter reaches zero for both

access categories, each AC is then ready to transmit. Consequently, AC [2], having the

least priority, will have its contention window doubled, while AC [3] will access the medium.

We then define two transitions from the (0, 0) state: a transition to coll state and another

one to Succ3.
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Figure 6.2: Model parameters



6.3. Virtual Collision Mathematical Modeling 71

6.3.1 Model Analysis

The second step towards the performance evaluation is the computation of the steady

states probabilities related to the Markov chain. For the reader clarity, figure 6.2 states

the symbols adopted for the mathematical model analysis. We denote by:

• bk,j with k ∈ {0...W3}, j ∈ {0,...,W2} the stationary distribution of backoff states.

• bAC2 (resp. bAC3), the stationary distribution in states Succ2(resp. Succ3).

• bidle the stationary distribution of idle state.

• bcoll the stationary distribution of collision state

The model at hand takes into accountN vehicles accommodated in a RSU. The probability,

πi, i ∈ {2, 3}, that no transmission occurs from any access category presenting a higher

priority than access category i is calculated as follows: π3 = (1 − τ3)
N and π2 = (1 −

τ3)
N (1− τ2)

N

Where τi the probability of transmission attempt for access category i observed inside an

OBU.

By applying the Kolmogorov equations, we obtain the following equations:

bk,0 =bk,0 · (1− π2) · P · (1− π3) + bk−1,0 · (1− P ) · π3 + bk,1 · π2 · (1− P )

bk,1 =bk,2 · (π2) · (1− P )

bk,2 =bk,3 · (π2) · (1− P )

bk,w2 =bk+1,w2 · π3 + bk,w2 · π2 · (1− P ) +
bcoll + bidle · P2 · P3 · q + bAC3 · P3 · q + bAC2 · P2 · q

W2 +W3

bidle =(1− P3) · bAC3 + (1− P2) · bAC2 + (1− (P2 + P3)) · bcoll

bAC2 =bw2 · P2 · PS2 + bidle · P2 · PS2 · (1− q)

bAC3 =bw3 · P3 · PS3 + bidle · P3 · PS3 · (1− q)

bcoll =bk,0 · (1− PS3 + PS2) · P2 · P3 + bidle(1− P2 + P3) · (1− q)Where

bw3 ={b0,w2, b0,w2−1, b0,w2−2, ...b0,0}

bw2 ={bw3,0, bw3−1,0, bw3−2,0, ...b1,0}

b0 =b0,0

P is the Probability that the channel is not idle for a slot time duration.
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6.4 Mobility Modeling

Without an authentic mobility model, MAC performance results obtained from mathemat-

ical modeling and simulations may not be in phase with performance in a real highway

deployment. Therefore mobility models should reflect, as close as possible, the real be-

havior of vehicular traffic and provide a faithful representation of real world vehicular

dynamics. Therefore, at a second step, we oriented our efforts towards elaborating a mo-

bility model that aims at accurately deriving the vehicles density in a RSU coverage area.

We assume that the RSU coverage area, with a communication range R, is divided into

Z zones (figure 6.3) [69]. We further consider that vehicles move from zone i to zone i+1

with i∈ {1,...,Z}. In each zone we elaborate the Markov chain model described previously.

The tackled model is a car-following model that aims at avoiding rear-end collisions. More

specifically, a vehicle should adapt its speed, µ, and keep the vehicle inter-distance, d,

greater than the security distance. Therefore the following equation stands:

d > µ. Ts Where Ts refers to the safety time needed to cross the safety distance. It is

noteworthy that controlling vehicles speed implies controlling vehicles arrival rate, B, and

inter arrival time, Td, in the RSU coverage area. In this context, we distinguish between

two cases [70].

The first case occurs when the number of arriving vehicles is small. Therefore, the vehic-

ular inter arrival time, Td, is larger than the security time, Ts. The number of vehicles in

the RSU coverage area, N , is then derived as N = 2·B·R
µ

.

The second case is when the number of arriving vehicles in the RSU coverage zone is

large. In this case, the vehicular inter arrival time Td, is less than the safety time, Ts.

As a consequence, the vehicular inter distance becomes less than the security distance.

Therefore, vehicles have to decelerate in order to avoid a rear end collision.

We then model the system with a single server Poisson arrival queue. If a vehicle finds

another one being served, the new vehicle will wait until all vehicles have been served,

i.e. the distance between any two following vehicles is greater or equal than security

distance. Then vehicles will move according to new speed limits which illustrate the new

speed limits. We define then the new maximum speed Vmax[new] and minimum speed

Vmin[new] as follows:

Vmax[new] = Vmaxe
ǫ
E[B]
µ

and Vmin[new] = Vmine
ǫ
E[B]
µ

Where ǫ is the ratio of vehicles that apply the safety distance rule and Vmax and Vmin are

the speed limits. The new average speed, µ[new], is then calculated as follows:

µ[new] = Vmax[new]+Vmin[new]
2
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The vehicles number in this case is:

N = 2·B·R
µ

, ifE[S] = 0

N = 2·B·R
µ[new] , ifE[S] 6= 0, B · E[S]new < 1

N = 2·B·R
10 , ifE[S] 6= 0, B · E[S]new > 1

Where E[S] is the mean service time and E[B] is the mean server busy time.

Figure 6.3: RSU coverage zone

6.5 Performance Parameters

In order to evaluate the EDCA performance, we computed the average access delay and

the offered throughput for each access category i. These parameters were retrieved from

simulation runs and numerical resolution of mathematical modeling.

6.5.1 Throughput Calculation

A node will transmit a packet when it reaches state (0,0) or when it is in state idle and

senses a free chanel for AIFS · ts. Therefore, we can compute τi, the probability that an

access category i transmit, with i ∈ {0, 1, 2, 3} as: τi = bk,0 + bidle · ((P2 + P3) · (1− q))

Since collisions are external or virtual, the collision probability of an access category i, Pc,i

can be expressed as follows [6]: Pc,i = Pv,i + (1− Pv,i) · Pe

Where Pv,i define the probability that a class i collides with higher priority access classes

inside the EDCA station and Pe denotes the probability of an external collision. Pv,i can

be expressed as follows:

Pv,3 =0

Pv,3 =τ3

Pv,1 =1− (1− τ3) · (1− τ2)

Pv,0 =1− (1− τ3) · (1− τ2) · (1− τ1)
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In order to derive the external collision probability, σi, we first compute the probability of

transmission attempts for AC[i] observed outside an EDCA node such that:

σ3 =τ3

σ2 =τ21 · (1− τ3)

σ1 =τ1 · (1− τ3) · (1− τ2)

σ1 =τ0 · (1− τ3) · (1− τ2) · (1− τ1)

Then, the total transmission probability for an EDCA node is:

σt =
3

∑

i=0

σi

This will in turn allow us to compute the probability of external collision Pe namely:

Pe = 1− (1− σt)
N−1

At this stage, we calculate Ptr,i the probability that at least one station transmits in

a time slot, and Ps,i the probability that an AC[i] transmission attempt is successful.

The following equation allows us to compute the transmission duration, where E[Li], the

average payload size:

Ptr,i =1− (1− σi)
N

Ps,i =
1

Ptr,i
·N · τi · (1− τi)

N−1 ·
3
∏

j 6=i
j=1

(1− τj)
N

At this stage, we derive the throughput Si as:

Ps,i · Pt,i · E[Li]

(1− Ptr,i · Slot+
∑3

k=0(Ptr,k · Ps,k · ts,k) + Ptr,i · Pc,i · Tc,i

Where, Slot is the slot time duration.

6.5.2 Delay Calculation

The end to end delay, Di, is defined as the time taken for packets to be sent from vehicle

to infrastructure. Di is equal to the sum of waiting time and transmission time. For an

access category i, let us denote by:

• E[Bi] the number of occurrences that the access category needs to backoff.

• Tt,i the time elapsed during the backoff decrease.
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• Ts,i the average time of successful transmission.

Di is computed then as following:

Di =E[Bi] · Tt,i + Ts,i.

In the following, we strive at calculating each term of the Di equation.

Ts,i takes into account the transmission time of physical, MAC headers, ACK messages,

SIFS, AIFS, slot time duration and payload size of Li. Thus,

Ts,i =tphy + tMAC + tSIFS + δ +ACK+

tE[Li] + tAIFS[ACi] + Slot

Since the backoff window is an integer value, randomly drawn and following a uniform dis-

tribution in [1,CW+1] window size, with CW ∈ [CWmin, Cmax], the number of occurrences

the AC has to back off is defined as

E[Bi] =

Cwmin
∑

i=0

P [backoff = i] · i =
Cwmin

2

Tt,i represents the time elapsed during the backoff decrease for one AC[i].

Tt,i =
3
∏

i 6=1

(1− τi)
N · Slot+ Tc,i · (1−

3
∏

i=1

(1− τi)
N )+

Tbi + Pc,i · Tc,i +

3
∑

i=0

Ptr,i · Ps,i · Ts,i

The first part in this expression corresponds to an idle channel before the transition. In

this case, the state transition time takes one slot time. The second part corresponds to

the situation in which the channel was previously occupied and just being released: it can

be occupied by a collision or a successful transmission. It is noteworthy that Tc,i is the

average time of a collision involved in the system for access category i.

Tc,i =tphy + tMAC + tE[Li] + tAIFS[ACi] + Slot

In the following, we calculate the expression of Tbi: the time spent in every backoff attempt

for AC[i], given that the current channel state is busy. Indeed, the backoff counter decreases

just before the end of AIFS duration. Thus, the channel may become busy after the AC

has waited longer than a DIFS but shorter than its AIFS [6]. We denote then by Diffi the

difference in the number of time slots between AIFSmin(DIFS) and AIFSi where tAIFS

[ACi] is the AIFS transmission time.
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DIFFi =
AIFSi −AIFSmin

Slot

We need the Diffi expression in order to calculate Tbi:

Tbi =[
Cidlei · (1− CidleDiffi−1

i )

1− Cidlei
− (Diffi − 1) · CidleDiffi ]

· Slot+
3

∑

i=0

Ptr,i · Ps,i · Ts,i + Pc,i · Tc,i

Where: Cidlei represent the probability that one access category i senses the channel idle.

Cidlei =(1− σt)
N−1

3
∏

j 6=i
j=1

(1− τi)

6.6 Performance Evaluation

In order to evaluate the performance of the mathematic model, MAC parameters are

adopted from the latest IEEE 802.11p standard [1] and listed in figure 6.4. We then

achieved a numerical resolution using Matlab. Moreover, an extensive set of simulation

runs were conducted with Network Simulator NS3. The objective is to assess the accuracy

of the mathematical modeling by comparing the simulation results with numerical results

and to evaluate virtual collision performance.

Figure 6.4: IEEE 802.11p MAC parameters

6.6.1 Scenario Description

We considered a one-lane highway of 10 Km. We mainly investigated one RSU with

300m of coverage area (radius). Vehicles move with a mean speed µ of 20 km/h; this

speed corresponds to a traffic jam situation. Each OBU node runs three modeled services:
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Warning service (DEN messages with mean Poisson arrival rate λ1= 10 messages/s),

Measurement service (CAM messages with mean Poisson arrival rate λ2 =10 messages/s

and road awareness (CoDM messages with mean Poisson arrival rate λ3= 1 messages/s).

These services are mapped to EDCA Access categories stated in section 3 and present

traffic models. The envisioned services generate packets that are sent on the service

channel SCH N 176, with a constant propagation speed. The transmission rate 6Mb/s is

controlled by a rate manager algorithm, and a -10db of gain is considered. The vehicle

number varies in the range of [5...100] with a step of 5 vehicles, which correspond to [18,

35, 53, 71, 88...354] vehicles/Km2. We capture three metrics, the end to end delay of two

critical services (warning, measurement), the offered throughput and the packet loss ratio.

For the mobility tests, we investigate the number of vehicles according to various speed

values spanning from 20 km/h to 180 km/h. Moreover, we measure the signaling traffic

(number of received messages RX) sent from OBUs to the RSU.

6.7 Performance Analysis

Figure 6.5 illustrates the end-to-end average delay in function of the vehicle number for

each of the two critical services, namely warning and measurement. Indeed, the end to

end delay is of paramount importance in vehicular networks, especially when it concerns

warning and measurement messages which carry critical information. We note that when

vehicle number in the range of [1... 25], the end to end delay is almost the same for the two

services. However, it increases significantly for measurement service when vehicle number

exceeds 30. The result confirms the EDCA performance which succeeds at prioritizing

warning over measurement service.

Figure 6.5: Average end to end delay

Figure 6.6 shows simulation and analytical results of the overall throughput of the three

ITS services. First we observe that the overall throughput is the highest for warning
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service since this service experiences the highest priority.

Figure 6.6: Average Throughput

Although measurement service presents a higher priority than road awareness, the latter

exhibits a higher throughput. This can be explained by the fact that road awareness

incurs sending photos which have larger payload size than packets generated by measure-

ment service. In addition, the measurement access category is forced to double its backoff

window to avoid virtual collision with warning access category which causes a window size

close to that of the photo access category.

It is noteworthy that when the vehicle number increases, the overall throughput decreases

for all applications. Indeed, the more vehicles are present in the RSU coverage area, the

higher collision rate will be; and thus the smaller throughput will be obtained.

Figure 6.7 displays average packet loss rates in function of the vehicle number. One can de-

duce that packet loss rate increases moderately when traffic density varies between 20 and

80 vehicles, but beyond that, the rate increases significantly for all application services. In

fact, the more vehicles are associated to a single RSU, the more vehicles experience backoff

process and the higher the external collision rate is, in addition to the virtual collision.

Another observation concerns the service differentiation: road awareness service experi-

ences higher packet loss rate than that of measurement and warning message. As one

can see, packet loss rates become comparable between measurement and road awareness

services; in fact virtual collision management induces doubling of measurement service

backoff window and thus impacts its performance.

We observed via the delay and the loss rate measurements that the performance param-

eters decreased moderately when the vehicle number is in the range of [60...70]. Beyond

that, the performance degrades significantly. This validates the analytical measurement

and thus allows getting the dimensioning rules.

Finally, we were concerned with the impact of mobility model on the received messages.

We are mainly interested by deriving the maximum number of OBUs accommodated by
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a RSU with different traffic situations (jam, fluid traffic). Figure 6.8 indicates that the

number of vehicles decreases with the speed: in fact, speed affects the vehicular density

and thus sojourn time in the RSU coverage area. It can be easily deduced that in traffic

jam (speed = 20 Km/h), the number of vehicles reaches 90. Contrarily to traffic situations

with mean speed of 180 Km/h that induce 10 vehicles connected to a RSU.

Figure 6.7: Loss rate

Moreover, Figure 6.8 visualizes the variation of received messages according to vehicular

speed. The lower the speed is, the higher the number of vehicles is and consequently the

higher is the number of collisions. Therefore, the higher is the number of retransmissions.

This is confirmed by Figure 6.7 that displays the packet loss rate in function of vehicle

number. Finally, when comparing simulation runs to mathematical model results, the

overall figures show that mathematical results are closely approximated by simulation

results.

Figure 6.8: Received messages and vehicle number
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6.8 Conclusion

Virtual collision is a very frustrating phenomenon that occurs frequently in EDCA mech-

anism. In this chapter, we oriented our efforts towards evaluating the performance of the

virtual collision in presence of three safety services: warning to a foggy zone, inter-distance

measurement and road awareness.

In a first step, we proposed an original mapping for WAVE access categories and con-

tributed to their traffic modeling. Then we pursued our studies and elaborated a mathe-

matical modeling based on a two-dimension Markov chain. The model takes into account a

car-following model that ensures the adoption of the safety distance. Accurate simulation

was performed and compared against mathematical results.

This study permitted to attain three objectives. First, mathematical modeling matches to

a certain extent simulation results. Secondly, EDCA virtual collision management mecha-

nism has proven to achieve service differentiation despite of the mechanism main problem:

priority inversion. Finally, we have succeeded to draw RSU dimensioning rules in presence

of a jam traffic situation.

The following chapter sheds the light on LTE performance. It consists of modeling and

performance evaluation of the scheduling mechanism at MAC layer.



Chapter 7

MAC-LTE Scheduler Modeling

and Performance Evaluation in

LTE Network

7.1 Introduction and Related Work

Long Term Evolution (LTE) is the most recent evolution of mobile phone standards; it

has been proposed to provide higher throughput and better spectral efficiency. However

with the increasing of services applications supported by each device in LTE networks,

the resources sharing function is one of the key challenging issues. In this context, Logi-

cal Channel Prioritization (LCP) is referred. In this chapter, we propose a mathematical

model and performance evaluation of the MAC layer scheduling algorithm while consid-

ering the source traffic characteristics, thus an original applications mapping. Our study

highlights the impact of the Radio Resource Control (RRC) configuration on the overall

performance during the Transport Block (TB) construction. Our analysis is based on a

numerical study of a discrete time Markov chains and validated by an extensive simulation

runs.

Different techniques have been introduced in the literature to overcome the challenges of

resource allocation with respect of the quality of service constraints.

Authors in [71] propose an analytical model for the time varying cell capacity in LTE and

study its impact on the admission control algorithm with no QoS differentiation. In [72],

authors address the problem of the resource sharing, where they propose a model at two

levels. Using a Markov Decision approach, they propose an algorithm ”QoS-aware Two-

level Scheduling Algorithm” to optimize the resource allocation and to define the amount

of data sent by the traffic source. For the simulations, they took a video traffic source.

81
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The work in [73] proposes a cross-layer algorithm for resource optimization. It is based on

the transmission rate, the packets waiting time in the queue and the size of the queue at

the MAC level. The proposed model is used to derive the equations of these parameters.

Then, the authors evaluate the performance of their algorithm by measuring the band-

width utility. For this, they use an ON/OFF transmission rate of a voice traffic source. In

[74], the authors propose a model to evaluate the performance of the LTE network. They

present an analytical model based on a Markov chain, where a state represents the number

of users associated to one MCS (Modulation and Coding Scheme). The authors consider

two scenarios: the first model with a single class of service and without service differ-

entiation, the second model with two Non-Guaranteed Bit Rate (NGBR) service classes,

and QoS differentiation. To validate their model, they choose a download file service, and

compare the analytical and simulation results to evaluate the download delays. Authors

in [75] present a semi analytical MAC layer model. The model elaborates the allocation

resource issue, and focuses on packet delay Qos parameter.

Most of these works propose an analytical model at radio layer, and discus different issues.

Some of them carry out the resource allocation problem without taking into account the

features of MAC scheduling and the source traffic characteristics. In this chapter, we aim

at evaluating the network performance that takes into account the MAC layer processing

while considering the source traffic characteristics. We focus on the modeling of the LCP

procedure for resource allocation at MAC layer in the context of SOAPS (Spectrum Op-

portunistic Access in Public Safety) networks [76]. We shed the light as well on the impact

of the RRC configuration on the resource allocation by measuring the Transport Blocks

filling, as well as its impact on the network performance while guaranteeing a certain

quality of service for each traffic. SOAPS project addresses low layers protocols issues for

broadband services provision by Private Mobile Radio (PMR) systems using LTE tech-

nologies with particular focus on the improvement of frequency resources scheduling.

The rest of the chapter is organized as follows. In section 7.2, we propose an original ap-

plication mapping, then, we describe the system model and our proposition in section 7.3.

In section 7.4, we elaborate the simulation and numerical models followed by performance

evaluation results, before concluding the chapter.

7.2 Applications Mapping and Source Traffic Modeling

The QoS radio architecture is based on the concept of mapping data flows to radio bearer

and configuring several service classes. Each bearer is defined by several QoS profile pa-

rameters: QoS Class Identifier (QCI), Allocation and Retention Policy (ARP), Guaranteed

Bit Rate (GBR), and Maximum Bit Rate (MBR) [77]. Table 3.1 in [77] shows the 3GPP

standardized QCI profiles, divided into four Guaranteed Bit Rate classes and five classes

of Non-Guaranteed Bit Rate.
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Our work considers four applications defined in SOAPS project, real time (voice and video)

and non-real time (HTTP and FTP) applications. We exhibit the characteristics of the

real-time studied service and perform traffic modeling as shown in section 4.4

In this particular study, we considered four services: Video, Voice, FTP and HTTP. As

highlighted in Chapter 4. Since voice and video present very strict temporal requirements,

they are then mapped to the GBR QCI number 1 and 2 respectively according to the table

6.1.7 in [77].

7.3 System Model

In this section, we elaborate an analytical model using a Markov chain to evaluate the

overall network performances and the TB filling during Transmission Time Interval (TTI)

duration. The main feature of this model is to observe the system state and determine

the probability distribution of the number of waiting packets. In an uplink transmission,

one transport block is sent during one TTI, we will monitor the system state at the end

of TBn and just before the beginning of TBn+1 as proposed in [78]. Each logical channel

is modeled by one FIFO queue, where the state of the system is defined by the number of

packets waiting for transmission at each queue i. We assume that the header and control

elements are already allocated at each MAC frame n. We consider the following parameter

notations:

• PBRi Priority Bit Rate of the logical channel i.

• Bi Bucket of the logical channel i (the maximum data allowed for a logical channel).

• Ai
n arrival in logical channel i during frame n.

• Qi
n number of packets in logical channel i during frame n.

• Zi
n output of logical channel i during frame n.

• Li
n number of packets that can be used in a logical channel i during frame n.

• outputi the sum of output that a channel can send.

• C the frame size.

• Ci the logical channel size (queue buffer).

where:

Li ≤ Bi; ∀i ∈ [1 . . . N ]
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and

PBRi < Bi; ∀i ∈ [1 . . . N ]

7.3.1 Waiting in Queues

Clearly, we consider a discrete-time M/D/Li/Ci queue. We further assume that the

services take place after the arrivals and they are deterministic for each queue. A classic

way to study these queues is to write the recurrence equations of Lindley:

Proposition 7.1. the number of packets in queue i is governed by the following equation

when the queue buffer capacity Ci is finite:

Qi
n = ((Qi

n−1 +Ai
n)− Zi

n)
+;

or : Qi
n = (inf(Bi;Qi

n−1 +Ai
n)− Zi

n)
+;

Where (Y )+ indicates the maximum value of (0, Y ) and inf(a; b) represents the minimum

between a and b.

7.3.2 Stationarity

The stationary state of our model is studied as well, we denote by ρi the queue i load , λi

the intensity of the packets arrivals, and E[leni] the service rate ; with ρi =
λi

E[leni]
. The

system is considered stable if and only if:

∀i ∈ [N . . . 1] ρi < 1

and,

1
∑

i=N

λi < C

7.3.3 Analytical Resoluion

At this stage, we exhibit the analytical resolution. Then, we will describe the terms Zi
n+1

and Qi
n+1. For this, we take two queues, queue 1 and queue 2 which represent two data

logical channels. We assume having two services one for real-time services GBR and the

second for non-real time NGBR mapped on the data logical channels described above.

We define 1A>B that equals 1 or 0 according to the following condition:

1A>B =

{

1 if A > B

0 if B ≥ A
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As described in section 3.5 the frame is constructed in two cycles:

7.3.3.1 Cycle 1 (Initial state)

first, the scheduler allocates the PBR corresponding to each logical channel:

Queue1

Z1
n+1 = inf(C,PBR1).1(Q1

n+A1
n+1)>PBR1

+ inf(C, [Q1
n +A1

n+1]).1(Q1
n+A1

n+1)≤PBR1

Q1
n+1 = [(Q1

n +A1
n+1)− Z1

n+1]
+

Queue2

Z2
n+1 = inf((C − Z1

n+1), PBR2).1(Q2
n+A2

n+1)>PBR2

+ inf((C − Z1
n+1), [Q

2
n +A2

n+1]).

1(Q2
n+A2

n+1)≤PBR2

Q2
n+1 = [(Q2

n +A2
n+1)− Z2

n+1]
+

Throughout this cycle, the number of packets that can be used in each queue i during the

frame n is equal to:

Li
n = inf(PBRi, Qi

n +Ai
n)

We denote by output1 the sum of the outputs of each queue for the construction of the

frame (n +1) during the cycle 1, where: output1 =
∑1

i=N Zi
n+1.

7.3.3.2 Cycle 2

We derive first at this stage the number of packets that can be used in each queue i as

follow:

Li
n = inf([Bi − Zi

n]
+;Qi

n +Ai
n)

Now, we define the equations of this two queues for the service of the remaining packets:
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Queue1

Z1
n+1 = inf([C − output1]

+, Q1
n +A1

n+1).

1(Q1
n+A1

n+1)≤L1
n

+ inf([C − output1]
+, L1

n).1(Q1
n+A1

n+1)>L1
n

Q1
n+1 = [inf(B1;Q1

n−1 +A1
n)− Z1

n+1]
+

Queue2

Z2
n+1 = inf([C − (Z1

n+1 + output1)]
+, Q2

n +A2
n+1).

1(Q2
n+A2

n+1)≤L2
n

+ inf([C − (Z1
n+1 + output1)]

+, L2
n).

1(Q2
n+A2

n+1)>L2
n

Q2
n+1 = [inf(B2;Q2

n−1 +A2
n)− Z2

n+1]
+

For both queues, we define the probability distribution of the number of packets transmit-

ted at the end of the frame n+ 1 by:

P (Z1
n+1 = i) = P [inf([C − output1]

+, Q1
n +A1

n+1)

= i/(Q1
n +A1

n+1) ≤ L1
n].

P [(Q1
n +A1

n+1) ≤ L1
n]

+P [inf([C − output1]
+, L1

n)

= i/(Q1
n +A1

n+1) > L1
n].

P [(Q1
n +A1

n+1) > L1
n]

P (Z2
n+1 = i) = P [inf([C − (Z1

n+1 + output1)]
+,

(Q2
n +A2

n+1)) = i/(Q2
n +A2

n+1) ≤ L2
n].

P [(Q2
n +A2

n+1) ≤ L2
n]

+P [inf([C − (Z1
n+1 + output1)]

+,

L2
n) = i/(Q2

n +A2
n+1) > L2

n].

P [(Q2
n +A2

n+1) > L2
n]

The expression of Kolmogorov-Smirnov equation is derived as follow:

Pn+1(x1, y1) = P (Q1
n+1 = x1, Q

2
n+1 = y1) (7.3.1)

We replace the terms Q1
n+1, and Q2

n+1 in 7.3.1:
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=
∞
∑

x=0

∞
∑

y=0

P ([inf(B1;Q1
n−1 +A1

n)− Z1
n+1]

+ = x1/

Q1
n = x,Q2

n = y).P ([inf(B2;Q2
n−1 +A2

n)− Z2
n+1]

+

= y1/Q
1
n = x,Q2

n = y).P (x, y)

Although we proposed a description of the logical channel prioritization. However, this

approach is analytically not tractable, due to the queues coupling. At this stage, we pursue

our study and propose the numerical model.

7.3.4 Numerical Model

In order to evaluate the numerical model, we propose different scenarios that we explain in

section 7.4. All the results are given with a confidence interval of 95% with 300 executions.

For each value, we consider the TDD (Time-Division Duplexing) mode. In this mode, a

transport unit can hold 10 TB. We vary the number of possible TDD transmissions (the

number of frames to generate corresponds to NBTDD × 10) and we analyze the average

number of waiting packets in each queue and the average size of the transport blocks. We

denote by SF the average frame size (see section 7.4).

7.4 Performance Evaluation

In order to evaluate the performance of the LTE MAC layer, and to validate the efficiency

of our model, we conducted extensive simulation runs on Matlab simulator; We consider

Uplink transmission on 3 MHz channel bandwidth and we adopt OFDM modulation with

16-QAM and a MCS index equal to 19. The frame duration is fixed to one TTI = 1ms. In

fact the transport block size is equal to 5352 bits with controlling overhead (see [79]). We

assume that a part of the frame is allocated to the control elements, and the remaining

space for the data logical channels allocation. We assume that the user runs the four

services modeled in section 7.2: Voice, video, HTTP and FTP services. So, the simulated

queuing system is defined by four FIFO queues. Once the RRC layer configures the logical

channel parameters: PBR and BSD, we computed the following performance parameters:

the average offered throughput, queuing delay, queue length as well as the probability

distribution of number of packets and the transport block filling. Different scenarios are

considered.



88 7. MAC-LTE Scheduler Modeling and Performance Evaluation in LTE Network

7.4.1 Simulation and Numeric Measurements

In the following scenarios we take into account the source traffic parameters of GBR (Voice,

video) and NGBR (HTTP, FTP) services, as well as different RRC configuration of LCP

parameters PBR and BSD.

7.4.1.1 Scenario 1

In this scenario we investigate the Bucket variation between the four services described

above. We assume the following LCP parameters in table 7.1, the PBR and BSD are

affected in decreasing order according to service priorities.

Voice Video HTTP FTP

PBR (Kb/s) 64 32 16 8

Bucket (Byte) 2400 600 200 50

Table 7.1: Scenario 1 parameters

Figure 7.1 shows the offred throughput measurement. The curves show that the through-

put increases when the affected bucket rises, except for voice service because of its low

requested PMR traffic load ([80]). During the frame duration, the queue size does not

exceed the affected Bucket, in this case we can ignore this parameter and assume that

the GBR services don’t need a source flow control. However the throughput offred by

HTTP and FTP services is lower than the requested one and don’t exceed 1592 Kb/s. In

fact, this is due to the configured Bucket; the authorized data in HTTP and FTP queues

is very limited, even if the requested throughput is higher or the transport block is not

completely full.

7.4.1.2 Scenario 2

In the first scenario we found that the Bucket controls the traffic source, and limits the

throughput for the NGBR services, consequently, the transport blocks are not full, and the

overall performances are decreased. We then propose the second scenario. We investigate

the same performances parameters when we increase the Bucket value for all services. We

took the same PBR value, and we change the BSD value; see table 7.2.

Voice Video HTTP FTP

PBR (Kb/s) 64 32 16 8

Bucket (Byte) 19200 4800 1600 400

Table 7.2: Scenario 2 parameters
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We observe in figure 7.1 that the video and voice throughput does not change in com-

parison with the first scenario, while the HTTP throughput increases. However the FTP

throughput is limited to the configured PBR even if its bucket value is higher. In fact

HTTP service is assigned higher priority than FTP to access the entire remaining resources

after GBR allocation. In this scenario the transport block is completely full, but the FTP

performances are drastically degraded. We propose then the third scenario.

7.4.1.3 Scenario 3

In this case we change the PBR values, always in respect of priority order; however, the

BSD values change as follow: voice transmits its bucket in 300 ms, video in 150 ms, HTTP

in 50 ms and FTP in 100 ms (table 7.3). Clearly, FTP is less prior that HTTP, however

they have the same requested throughput but FTP needs some fairness to ensure better

performances. For that we propose that HTTP and FTP have the same Bucket.

Voice Video HTTP FTP

PBR (Kb/s) 128 64 32 16

Bucket (Byte) 4800 1200 200 200

Table 7.3: Scenario 3 parameters

NBTDD SF (octets)

1 654.503± 1.64342

5 654.430± 0.70362

10 655.131± 0.50318

20 655.317± 0.35503

50 655.370± 0.22302

100 656.343± 0.15791

Table 7.4: Average frame size

In comparison with the other scenarios (see figure 7.1), we can see that the GBR through-

put performances does not change. However, FTP performances clearly improve, despite

that HTTP performances are still better than FTP. This is due to PBR parameter, the

minimum amount of pending data allowed for HTTP service is higher than FTP.

In addition to the overall performances evaluation, we investigate the transport block filling

during the frame duration, contrarily to the first scenario, the transport block are com-

pletely full, consequently the resource allocation are optimized. We conclude that with this

configuration, the overall performances have improved with respect of Qos requirements

and FTP fairness.
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Figure 7.1: Comparison: Throughput

We investigate also the impact of each configuration on the queue length and waiting de-

lay. Figure 7.5 exhibits the average queue length for FTP and HTTP services. One can

see that when the bucket gets small value, FTP is assigned lower priority to access the

remaining resources after GBR allocation, and thus higher queue length. The greater the

bucket is, the higher the NGBR queue length will be, and hence the longer a packet will

wait in the queue.

However the GBR queue length is small (reaches zero) and it is not affected by the bucket

value. Indeed the higher the priority service is, the smaller the queue length will be, which

reduce the waiting time (figure 7.3).

Now, using this configuration we will validate our model and will compare the numerical

and simulation results by measuring the transport block filling and the probability distri-

bution of number of waiting packets. We note from results shown in Table 7.4 that the

transport blocks are completely filled during this scenario. We compared the numerical

and simulation results, and we we noticed the matching between them, this validates our

proposal model.

In figure 7.2 we compare between simulation and numeric probability distribution of num-

ber of waiting packets in the system.

Indeed, the GBR services are completely served with respect of quality of service con-

straints, so the probability that their queues are empty equal to 1. However, since the

HTTP service is less prior than voice and video one, the probability that its queue is empty

reaches 0.7, where the FTP one reaches 0.1 and this for both analytical and simulation

results.
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Figure 7.2: Cumulative Distribution Function Queues.

Figure 7.3: Scenario 3: waiting delays

7.4.1.4 Scenario 4

We shed the light in this scenario on a comparison between scenario 3 and Priority Queuing

service policy (PQ). In fact, with PQ, the GBR service classes are served until their queue

gets empty, then the NGBR service class will have the right to be transmitted, there is a

strict priority between the four classes of service.

Figure 7.4 shows a comparison in term of throughput evaluation between PQ and LCP

scheduling in the third configuration since it is the best one. We can see that the GBR

performances don’t change; we focalize then on HTTP and FTP classes.

HTTP offred throughput in scenario 3 of LCP scheduling is lower than PQ. In fact with

a strict priority HTTP transmits until its queue gets empty or there are no remaining

resources, however in LCP procedure, the scheduling mechanism keeps some fairness be-

tween services and limits the HTTP performance in order to maintain a minimal amount

of resources to the FTP, which explain the difference between the two scenarios. PQ

policy induced starvation problem to the FTP service whenever the highest priority flow

continues. Regarding the queue length (consequently waiting delay), PQ achieves better
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HTTP Qos guarantees (Figure 7.5). However, it induces FTP degradation performances

since PQ provides strict priority. The two policies provide the same GBR services, they

achieve their Qos guarantees.

Figure 7.4: Comparison Scenario3 vs PQ: Throughput

Figure 7.5: Comparison Scenario3 and PQ: Queue Length

7.5 Conclusion

We proposed an analytical model of MAC layer in LTE technology in order to evaluate the

network performances. We have seen that multiple parameters are taken into account in

the proposal model, they can influence directly the overall performances. With simulation,

we compared the most important results captured by numerical model, through measuring

the distribution probability of number of packets in queues and the transport block filling

ratio. Simulation and numerical results confirm the service differentiation and respect of

critical nature of GBR services, thus the fairness of NGBR services. The throughput, the

waiting delays and the queue length are measured too, we chose different performances

evaluation scenarios, and it turns out that performances change in each configuration.

Performance can drastically degrade if the RRC layer does not manage efficiently resource
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allocation. Otherwise efficient RRC resource allocation mechanism notably improves and

avoids starvation problem that is incurred by PQ scheduling. We propose then in next

chapter a cross-layer algorithm to allow the RRC layer to take a pre-decision before the

allocation process.
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Chapter 8

Cross-Layer Scheduling Algorithm

in LTE Multiservice Networks

8.1 Introduction and Related Work

Long Term Evolution (LTE) networks are expected to provide enhanced quality of service

(QoS) guaranteed services and a high capacity. In this chapter, the focus is on the packet

scheduling of data generated by exhaustive classes of service. The performance of a new

scheduling algorithm, based on a RRC-MAC layer interaction, is proposed. Channel pri-

oritisation is adapted to traffic achieved throughput, thus rising the priority of penalized

traffic and preventing non real time class of service starvation. Performance results show

that the proposed algorithm is effective in enhancing fairness, throughputs and reducing

the waiting packet delay. The cross-layer scheduling algorithm aims to find an agreement

between fairness and services QoS requirements.

Emerging technologies like LTE as defined by the 3rd Generation Partnership Project

(3GPP) [5] offer high data rate capabilities to mobile users and strives to deliver a true

mobile broadband experience. Motivated by real time video services which are expected

to be the main revenue generators in the near future, development of efficient fair resource

allocation techniques is a key issue for researchers and operators.

In wireless multiservice networks tackling uplink transmissions, there is a stressing need

to avoid starvation of low priority class of service. To address this need in LTE, each user

equipment is provided with an uplink rate control function that handles uplink resources

sharing between radio bearers. This uplink rate control function is known as logical channel

prioritization procedure (LCP). LCP is executed whenever a new transmission occurs, i.e.

a transport block needs to be generated. One proposal for resource allocation is to assign

95
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resources to each bearer, initially in priority order, until each one has received a ressource

allocation equivalent to the minimum bearer data rate. Then, the remaining resources are

allocated to bearers in priority order.

In this chapter, we propose to enhance the LCP procedure by adapting the bearer priority

to the achieved traffic throughput and integrating a RRC-MAC layer interaction. In fact,

we believe that cross layer interaction exploits dependencies of protocol layers, thereby

fulfilling quality of service demands of various applications. A particular concern is de-

voted to the RRC-MAC cross layer scheme: the quality of service is highly affected by

the MAC layer resource allocation configured by the RRC layer. Performance drastically

degrades when the RRC layer does not adopt an efficient scheduling algorithm; whereas

good performance is achieved when RRC cooperates with the MAC layer[81] . Therefore,

a close coordination between the MAC layer and the RRC layer is required leading to the

cross layer implementation.

Different cross-layer frameworks and scheduling algorithms were proposed in the litera-

ture. Authors in [71] tackled users resource sharing issue in the IEEE 802.16 network.

They proposed a cross-layer scheduling algorithm that takes into account different chan-

nel conditions. Moreover, they derived an utility function that aims at achieving users

fairness.

The work in [73] proposed a cross-layer algorithm for resource optimization. It is based on

the transmission rate, the packets queue waiting time and the queue size at the MAC level.

Then, the authors evaluated their algorithm performance by measuring the bandwidth

utility.

Authors in [82] integrated a new scheduling algorithm in HSDPA by applying a cross

layer design. Resource allocation takes into account radio conditions and classes of service

requirements. In addition, authors introduced the adaptability concept; more precisely,

users packets which are rejected with regular algorithms due to the lack of codes can be

scheduled with their algorithm since adaptation is performed.

Authors in [75] presented a scheduling algorithm based on a cross layer communication.

They considered the waiting time as a QoS criteria that triggers the resource allocation

process. Besides the scheduler takes into account physical layers parameters.

Article [72] tackled resources sharing problem between several services. In this perspective,

authors proposed a polling-based scheduling algorithm. The proposed algorithm does not

take into account the channel conditions nor the service parameters.

In [74], authors proposed a scheduling algorithm dedicated to LTE networks. The sched-

uler allocates resources according to users priorities and thus performs users differentiation.

In the cited paper, authors did not take into account the impact of the RRC layer on the
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MAC layer resource allocation algorithm.

In [8], authors studied a scheduling algorithm for LTE downlink communication at MAC

level. The algorithm integrates MAC logical channel prioritization and service differentia-

tion. More specifically, the algorithm prioritizes Guaranteed Bit Rate (GBR) services over

the remaining services. Moreover, authors assumed that a portion of resources, namely α,

is reserved solely for the usage of GBR class of service. Therefore, the reservation strategy

combined with the prioritization scheme induces starvation for low priority class of service.

This paper [83] recommends a cross layer approach for resource allocation based on Qual-

ity of Experience (QoE) for multi-service downlink Long Term Evolution (LTE) systems.

They mainly focused on physical parameters and application characteristics.

Using the cross layer technique, authors in [84] proposed an algorithm that allocates

resource blocks to different traffic flows (real time and best-effort traffic). The objective

is to maximize the expected total user satisfaction under different services constraints.

[85] proposed a cross layer interaction between application and MAC layer in LTE net-

work. Authors analyzed the coexistence of Forward Error Correction (FEC) scheme in

application layer and Hybrid Automatic Repeat reQuest (HARQ) at MAC layer to avoid

redundancy and useless retransmissions at LTE downlink.

In this chapter, we raise the scheduling issue at MAC level in a LTE network providing

quality of service to various real time and non real time classes of service. More specifi-

cally, we design a scheduling algorithm that meets requirements of each traffic class and

strikes a balance between fairness and bandwidth utilization while guaranteeing a certain

quality of service level to each traffic flow. The proposed scheduling algorithm is a part

of a cross layer framework that adopts the interaction between RRC and MAC layers. In

fact, monitoring and providing knowledge about low layer conditions to higher layers allow

designing more sophisticated resource allocation and optimization algorithms. Moreover,

channel prioritization is adapted to traffic achieved throughputs. In this context, users,

experiencing good channel condition and satisfactory average throughput, should be as-

signed a low priority and thus adapt their throughput in order to satisfy penalized users.

Consequently, fair resource allocation mechanism is achieved and non real time classes of

service starvation problem avoided.

The remainder of the chapter is organized as follows.

• We define a dynamic priority function that achieves fairness to various classes of

service in section 8.3.1.

• We design a priority-based scheduling algorithm based on a cross-layer RRC-MAC
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interaction in section 8.3.2.

• Section 8.4 is devoted for performance analysis through a LTE simulation before

concluding the chapter.

8.2 LTE Classes of Service

The present study manipulates four services with various traffic specifications: HTTP,FTP,

voice and Video. The source modelling of each traffic is achieved in section 4.4.

Class of service mapping At this stage, we address class of service mapping applied

to the envisionned services identified in the previous subsection. Since the voice and video

services have very strict temporal requirements, they are then mapped to the GBR QCI

number 1 and 2 respectively according to Table 3.1.

On the other hand, HTTP and FTP services are mapped to NGBR services. This is due

to the fact that these non real time services do not require strict delay. As a consequence

HTTP can be handled by the class of service with QCI 8. In order to perform service

differentiation, we map FTP (lower priority than HTTP) to NGBR class of service with

QCI 9.

8.3 Cross Layer Scheduling Algorithm

The RRC layer controls the scheduling of uplink data by configuring the logical channel

prioritization and helps the MAC layer to apply multiplexing and assembly procedures.

More precisely, with the legacy LCP standard, RRC assigns a priority to each logical

channel according to the mapping of service classes (section 8.2).

With our proposed scheduling procedure, the channel prioritization will change according

to the traffic assigned rates; therefore, traffic queues suffering from a low rate will have an

increased priority in order to prevent starvation. Thus, we propose to assign a dynamic

priority to the different bearers in order to take into account the achieved throughputs as

will be detailed in next subsection.

8.3.1 Dynamic Priority

In an attempt to achieve a trade-off between fairness and efficiency, we define a Dynamic

Priority function DPi(t) for each logical channel i. The service with the highest dynamic

priority value is enabled to transmit and thus will be assigned the highest priority. We then

define the Dynamic priority function defined as the user instantaneous data rate divided by

its current average throughput. The latter is evaluated through an exponential weighted
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low-pass filter. The dynamic priority function and average throughput are computed as

follows :

DPi(t) =
Ri(t)

T i(t)

T i(t) =(1−
1

Tc
) · T i · (t− 1) + xi ·

1

Tc
·Ri(t)

When the average throughput of a queue i is low, the average value of DPi(t) will be high

and the queue will be likely to be granted the right of transmission even if the traffic queue

falls into a low priority class of service.

The scheduler changes the queues priority order according to dynamic priority value (the

higher the DP value is, the higher its bucket value will be). However the scheduler main-

tains a higher priority bit rate value for GBR services than other services.

8.3.2 Cross Layer Interaction and Resource Allocation

Before presenting the resource allocation procedure, we first define the parameters ma-

nipulated in the algorithm. We assume that the header and control elements are already

allocated at each MAC frame n, and we consider m logical channel modeled by m FIFO

queues. We consider the following parameter notations:

• i: the number of logical channels i ∈ {1..m}.

• PBRi: Priority Bit Rate of the logical channel i.

• BSDi
n: Bucket Side Duration used to define the maximum data allowed for a logical

channel i during frame n. It is noteworthy that the allocated resource PBRi ∗BSDi

cannot exceed the Bucket (Bi).

• Bi
n: Bucket of the logical channel i during frame n.

• Li
n: number of bits sent on a logical channel i during frame n.

• C: The frame size.

• T i: The average throughput of the logical channel i.

• Ri: The actual served rate of the logical channel i.

• xi: equal to 1 if the logical channel i is scheduled and 0 otherwise.

• Tc: a parameter varying between 800 and 1000.
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Figure 8.1: Block diagram of the Cross-Layer Scheduling algorithm

8.3.3 Cross Layer Interaction

8.3.3.1 Step 1: RRC Resource Allocation

The cross layer RRC/MAC interaction starts with the RRC resource allocation (figure

8.1). In fact, during a frame n the RRC layer allocates the PBRi, and the Bi
n for the

different queues starting with the queue having the highest priority . The higher the logical

channel priority is, the higher the PBR will be, the more data is assigned to a logical

channel and the greater its Bucket will be. Initially, RRC considers a static priority and

assigns resources according to the initial mapping and priority levels. It is noteworthy
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that the RRC resource allocation satisfies the following condition:

m
∑

i=1

min(Li
n, B

i
n) ≥ C

This condition allows us to fix the bucket value and thus overcome the transport block

filling problem that can be found in some RRC configurations [81].

Figure 8.2: The Cross-Layer Scheduling algorithm
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8.3.3.2 Step 2 : MAC Scheduling

If any resource remains in the current frame, the MAC scheduler serves each logical channel

in decreasing order up to their configured Bucket. The process ends if all logical channels

of higher priority have no more data for transmission, or if there is a lack of resources.

8.3.3.3 Step 3: Updating the Dynamic Priority

The MAC layer computes the dynamic priority of each queue according to its assigned

rates; thus upgrading penalized queues and achieving fairness. Then the MAC layer sends

the dynamic priority values of the different queues to the RRC layer. This feedback enables

the RRC layers to update the resource allocation. The procedure executes then step 1.

Figure 8.2 summarize the different steps of the proposed algorithm

8.4 Performance Evaluation

In order to evaluate the performance of the LTE MAC layer and validate the efficiency of

our scheduling algorithm, we conducted 400 extensive simulation runs on Matlab simulator.

We considered an uplink transmission on 3 MHz channel bandwidth and adopted OFDM

modulation with 16-QAM and a Modulation and Coding Index (MCS) index equal to 19.

The frame duration is fixed to one TTI = 1ms, one a transport block (TB) is sent every

TTI and the transport block size is set to 5352 bits with controlling overhead ([79]). We

assume that a part of the frame is allocated to the control data. Each user runs four

services modeled in section 8.2: Voice, video, HTTP and FTP services. We take into

account the source traffic parameters proposed in section 4.4. The GBR logical channel

transports voice and video packets, and the NGBR handles HTTP and FTP traffic, as

described in section 8.2.

Figure 8.3: Offered Throughput
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Figure 8.4: Cumulative Distribution Function with LCP procedure

Figure 8.5: Cumulative Distribution Function with Cross-Layer algorithm

Figures 8.3, 8.4 and 8.5 compare the offered throughput and the queue cumulative distri-

bution functiom retrieved with the LCP scheduler and the cross layer scheduler. We draw

the following interpretations:

• One can see that the offered throughput increases when the requested throughput

rises, except for voice service due to its low requested PMR traffic load [80].

• The Video offered throughput with the cross layer scheduler is slightly lower than

that of the LCP scheduler case. This can be explained by the fact that the cross

layer scheduler dynamically adapts queues priorities to the DP function.

• Service differentiation is achieved with the cross layer scheduler. In fact, video

performance is better than that of NGBR services. Moreover, HTTP QoS parameters

outperform that of FTP.

• The throughput offered to HTTP and FTP services in case of LCP procedure is

lower than the requested (lower than 1000 Kb/s) contrarly to our algorithm. This is



104 8. Cross-Layer Scheduling Algorithm in LTE Multiservice Networks

due to the limited configured bucket. With the RRC/MAC cross layer scheduler, the

bucket allocation is based on the requested throughput, the size of transport blocks

and DP function that provides fairness to different classes of services preventing

starvation.

• With the LCP procedure, the cumulative distribution function (CDF) of GBR ser-

vices is 1. Indeed, GBR services are served with respect of their quality of service

constraints, leading to empty waiting queues. Contrarly to HTTP and FTP services

which present a CDF that reaches 0.5 with the LCP procedure (figure 8.4). Never-

theless, with the cross layer scheduling algorithm the CDF rises for HTTP and FTP;

this is interpreted by a better service of NGBR queues reflected by a low number of

waiting packets.

Figure 8.6: Offered Throughput with Cross-layer algorithm and [8] algorithm

Another set of simulation runs are carried out in order to compare the performance of the

cross layer algorithm and the resource allocation proposed in [8] (section 8.1). We adopted

the same parameters set in [8]. Figure 8.6 exhibits the offered throughputs retrieved with

both algorithms.

We note that the cross layer algorithm achieves high throughputs. Besides, one can see

that the FTP traffic suffers from starvation with the algorithm proposed in [8]. This is a

major concern in a LTE network that tackles different classes of service and is supposed to

provide fairness. Therefore, we conclude that the interaction between RRC and MAC layer,

in the framework of cross layer design, adapts resource allocation to the different classes of

service requirements. Moreover, the dynamic priority function helps to promote penalized

queues and settles a balance between fairness and quality of service provisionning.
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8.5 Conclusion

We proposed a new scheduling algorithm based on RRC-MAC layer interaction in LTE

technology. We have seen that multiple parameters are taken into account in the proposal

algorithm.

First, we proposed a source traffic modeling of four services with various traffic speci-

fications, we manipulated two GBR services and two NGBR services. With simulation

we evaluated the overall performances considering these services, we captured the offered

throughput, the distribution probability of number of packets in queues and beside that

we observed the transport block filling.

We compared our proposal with LCP scheduling procedure and with existing works. Per-

formance analysis shows that the proposed algorithm is effective in enhancing fairness,

throughputs and reducing the waiting packet delay.

It is noteworthy that our study brings the focus to multiservice scheduling dedicated to

LTE networks. In our future works, we aim at investigating multiservice and multiuser

scheduling in beyond 4G networks. This will confirm the benefits of the cross layer scheme

coupled to efficient scheduling algorithm
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Chapter 9

General Conclusion and Future

Directions

During the past years, automotive industry and road safety stakeholders have strived to

enhance vehicular active safety in the pre-crash phase. Active safety refers to technology

assisting in the prevention of a crash. Active systems include braking systems traction

control systems and electronic stability control systems, that interpret signals from various

sensors to help the driver control the vehicle. Additionally, forward-looking, sensor-based

systems and collision warning/avoidance/mitigation based on wireless networks systems

are also considered as active safety systems under this definition. In this context, vehicu-

lar networks disseminate urgent messages related to assistance, warning and information

applications.

In this thesis, we focused on wireless networks in vehicular environments, namely 802.11p

and LTE networks. More specifically, we achieved the following contributions:

• We started our research by deriving authentic mathematic traffic modelling of ve-

hicular applications. The selected applications fall into safety, traffic management

and comfort categories.

• We proposed and justified the mapping of the selected vehicular application to access

categories in 802.11p network and LTE classes of service.

• We conducted a performance evaluation of the ETSI/WAVE lower layers. This study

enabled us to draw conclusions regarding vehicular network performance and thus

to propose efficient resource allocation mechanisms that aim at enhancing quality of

service.

• We proposed and modelled a a resource allocation mechanism that performs a global

107
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management of radio resources. The performance analysis showed that it enables

better use of available capacity in the various networks. The developed resource

allocation mechanism aims at providing a deterministic or static guarantee to user

requests.

• In the continuity of the resource allocation mechanism proposal, we integrated the

cross layer scheme in LTE. In this context, we proposed to adapt the bearer priority

to the achieved traffic throughput and integrated a RRC-MAC cross-layer scheme.

Performance analysis shows that cross layer interaction exploits dependencies of

protocol layers, thereby fulfilling quality of service demands of various applications.

At this stage we addressed the challenge of multi-service scheduling and resource

allocation. In near future we plan to work on an improvement of our cross-layer

algorithm by introducing multi-user multi-service solution.

In order to overcome V2V failure recovery delays and the limitations of routing techniques,

a novel framework based on LTE D2D (Device to Device) was recently proposed in the lit-

erature. In fact, V2V communication over LTE is inherently D2D communication in which

vehicles establish direct communication without the help of any network infrastructure.

More precisely, LTE applicability is claimed in vehicular environments for the following

reasons:

• Coverage and Mobility: LTE will rely on a capillary deployment of eNodeBs orga-

nized in a cellular network infrastructure offering wide area coverage. This would

solve the 802.11p issue of poor, intermittent, and short-lived connectivity and would

make LTE particularly indicated for V2I communications even at high node speeds.

The LTE infrastructure exploitation would also represent a viable solution to bridge

the network fragmentation and extend the connectivity in those scenarios where

direct V2V communications cannot be supported due to low car density (off-peak

hours, rural scenarios, etc.) or to challenging propagation conditions (e.g., corner

effect due to building obstructions at road intersections).

• Position based routing: The absolute geographical location of vehicles introduces

new type of transmission based on their geographical position.

• Capacity: LTE offers high downlink and uplink capacity that potentially supports

several vehicles per cell. Such values are higher than 802.11p, which offers a data

rate up to 27 Mbps.

In our future works, we plan to continue studying resource allocation and QoS guarantee-

ing aspects in LTE D2D scenarios. In fact, these are the most challenging and important

issues in D2D communications. On the other hand, several challenges still need to be



109

resolved such as D2D mode switch, D2D interference management, signaling overhead

trade-off, cross-layer optimization with joint time, frequency and space-domain resource

allocation and vertical handover.

Moreover, the coexistence of multiple access technologies allows us to move towards a new

perspective that is Heterogeneous Networks (HetNets) due to its capability to support

high speed connections, flexibility of resource management, and integration of distinct

access technologies. We plan in future work to expand the HetNets properties to support

vehicular communications.
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[48] Jose R Gallardo, Dimitrios Makrakis, and Hussein T Mouftah. Mathematical analysis

of edca’s performance on the control channel of an ieee 802.11 p wave vehicular

network. EURASIP Journal on Wireless Communications and Networking, 2010:5,

2010.

[49] Anh Tuan Giang and Anthony Busson. Modeling csma/ca in vanet. In Analytical

and Stochastic Modeling Techniques and Applications, pages 91–105. Springer, 2012.

[50] Faouzi Kaabi, Pasquale Cataldi, Fethi Filali, and Christian Bonnet. Performance

analysis of ieee 802.11 p control channel. In Mobile Ad-hoc and Sensor Networks

(MSN), 2010 Sixth International Conference on, pages 211–214. IEEE, 2010.

[51] Xianbo Chen, Hazem H Refai, and Xiaomin Ma. Saturation performance of ieee 802.11

broadcast scheme in ad hoc wireless lans. In Vehicular Technology Conference, 2007.

VTC-2007 Fall. 2007 IEEE 66th, pages 1897–1901. IEEE, 2007.

[52] Ashwin Rao, Arzad Kherani, and Anirban Mahanti. Performance evaluation of 802.11

broadcasts for a single cell network with unsaturated nodes. In NETWORKING 2008

Ad Hoc and Sensor Networks, Wireless Networks, Next Generation Internet, pages

836–847. Springer, 2008.

[53] Stephan Eichler. Performance evaluation of the ieee 802.11 p wave communication

standard. In Vehicular Technology Conference, 2007. VTC-2007 Fall. 2007 IEEE

66th, pages 2199–2203. IEEE, 2007.

[54] Jean-Yves Le Boudec. A BCMP extension to multiserver stations with concurrent

classes of customers, volume 14. ACM, 1986.

[55] Chan-Woo Park and Hyo-Seong Lee. A multi-class closed queueing maintenance

network model with a parts inventory system. Computers & Operations Research,

38(11):1584–1595, 2011.
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