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À mes grand-pères





An jenem Tag im blauen Mond September
Still unter einem jungen Pflaumenbaum
Da hielt ich sie, die stille bleiche Liebe
In meinem Arm wie einen holden Traum.
Und über uns im schönen Sommerhimmel
War eine Wolke, die ich lange sah
Sie war sehr weiß und ungeheuer oben
Und als ich aufsah, war sie nimmer da.

Seit jenem Tag sind viele, viele Monde
Geschwommen still hinunter und vorbei.
Die Pflaumenbäume sind wohl abgehauen
Und fragst du mich, was mit der Liebe sei.
So sag ich dir: ich kann mich nicht erinnern
Und doch, gewiß, ich weiß schon, was du meinst.
Doch ihr Gesicht, das weiß ich wirklich nimmer
Ich weiß nunmehr: ich küßte es dereinst.

Und auch den Kuß, ich hätt ihn längst vergessen
Wenn nicht die Wolke dagewesen wär
Die weiß ich noch und werd ich immer wissen
Sie war sehr weiß und kam von oben her.
Die Pflaumenbäume blühn vielleicht noch immer
Und jene Frau hat jetzt vielleicht das siebte Kind.
Doch jene Wolke blühte nur Minuten
Und als ich aufsah, schwand sie schon im Wind.

Bertol Brecht, Erinnerung an die Marie A.
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Abstract

In this study, we investigate the mechanical effects generated by pulsed surface
discharges and their efficiency as an actuator. Using a specific electrode config-
uration, it is possible to create a short-lived, pulsed, rectilinear plasma channel
and to heat it up rapidly (several Joules in less than a microsecond) through
Joule heating. This fast energy deposition causes the formation of shock waves
that can then interact with the surrounding flow.
We study the electrical behavior of the pulsed surface discharge to assess the
energy deposited in the plasma channel through Joule heating. To do so,
we perform a parametric study on the circuit configuration and identify the
main parameters driving the discharge dynamics. Several resistance models
are implemented in a numerical description of the electrical circuit and their
predictions of the current and deposited energy are compared with experimen-
tal measurements.
Spectroscopic measurements in different circuit configurations give access to
some of the plasma properties such as the electron number density that can
reach values up to 2 × 1018 cm−3. Fast imaging also gives insight into the
plasma channel radius. The shock waves generated by the pulsed surface dis-
charge in different circuit configurations are visualized through Schlieren imag-
ing. These shock waves generate an impulse that increases linearly with the
energy deposited in the discharge. We develop a shock model to describe the
shock trajectory and to compute the impulse imparted by the pulsed surface
discharge. The model is in good agreement with our measurements and the
pulsed surface discharge is found to have a mechanical efficiency of 0.12 mNs/J
for our setup configuration. We conclude this study by comparing the proposed
pulsed surface discharge actuator with other common designs and offer some
directions for future studies.

Keywords: plasma actuator, pulsed surface discharge, non-linear resistance,
optical emission spectroscopy, Schlieren imaging, electron number density, shock
waves, mechanical efficiency.





Résumé

Un aéronef est généralement conçu pour des conditions de vol spécifiques et
peut voir ses performances dégradées en dehors, par exemple lors des phases
d’approche au décollage ou à l’atterrissage. Le contrôle d’écoulement tente
donc d’améliorer les caractéristiques de vol (portance, trainée . . . ) en manipu-
lant l’écoulement autour de l’avion. Ceci peut aussi aider au contrôle d’attitude
et au guidage d’engins hypersoniques. En effet, les technologies classiques de
guidage ne sont alors plus applicables, notamment du fait de leur long temps
de réponse (de l’ordre de quelques dizaines de millisecondes). Il faut donc avoir
recours à d’autres moyens pour agir sur l’écoulement.

Le contrôle d’écoulement peut être passif ou actif. Le contrôle passif utilise de
petits obstacles (comme les générateurs de vortex ou les riblets) pour modifier
localement l’écoulement. Dans le cas du contrôle actif, un actionneur trans-
forme l’énergie qui lui est fournie en une action mécanique ou thermique sur
l’écoulement pour obtenir l’effet escompté (retard de transition ou de détache-
ment). Plusieurs types d’actionneurs existent, dont les actionneurs plasma. De
tels actionneurs sans pièces mobiles peuvent être installés directement sur les
ailes. Un actionneur plasma ionise le gaz dans l’écoulement afin de le manip-
uler au moyen de champs électromagnétiques. L’ionisation peut être localisée
en surface ou dans un petit volume, et peut être déclenchée au moyen de haute
tension, de micro-ondes ou de laser focalisé par exemple. Le plasma ainsi créé
permet alors d’accélérer ou de chauffer localement l’écoulement. De tels ac-
tionneurs plasma peuvent avoir des fréquences d’action plus élevées que leurs
équivalents mécaniques ou fluidiques. Différents modèles d’actionneurs plasma
ont été développés pour diverses applications. Les actionneurs à décharge bar-
rière diélectrique par exemple, utilisent un courant alternatif pour créer un vent
ionique et accélérer l’écoulement: ceci permet un contrôle précis de la couche
limite et de ses interactions avec l’écoulement principal et permet par exem-
ple de retarder le décollement (et donc d’augmenter l’angle de décrochage).
Toutefois, les actionneurs à décharge barrière diélectrique ne peuvent créer des
vents ioniques que de l’ordre de quelques mètres par seconde; de plus hautes
tensions sont requises pour atteindre des vitesses plus élevées; au-delà d’une
tension seuil, la décharge filamente, ce qui réduit son efficacité en termes de
production de vent ionique. Les filaments peuvent même évoluer en étincelles,



xvi Résumé

au risque d’endommager l’actionneur. Pour les hautes vitesses, un autre ex-
emple d’actionneur plasma est le sparkjet: une étincelle est créée dans une
petite cavité (au moyen d’impulsions de courant) et chauffe rapidement le gaz
qui s’y trouve. Le gaz chaud crée alors un jet synthétique qui peut interagir
avec l’écoulement, même à haute vitesse. Le rechargement de la cavité en gaz
(provenant de l’écoulement) limite néanmoins la fréquence d’action du sparkjet
à quelques kilohertz; l’étincelle pulsée érode également les électrodes dans la
cavité.

La décharge de surface linéaire à laquelle nous nous intéressons dans cette
étude représente un nouveau type d’actionneur plasma. Une géométrie partic-
ulière d’électrodes permet de créer de manière pulsée un filament rectiligne de
plasma et de le chauffer très rapidement par effet Joule (à raison de plusieurs
Joules en moins d’une microseconde). Ce chauffage rapide entraîne la forma-
tion d’ondes de choc qui peuvent interagir avec l’écoulement ambiant. Nous
étudions ici les effets mécaniques de la décharge de surface et son efficacité en
tant qu’actionneur. Nous tentons donc de répondre à cette question: disposant
d’une certaine quantité d’énergie électrique, quelle impulsion la décharge de
surface peut-elle communiquer à l’écoulement ?

Nous avons tout d’abord analysé le comportement électrique de la décharge
de surface dans diverses configurations de circuit, en changeant la capacité, la
tension de charge, l’inductance ou la longueur de la décharge. Les courbes de
courant et de tension présentent deux phases distinctes: une phase de prop-
agation (correspondant à la formation du filament de plasma) et une phase
d’arc (au cours de laquelle l’énergie est déposée dans le canal). La phase de
propagation est pilotée par les lois de Toepler, avec une vitesse de propagation
proportionnelle à la tension de charge. La plus grande partie de l’énergie élec-
trique initialement stockée dans les condensateurs est déposée dans la décharge
au cours de la phase d’arc. La durée du dépôt d’énergie dans la décharge dépend
de la configuration du circuit et de l’énergie stockée initialement dans les con-
densateurs. Nous avons développé un modèle électrique du courant mesuré
dans la décharge pendant la phase d’arc. Si ce courant présente bien des os-
cillations, ces dernières ne peuvent être décrites correctement avec la solution
classique de l’oscillateur amorti pour le circuit RLC. Sur la base d’études an-
térieures, nous avons donc décrit le filament de plasma par différents modèles
de résistance non-linéaire évoluant au cours du temps. Ces différents modèles
(Rompe-Weizel, Vlastós, Toepler et Braginskii) ont été fittés aux données ex-
périmentales. Tous ces modèles (à l’exception de celui de Toepler) sont basés
sur des considérations théoriques et sont caractérisés par un paramètre propre
que nous comparons à nos fits. Les modèles décrivent tous une résistance qui
diminue très rapidement avant d’atteindre une valeur constante. Le modèle de
Rompe-Weizel est le plus proche de nos données expérimentales, particulière-
ment pendant les 300 premières nanosecondes de la phase d’arc.
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Le modèle de Rompe-Weizel suppose que la densité électronique augmente
pendant la phase d’arc. Nous avons donc étudié la densité électronique dans
la décharge par la spectroscopie résolue en temps. Nous avons fitté avec un
profil de Voigt la raie Hα dont les élargissements et les décalages ont été abon-
damment détaillés. Nous avons ainsi obtenu l’évolution au cours du temps
de la densité électronique dans le filament de la décharge. Dans un circuit à
basse inductance, la densité électronique augmente exponentiellement jusqu’à
des valeurs de l’ordre de 2 × 1018 cm−3 pendant le pic de puissance de la phase
d’arc. Cette croissance exponentielle est cohérente avec le modèle de Rompe-
Weizel, qui fait l’hypothèse que l’énergie déposée dans la décharge sert à ioniser
le gaz. Après ce pic de puissance, la densité chute comme le carré inverse du
temps. Nous avons également obtenu des profils transverses de la densité élec-
tronique qui présentent les mêmes tendances (croissance exponentielle suivie
d’une chute en carré inverse). Nous avons d’autre part mesuré le rayon de la
décharge par imagerie rapide: le rayon croit linéairement aussi bien au cours
du temps pendant le pic de puissance qu’après (quoique plus lentement). A
partir de ces mesures, nous avons calculé une résistance pour la décharge qui
est cohérente avec nos mesures et avec le modèle de Rompe-Weizel, corrob-
orant ainsi notre choix d’utiliser ce modèle pour décrire le comportement de
la décharge de surface dans un circuit électrique. Dans un circuit à haute in-
ductance, nos mesures spectroscopiques montrent que la densité électronique
présente des oscillations qui coïncident avec le dépôt d’énergie dans la décharge.
Dans un tel circuit oscillant, plusieurs pics successifs chauffent la décharge à
tour de rôle. La densité électronique commence par augmenter jusqu’aux envi-
rons de 6 × 1017 cm−3 pendant le premier pic de puissance avant de diminuer.
Le pic de puissance suivant relance le processus d’ionisation, ce qui entraine
une légère augmentation de la densité électronique. Des oscillations similaires
sont également visibles sur l’évolution du rayon de la décharge.

Le chauffage rapide du filament de plasma entraine la formation d’ondes de
choc. Ces ondes de choc génèrent une impulsion mécanique que nous mesurons
avec une balance de moment. L’impulsion créée par la décharge de surface est
proportionnelle à l’énergie déposée dans la décharge, pour un circuit à basse
inductance. Dans un circuit à haute inductance toutefois, l’impulsion est beau-
coup plus faible. Pour comprendre cette disparité, nous avons visualisé par im-
agerie Schlieren les ondes de choc créées par la décharge de surface. Dans un
circuit à basse inductance, une seule onde de choc cylindrique est émise, tandis
que plusieurs chocs imbriqués sont créés dans des circuits à haute inductance.
Nous avons enregistré la trajectoire du choc dans ces différentes configurations
de circuit. Aux temps longs, le choc se propage à vitesse constante (faible-
ment supersonique) quelle que soit l’énergie déposée dans la décharge. L’ajout
d’énergie n’affecte que la phase initiale, quand la propagation du choc peut
être décrite avec le modèle de Taylor-Sedov pour les chocs forts. Pour décrire
cette transition entre choc fort et choc faible, nous avons utilisé un modèle de
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piston qui donne la trajectoire du choc en fonction du temps et de l’énergie
initialement déposée dans la décharge. Notre modèle prédit bien la trajectoire
du choc (dans un circuit à basse inductance) quand nous considérons que 30%
de l’énergie déposée dans la décharge sert à lancer le choc. Ce résultat est en
accord avec d’autres expériences sur diverses configurations de décharges. Pour
calculer l’impulsion créée par la décharge de surface, nous avons pris un profil
de type Friedlander pour la pression derrière le choc, et obtenu une formule
analytique qui donne l’impulsion en fonction de l’énergie et des caractéris-
tiques du gaz. Les valeurs calculées avec cette formule sont en accord avec nos
mesures à 2% près, et nous obtenons une efficacité mécanique pour la décharge
de surface de l’ordre de 0.12 mNs/J pour notre connfiguration d’étude.

Nous souhaitons par ailleurs étudier l’intérêt potentiel de la décharge de surface
comme actionneur plasma. Nous la comparons à d’autres type d’actionneurs.
La décharge de surface étant par nature pulsée, nous la comparons tout d’abord
à un autre actionneur pulsé, le sparkjet. Si celui-ci produit une impulsion
proportionnelle (en première approche) à la racine de l’énergie apportée, la
décharge de surface produit une impulsion qui est directement proportionnelle
à l’énergie apportée. Le sparkjet est par ailleurs limité à quelques kHz en
fréquence d’action, du fait du temps nécessaire au rechargement en gaz de la
cavité. La décharge de surface se produisant directement à l’air libre, le circuit
électrique et l’alimentation peuvent être ajustés afin d’atteindre des fréquences
plus élevées. Néanmoins, les chocs imbriqués, tels qu’observés dans les con-
figurations à haute inductance, limitent l’efficacité mécanique de la décharge.
Ceci est probablement dû à la présence d’un canal de gaz chaud et peu dense
qui reste au dessus de la surface après le dépôt d’énergie, d’où une limite de la
fréquence d’action à quelques centaines de Hz (en absence d’écoulement). Si
toutefois la décharge est placée dans un écoulement, le canal de gaz chaud est
balayé après le dépôt d’énergie, et la décharge pourrait alors être utilisée à des
fréquences de plusieurs dizaines de kHz.

Quand la décharge est utilisée de manière répétitive, elle crée une force moyenne
qui peut être comparée à la poussée créée par les actionneurs à décharge
barrière diélectrique (DBD). Il faut tout d’abord noter que, si la plupart
des actionneurs DBD créent une force tangentielle, la décharge de surface
crée une force normale à la surface. Nous avons mesuré une efficacité mé-
canique de 0.12 mNs/J pour la décharge de surface (dans notre configura-
tion d’étude), tandis que les actionneurs DBD ont une efficacité allant de
0.10 mNs/J à 0.60 mNs/J selon la géométrie et le mode de fonctionnement
de l’actionneur. Un actionneur à décharge de surface a donc besoin de plus
de puissance moyenne qu’un actionneur DBD pour produire une force équiva-
lente. Toutefois, la décharge de surface n’étant pas limitée comme la DBD par
des phénomènes de saturation ou de passage à l’arc, un actionneur à décharge
de surface peut créer des forces plus importantes que son équivalent DBD.
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L’utilisation à haute fréquence des décharges de surface peut toutefois endom-
mager les matériaux.

Pour des études ultérieures, nous encourageons vivement l’utilisation de com-
mutateurs solides pour s’affranchir du jitter inhérent aux éclateurs à gaz (qui
doit être corrigé manuellement et ralentit d’autant la prise de mesure pour les
diagnostics résolus en temps). D’autre part, les commutateurs solides sont plus
compacts que les éclateurs à gaz (d’où un encombrement limité), et peuvent
être utilisés à des fréquences plus élevées.

Nous nous sommes principalement intéressés à la phase d’arc de la décharge
de surface : nous n’avons donc pas étudié en détail la phase de propagation
ou le rôle du matériau diélectrique à la surface duquel se produit la décharge
de surface. Ce matériau est d’ailleurs soumis à un important stress mécanique
et thermique par la décharge, ce qui nous a forcé à le changer fréquemment
après quelques centaines d’impulsions. Ceci constitue un problème qui doit
être résolu avant de pouvoir déployer un actionneur à décharge de surface sur
un engin volant.

Toutes les expériences sur la décharge de surface présentées ici ont été réal-
isées en absence d’écoulement, à pression ambiante. Des tests supplémentaires
dans des conditions de vol plus réalistes sont donc nécessaires pour étudier
le comportement de la décharge et des ondes de chocs créées. Notre modèle
notamment prédit une impulsion indépendante de l’altitude, contrairement au
sparkjet dont l’efficacité diminue avec l’altitude. D’autre part, certains travaux
récents sur les DBD indiquent que les petites perturbations thermiques peuvent
avoir un effet sur la couche limite, il serait donc opportun d’évaluer l’impact
du canal de gaz chaud laissé par la décharge de surface sur un écoulement.
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4.6 Expressions of R0 and Ã and values for the m and n parameters

for the different resistance models. . . . . . . . . . . . . . . . . 49
4.7 Mean values and standard deviation of the reconstruction error

for the various resistance models in low inductance circuits. . . 54
4.8 Mean values and standard deviation of the reconstruction error

for the various resistance models in high inductance circuits. . . 54
4.9 Mean value and standard deviation of the parameter A0 for the

various models. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.10 Mean value and standard deviation of the parameter k for the

various models and theoretical expectation. . . . . . . . . . . . 55

5.1 Channel expansion velocity during the return stroke phase. . . 69
5.2 Components of the Balmer α (3 → 2) transition multiplet and

their spectroscopic properties. . . . . . . . . . . . . . . . . . . . 73
5.3 Components of the Lyman α (2 → 1) transition doublet and

their spectroscopic properties. . . . . . . . . . . . . . . . . . . . 73
5.4 Components of the Lyman β (3 → 1) transition doublet and

their spectroscopic properties. . . . . . . . . . . . . . . . . . . . 73

6.1 Mechanical efficiency of the surface discharge for various setup
configurations. . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.2 Air characteristics. . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.3 Joule energy fraction deposited per peak. . . . . . . . . . . . . 108



xxiv List of Tables

7.1 Comparison of three plasma actuator candidates. . . . . . . . . 117

C.1 Components of the Balmer α (3 → 2) transition multiplet and
their spectroscopic properties. . . . . . . . . . . . . . . . . . . . 130



List of Figures

2.1.1 Corona actuator setup. . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Single dielectric barrier discharge actuator. . . . . . . . . . . . 7
2.1.3 Flow reattachment using an array of DBD actuators. . . . . . . 8
2.1.4 Sliding dielectric barrier discharge . . . . . . . . . . . . . . . . 8
2.1.5 Comparison of ionic wind profile for the DBD and SDBD actu-

ators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.6 Circular dielectric barrier discharge. . . . . . . . . . . . . . . . 9
2.1.7 Visualisation of various DBD actuators in operation. . . . . . . 9
2.1.8 Sparkjet actuation cycle. . . . . . . . . . . . . . . . . . . . . . . 10
2.1.9 Ramjet actuation cycle. . . . . . . . . . . . . . . . . . . . . . . 10
2.1.10Visualization of the shock wave disturbance created by a surface

direct current arc in a Mach 3 flow. . . . . . . . . . . . . . . . . 11
2.1.11Setup of multiple LAFPA for azimuthal actuation on a jet. . . 11
2.1.12Example of azimuthal instabilities generated in a jet. . . . . . . 12
2.2.1 Design of planar pulsed surface discharge. . . . . . . . . . . . . 13
2.2.2 Channel structure of the pulsed sliding discharge observed at

different operating voltage and gas pressure. . . . . . . . . . . . 13
2.2.3 Ridge structure on the dielectric layer to impose the location of

plasma channels. . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.4 Setup used to create Lichtenberg figures. . . . . . . . . . . . . . 14
2.2.5 Guiding of the pulsed surface discharge . . . . . . . . . . . . . 15

3.1.1 Top and side view of the pulsed surface discharge electrodes
configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2.1 Actuator setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.2 Complete electrical circuit. . . . . . . . . . . . . . . . . . . . . 20
3.2.3 Current and voltage measured on three different discharges for

the same conditions. . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3.1 Spectroscopy setup used for time-resolved measurements on the

discharge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.2 Triggering sequence of the optical measurement setup. . . . . . 22
3.3.3 Raw discharge spectra at various instants. . . . . . . . . . . . . 23
3.3.4 Intensity profile of the measured laser line. . . . . . . . . . . . . 24



xxvi List of Figures

3.3.5 Spectrum of the discharge before and after intensity correction
and slit function deconvolution. . . . . . . . . . . . . . . . . . . 26

3.4.1 Schlieren setup used to visualize the shock wave along the dis-
charge axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.4.2 Shock wave visualization along the discharge axis. . . . . . . . 28
3.4.3 Schlieren setup used to visualize the shock wave from the side

of the discharge axis. . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.4 Schlieren setup for shock wave visualization. . . . . . . . . . . . 29
3.4.5 Shock wave visualization across the discharge axis. . . . . . . . 29
3.5.1 Impulse measurement setup. . . . . . . . . . . . . . . . . . . . . 30
3.5.2 Voltage oscillations of the torque balance. . . . . . . . . . . . . 31
3.5.3 Calibration of the torque balance. . . . . . . . . . . . . . . . . . 32

4.1.1 Current and voltage measured on a pulsed surface discharge. . 37
4.1.2 Energy deposited in the discharge as a function of the initial

energy stored in the capacitors for various circuit configurations. 38
4.1.3 Definition of the characteristic times t0, tRS and tF . . . . . . . 40
4.1.4 Total duration τD as a function of the energy stored in the ca-

pacitors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.5 Propagation duration τP and velocity v as a function of the

initial energy and of the capacitors voltage. . . . . . . . . . . . 41
4.1.6 Return stroke duration τRS as a function of of the initial energy

and of the capacitors voltage, for a discharge of length 95 mm. 42
4.2.1 Equivalent circuit during the return stroke phase. . . . . . . . . 43
4.2.2 Normalized current measured in the plasma channel. . . . . . . 44
4.2.3 Current fit by damped sinusoidal waveform. . . . . . . . . . . . 45
4.3.1 Measured current and reconstruction according to the various

model in a low inductance circuit. . . . . . . . . . . . . . . . . 52
4.3.2 Measured current and reconstruction according to the various

model in a high inductance circuit. . . . . . . . . . . . . . . . . 53
4.3.3 Resistance evolution predicted by the various models. . . . . . 53
4.3.4 Resistance prefactor in the Rompe-Weizel model as a function

of the linear energy. . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.5 Resistance prefactor in the Vlastós model as a function of the

linear energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.6 Resistance prefactor in the Toepler model as a function of the

linear energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.7 Resistance prefactor in the Braginskii model as a function of the

linear energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.8 Comparison of the plasma resistance computed from eclectrical

data and predicted by the various models. . . . . . . . . . . . . 59
4.3.9 Plasma conductivity in the different models at the end of the

retun stroke. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60



List of Figures xxvii

5.1.1 Imaging of the light-emitting plasma channel. . . . . . . . . . . 64
5.1.2 Light intensity emitted by the discharge and corresponding power

evolution in a low inductance circuit. . . . . . . . . . . . . . . . 65
5.1.3 Light intensity emitted by the discharge in a low inductance

circuit for increasing capacitance charging voltages. . . . . . . . 65
5.1.4 Light intensity emitted by the discharge and corresponding power

evolution in a high inductance circuit. . . . . . . . . . . . . . . 66
5.1.5 Intensity profile across the discharge at different times in a high

inductance circuit. . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1.6 Intensity profile across the discharge at different times in a low

inductance circuit. . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.1.7 Channel radius evolution with time. . . . . . . . . . . . . . . . 68
5.1.8 Channel radius evolution in a high inductance circuit. . . . . . 69
5.1.9 Channel expansion velocity at the early stages as a function of

the energy deposited during the corresponding power peak. . . 69
5.2.1 Time-integrated spectra of the discharges for varying voltage. . 70
5.2.2 Time-integrated spectra of the discharges for varying length. . 70
5.2.3 Time-integrated spectra of the discharges for varying capacitance. 71
5.2.4 Time-integrated spectra of the discharges for varying voltage

and inductance. . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2.5 Spectra of the pulsed surface discharge in a low inductance cir-

cuit at different times. . . . . . . . . . . . . . . . . . . . . . . . 76
5.2.6 Spectra of the pulsed surface discharge in a high inductance

circuit at different times. . . . . . . . . . . . . . . . . . . . . . . 77
5.3.1 Sensitivity analysis of the fit accuracy with respect to the Lorentz

paramter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.2 Electron number density and corresponding linear power depo-

sition in the discharge. . . . . . . . . . . . . . . . . . . . . . . . 81
5.3.3 Channel resistance computed from spectroscopic and electrical

measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3.4 Examples of misfit reconstruction. . . . . . . . . . . . . . . . . 83
5.3.5 Electron number density profile across the plasma channel trans-

verse dimension at different times. . . . . . . . . . . . . . . . . 84
5.3.6 Compared time evolution of the average and central electron

densities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3.7 Temperature and pressure estimates in the plasma. . . . . . . . 85
5.3.8 Electron number density and corresponding linear power depo-

sition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.1.1 Linear impulse delivered by the pulsed surface discharge as a
function of the linear energy deposited in the discharge . . . . . 90

6.1.2 Shock wave generated in a low inductance circuit. . . . . . . . . 92
6.1.3 Schlieren image of the shock wave with a pierced dielectric . . . 92



xxviii List of Figures

6.1.4 Shock wave generated by the discharge and seen from the front
in low and high inductance circuits. . . . . . . . . . . . . . . . 93

6.1.5 Shock wave generated by the discharge and seen from the side
in low and high inductance circuits. . . . . . . . . . . . . . . . 93

6.1.6 Shock wave generated in a low inductance circuit for various
charging voltages and discharge lengths. . . . . . . . . . . . . . 94

6.1.7 Shock trajectory recorded for various conditions in low high in-
ductance circuits. . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.1.8 Evolution of the remnant channel radius for various conditions
in a high inductance circuit. . . . . . . . . . . . . . . . . . . . . 95

6.2.1 Shock trajectories for different energies ǫS. . . . . . . . . . . . . 98
6.2.2 Contour used for the computation of the linear impulse. . . . . 99
6.2.3 Shock structure after a conventional or nuclear weapon detona-

tion and after the return stroke phase of the surface discharge. 100
6.3.1 Evolution of the shock wave radius with time compared with

predictions from the various models. . . . . . . . . . . . . . . . 102
6.3.2 Evolution of the shock wave radius with time compared with

predictions from the Lee model. . . . . . . . . . . . . . . . . . . 103
6.3.3 Computed overpressure as a function of distance from the source

at different instants. . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3.4 Measured and computed impulse for a low inductance circuit. . 104
6.3.5 Total impulse generated by a sparkjet and by a pulsed surface

discharge at sea level and at an altitude of 30000 feet. . . . . . 105
6.3.6 Schlieren images and predicted structure of the shock waves gen-

erated by the pulsed surface discharge in a high inductance circuit.107
6.3.7 Impulse measured and computed for a high inductance circuit. 108
6.3.8 Long term Schlieren images of the hot gas channel. . . . . . . . 109

7.1.1 Engineering approach for a plasma actuator. . . . . . . . . . . . 115
7.3.1 Shock front generated by multiple pulsed surface discharges. . . 118

B.1.1Standard RLC circuit. . . . . . . . . . . . . . . . . . . . . . . . 125
B.4.1Equivalent circuit during the return stroke phase of the pulsed

surface discharge. . . . . . . . . . . . . . . . . . . . . . . . . . . 128

C.2.1Multiplet structure of Lα, Lβ and Bα. . . . . . . . . . . . . . . 131

D.1.1Dimensionless functions for pressure, density and flow velocity
behind the shock as functions of the nondimensional similarity
variable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

E.2.1Evolution of the integral and its approximate form. . . . . . . . 143
E.3.1Evolution of the integral, its asymptotic approximation and its

linear approximation. . . . . . . . . . . . . . . . . . . . . . . . . 145



Chapter 1

Introduction

An aircraft is usually optimized for specific flight conditions, and may show
degraded performances out of these, during take-off and landing for instance.
Flow control then aims at improving the flight characteristics (lift, drag, . . . )
by manipulating the flow around the aircraft. This may also help for attitude
control and steering of hypersonic vehicles. Indeed, for hypersonic flight, the
standard steering techniques are no longer applicable, partly because of their
high response time (on the order of a few tens of milliseconds). Considering a
standard size vehicle (about 20-meter long) moving at Mach 6, steering would
start to be noticeable after the vehicle has moved several times its own length:
a faster way to act on the flow is needed.

Flow control is either active or passive. Passive flow control uses small sur-
face obstacles (such as vortex generators or riblets) to modify locally the flow.
In the case of active flow control, an actuator takes some energy input and
transforms it into a mechanical or thermal action on the flow, to obtain a
specific effect (such as transition delay or detachment delay). Various designs
and actuation methods exist, including plasma actuators. These devices, de-
void of any moving parts, can be installed on existing flight structures such as
wings. A plasma actuator ionizes the gas in the flow in order to act upon it
with electromagnetic fields. Ionization takes place either near a surface or in
a small volume, with high voltages, microwaves or focalized laser for instance.
The plasma thus created is then used to inject momentum or heat into the
flow. Such a plasma actuator may achieve higher actuation frequency than
its mechanical or fluidic counterparts. Various designs for plasma actuators
have been proposed and may serve different purposes. Dielectric barrier dis-
charge actuators, for instance, use an alternating current to create an ionic
wind and add extra momentum to the flow: this enables a fine control of the
boundary layer and its interactions with the main flow, and allows for instance
flow reattachment (which increases the stall angle) or transition delay. How-
ever dielectric barrier discharge actuators cannot generate ionic wind in excess
of a few meters per second: higher velocities require higher voltages; above
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a threshold voltage, the discharge forms localized filaments that decrease the
overall ionic wind efficiency. These filaments further risk turning into sparks,
thus damaging the setup. For high speed flows, another example of plasma ac-
tuator is the sparkjet: a spark is created in a small cavity (using a pulse power
supply), ans rapidly heats up the gas contained in the cavity. The heated gas
then generates a synthetic jet that can interact with the flow even at high
speeds. The cavity recovery cycle (time needed to refill the cavity with gas
from the outer flow) limits the sparkjet actuation frequency to a few kilohertz;
the pulsed spark created in the cavity also erodes the electrodes.

The pulsed surface discharge that will be considered in this study is a new
candidate for plasma actuation. Using a specific electrode configuration, it is
possible to create in a pulsed manner a short-lived rectilinear plasma channel
and to heat it up very quickly (several Joules in less than a microsecond)
through Joule heating. This fast energy deposition causes the formation of
shock waves that can then interact with the surrounding flow. In this study,
we investigate the mechanical effects generated by the pulsed surface discharge
and the efficiency of such an actuator. Our goal is to answer the following
question: given a certain amount of electrical energy, how much impulse can
the pulsed surface discharge deliver to the flow?

First of all, we study the pulsed surface discharge electrical behavior to assess
the energy deposition in the plasma channel through Joule heating. To do
so, we perform a parametric study on the circuit configuration and identify
the main driving parameters of the discharge dynamics. The pulsed surface
discharge occurs in two steps: a propagation phase during which the plasma
channel is created between the electrodes; and an arc phase during which most
of the energy is deposited in this channel. We develop an electrical model for
the current measured in the pulsed surface discharge during the arc phase.
Several resistance models for the discharge are implemented in a numerical
description of the electrical circuit and their predictions in terms of current
and energy deposition are compared with experimental measurements.

The various resistance models used in our electrical description of the pulsed
surface discharge are based on different assumptions on the plasma proper-
ties. These properties, such as the channel radius or the electron temperature
and number density can be accessed optically. We then focus on the plasma
channel itself, and perform fast imaging of the discharge and optical emission
spectroscopy. The measured spectra in different circuit configurations give ac-
cess to plasma properties such as the electron number density. Fast imaging
also gives insight into the plasma channel radius evolution with time.

Having determined the energy deposition in the pulsed surface discharge, we
turn to the mechanical effects of this fast energy deposition, in order to assess
the mechanical efficiency of the pulsed surface discharge. The shock waves
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generated by the pulsed surface discharge in different circuit configurations are
visualized through Schlieren imaging. These shock waves generate an impulse
that we relate to the energy deposited in the discharge. We develop a shock
model to describe the shock trajectory and to compute the impulse imparted
by the pulsed surface discharge as a function of the energy deposited in the
discharge.

We conclude this study by comparing the proposed pulsed surface discharge
actuator to other common designs and offer some directions for future studies.
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Chapter 2

Overview of plasma actuation
techniques

There are more things in heaven and earth, Horatio,
Than are dreamt of in your philosophy.

William Shakespeare, Hamlet, Act I, Scene 5

In this chapter, we will briefly recall the principles of flow actuation and survey
some of the main plasma actuators under investigation today. We will then
briefly describe the pulsed surface discharge that will be studied further to look
for its potential as a plasma actuator

2.1 Plasma actuation

2.1.1 General principle of flow actuation

Flow actuation aims to modify the characteristics of an airflow, whether ex-
ternal (around a flying body) or internal (inside a jet engine for instance),
for various purposes. On an aircraft, for instance, flaps are extended during
take-off and landing phases to increase the wing lift, whereas spoilers serve to
increase drag for emergency braking. Ailerons on another hand are used to
steer the aircraft. In a jet engine, flow control can be used to tackle noise gen-
eration or increase the fuel mixing, hence the engine efficiency. Flow control
can be achieved through two strategies (Cattafesta III and Sheplak (2011)):
one can either try to change the flow straightforwardly (in a sort of brute forc-
ing the flow), or take advantage of the flow structure itself and interact with
instabilities or transitions (in a kind of resonant forcing).
Flow control can further be distinguished between passive and active (Cattafesta
III and Sheplak (2011); Caruana (2010)). In passive flow control, no energy or
momentum input is added into the flow: it only changes because of the physi-
cal presence of fixed material structures such as vortex generators or winglets.
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Active flow control, on the contrary, uses controllable mechanical structures
(Cattafesta III and Sheplak (2011)) or performs localized energy or momen-
tum deposition in the flow(Moreau (2007); Bletzinger et al. (2005)). Thus an
actuator can be described as a device that converts an input energy (electri-
cal, chemical or mechanical) into mechanical (as a force per unit volume F in
equation (2.1.1a)) or thermal energy (as a heat source per unit volume Q in
equation (2.1.1b)) in the flow:

∂

∂t
(ρu) + ∇ (ρuu) = µ∇2u − ∇P + F, (2.1.1a)

∂

∂t
(ρǫ) + ∇ (ρǫu) = −∇q − P∇u +Q. (2.1.1b)

Among the various types of actuators (Cattafesta III and Sheplak (2011)),
plasma actuator are devices that locally ionize the gas in order to act on the flow
with the use of electromagnetic fields (Shang (2001); Fomin et al. (2004); Braun
et al. (2009)). Plasma actuators can be non-intrusive when not operating, as
they add no extra obstacle to the flow. Moreover, they can be used in a
continuous or pulsed mode up to high frequencies and can have a very fast
response time. This response time is of particular interest for high velocity
(supersonic or even hypersonic) applications (Shang et al. (2005); Wang et al.
(2012)).
We will now briefly describe some of the main plasma actuators that have been
studied worldwide.

2.1.2 Corona and glow discharges

The simplest possible actuator is the direct current (DC) corona discharge. The
discharge is created between two electrodes placed on a dielectric surface and
separated by an air gap of several centimeter (see figure 2.1.1). A high voltage
(in the order of a few kV) is applied between the electrodes, which causes
the formation of a weakly ionized plasma that drifts between the electrodes.
This setup thus produces an ionic wind (in the order of a few m/s) along
the dielectric surface (Moreau and Touchard (2008); Mestiri et al. (2010);
Colas et al. (2010)). Given the rather low velocity of the ionic wind, the
corona discharge actuator is of interest for momentum injection in low speed
applications. Investigations at ONERA with a different setup (Elias et al.
(2008)) show that the corona discharge can also be used for acoustic forcing of
the boundary layer to stabilize bow shocks.
The glow discharge has also been investigated for faster (even supersonic) flow.
In such cases, the glow discharge behaves as a heat source which modifies the
oblique shock waves present in the flow (Parisse et al. (2009); Parisse and Lago
(2013)). The glow discharge has also been considered at ONERA for bow shock
modification (Elias et al. (2007)) in order to reduce drag. Energy deposition
in the discharge effectively turns into a possible airspike that can change the
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Figure 2.1.1: Corona actuator setup [figure 9a from (Cattafesta III and Sheplak
(2011))].

flight characteristics of a blunt body (lift, drag, . . . ) (Anderson and Knight
(2011); Erofeev et al. (2012); Soloviev et al. (2003)).

2.1.3 Dielectric Barrier Discharge

The dielectric barrier discharge (DBD) actuator is also based on momentum
injection (Roth (2003); Corke et al. (2010); Seraudie et al. (2006); Thomas
et al. (2009)). In the standard design (known as single dielectric barrier
discharge and depicted in figure 2.1.2), one of the two electrodes is placed
above the dielectric layer, and the other under the dielectric layer.

Figure 2.1.2: Single dielectric barrier discharge actuator [figure 9b from
(Cattafesta III and Sheplak (2011))].

Most of the DBD actuators create a tangential ionic wind of low velocity (about
10 m/s). /DBD actuators can be very useful to affect the boundary layer. A
streamwise actuator will induce artificial vorticity (see figure 2.1.7), and can
then be used as a controllable vortex generator, e.g. to suppress wingtip vor-
tices that generate additional drag (Belson et al. (2012); Caruana (2010)). A
streamlong actuator can modify the boundary layer transition from laminar
to turbulent (in a resonant forcing on Tollmien-Schlichting waves (Duchmann
et al. (2012))) and cause flow reattachment (Post and Corke (2004); Caru-
ana (2010)) (see figure 2.1.3): this results in a net increase of the stall angle
(Post and Corke (2004)) and has been considered for instance to improve the
efficiency of wind turbines (Greenblatt et al. (2012)). DBD actuators have
already been tested in flight (Duchmann et al. (2014)).
One could think that increasing the DBD driving voltage would increase the
ionic wind: unfortunately, the actuator faces a problem of saturation (Durscher
et al. (2012)), as too high a voltage leads to the formation of distinct current
channels that might turn into arcs, which can be extremely damaging to the
dielectric material. It is however possible to increase the ionic wind with the
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Figure 2.1.3: Flow reattachment using an array of DBD actuators [figure 9c
from (Caruana (2010))].

use of an alternate design (sliding DBD) (Louste et al. (2005); Moreau et al.
(2008); Moreau et al. (2008); Sosa et al. (2008); Song et al. (2011), ) in which
a third electrode is added to create a DC bias (as shown in figure 2.1.4). This
extends the plasma sheet further than achievable with a single DBD (as can be
seen in figure 2.1.7) and increases the ionic wind (Moreau et al. (2008)) (see
figure 2.1.5).

Figure 2.1.4: Sliding dielectric barrier discharge [figure 9 from (Cattafesta III
and Sheplak (2011))].

Figure 2.1.5: Comparison of ionic wind profile for the DBD and SDBD actu-
ators. X is the distance from the ac HV electrode. In this experiment, the
third eletrode was placed 40 mm away from the ac HV electrode [figure 14
from (Moreau et al. (2008))].

More exotic designs can also be used to control the momentum injection direc-
tion, such as circular electrodes (Bénard et al. (2008)): instead of a tangential
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ionic wind, one then gets a jet normal to the surface (see figures 2.1.6 and
2.1.7).

Figure 2.1.6: Circular dielectric barrier discharge [figure 12 from (Wang et al.
(2012))].

Figure 2.1.7: Visualisation of various DBD actuators in operation [figure 5
from (Caruana (2010))].

2.1.4 Nanosecond Dielectric Barrier Discharge

Another variation on the DBD actuator is the nanosecond DBD (nsDBD)
(Starikovskii et al. (2008); Roupassov et al. (2009)), that is based on energy
deposition. In this setup, a high voltage nanosecond pulse is used in place
of the alternating current that drives the standard DBD actuator. This high
voltage pulse rapidly heats up the gas, which causes the formation of shock
waves. Several parameters of the duty cycle can be controlled to achieve the
best performance. The nsDBD can be used either for flow control (through
shock wave interaction) or for assisted combustion (through fast heating and
creation of active species).
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2.1.5 Sparkjet

The sparkjet (Bletzinger et al. (2005); Anderson and Knight (2012a); Anderson
and Knight (2012b); Belinger et al. (2011); Belinger et al. (2011)) is a plasma
actuator based on energy deposition that can be related to fluidic actuators.
Two electrodes are placed within a small cavity in contact with the flow. A
high voltage pulse between the two electrodes creates a spark which rapidly
heats up the gas in the cavity. The heated gas then exhausts from the cavity in
a high velocity (about 250 m/s) jet. This plasma synthetic jet can go through
the boundary layer and have a net influence on the main flow, even at high
velocity (Narayanaswamy et al. (2010); Reedy et al. (2012); Popkin et al.
(2013)). However, once the jet has exited the cavity, fresh air must refill the
cavity (recovery step) before another cycle (depicted in figure 2.1.8) can start.

Figure 2.1.8: Sparkjet actuation cycle [figure 1 from (Popkin et al. (2013))].

To tackle this recovery issue (that limits the actuation frequency to a maximum
of 5 kHz), an alternate ramjet design has been proposed (Wang et al. (2012)),
in which an additional intake slit is added upstream of the cavity (see figure
2.1.9). This results in a faster refill of the cavity and allows to use some of the
free stream energy to create a faster exhaust jet.

Figure 2.1.9: Ramjet actuation cycle [figure 16 from (Wang et al. (2012))].

2.1.6 Surface direct current arc

In a surface direct current arc (Leonov and Yarantsev (2008); Gnemmi et al.
(2008)), two electrodes are placed on a dielectric material and separated by
a small (about 1 cm) air gap. A discharge is then created between the two
electrodes. The glow discharge rapidly turns into an arc (sustaining a current
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of a few A), which heats the air locally. This actuator is another example of
energy deposition, with the creation of shock waves that can interact with the
flow (see figure2.1.10) even at supersonic velocity (Gnemmi and Rey (2009);
Gnemmi et al. (2013); Li et al. (2010)).

Figure 2.1.10: Visualization of the shock wave disturbance created by a surface
direct current arc in a Mach 3 flow [figure 2 from (Gnemmi and Rey (2009))].

It is also possible to use several surface arcs for applications to high speed jets
such as generated by jet engine nozzles. The use of multiple arcs (see figure
2.1.11) can create azimuthal instabilities (see figure 2.1.12) in the jet that may
enhance mixing or affect noise generation (Samimy et al. (2007); Kim et al.
(2010); Hahn et al. (2011); Speth and Gaitonde (2012)).

Figure 2.1.11: Setup of multiple LAFPA for azimuthal actuation on a jet [figure
1 from (Samimy et al. (2007))].

The various plasma actuators can be described very briefly as per table 2.1.
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Figure 2.1.12: Example of azimuthal instabilities generated in a jet with an
array of 8 LAFPA as installed in figure 2.1.11 [figure 9 from (Samimy et al.
(2007))].

Table 2.1: General actuator types and their characteristics.

Actuation mechanism Momentum addition Energy deposition
Geometry Flush Point source

Actuation region Diffuse along the wall Point source
Compatible flow speed Subsonic Up to supersonic

Operation mode Continuous Pulsed

Both actuator types have some advantages and drawbacks, would it be possible
to combine these types to obtain a new kind of flush actuator based on energy
deposition? The pulsed surface discharge is a good candidate to do so. We will
now describe the pulsed surface discharge and sum up the investigations that
have taken place about it.

2.2 Pulsed Surface Discharge

The pulsed surface discharge (also called sliding gas discharge in the literature)
was first investigated in rare gases as a light source for high power laser appli-
cations (Krasiuk et al. (1976); Andreev et al. (1975); Andreev et al. (1976);
Andreev et al. (1978); Andreev et al. (1980); Baranov et al. (1981); Baranov
et al. (1984); Beverly III et al. (1977); Lagarkov and Rutkevich (1994); Tuema
et al. (2000)). The design considered most of the time is that of a plane (as
depicted on figure 2.2.1).
The pulsed surface discharge has some similarities with the DBD in terms of
electrodes geometry: the two electrodes are placed on opposite sides of a di-
electric material. However, the ground electrode emerges atop of the dielectric
some distance away (about 10 cm) from the high voltage (HV) electrode. The
pulsed surface discharge always starts with a propagation phase: a plasma
sheet is created on top of the dielectric material by the local electric field (that
exceeds the breakdown threshold of the gas) near the high voltage electrode.
If the initial voltage of the HV electrode is high enough, the plasma sheet can
eventually bridge the gap between the HV electrode and the ground electrode:
a conducting sheet now connects the two electrode so that current can flow in
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Figure 2.2.1: Design of planar pulsed surface discharge [figure 1 from (Trusov
(2007))].

the circuit (Andreev et al. (1980); Bordage and Hartmann (1982); Beverly III
(1986); Lagarkov and Rutkevich (1994); Trusov (1994); Trusov (2009)).
Provided there is an energy bank in the circuit, such as a peaking capacitor, it
is possible to achieve fast energy deposition in the plasma sheet. The pulsed
sliding discharge can then be used to generate shock waves (Arad et al. (1987)),
which makes it a possible candidate for flow actuation. However, upon careful
examination, the plasma sheet created by the planar pulsed surface discharge
is found to consist of multiple small channels that appear at random (Trusov
(2006); Trusov (2007)), depending on the conditions such as voltage or pressure
(see figure 2.2.2).

Figure 2.2.2: Channel structure of the pulsed sliding discharge observed at
different operating voltage and gas pressure [images taken from figure 8, 9 and
10 from (Trusov (2007))].

The system of shock waves generated by such a discharge may be impeded
by the existence of multiple channel sources. A solution (Znamenskaya et al.
(2007); Znamenskaya et al. (2007)) was proposed to add a ridge structure
to the dielectric layer (depicted on figure 2.2.3) so that the plasma channels
generated between the electrodes remain parallel.
The pulsed surface discharge has been investigated at ONERA (Larigaldie
et al. (1981); Larigaldie (1987b); Larigaldie (1987a); Larigaldie et al. (1992))
as a model of lightning stroke. The propagation phase (though taking place
on a surface) is similar to the streamer-leader phase of a lightning bolt (which
occurs in a volume between clouds and ground), whereas the ensuing arc phase
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Figure 2.2.3: Ridge structure on the dielectric layer to impose the location of
plasma channels [figure 2 from (Znamenskaya et al. (2007))].

(when the electrodes are connected by the plasma channel) can be related to
the return stroke phase. In the course of this work, we will use this terminology
of return stroke phase or arc phase indifferently. The electrode configuration
in the ONERA setup is closer to that used for creating Lichtenberg figures (see
figure 2.2.4).

Figure 2.2.4: Setup used to create Lichtenberg figures. The circular discharge
radius depends on the electrode voltage, according to Toepler’s laws (Toepler
(1906); Toepler (1921)).

In such a setup, multiple discharges branch from the high voltage electrode
and form a circular pattern whose radius rd is related to the applied voltage V
according to Toepler’s laws (Toepler (1906); Toepler (1921)) given in air by:

V

rd
= 5.5 kV/cm for V > 0 (positive discharge), (2.2.1)

V

rd
= −11.5 kV/cm for V < 0 (negative discharge). (2.2.2)



Chapter 2 - Overview of plasma actuation techniques 15

If the voltage exceeds a certain threshold, the circular pattern breaks down
and individual filaments start to propagate on the dielectric (see figure 2.2.5a).
Reducing the back electrode to a very narrow strip (just a few mm-wide) pre-
vents branching from the HV electrode: the pulsed surface discharge generated
is then essentially a single plasma channel, as visible in figure 2.2.5b.

(a) Branching discharges for a wide back
electrode.

(b) Single channel for a narrow back
electrode.

Figure 2.2.5: Using a narrower back electrode allows for guiding of the pulsed
surface discharge: no more branching is observed, a single channel is created.

The discharge propagates in a specific way that depends on its polarity (Lar-
igaldie et al. (1981); Larigaldie (1987b); Larigaldie (1987a)): for a negative
discharge, its propagation speed is found to be proportional to the applied volt-
age. Spectroscopic measurements (Bordage and Hartmann (1982); Larigaldie
et al. (1992)) indicate that the discharge is highly ionized, with electron num-
ber density in excess of 1018cm−3, with temperatures reaching above 10000 K.
If the setup allows for connection and there is an additional energy supply
(peaking capacitor (Larigaldie et al. (1992)), a return stroke phase can occur in
which energy is deposited very quickly in the channel. This causes the creation
of cylindrical shock waves that may be of interest for various applications, from
combustion assistance to flow control.



16 2.2 - Pulsed Surface Discharge



Chapter 3

Experimental setups and
methods

Oh God, I could be bounded in a nutshell
And count myself a king of infinite space.

William Shakespeare, Hamlet, Acte II, Scène 2

In this chapter, we will describe the various setups and measurements per-
formed on the pulsed surface discharge. These include :

• electrical measurements to assess the circuit influence on the energy de-
position in the discharge;

• emission spectroscopy on the discharge to evaluate some of its key prop-
erties, such as the electron number density;

• Schlieren imaging to image the shock waves created by the pulsed sliding
discharge and follow their trajectory;

• impulse measurements, which are used together with electrical measure-
ments to assess the pulsed sliding discharge efficiency and its interest as
a possible flow actuator.

We start by briefly describing the actuator principle.

3.1 Actuator principle

The pulsed surface discharge under consideration in this study is created on
the surface of a dielectric material with a high voltage pulse. The discharge
requires only moderately high voltages (on the order of 20 kV) to bridge air
gaps of several centimeters. This is possible because of the special geometry of
the electrodes (depicted on figure 3.1.1):

• one of the electrodes, later called the high voltage (HV) electrode, is a
single tip made of stainless steel and placed on the dielectric layer;
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• the other electrode (later called the ground electrode) is placed below a
dielectric layer and extends over several centimeter away from the HV
electrode. It is held in place by conducting screw and bolt that get
through the dielectric layer, thus exposing the ground potential above
the dielectric layer.

Figure 3.1.1: Top and side view of the pulsed surface discharge electrodes
configuration. The HV electrode sits on top of the dielectric layer. The ground
electrode is embedded below the dielectric layer.

When the tip electrode switches to negative high voltages, the electric field in
its vicinity is high enough to ionize air, thanks to the presence of the grounded
electrode below the dielectric layer. A plasma channel is formed gradually
that closes the gap between the HV electrode and the grounded electrode.
High current then starts flowing through the channel, which heats up the gas
further and causes the formation of shock waves. We set up various diagnostic
techniques to study the plasma channel evolution and behavior, and its possible
use as an actuator.

3.2 Electrical setup for discharge creation

3.2.1 Setup overview

The actuator plate consists of a 10 × 15 cm2 dielectric sheet, of thickness
0.1 mm made of cellulose acetate, with a relative permittivity of ǫr ≈ 3.
The stainless steel HV electrode is placed in contact with the dielectric. The
counter-electrode is a 6 × 140 mm2 aluminum strip; it is placed directly below
the dielectric sheet. Its edges are rounded to avoid local electric field inten-
sification.The whole setup (see photographe in figure 3.2.1) is held by a 10 ×
15 cm2 , 1-cm thick PMMMA plate. Since the discharge always connects both
electrodes, the discharge length can be controlled by changing the distance
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between the grounded brass electrode and the HV electrode.

Figure 3.2.1: Actuator setup. The mirror, spring blade and hinge blades are
used in torque measurements (see section 3.5.1).

3.2.2 Circuit description

Energy is supplied by a capacitor bank (on the order of a few nF) charged
through a ballast resistance (Rb = 1.7 kΩ). The capacitor bank is connected
to the discharge setup via a triggered spark gap (EG&G GP-12B) which is
switched with a -30 kV pulse. The circuit is shown in figure 3.2.2. Before trig-
gering the spark gap, the capacitors are charged to positive voltage UC (usually
between 18 and 27 kV). When the spark gap is triggered, the HV electrode
voltage drops to −UC in a few nanoseconds. Streamers propagate from the HV
electrode up to the ground electrode and bridge the gap. Once both electrodes
are connected via the plasma channel, current starts flowing through it until
all the energy initially stored in the capacitors has been dissipated.

3.2.3 Electrical diagnostics

The voltage on the HV electrode is monitored using a high voltage probe
(PPE20kV Lecroy), with a 100MHz bandwidth. The current flowing in the
plasma channel is measured with a Pearson coil (Pearson 110A), whose sensi-
tivity is 0.1 VA−1. The high voltage probe is located close to the HV electrode
contact point with the dielectric sheet. The measurements are recorded with
a 200 MHz TDS2024B Tektronix oscilloscope.
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Figure 3.2.2: Complete electrical circuit. During the return stroke phase, the
spark gap is modeled by a resistor Rsg = 0.79 Ω connecting the capacitor bank
to the ground.

3.2.4 Shot-to-shot repeatability

For a given configuration, the measurements are repeated several times to check
the shot-to-shot repeatability of the measured current. The repeatability is
excellent, to a point where shot-to-shot changes in the measured current are
barely noticeable, as demonstrated on figure 3.2.3. In the following analysis,
only one sample current trace is considered for each condition.
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Figure 3.2.3: Current and voltage measured on three different discharges for
the same conditions (U = 20 kV, C = 14.5 nF, l = 85 mm, L = 78 µH).
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3.3 Optical emission spectroscopy

3.3.0.1 Measurement setup

Spectroscopic measurements are performed on the discharge using an Acton
SP750 spectrometer, with a PIMAX2 gated ICCD camera, controlled via a
STG133 unit. An achromatic lens of focal length 400 mm is used to image
the discharge on the entrance slit of the spectrometer. Using the 0-th order
of the spectrometer enables fast imaging of the discharge. Scale is determined
by imaging an object of known height: a pixel on the camera then represents
20 µm in the setup. The achromatic lens cuts off all radiation below 350 mm.
The whole setup, depicted on figure 3.3.1, is aligned with the discharge thanks
to a HeNe laser. Several parameters can be controlled on the setup:

• the gate corresponds to the working period of the camera and can be as
low as 2 ns; it is set at different values depending on the measurement;

• the gain is the light intensification that takes place within the camera, it
is set at different values depending on the measurement;

• a delay can be imposed on the camera, for time-resolved measurements,
either via the STG133 control unit or the delay generator used to trig-
ger the discharge itself; it is set at different values depending on the
measurement.

Figure 3.3.1: Spectroscopy setup used for time-resolved measurements on the
discharge.

The camera records a full image of 512×512 pixels, with the spectral dispersion
along the horizontal axis and the vertical position along the vertical axis of the
discharge channel. Each horizontal line then represents a spectrum from a
given point, integrated on the line of sight through the plasma channel. In our
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analysis, we first present a spectrum averaged over the channel width, obtained
by binning all the lines, and then we obtain some space-resolved images, with
16-lines binning of equivalent width 320 µm.
Several gratings (300 grooves/mm, 1800 grooves/mm, 2400 grooves/mm) are
installed on the spectrometer and can be used for spectroscopic measurements.
Each grating offers a limited investigation range, from about 52 nm for the
300 grooves/mm, down to about 4 nmfor the 2400 grooves/mm. Initial mea-
surements on the discharge after proper wavelength calibration show that the
Hα line exhibits large broadening (up to several nm), which leads us to use the
300 grooves/mm.

3.3.1 Setup synchronization

To perform time-resolved measurements, we need to synchronize the whole
setup. This is done by measuring the propagation delay along the various
cables and the internal delay of the PIMAX2 camera and STG133 control unit
assembly. The camera opens 51 ns after the triggering signal has been sent
to the STG133. However, the camera being some four meters away from the
discharge, the light signal it receives is 14 ns-old, so the camera actually records
the discharge light emitted 37 ns after emission of the triggering signal from
the STG133. The discharge initiation exhibits a jitter of approximately 250 ns
that must be accounted for. The discharge current and voltage are recorded
on an oscilloscope onto which a signal is emitted to mark the starting point of
image recording tIR. The discharge initiation tD is identified on the oscilloscope
as the voltage drop below −2 kV, when the sparkgap switches, as depicted on
figure 3.3.2.

Figure 3.3.2: Triggering sequence of the optical measurement setup. The cam-
era gate is marked by the orange rectangle.



Chapter 3 - Experimental setups and methods 23

The precise synchronization and triggering sequence of the whole setup allow
us to perform time-resolved measurements with an accuracy down to 5 ns. As
evidenced on figure 3.3.3, the spectrum structure varies in terms of peaks,
hence the need for an automated peak detection.
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Figure 3.3.3: Raw discharge spectra (binned over the whole camera height) at
various instants. The time stamp t given for each spectrum corresponds to the
time difference tIR − tD indicated on figure 3.3.2.

3.3.2 Intensity calibration and slit function deconvolution

When analysing the spectra, one has to take into account the slit function that
limits the maximum resolution of the setup and the spectral response of the
detector. The measured spectrum M(λ, t) at instant t is

M(λ, t) = C(λ) (s(λ) ∗ S(λ, t)) , (3.3.1)

where S(λ, t) is the real spectrum emitted by the discharge at instant t, s(λ)
is the spectrometer slit function and C(λ) the detector spectral response. ∗ is
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the convolution, defined for two functions f and g by:

f ∗ g(x) =
∫ +∞

−∞

f(y)g(x− y)dy.

We must then correct for the detector spectral response C(λ) and the spectrom-
eter slit function s(λ) to obtain the real spectrum S(λ, t) out of our measured
spectrum. The detector spectral response C(λ) is calibrated using a calibrated
tungsten-halogen light source from Ocean Optics. This lamp spectral intensity
is known a priori. Dividing the theoretical value by its measured value, we get
an intensity correction function C(λ).
The slit function is measured using a HeNe laser line. This very narrow line
should appear on the spectrometer as a near-Dirac distribution, with a single
peak centered at 632.8 nm. For the sake of sensitivity, we opened the entrance
slit of spectrometer up to 100 µm, in order to have enough light to record a
time resolved spectrum. Since the real spectrum emitted by the HeNe laser has
a full width at middle height of 0.002 nm, the measured spectrum (depicted
on figure 3.3.4) can be used directly as the slit function s(λ). Deconvolution
of the measured discharge spectrum is performed using Fourier transform, so
the real spectrum S(λ, t) is obtained as:

S(λ, t) = F−1





F
(

M(λ,t)
C(λ)

)

F (s(λ))



 , (3.3.2)

where F is the Fourier transform and F−1 is the inverse Fourier transform.
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Figure 3.3.4: Intensity profile of the measured laser line at 632.8 nm. The
various imperfections in the spectrometer measurement chain results in a line
deformation (dotted line) that gives the slit function of the setup.

3.3.3 Spectrum reconstruction

In our analysis, we will focus on the Hα line, of wavelength λ0 = 656.279 nm
to access some of the plasma properties, such as the electron number density.
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To do so, we will need to identify the Hα line in the corrected spectrum.
The emission from a single atomic line (such as Hα) is described with the
centered Voigt profile V (x, σ, γ). This profile is the convolution of a centered
Gaussian profile G(x, σ) and of a centered Lorentzian profile L(x, γ) :

V (x, σ, γ) = G(x, σ) ∗ L(x, γ) =
∫ +∞

−∞

e−
x2

2σ2

σ
√

2π

γ

π(x− x′)2 + γ2 dx′,

where x is the deviation from the line central wavelength λc. To fit such a
profile to experimental data, one will then need four parameters:

• λc the central wavelength
• A the line amplitude
• σ the Gaussian standard deviation
• γ the Lorentzian scale parameter

For computation, one can use an alternative definition of the Voigt profile
(Schreier (1992); Janssen et al. (2013); Armstrong (1967))

V (x, σ, γ) =
ℜ(w(z))

σ
√

2π
, z =

x+ iγ

σ
√

2
, (3.3.3)

where w(z) is the Faddeeva function:

w(z) = e−z2
(

1 +
2i√
π

∫ z

0
et2

dt
)

.

This gives direct access to the Gaussian and Lorentzian contributions (σ, γ) of
the Voigt profile full width at half maximum, from which meaningful physical
data can be extracted.
We measure the discharge spectrum S(λ, t) at instant t and try to fit it with a
sum of Voigt profiles:

Σ(λ) = a+ bλ+
∑

i

AiV
(

λ− λ
(c)
i , σi, γi

)

, (3.3.4)

where a and b are some baseline parameters and (Ai, λ
(c)
i , σi, γi) are the Voigt

profile parameters for peak i. Before fitting the experimental spectrum S(λ, t),
it is then necessary to determine the peaks present in the spectrum in order
to construct the theoretical profile Σ(λ). This is done with a peak detection
algorithm based on wavelet transform (Yang et al. (2009); Du et al. (2006)).
To constrain the theoretical profile Σ(λ) and fasten the convergence, we build
Σ(λ) so that it is strictly equal to the experimental profile for each of the
isolated peaks λ(p)

j , that is:

∀λ(p)
j , Σ

(

λ
(p)
j

)

= S
(

λ
(p)
j

)

. (3.3.5)
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Equation (3.3.4) can be vectored on all the peaks λ(p)
j and inverted so as to

get the amplitudes Ai that will guarantee the equality (3.3.5):

Ai =
∑

j

(

Σ
(

λ
(p)
j

)

−
(

a+ bλ
(p)
j

))

V −1
j,i , (3.3.6)

where Vj,i is a tensor representing the pure Voigt profile amplitude of recon-

structed peak λ(c)
i at observed peak position λ

(p)
j :

Vj,i = V
(

λ
(p)
j − λ

(c)
i , σi, γi

)

(3.3.7)

Figure 3.3.5 shows the measured spectrum, the deconvolved spectrum and the
peak detection rendering.
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Figure 3.3.5: Spectrum of the discharge (U = 20 kV, C = 11.6 nF, L =
0.7 µH, l = 85 mm) before and after intensity correction and slit function
deconvolution.

3.4 Schlieren imaging

To study the shock wave generated by the surface discharge, our experiment
is placed within the imaging field of a Schlieren setup. We use a CAVILUX R©
Smart laser diode light source to create a 100 ns pulse of wavelength 690 nm,
stopped down with a pinhole of diameter 0.5 mm. This point-like source is
placed at the focal point of a 1500 mm achromatic lens (L1) that generates
the imaging field of parallel light rays. A knife edge is placed at the focal
plate of a second 500 mm achromatic lens (L2). The final image is created
on the detector with a 60 mm lens (L3) placed behind a filter at 690 nm that
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limits stray light emitted by the discharge from reaching the detector. We
use a GigE uEye CP industrial camera as our detector. The trigger pulse
for the camera (duration 10 µs) is emitted 50 µs before the light pulse, so as
to let the camera shutter open. The whole setup is depicted on figure 3.4.1.
We perform phase-locked measurements, granted the discharge phenomenon
exhibits a good shot-to-shot repeatability.

Figure 3.4.1: Schlieren setup used to visualize the shock wave generated by
the sliding discharge along the discharge axis. L1: f1 = 1500 mm. L2: f2 =
500 mm. L3: f3 = 60 mm. M1 and M2 are plane mirrors.

Due to the setup configuration (bolt connecting the ground electrode on top
of the dielectric layer), the first instants of the discharge cannot be accessed
with this front view configuration. Furthermore, some stray light emitted by
the discharge managed to reach the camera creating a sort of halo as shown in
figure 3.4.2. We modified the discharge orientation to record the shock wave
trajectory as seen from the side of the discharge (see figures 3.4.3 and 3.4.4).
In addition, the knife edge was diaphragmed to prevent light emitted by the
discharge from blinding the sensor. This allows for finer measurements of the
early expansion of the discharge and its shock wave as depicted on figure 3.4.5.
In addition, this side imaging confirms our assumption of the 2D geometry of
the discharge.
The shock waves can be seen with these setups and their radius is measured
in chapter 6.

3.5 Impulse measurement

During the return stroke phase, the energy initially stored in the capacitors
is quickly released in the plasma channel, heating up the gas and causing
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(a) Early stage of the discharge (b) Later stage of the discharge.

Figure 3.4.2: Shock wave visualization along the discharge axis. The imaging
scale for this setup is 49 µm/pixel.

Figure 3.4.3: Schlieren setup used to visualize the shock wave generated by the
sliding discharge from the side of the discharge axis.

the formation of shock waves. Overpressure behind the shock imparts a net
force on the actuator plate, resulting in an impulse that we measure with a
torque balance (Elias and Castera (2013)). The discharge actuator is placed
on a hinge, of which the angular position is monitored optically. When the
discharge is created on the actuator, the actuator starts to oscillate because of
the shock overpressure. These oscillations can be related to the momentum,
hence the impulse, imparted by the discharge.
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Figure 3.4.4: Schlieren setup for shock wave visualization. The electrical diag-
nostics and discharge circuit are also shown, with the blue line indicating the
discharge position.

(a) Early stage of the discharge (b) Late stage of the discharge.

Figure 3.4.5: Shock wave visualization across the discharge axis. The imaging
scale for this setup is 46.2 µm/pixel.

3.5.1 General principle

Two thin (0.1 mm thick, 2.5 mm wide, 1 mm long) copper blades act as a
hinge on one side of the plate. On the other side, a similar curved blade, of
greater length (30 mm) acts as a spring. These copper blades are also used to
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connect the actuator plate electrode to the HV circuit, to avoid stiffening the
oscillator with additional wiring. A mirror is placed on the actuator on top of
the hinge axis, on which a laser beam is reflected onto a linear optical detector
Newport OBP-A-9L. For small enough oscillations, the beam displacement ds
recorded on the detector can be linearised and is found to be proportional to
the angular displacement θ:

ds = 2L sin(θ) ≈ 2Lθ (3.5.1)

The setup is depicted on figure 3.5.1.

Figure 3.5.1: Impulse measurement setup.

The angular displacement θ is given by the standard formula for an under-
damped oscillator:

θ = Θ sin (
√

ω2
0 − α2t)e−αt. (3.5.2)

Assuming an impulse p is applied normally on the actuator at time t = 0 at
distance xL of the tilting axis, the amplitude Θ is given by:

Θ =
xLp

I
√

ω2
0 − α2

,

with ω0 and α functions of mechanical parameters and I the actuator moment
of inertia with respect to the hinge. We do not need to determine these factors
precisely to measure the impulse delivered by the discharge. Indeed, the optical
detector returns a voltage u proportional to the deflection angle θ, so the peak-
to-peak voltage upp is proportional to the angular momentum applied to the
plate:

upp = KxLI, (3.5.3)

where K is the dampening between two consecutive peaks, which is a function
of these parameters (ω0, α, I). This coefficient is determined experimentally
through careful calibration of the torque balance, as detailed next.
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3.5.2 Calibration

To determine the coefficient K, we calibrate the torque balance by dropping
a steel ball of known mass m = 879 mg from a height h = 1.5 cm at varying
distance x from the balance axis. If we neglect air friction, on reaching the
plate, the marble has a downward impulse pz given by:

pz = m
√

2gh, (3.5.4)

with g = 9.81 m/s2 the local Earth gravity acceleration. Assuming a perfect
rebound, the marble goes back up with an impulse p′

z = −pz. The plate, steady
before impact, now has an impulse:

∆pz = pz − p′

z = −2m
√

2gh,

and starts to oscillate according to equation (3.5.2) with an amplitude pro-
portional to this initial impulse ∆pz. These oscillations are recorded by the
optical detector, as can be seen on figure 3.5.2.
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Figure 3.5.2: Voltage oscillations following a marble rebound and setup for
controlled release. The measured data (in blue) can be fitted accurately with
a standard damped sinusoid (in green).

In order to have a good shot-to-shot repeatability during our calibration, the
ball is released by a controlled electromagnet. The electromagnet must be
switched off for long enough to let the ball reach the plate and bounce back up
without being pulled by the magnetic field. For a release height h = 1.5 cm, one
gets a minimum switch off duration t = 55 ms. We set the switch off duration
to 60 ms. The resulting calibration curve is shown in figure 3.5.3. The balance
behaves linearly as expected and we get the coefficient K by regression.
It has been assumed so far that the ball rebound on the plate was perfect,
which guarantees that p′

z = −pz. However this may not be the case, and we
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Figure 3.5.3: Calibration of the torque balance: each point is sampled 15 times
to account for statistical dispersion. The lines are linear fit for the various data
sets.

may have p′

z = −(1 − ǫ)pz. This leads to a plate impulse:

∆pz = pz − p′

z = −(2 − ǫ)m
√

2gh,

which results in a systematic error in our estimation of K:
• for ǫ = 0.0, K = 26309 ± 906 V/Js;
• for ǫ = 0.1, K = 27692 ± 953 V/Js;
• for ǫ = 0.2, K = 29231 ± 1006 V/Js.

The statistical and systematic errors are computed according to a variance
formula (see appendix A for more details). For our impulse measurements,
given that the ball bounces back up to about 80% of its original height (this a
gross visual estimation), we will use the value corresponding to ǫ = 0.1:

K = 27692 ± 953 V/Js. (3.5.5)

3.5.3 Impulse measurement on the discharge

The measured momentum M0 delivered by the sliding discharge is obtained by
integration over the discharge length l of elementary momenta:

M0 =
∫

l
dM =

∫

l
Π(x)xdx, (3.5.6)

with Π(x) the linear impulse. Assuming Π to be constant along the discharge
length, we get the linear impulse generated by the discharge as a function of
the measured peak-to-peak voltage:

Π =
upp

xLKl
, (3.5.7)
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with xL the center position of the discharge.

3.6 Conclusion

We have set up a range of diagnostics to study the behavior of the plasma chan-
nel and its time evolution. Electrical probes enable measurements of voltage
and current in the plasma channel, which gives access to the energy deposi-
tion dynamics. We can then determine how much energy initially put in the
electrical circuit is coupled into the discharge. The physical properties of the
discharge channel are studied via optical and spectroscopic measurements. The
whole setup has been carefully synchronized to perform time-resolved measure-
ments, with an accuracy of 5 ns. Shock waves generated by the discharge are
visualized using a Schlieren setup and the impulse imparted by these shock
waves is measured with a calibrated torque balance.
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Chapter 4

Development of an electric
model for the arc phase

With four parameters I can fit an elephant, and
with five I can make him wiggle his trunk.

John von Neumann

The pulsed surface discharge takes place in two steps: a propagation phase,
during which a plasma channel is created between the electrodes; and a return
stroke phase, during which a high current flows into the newly formed conduc-
tive channel. This current causes a fast Joule heating of gas, which in turn
creates shock waves that exert an impulse on the actuator and the surrounding
gas. To assess the efficiency of the pulsed surface discharge for flow control, we
need to know how much energy is deposited in the discharge itself during the
return stroke phase. The propagation phase is not considered here, as most of
the energy is deposited in the discharge during this high current phase only.
The discharge is generated with a circuit that includes several components that
can influence the energy deposition in the plasma. To understand the influence
of the circuit on the discharge behavior, we measure the voltage and current
in various configurations. These measurements are used to:

• conduct a parametric study to identify the governing circuit characteris-
tics and their influence on the energy deposition dynamics;

• develop a simple model to describe the current pulse in the high current
phase, hence the energy deposition in the discharge;

• compare this model to experimental results.



36 4.1 - Electrical characterization of the discharge

4.1 Electrical characterization of the discharge

4.1.1 Parametric study

We want to determine the main parameters that affect the discharge energy
deposition. To do so, we measure the discharge current and voltage for differ-
ent discharge configurations, where we vary the discharge length l, the total
capacitance in the capacitor bank C, the initial charging voltage UC or the
total circuit inductance L. The discharge length, total capacitance and cir-
cuit inductance all modify the oscillatory behavior. In this work, only positive
charging voltages are considered. Therefore, due to the circuit configuration,
the voltage pulse applied to the HV electrode is always negative (see the circuit
description in section 3.2, chapter 3). The different test cases are described in
table 4.1.

Table 4.1: Test cases series for measurements.

Test series l (cm) C (nF) L (µH) UC (kV)
A 9.5 14.5 0.8 18, 19, 20, 21, 22, 23, 24, 25
B 9.5 11.6 0.8 19, 20, 21, 22, 23, 24, 25
C 9.5 8.9 0.8 19, 20, 21, 22, 23, 24, 25
D 9.5 5.8 0.8 19, 20, 21, 22, 23, 24, 25
E 9.5 5.8 78.2 19, 20, 21, 22, 23, 24, 25
F 5 11.6 0.8 19, 20, 21, 22, 23, 24, 25
G 6.5 11.6 0.8 19, 20, 21, 22, 23

4.1.2 Characteristic current and voltage curves

Typical current and voltage curves are depicted in figure 4.1.1. We clearly
see on the voltage curve for the low inductance circuit (figure 4.1.1a) the exis-
tence of two distinct phases in the surface discharge (Trusov (2006); Andreev
et al. (1980); Bordage and Hartmann (1982); Beverly III (1986); Larigaldie
et al. (1981); Larigaldie (1987b); Larigaldie (1987a); Larigaldie et al. (1992);
Lagarkov and Rutkevich (1994)):

• a propagation phase in the first 300 ns: this corresponds to the creation
of a conductive plasma channel on the surface of the dielectric after the
spark-gap switching;

• a return stroke phase, between 300 ns and 1 µs, during which the ca-
pacitors release their energy and the current oscillates while the voltage
returns to 0.

In the high inductance circuit (figure 4.1.1b),the high current phase lasts much
longer, up to 15 µs). The fast heating of the gas and the generation of shock
waves takes place during the high current phase. We will then focus on this
phase to understand the energy deposition in the discharge through Joule heat-
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Figure 4.1.1: Current and voltage measured on a discharge of length
l = 95 mm, with charging voltage UC = 22 kV and total capacitance
C = 5.8 nF.

ing.

4.1.3 Energy deposition efficiency

In a first analysis, we study the evolution of the energy E∞

J deposited in the
discharge through Joule heating with the various parameters of table 4.1.The
deposited energy is determined by integrating the product of voltage and cur-
rent over time:

E∞

J = −
∫ +∞

0
Upipdt,

where the minus sign accounts for the circuit orientation. The measured volt-
age Up is the sum of the resistive voltage across the discharge Rpip, and of
the inductive voltage Lp

dip

dt (Lp is a stray inductance related to the plasma
channel and the wiring in the circuit of the voltage probe, see figure 4.2.1).
The inductive component cancels out eventually:

E∞

J = Rp

∫ +∞

0
i2pdt+

∫ +∞

0
Lp

dip
dt
ipdt =

∫ +∞

0
Rpi

2
pdt+

[

Lpi
2
p

]+∞

0
,
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given that the current tends to zero before and after the discharge. We can
therefore determine the energy deposited in the discharge and the circuit cou-
pling efficiency χJ defined as the ratio of the energy deposited in the discharge
through Joule effect to the total energy stored in the capacitors:

χJ =
E∞

J

EC
=

−
∫+∞

0 Upipdt
CU2

C

2

. (4.1.1)

The energy deposited is plotted for various configurations in figure 4.1.2.
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Figure 4.1.2: Energy deposited in the discharge as a function of the initial
energy stored in the capacitors for various circuit configurations.

Increasing the circuit capacitance has little impact on the coupling efficiency:
the energy deposited in the discharge always accounts for about 70% of the
initial energy stored in the capacitors. However, shortening or lengthening the
discharge does affect this coupling: the longer the discharge, the more energy is
coupled into it. Assuming a given linear resistance for the discharge, increasing
the discharge length will increase its total resistance Rp, but will also affect
the current ip. The circuit can be driven into a more or less oscillating mode,
which will cause more current to flow in the discharge or in the ballast resistor.
The importance of this oscillatory behavior of the circuit is further evidenced
when varying the inductance of the circuit: a high inductance circuit exhibits
a lower efficiency, with less than 50% of the initial energy effectively deposited
in the discharge. The Joule efficiency χJ is reported for the various circuit
configurations in tables 4.2, 4.3, 4.4.
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Table 4.2: Joule efficiency χJ for varying circuit capacitance at fixed discharge
length l = 95 mm and circuit inductance L = 0.8 µH.

Capacitance C, nF 14.5 11.6 8.7 5.8
χJ 0.69 ± 0.1 0.68 ± 0.1 0.67 ± 0.1 0.64 ± 0.1

Table 4.3: Joule efficiency χJ for varying discharge length at fixed circuit
inductance L = 0.8 µH and circuit capacitance C = 5.8 nF.

Length l, mm 50 65 95
χJ 0.55 ± 0.1 0.60 ± 0.1 0.64 ± 0.1

Table 4.4: Joule efficiency χJ for varying circuit inductance at fixed discharge
length l = 95 mm and circuit capacitance C = 5.8 nF.

Inductance L, µH 0.8 78.2
χJ 0.64 ± 0.1 0.47 ± 0.1

4.1.4 Energy deposition duration

The circuit characteristics also affect the duration of the energy deposition in
the plasma channel. Using voltage and current data (see for instance figure
4.1.3), we compute the Joule energy EJ(t) deposited at time t in the discharge
and define some characteristic times:

• t0 is the discharge initiation time, corresponding to the breakdown of the
sparkgap. t0 is identified on the voltage curve when the discharge voltage
U drops below 15 kV;

• tRS marks the transition from the propagation phase to the return stroke
phase. tRS is identified on the current curve when the current oscillations
start;

• tF is the discharge finishing time. tF is identified on the energy curve
when the energy EJ(t) reaches (for the first time, as there may be some
oscillations as explained in section 4.1.3) 98% of its final value EJ(t −→
+∞).

These various time marks are then used to define several characteristic dura-
tions:

• τD = tF − t0 is the total duration of the discharge;
• τP = tRS − t0 is the propagation phase duration;
• τRS = tF − tRS is the return stroke phase duration.

These characteristic times can then be plotted as functions of the capacitors
initial energy or charging voltage. As can be seen in figure 4.1.4, the total
duration of the discharge depends on the initial energy stored in the capaci-
tors. For a given capacitance, increasing the charging voltage hence the initial
energy decreases the total duration of the discharge. On the other hand, at a
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Figure 4.1.3: Definition of the characteristic times t0, tRS and tF .

given voltage, increasing the capacitance hence the initial energy increases the
total duration of the discharge. To try and distinguish these influences more
precisely, we focus separately on the two phases of the discharge.
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Figure 4.1.4: Total duration τD as a function of the energy stored in the
capacitors.

4.1.4.1 Propagation phase duration

As can be seen in figure 4.1.5, the propagation phase duration is driven by
the initial charging voltage of the capacitors. This is in agreement with the
general understanding of the propagation phase of the pulsed surface discharge
(Baranov et al. (1984); Andreev et al. (1980); Trusov (2006); Toepler (1921);
Andreev et al. (1978); Bordage and Hartmann (1982); Beverly III (1986);
Larigaldie et al. (1981); Larigaldie (1987b); Larigaldie (1987a); Larigaldie et al.
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(1992); Lagarkov and Rutkevich (1994)): the plasma channel is created in a
streamer-like mechanism. When the spark-gap commutes, the tip electrode
is negatively biased, just above the surface of a dielectric under which runs
the grounded counter-electrode. The local electric field near the high voltage
electrode then exceeds the breakdown threshold of air, which leads to the
formation of a negative streamer that propagates above the grounded electrode.
The whole process of propagation and channel formation is only governed by
the initial applied voltage (if the voltage is too low, the propagation can stop
within the gap).
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Figure 4.1.5: Propagation duration τP and velocity v as a function of the initial
energy and of the capacitors voltage, for a discharge of length 95 mm.

The channel propagation velocity v reaches values ranging from 2 × 105 m/s
to 4 × 105 m/s and is found to be proportional to the charging voltage UC

according to Toepler’s law (Larigaldie et al. (1981); Larigaldie (1987b)):

v = α (UC − VS) , (4.1.2)

where α is a constant and VS a threshold voltage depending on the dielectric
material properties (dielectric constant and thickness). The values expected
for these parameters are reported in table 4.5.

4.1.4.2 Arc phase duration

The energy and voltage dependence of the arc phase duration (depicted in
figure 4.1.6) is more complex to understand.
Increasing the capacitance at a given voltage does increase this duration. This
behavior is understandable when considering the equivalent electrical circuit
of figure 4.2.1: changing the capacitance in an RLC circuit will affect its pa-
rameters (α, ω0) (see appendix B for details). However, increasing the voltage
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Table 4.5: Propagation velocity parameters obtained from data fit and given
by Toepler’s law.

Constants α, m/s/V VS , kV
Case A 31.0 ± 3.5 13.2 ± 0.9
Case B 33.0 ± 3.9 13.0 ± 0.9
Case C 35.6 ± 3.8 13.7 ± 0.8
Case D 32.4 ± 3.6 13.3 ± 0.9
Toepler 35.0 12.4
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Figure 4.1.6: Return stroke duration τRS as a function of of the initial energy
and of the capacitors voltage, for a discharge of length 95 mm.

at a given capacitance does decreases the return stroke duration. This obser-
vation is not compatible with the behavior of a simple RLC circuit (in which
the plasma channel behaves as a constant resistance Rp). For a standard RLC
circuit, the total Joule energy E∞

J deposited in the discharge is given by

E∞

J = Rp

∫ +∞

0
i2pdt =

RpU
2
0

4αL2ω2
0
, (4.1.3)

where α and ω0 are circuit parameters (see appendix B for more details). The
energy EJ (t) deposited at time t through Joule effect in a constant resistance
Rp can therefore be expressed as a fraction fEJ

of the total Joule energy:

EJ(t) = fEJ
(α, ω0, t)E∞

J , (4.1.4)

where the fraction fEJ
(α, ω0, t) is a function of the RLC circuit parameters α

and ω0 (see equation B.3.6 in appendix B). The time needed to reach a given
fraction fEJ

should not depend on the circuit charging voltage. This points to
some non standard behavior for the plasma channel (variable resistance) that
needs to be investigated further.
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4.2 Model of the arc phase

4.2.1 Need for a time-varying resistance

The current and voltage curves exhibit oscillations similar to those of a stan-
dard RLC circuit. Assuming at first that the discharge behaves (during the
return stroke phase) like a constant resistor in series with an inductance, the
equivalent circuit is depicted on figure 4.2.1. L is the complete inductance of

Figure 4.2.1: Equivalent circuit during the return stroke phase. Rsg models the
wires and sparkgap resistance, the plasma channel is modeled by a resistance
Rp(t) and an inductance Lp.

the current loop comprising the discharge, whereas Lp is a stray inductance
related to the plasma channel and the wiring between the connection points of
the voltage probe.
The current ip flowing in the discharge is driven by the following equation:

∂ttip + 2α∂tip + ω2
0ip = 0.

We can solve this differential equation with initial conditions at t = 0:

i(t = 0) = 0,

∂ti(t = 0) =
U0

L
,

which leads to the standard oscillating solution (see appendix B for more de-
tails):

i(t) =
U0

L
√

ω2
0 − α2

sin
(

√

ω2
0 − α2t

)

e−αt (4.2.1)

with U0 the capacitors voltage at the beginning of the return stroke phase. ω0

and α are the frequency and dampening parameters for this circuit:

α =
Rp

2L
+

RsgRb

2(Rsg +Rb)L
+

1
2(Rsg +Rb)C

, ω2
0 =

Rp +Rb

Rsg +Rb

1
LC

.
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To determine the energy deposited by Joule heating in the discharge (see equa-
tion (4.1.3)), we must know the parameters α and ω0 that are functions of the
plasma channel resistance Rp and the wires and sparkgap resistance Rsg. If the
plasma were indeed a constant resistor, for a given circuit configuration (with
fixed value of inductance L, resistances Rsg and Rb and total capacitance C),
the normalized currents measured at different voltages should collapse to the
same damped sinusoidal waveform given by equation (4.2.1). However, as ev-
idenced on figure 4.2.2, the current waveform clearly depends on the initial
charging voltage (or initial energy stored in the capacitors): the higher this
initial energy, the shorter the pseudo-period and the higher the oscillation am-
plitude. This leads us to assume a voltage (or energy) dependence for the
plasma resistance Rp(U).
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Figure 4.2.2: Current measured in the plasma channel and normalized by its
maximum value, for different charging voltages and a fixed circuit configuration
(Rsg = 0.79 Ω, L = 0.8 µH, C = 14.5 nF, Rb = 1.7 kΩ).

We tried to fit the measured current with the solution given by equation (4.2.1).
If the fit is rather good for high inductance circuits, the reconstruction is not
as good for the low inductance cases, where the first half oscillation cannot
be fitted with the same parameters as the second half, as can be seen on
figure 4.2.3. This further points to a time dependence of the plasma channel
resistance Rp(t)
We must resort to a finer model of the circuit 4.2.1 with a time-varying re-
sistance Rp(t) for the plasma channel. During the return stroke phase, the
electric charge Q carried by the capacitors and the current ip flowing through
the surface discharge are governed by a system of coupled differential equations:
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Q

C
+Rsg

dQ
dt

= −
(

Rp(t)ip + L
dip
dt

)

, (4.2.2a)

Q

C
+Rsg

dQ
dt

= −Rbib= −Rb

(

dQ
dt

− ip

)

. (4.2.2b)

Note that the spark-gap is still modeled as a constant resistor Rsg, and not
as a time-varying resistor. In fact, when the spark-gap is triggered, first the
discharge propagates on the dielectric surface towards the grounded electrode.
The propagation phase duration is linked to the streamer velocity, typically
105 − 106 m/s (Larigaldie (1987a)). Therefore the propagation phase lasts a
few hundreds of nanoseconds, during which a capacitive current flows through
the spark-gap to propagate the leader toward the grounded electrode. Hence,
at the beginning of the return stroke phase, the spark-gap, whose voltage fall
time (during which the spark-gap resistance varies) is in the range of 5 − 10 ns
has reached a steady resistance value. Since this analysis is restricted to the the
return stroke phase, the spark-gap is therefore modeled as a simple constant
resistor Rsg = 0.79 Ω (value obtained through fit).
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We can write system (4.2.2) as two first order differential equations:

∂tQ = − Q

(Rsg +Rb)C
+

Rbip
(Rsg +Rb)

, (4.2.3a)

∂tip = −
(

RbQ

(Rsg +Rb)LC
+

(

RsgRb

(Rsg +Rb)
+Rp(t)

)

ip
L

)

, (4.2.3b)

that can be solved numerically. However, to do so, we first need to choose a
model for the time-varying resistance Rp(t).
In all that follows, we consider a cylindrical channel of length l with axial
invariance, that is its properties do not depend on the position along the axis.
The channel resistance Rp(t) at time t is given by:

Rp(t) =
l

∫

S(t)
σ(r, t)dS

, (4.2.4)

where the channel conductivity σ(r, t) is integrated over the channel section
S(t). Several resistance models for sparks have been proposed and analyzed
in the literature (Engel et al. (1989); Montaño et al. (2006)). The oscillatory
behavior of the measured current limits the possible choices to the Rompe-
Weizel (Rompe and Weizel (1944); Weizel and Rompe (1947)), Vlastós (Vlastós
(1972)), Braginskii (Braginskii (1958)) and Toepler (Toepler (1906); Toepler
(1921)) models as other models would exhibit singularities and inconsistent
values. The Toepler model lacks theoretical justification and is based solely
on experimental results. The Rompe-Weizel, Vlastós and Braginskii resistance
models are derived from energy considerations for a plasma channel of length
l homogeneous on its cylindrical section.

4.2.2 Rompe-Weizel model

The Rompe-Weizel model (Rompe and Weizel (1944); Weizel and Rompe
(1947)) assumes that the energy deposited in the plasma is channeled to the
electron gas through ionization only. In other words, the power deposited
in the channel is used to produce new electron-ion pairs, while the electron
temperature remains unchanged and other loss terms (conductivity, radiation,
elastic collisions) are neglected. With these assumptions, the rate of change of
the electron energy u is directly related to the Joule heating:

du
dt

=
j2

σ
(4.2.5)

where we have assumed the local Ohm’s law j = σE, with σ the channel
conductivity and E the driving electric field. The channel conductivity is:

σ = neµee, (4.2.6)
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with ne and µe the electron number density and mobility, and the electron
energy is (Rompe and Weizel (1944); Weizel and Rompe (1947)):

u = ne

(

3
2
kBTe + eφI

)

. (4.2.7)

Here eφI is the ionization cost, that may be greater than the simple ionization
energy of nitrogen or oxygen. For a simple numerical evaluation, we consider
this cost to be at least equal to Stoletov’s constant (Raizer (1997)) which gives
the optimal ionization cost in an avalanche process in air. Replacing (4.2.6)
and (4.2.7) in (4.2.5), the conductivity is obtained as:

σRW =

(

2µee
∫

j2(t)dt
3
2kBTe + eφI

) 1
2

. (4.2.8)

We have assumed constant properties across the channel section, therefore the
current density j(t) is simply equal to the current divided by the channel section
j(t) = ip(t)

S(t) . Integrating across the channel section, all geometric dependence
cancels out and we get eventually:

RRW
p (t) =

kRWl
(

∫ t
−∞

i2p(t)dt
) 1

2

, kRW =

(

3
2kBTe + eφI

2µee

) 1
2

. (4.2.9)

4.2.3 Vlastós model

The Vlastós model (Vlastós (1972)) considers a fully or quasi-fully ionized
plasma (single ionization, ne = ni = n), where Coulomb collisions drive the
plasma properties. The plasma internal energy at local thermal equilibrium
(Te = Ti = T ) is:

u =
3
2
nekBTe +

3
2
nikBTi, (4.2.10)

the first term corresponding to the electrons energy, and the second term to
the ions energy. Using Spitzer formula for the plasma conductivity (Vlastós
(1972)):

σ = 0.153
T

3
2

ln Λ
, (4.2.11)

with ln Λ the Coulomb logarithm, where ln Λ ≈ 12−15 (Goldston and Rutherord
(1995)). Note that in (4.2.11) the plasma conductivity is independent of the
number density. By integration of (4.2.5) over the channel section and length,
substituting σ for T from (4.2.11) in (4.2.10) yields:

RV
p (t) =

kVl
(

∫ t
−∞

i2p(t)dt
)

3
5

, kV =

(

r2
0 ln2 Λn3

) 1
5

6.97 × 1012 , (4.2.12)

where r0 is the plasma channel radius (assumed to be constant).
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4.2.4 Braginskii model

The Braginskii model (Braginskii (1958); Oreshkin and Lavrinovich (2014))
assumes that the channel conductivity is constant over time and that the vari-
ation of resistance is due solely to the channel hydrodynamic expansion. Start-
ing from a narrow current-carrying filament, energy deposition through Joule
effects heats the channel, raising its pressure, temperature and ionization. Bra-
ginskii then considers that the channel behaves as a piston, generating a shock
where ionization occurs. Behind the shock determined by the channel radius
a(t), the various channel properties are assumed to be constant. The channel
squared radius a2(t) is determined through conservation of energy, taking into
account the channel hydrodynamic expansion, which leads to:

a2(t) =
(

4
π2ρ0ξσ

) 2
3
∫ t

−∞

ip(t)
2
3 dt, (4.2.13)

with σ and ρ0 the gas conductivity and its density (outside of the channel
radius), assumed to be constant. ξ is an additional constant that depends
on the gas properties. Plugging this expression for the channel radius in the
resistance formula 4.2.4, we get:

RB
p (t) =

kBl
∫ t

−∞
ip(t)

2
3 dt

, kB =
(

ξρ0

4πσ2

)
1
3

(4.2.14)

4.2.5 Toepler model

The Toepler model (Toepler (1921)) is purely empirical, and the corresponding
arc resistance is given by:

RT
p (t) =

kTl
∫ t

−∞
ip(t)dt

(4.2.15)

with kT a constant.

4.2.6 Nondimensionalization and numerical resolution

The goal of our modeling is to describe the discharge current pulse during
the return stroke phase, using equations (4.2.3a) and (4.2.3b) and the various
models mentioned above. The propagation phase is not described here, but its
effect of leaving an ionized channel that bridges the electrodes is accounted for
by the initial channel resistance Rp(0). If t = 0 is the beginning of the return
stroke phase, the channel resistance, in the Rompe-Weizel model, is written as:

RRW
p (t) =

kRWl
(

A0 +
∫ t

0 i
2
p(t)dt

) 1
2

, t ≥ 0 (4.2.16)
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where A0 =
∫ 0

−∞
i2p(t)dt.

An optimization process is used to fit the experimental current curves. We
define the dimensionless variables:

Q̃ =
Q

CU0
, ĩ =

ip
I
, t̃ =

t

δt
(4.2.17)

with δt the reference timescale and I the reference current. For the Rompe-
Weizel model, using the same formalism as equation (4.2.16), the time-varying-
resistance can be rewritten as:

RRW
p (t) =

RRW
0

Ã
1
2

, RRW
0 =

kRWl

(I2δt)
1
2

, Ã =
A0 +

∫ t
0 i

2
pdt

I2δt
. (4.2.18)

Setting δt = (Rb + Rsg)C, I = U0/Rb, τC = RbC, τL = L/Rb the
system of integro-differential equations can be transformed in:

dQ̃
dt̃

= −Q̃+ ĩ, (4.2.19a)

dĩ
dt̃

= −τC

τL

(

Q̃+
Rsg

Rb
ĩ

)

− δt

τL

R0

Rb

ĩ

Ãm
, (4.2.19b)

dÃ
dt̃

= ĩn. (4.2.19c)

m and n are dimensionless numbers relative to the resistance model, given in
table 4.6 with the relevant expression of R0 and Ã.

Table 4.6: Expressions of R0 and Ã and values for the m and n parameters for
the different resistance models.

Resistance model R0 Ã m n

Rompe-Weizel kRWl

(I2δt)
1
2

A0+
∫ t

0
i2
pdt

I2δt
1
2 2

Vlastós kVl

(I2δt)
3
5

A0+
∫ t

0
i2
pdt

I2δt
3
5 2

Braginskii kTl

I
2
3 δt

A0+
∫ t

0
i

2
3
p dt

I
2
3 δt

1 2
3

Toepler kTl
Iδt

A0+
∫ t

0
ipdt

Iδt 1 1

The initial conditions for the integration are:

Q̃(0) = 1, ĩ(0) = 0, Ã(0) = Ã0 (4.2.20)

The electrical circuit parameters (Rsg,Rb, L,C) are known experimentally, and
the initial voltage U0 is measured after the streamer phase that bridges the
gap. The behavior of the non-dimensional current is driven by the choice of the
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two parameters (R0, Ã0). For a given set of parameters, the non-dimensional
system (4.2.19) is solved using a 4-th order Runge-Kutta method. Hence, using
an initial guess (R0, Ã0)(0), these parameters (R0, Ã0) are iteratively optimized
using a least square method to minimize the fit error e. The time evolution
described by (4.2.19) is computed for each iteration.
For the three models under consideration here, the same initial guess and the
same optimization process are retained. The optimization stops when one of
the two following termination criteria is met:

∫

(

ĩexp − ĩfit
)2

dt̃ < 1.5 × 10−8. (4.2.21)

or, at iteration n:
√

√

√

√

√

(

R
(n)
0 −R

(n−1)
0

R
(n)
0

)2

+





Ã0
(n) − Ã0

(n−1)

Ã0
(n)





2

< 1.5 × 10−8. (4.2.22)

After the optimization procedure, the discharge resistance is given by:

Rp(t) =
R0

Ã(t)m
, (4.2.23)

and the initial channel resistance, at the beginning of the return stroke phase,
is Rp(0) = R0/Ã0

m
.

4.3 Comparison with experimental data

4.3.1 Fit initialization with theoretical values

Initial values for the parameters (k,A0) are needed to start the optimization
process. We estimate a theoretical value of k for the various models, under the
following assumptions:

• Rompe-Weizel model (4.2.9): to our knowledge, the electron temperature
has not been measured in the return stroke phase of surface discharges
in air. However, estimates of the electron temperature during the prop-
agation phase have been obtained Te ≈ 5 − 9 eV based on spectro-
scopic measurement (Bordage and Hartmann (1982)). We assume that
the plasma keeps this range of electron temperature afterwards, dur-
ing the return stroke phase. The ionization cost can be taken equal
to the ionization energy of O2, that is eφI = 12.2 eV which leads to
kRW = 12.9 V · s1/2 · m−1. However, this completely overlooks other in-
elastic processes, such as ionization of N2, dissociation of both molecules
and ionization of the corresponding atoms. Instead, we use the Stole-
tov’s constant, that gives the optimal (minimum) ionization cost in an
avalanche process eφI = 66.0 eV (Raizer (1997)) in air. For air at
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atmospheric pressure (Raizer (1997)), the electron mobility is taken as
µe ≈ 0.059 m2V−1s−1. These assumptions lead to a theoretical value of
kRW = 25.0 V · s1/2 · m−1.

• Vlastós model (4.2.12): an estimate of the arc channel radius is required.
A time integrated imaging of the arc channel gives such an estimate
r0 = 0.5 mm. The Coulomb logarithm is supposed to be constant
ln2 Λ ≈ 12 − 15 (Vlastós (1972)) and assuming full ionization of the
gas initially in the arc channel volume, we get a plasma number density
n = 2.6 × 1025 m3 (Vlastós (1972)). This leads to a theoretical value
of kV = 41 V · A1/5 · s3/5m−1.

• Braginski model (4.2.14): with a conductivity σ = 200 Ω/cm and ξ =
4.5 (Braginskii (1958); Oreshkin and Lavrinovich (2014)) in air ρ0 =
1.29 × 10−3 kg/m3, the theoretical value for the resistance prefactor is
kB = 2.4 × 10−3 V · A−1/3 · s · m−1.

The Toepler model does not provide any formula for the prefactor k, but a gen-
erally used value (Toepler (1926); Toepler (1927); Vlastós (1969); Osmokrović
et al. (1992)) is kT = 1.5 × 10−2V · sm−1.
We also need an initial value for the parameter A0 (to avoid a division by zero
in the resistance). This parameter gives the plasma channel resistance (see
table 4.6 after its formation during the propagation phase. Since we focus our
analysis on the return stroke phase, we lack any model for this value. We will
simply assume an initial linear resistance of 1000 Ω/m and compute the A0

parameter accordingly with the initial values of k mentioned previously.

4.3.2 Analysis in terms of reconstruction accuracy

As a first step, the result of the fitting procedure is analyzed for two cases.
Figure 4.3.1 and 4.3.2 give the reconstructed current waveform and the error,
for a measurement in a low inductance circuit and a high inductance circuit
respectively. For the low inductance configuration, the best fit is obtained with
the Rompe-Weizel model. The Vlastós , Toepler and Braginskii models capture
the oscillations but deviate further from experimental values, especially in the
first half-oscillation. As seen in section 4.1.4, most of the energy is coupled in
the discharge in the early stage of the discharge.
For the high inductance configuration (figure 4.3.2), the Rompe-Weizel, Vlastós
and Toepler models behave similarly and fit rather closely the experimental
current. The Braginskii model however is not as successful, particularly in
the later stage of the discharge (after about 8 µs). The discrepancy observed
after 15 µs fora all models is probably due to the spark-gap extinction: setting
Rsg = ∞ in system (4.2.3), the current ip decreases down to zero.
As can be seen in figure 4.3.3, the channel resistance predicted by the various
models falls down in the first microsecond down to an almost constant value,
whether in a high or low inductance circuit. In a high inductance circuit, the
resistance can be taken as constant, since the current oscillations last much
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Figure 4.3.1: Current measured in the plasma channel during the return stroke
phase and its reconstructions according to the various models (L = 0.8 µH,
l = 95 mm, C = 14.5 nF, UC = 19 kV).

longer than the resistance evolution (see figures 4.3.2 and 4.3.3b). Thus, a
high-inductance circuit can be described with a simple dampened oscillator, as
evidenced in figure 4.2.3a. For a low inductance circuit however, the variable
resistance must be taken into account to describe the early rise of the current,
as seen in figure 4.2.3.
The various resistance models are compared by computing the reconstruction
error between the (non-dimensional) measured current and its non-dimensional)
value predicted according to the various models in the return stroke phase:

eM =

√

∫

(

ĩexp − ĩM
)2

dt̃. (4.3.1)

with ĩexp the non-dimensional experimental current, ĩM the non-dimensional
current computed according to model M, and t̃ the non-dimensional time.
For all the low inductance configurations, the Rompe-Weizel gives the best
current reconstruction accuracy, as indicated in table 4.7. The Vlastós model
is also in rather good agreement, though not as good as the Rompe-Weizel
model. A finer analysis shows that the two models differ mainly during the
initial current rise of the return stroke, while they merge later during the
discharge. This result is in agreement with the resistance expression for both
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Figure 4.3.2: Current measured in the plasma channel during the return stroke
phase and its reconstructions according to the various models (L = 78.2 µH,
l = 95 mm, C = 5.8 nF, UC = 24 kV).
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Figure 4.3.3: Resistance evolution predicted by the various models for a dis-
charge of length l = 95 mm.

models, which is proportional to some power of the inverse action integral. The
transient behavior of the channel resistance is blurred after a few hundreds ns,
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as can be noticed on figure 4.3.8 for instance. Our optimization procedure will
then fit the resistance parameters so that the asymptotic steady value allows
the best current reconstruction. The Toepler and Braginskii models lead to
both greater error and dispersion.

Table 4.7: Mean values and standard deviation of the reconstruction error eM

given by equation (4.3.2) for the various resistance models in low inductance
circuits. The Rompe-Weizel gives the best fit for all test cases, whereas the
Toepler and Braginski models deviate farther from experimental data. The
Vlastós model is in good overall agreement with measurements, though careful
examination shows a stronger deviation in the early stage of the return stroke
phase.

Model Rompe-Weizel Vlastós Toepler Braginski
Case A 0.42 ± 0.07 0.69 ± 0.17 0.80 ± 0.07 0.81 ± 0.10
Case B 0.41 ± 0.05 0.79 ± 0.39 0.80 ± 0.06 0.77 ± 0.07
Case C 0.41 ± 0.07 0.59 ± 0.05 0.74 ± 0.04 0.73 ± 0.08
Case D 0.44 ± 0.05 0.58 ± 0.05 0.73 ± 0.04 0.68 ± 0.06
Case F 0.68 ± 0.24 0.79 ± 0.20 0.71 ± 0.09 1.01 ± 0.12
Case G 0.46 ± 0.08 0.69 ± 0.16 0.71 ± 0.03 0.81 ± 0.05

For the high inductance configuration, the reconstruction error given in table
4.8 is computed with equation (4.3.2) by integration up to times that may ex-
ceed the spark-gap extinction (15 µs for instance in the case depicted in figure
4.3.2). The Braginskii model deviates the farthest from experiment, whereas
the Rompe-Weizel, Vlastós and Toepler models exhibit similar accuracy.

Table 4.8: Mean values and standard deviation of the reconstruction error eM

given by equation (4.3.2) for the various resistance models in high inductance
circuits.

Model Rompe-Weizel Vlastós Toepler Braginski
Case E 0.68 ± 0.06 0.71 ± 0.11 0.92 ± 0.23 2.78 ± 0.63

4.3.3 Evolution of the parameters k and A0

The fitting procedure yields the two optimal parameters (R0 and Ã0) from
which we compute back the dimensional parameters k and A0. In all cases, we
obtain Ã0 ≪ Ã, where Ã is the total action integral during the return stroke
phase. The parameter A0 corresponds to the initial resistance of the discharge
channel, as shown in (4.2.23), which in turn depends on the propagation phase
that occurs before the return stroke. This phase is not modeled here, hence
the lack of theoretically expected values for A0 in the various models. The
parametric experiments do not show a clear trend for this parameter. In fact,
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the fit error is not very sensitive to the value of this parameter, since A0 ≪ A(t).
A change of 20% of the optimal value of Ã0 leads to nearly identical value for
the fit error e.

Table 4.9: Mean value and standard deviation of the parameter A0 for the
various models.

Model Rompe-Weizel (SI) Vlastós (SI) Toepler (SI) Braginski (SI)
Case A 2.67 ± 0.71 × 10−4 2.93 ± 1.06 × 10−3 1.72 ± 0.24 × 10−5 1.60 ± 0.30 × 10−6

Case B 3.29 ± 0.45 × 10−4 4.32 ± 4.79 × 10−3 1.53 ± 0.21 × 10−5 1.66 ± 0.12 × 10−6

Case C 2.32 ± 1.05 × 10−4 1.05 ± 0.41 × 10−3 1.18 ± 0.21 × 10−5 1.23 ± 0.27 × 10−6

Case D 3.29 ± 1.05 × 10−4 1.71 ± 0.53 × 10−3 1.54 ± 0.22 × 10−5 1.64 ± 0.28 × 10−6

Case F 2.16 ± 1.53 × 10−4 1.91 ± 0.91 × 10−3 1.06 ± 0.20 × 10−5 1.75 ± 0.61 × 10−6

Case G 2.13 ± 0.87 × 10−4 1.40 ± 0.54 × 10−3 1.06 ± 0.16 × 10−5 1.34 ± 0.22 × 10−6

On the contrary, the fitting procedure is sensitive to the parameter R0, since
it drives the resistance prefactor k and thus the channel resistance. As an
example, a change of 20% on k leads to a 5-times increase of the fit error. The
optimum value of the parameter k for the various models and its theoretical
value (see model details in sections 4.2.2, 4.2.3, 4.2.4, 4.2.5 and 4.3.1) in the
different circuit configurations are given in table 4.10. The parameter k for
the Rompe-Weizel and Toepler models shows a good agreement with its theo-
retical (initial for the Toepler model) value. The Braginskii model parameter
k is about two thirds of its theoretical value, whereas the Vlastós model pa-
rameter k is only half of its value. When the discharge length decreases, the
optimal parameter k for all models drifts away from its theoretical value; this
is probably due to boundary effects.

Table 4.10: Mean value and standard deviation of the parameter k for the
various models and theoretical expectation. The Rompe-Weizel, Toepler and
Braginskii models are in good agreement with theoretical predictions.

Model Rompe-Weizel (SI) Vlastós (SI) Toepler (SI) Braginski (SI)
Case A 26.05 ± 0.63 22.24 ± 1.77 1.36 ± 0.06 × 10−2 1.65 ± 0.09 × 10−3

Case B 26.62 ± 0.40 23.61 ± 5.55 1.30 ± 0.05 × 10−2 1.70 ± 0.08 × 10−3

Case C 25.89 ± 1.00 18.23 ± 1.50 1.26 ± 0.06 × 10−2 1.70 ± 0.04 × 10−3

Case D 26.42 ± 0.64 19.89 ± 1.13 1.33 ± 0.02 × 10−2 1.73 ± 0.07 × 10−3

Case F 32.04 ± 3.06 26.73 ± 1.96 1.35 ± 0.06 × 10−2 2.07 ± 0.13 × 10−3

Case G 30.08 ± 1.74 22.90 ± 1.73 1.32 ± 0.04 × 10−2 1.89 ± 0.06 × 10−3

Theory 25 41 1.5 × 10−2 2.4 × 10−3

Previous experiments (Larigaldie (1987a)) reported a large discrepancy be-
tween theoretical and experimental values (an order of magnitude) for the
resistance prefactor kRW, but were based on other assumptions for the ioniza-
tion cost. The theoretical evaluation of the resistance prefactor kRW using the
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Stoletov’s constant (as discussed in section 4.3.1) is remarkably close to the ex-
perimental values. For the longer discharge, the mean value of the prefactor is
〈kRW〉 = 26 V · s1/2 · m−1, which is 8% above the theoretical value when taking
the Stoletov’s constant for ionization cost. For shorter discharges, the error is
larger, around 25%. This is still a good agreement, the deviation probably orig-
inates from the lower aspect ratio of the discharge channel. Other experiments
in Xenon (Trusov (1994)) obtained a best fit for kRW = 36 V · s1/2 · m−1. A
theoretical estimate of this coefficient, using the Stoletov’s constant in Xenon
eφI = 36 eV (Raizer (1997)) and µe = 0.017 m2 · V−1 · s−1 (Raju (2005)),
gives kRW = 34 V · s1/2 · m−1. Thus, even though the assumptions of the
Rompe-Weizel model are quite crude, it can give a fair description of the dis-
charge channel resistance.
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Figure 4.3.4: Resistance prefactor kRW used in (4.2.9), as a function of the
linear energy. The lines give the theoretical value of kRW when considering an
ionization cost corresponding solely to that of O2 (eφI = 12.2 eV) or using
the Stoletov’s constant (eφ = 66.0 eV).

The resistance prefactor kV obtained for the Vlastós model by our optimization
procedure is approximately constant but lower than its theoretical value when
a 100% ionization is assumed, as shown in figure 4.3.5. Better agreement can
be reached with a lower ionization ratio of 30%.

The resistance prefactors obtained for the Toepler and Braginskii models are
respectively 13% and 30% below their expected values, as evidenced in figures
4.3.6 and 4.3.7.

4.3.4 Evolution of the resistance

For the low inductance cases, the discharge channel resistance as given by the
various models can be compared to the experiments. As a first approximation,
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the channel resistance can be computed from experimental data as :

Rp(t) = −Up(t)
ip(t)

, (4.3.2)

where the − sign accounts for the circuit orientation. This simple approach
leads to singularities in the resistance value when the current crosses the ip = 0
line. The zero crossing is due to the fact that the circuit is a damped pseudo-
RLC oscillator. In the experiments, the HV probe measures the plasma voltage
plus an inductive voltage drop, due to the stray inductance of the circuit loop,
as shown in figure 4.2.1. Therefore, the voltage and current are slightly out
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of phase and the measured voltage is not zero when the current crosses the
zero line. To account for this, we subtract the inductive part to the measured
voltage, before dividing by the current:

R′

p(t) = −
Up(t) − Lp

dip(t)
dt

ip(t)
(4.3.3)

For Lp, based on the experimental setup, the measurement loop (including the
plasma channel) is approximately a single turn wire loop of radius 10 cm and
wire diameter 1 mm. In this condition, Lp ≈ 0.6 µH. Thus the plasma channel
accounts for most of the total inductance L = 0.8 µH, which is logical given
that the circuit is arranged geometrically so as to minimize the inductance.
Figure 4.3.8 shows the plasma resistance computed using (4.3.2) and (4.3.3),
with the resistances computed from (4.2.23) obtained by the reconstruction
procedure. Overall, a fair agreement between the various models and the ex-
periment is reached, though the Rompe-Weizel is the closest to the measured
resistance value, particularly in the initial stage of the discharge in the first
100 ns. The resistance decays in the first 300 ns, before reaching a steady value.
The use of (4.3.3) to correct for the stray inductance avoids the large diver-
gence when the current crosses zero. A localized divergence is still observed
around 590 ns when the current crosses 0, due to the measurement noise close
to zero. In figure 4.3.8, the channel resistance value Rp computed from the
experimental current and voltage values after 450 ns is too noisy to be mean-
ingful, because the current becomes too small. Eventually, the resistance for
all models reaches a steady value.
The various models agree fairly well on the final value of the discharge linear
resistance, as shown in figure 4.3.9. This is not surprising for the Rompe-Weizel
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Figure 4.3.8: Comparison of the plasma resistance Rp during the return stroke
phase as computed from experimental data ((4.3.2) and (4.3.3)) and pre-
dicted by the various models. The resistance decreases sharply during the first
150 ns, then reaches a steady value around 6 Ω (L = 0.8 µH, l = 95 mm,
C = 14.5 nF, UC = 19 kV).

and Vlastós model since the two functional forms (4.2.9) and (4.2.12) are very
similar. The final resistances Rpf of all low inductance cases can be used to
compute the plasma conductivity averaged over the channel section as:

〈σS〉 =
l

Rpf
(4.3.4)

It appears also in figure 4.3.9 that this conductivity 〈σS〉 increases linearly
with the linear energy dissipated in the discharge, in agreement with the var-
ious models energy considerations. Following the Rompe-Weizel model, this
is so because a higher input energy leads to a higher ionization fraction. In
the Vlastós model, this means that the plasma reaches a higher temperature
when the energy increases. In the Braginskii model, this is due to higher radial
expansion of the channel when the energy increases. The physical truth most
probably lies somewhere in between these various assumptions. Given its good
reconstruction accuracy and and agreement on the prefactor kRW , plot 4.3.9a
corresponding to the Rompe-Weizel model may be used to compute or extrap-
olate the channel resistance after the transient phase (approximately 400 ns
after the return stroke phase begins).
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(b) Vlastós model
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(c) Toepler model
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(d) Braginskii model

Figure 4.3.9: Plasma conductivity 〈σS〉 in the different models at the end of
the retun stroke.

4.3.5 Channel resistance, assumptions and plasma properties

The Rompe-Weizel, Vlastós and Braginskii resistance models are based on
different assumptions for the plasma properties that can be summarized as:

• Rompe-Weizel: fixed electron temperature and mobility, no hypothesis
on heavy particles temperature, the electron number density increases as
the energy deposited in the discharge increases;

• Vlastós: fully ionized plasma, fixed electron and ion number density; the
plasma temperature increases as the energy deposited in the discharge
increases.

• Braginskii: plasma of fixed conductivity σ, the resistance evolution is
driven by the channel radial expansion following energy deposition in the
discharge.



Chapter 4 - Electric model of the arc phase 61

The channel resistance RM
p (t) gives access to the variable plasma property for

a given model M as a function of conductivity and the channel section:

RM
p (t) =

l
∫

S(t σ
M(t)dS

,

where S(t) is the channel section at a given instant. Based on the previous com-
putations, it would therefore be possible to estimate several plasma parameters
such as its electron number density ne (for the Rompe-Weizel model), its tem-
perature T (for the Vlastós model) or its radius r (for the Braginskii model).
Such predictions can then be compared with experimental measurements of
said quantities provided they can be measured, e.g. through optical emission
spectroscopy (see chapter 5).

4.4 Conclusion

We studied the electrical behavior of the pulsed surface discharge for a range
of circuit configurations, changing the capacitance, the initial charging volt-
age, the inductance or the discharge length Castera and Elias (2014)). In
low inductance configurations, the two phases of the pulsed surface discharge,
namely the propagation phase (corresponding to the plasma channel forma-
tion) and the return stroke phase (corresponding to the energy deposition in
the channel) were clearly visible on the current and voltage curves. Using these
measurements, we assessed the discharge energy efficiency (how much of the
energy initially stored in the capacitor bank is actually deposited in the dis-
charge) and its duration. The total discharge duration was found to depend
on the circuit configuration and on the initial energy stored in the capacitors.
In a more detailed analysis, the propagation phase duration was found to be
only voltage dependent according to Toepler’s law (with a propagation velocity
proportional to the charging voltage).

Given that most of the energy is deposited during the return stroke phase, we
developed an electrical model to describe the current pulse and energy deposi-
tion in this phase. The measured current exhibits oscillations similar to that of
a RLC circuit. Although a standard under-damped oscillator model provided
a good match with the measurements for the high inductance case, the circuit
could not be described so simply in the low inductance cases. We implemented
several time-varying resistance models (Rompe-Weizel, Vlastós, Toepler and
Braginskii) for the plasma channel and fitted them to experimental data. All
these models predict a decreasing resistance that is inversely proportional to
some integral power of the current flowing through the plasma channel. A set of
coupled equations was solved numerically to compute this current in the return
stroke phase. The solution is a function of two model dependent parameters:
a prefactor k for which all save the Toepler model give a theoretical value, and
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an initial value A0. This second parameter is related to the plasma channel
formation during the propagation phase that was not investigated here.

The various models capture the oscillatory behavior of the circuit, but the
Rompe-Weizel model was found to be in best agreement with our measure-
ments in terms of current reconstruction, particularly in the early stage of
the discharge. In addition, the prefactor kRW determined experimentally is
very close to the value predicted theoretically when using Stoletov’s constant.
The Vlastós model deviates more from experimental data and the associated
prefactor kV is about only half of the value expected by the model. In com-
puting this theoretical value, we assumed a fixed channel radius and a fully
ionized plasma, both hypotheses that are probably too stringent and explain
this discrepancy. The Braginskii and Toepler model deviate even further from
measurements, with prefactors below their theoretical (or initial in the case of
the Toepler model) value.

All models show a resistance that falls rapidly within the first 500 ns before
reaching a steady value, in accordance with the measured behavior. The high
inductance configurations also exhibit this resistance transient behavior though
it happens on a shorter time scale and is not visible in our setup. The RLC
oscillation period is about ten times larger than the duration of this resistance
transient: it would be interesting to study the case of fast-oscillating circuits
with RLC oscillations shorter than the transient duration, to see whether this
would influence the resistance evolution or not. In the low inductance con-
figurations, the Rompe-Weizel, Vlastós and Toepler model gave similar values
for the asymptotic channel conductivity, whereas the Braginskii model failed
to do so. This asymptotic conductivity is proportional to the energy released
in the discharge, which is coherent with the energy-based formalism of the
Rompe-Weizel, Vlastós and Braginskii models.

The Rompe-Weizel, Vlastós and Braginskii time-varying resistance models are
based on different (and even sometimes contradictory) assumptions on the
plasma’s physical and chemical characteristics, such as its electron number
density, temperature or radius. The channel resistance computed with these
various models can give estimates of these quantities that can be compared to
experimental measurements obtained with optical emission spectroscopy. This
will be the object of the following chapter.



Chapter 5

Optical and spectroscopic
analysis of the pulsed surface
discharge

Cerré los ojos, los abrí. Entonces, vi el Aleph.

Jorge Luis Borges, El Aleph

The plasma channel can be described in terms of energy consumption as a time-
varying resistance, as evidenced in chapter 4. Several models can explain this
behavior, each one making some assumptions on the plasma properties such
as the electron number density, temperature or the channel radius. We would
like to use optical emission spectroscopy to measure these various properties.
To do so, we will:

• measure the total light intensity (over all wavelengths) emitted by the
discharge over time and use this to assess the plasma channel radius;

• measure emission spectra of the discharge and in particular the temporal
evolution of the Hα line;

• reconstruct the plasma physical properties (electron number density, . . . )
through analysis of our spectroscopic data.

5.1 Measurement of light intensity and estimation
of the discharge radius

We start our analysis using the 0-th order of the spectrometer to do some fast
imaging of the discharge. The spectrometer entrance slit is open to 2 mm.
The ICCD camera records the light emitted by the discharge over a certain
duration (gate τ) and integrated over all wavelengths. Each pixel of the ICCD
returns a signal depending on the light intensity that falls onto it, so the final
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output from the ICCD camera is a 512×512 pixel image as depicted on figure
5.1.1. We first investigate the time evolution of the light signal.

Figure 5.1.1: Imaging of the plasma channel as a light emitting channel in the
field of view of the spectrometer used as a fast imager. X is the discharge axis
and Y the discharge transverse direction.

5.1.1 Light intensity measurement

During the measurements, attention must be paid to the maximum light in-
tensity falling onto the ICCD detector to avoid damaging it. We must then
carefully control the camera gain and its gating, so that the system is sensitive
enough to record a meaningful signal even at a high temporal resolution. The
camera gain is set to a fixed value, and only the gate τ is changed for the
measurements. The light emission is recorded in an intensity array of 512×512
pixels. For our temporal analysis, we simply sum up the whole array and get
a value (in arbitrary unit) for the light intensity.
Figure 5.1.2 shows the light intensity recorded for a surface discharge in a
low inductance circuit. We plot two data sets taken in the same conditions
to illustrate the very good shot-to-shot repeatability of the surface discharge.
This is a critical assumption for all of our time-resolved analyses.
The light intensity profile exhibits a very clear peak occurring about 100 ns af-
ter the main power peak during the return stroke phase of the surface discharge
(there is no clear signal is the propagation phase). The first power peak is due
to the energy consumption in the propagation phase to create the conducting
channel between the electrodes. This light intensity profile is seen in all low
inductance (L = 0.7 µH) cases surveyed, as can be seen on figure 5.1.3. When
comparing the light signals with the power recordings for low inductance cases,
the 100 ns delay appears to be constant.
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Figure 5.1.2: Light intensity emitted by the discharge and corresponding power
evolution in a low inductance circuit.
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Figure 5.1.3: Light intensity emitted by the discharge in a low inductance
circuit for increasing capacitance charging voltages.

As evidenced on figure 5.1.3, light emission by the discharge starts earlier
and reaches higher values when the Joule energy deposited in the discharge
increases. The light signal vanishes after a few microseconds.
With the high inductance circuit (L = 78 µH in our configuration), light emis-
sion by the discharge is much less intense. To obtain a detectable signal, we
have to increase the ICCD gate τ from 2 ns to 50 ns. Light emission lasts
much longer than in a low inductance circuit, with a signal still clearly visi-
ble 25 µs after the discharge initiation. In addition, the light intensity signal
shows strong oscillations as can be seen on figure 5.1.4. These oscillations are
due to the multiple power peaks that cause reillumination in the channel.
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Figure 5.1.4: Light intensity emitted by the discharge and corresponding power
evolution in a high inductance circuit.

5.1.2 Radius estimation of the plasma channel

Using the ICCD camera, it is possible to estimate the plasma channel radius
during the return stroke phase (the light signal is not sufficient to study the
propagation phase). To do so, we assume that the the light emitting region
encompasses the plasma channel. We measure the light intensity and sum
up the signal along the discharge axis X (see figure 5.1.1). We then obtain
an intensity profile along the discharge transverse direction Y . This intensity
profile is then fitted with a Gaussian curve, whose half width at half-maximum
is taken as the light-emitting radius. Figure 5.1.5 shows that the Gaussian
fit is in very good agreement with our measurements for the high inductance
configuration.
For low inductance configurations however (see figure 5.1.6), the intensity pro-
file is not as neat and deviates from a simple Gaussian profile after a few
microseconds. We will still use the Gaussian fit approach, for it gives a proper
determination of the half width at half maximum.
Figure 5.1.7 shows the light emission channel radius as estimated with the
Gaussian fit for several test conditions. Several regimes can be identified:

• in the first hundreds of nanoseconds (few microseconds for the high in-
ductance case), the channel expands during the power peak while energy
is deposited in the discharge. The channel expansion increases with in-
creasing energy;

• when using a low inductance circuit, after the energy deposition has
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Figure 5.1.5: Intensity profile across the discharge at different times. Discharge
conditions: U = 20 kV, L = 78 µH, ǫJ = 13.6 J/m, %tau = 50 ns.

ended, the channel keeps expanding but at a slower rate that does not
seem to depend on the deposited energy;

• when using a high inductance circuit, the radius starts oscillating after a
few microseconds, as further evidenced by figure 5.1.8.

The channel under consideration here is actually the light emission channel,
which may not encompass the whole of the discharge channel. In fact as seen
with the light intensity measurements, for an oscillating circuit, the presence
of power peaks leads to successive reilluminations of the channel. When the
power starts to drop, the outer part of the channel starts to cool down, so the
outer layer stops emitting light. Thus the channel appears to contract before a
new power peak starts and the outer layer heats back up. The multiple power
peaks cause multiple reilluminations of the channel, hence the light emission
radius oscillations.
The channel expansion velocity during the return stroke phase is plotted as
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Figure 5.1.6: Intensity profile across the discharge at different times. Discharge
conditions: U = 18 kV, L = 0.7 µH, ǫJ = 15.5 J/m, τ = 2 ns.
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Figure 5.1.7: Channel radius evolution with time. The straight lines are linear
fits through data points.

a function of the Joule energy deposited in the discharge in figure 5.1.9. The
expansion velocity depends linearly on the Joule energy for the low inductance
cases. This can be verified in the high inductance case too, if we assume that
37% of the total Joule energy EJ drives this radius expansion. This fraction
of 0.37 corresponds to the energy fraction in the first power peak for a circuit
where the plasma channel behaves as a constant resistance Rp = 9 Ω, see
appendix B for more details. Table 5.1 summarizes these measurements.
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Figure 5.1.8: Channel radius evolution in a high inductance circuit. The chan-
nel first expands linearly before oscillating after the first power peak.
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Figure 5.1.9: Channel expansion velocity at the early stages as a function of
the energy deposited during the corresponding power peak.

Table 5.1: Channel expansion velocity during the return stroke phase.

L (µH) 78 0.7
EJ (J) 0.86 1.83 2.63 3.25

Expansion velocity (m/s) 474.7 1430.8 2093.5 2704.7

The channel radius we studied here corresponds to the light-emitting region of
the discharge. It may differ from the conducting radius that we can estimate
with electron number density measurements. To do so, we use time-resolved
optical emission spectroscopy of the discharge.

5.2 Study of the broadening of the Hα line

5.2.1 General spectrum features

We first investigate the general structure of the complete spectrum, integrated
over the discharge duration. For this, we use an AvaSpec USB spectrometer.
This spectrometer cannot provide time-resolved measurements and therefore
the spectra shown in figures 5.2.4, 5.2.2, 5.2.1 and 5.2.1 are simply given as
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illustrations of the discharge spectrum dependence on the various circuit pa-
rameters. Note that the spectra are corrected for the relative spectral response
of the spectrometer.
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Figure 5.2.1: Time-integrated spectra of the discharges, with L = 0.7 µH,
l = 85 mm and C = 11.6 nF.

As can be seen in figures 5.2.1, 5.2.2 and 5.2.1, the spectrum intensity increases
with the energy deposited in the discharge. Emission is quite strong at the
lower wavelengths, which corroborates previous studies of the pulsed surface
discharge as a UV source for laser pumping (Krasiuk et al. (1976); Baranov
et al. (1981); Tuema et al. (2000)). Above 500 nm, ioslated lines are visible,
among which the Hα line which can be used to access some properties of the
plasma channel.
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Figure 5.2.2: Time-integrated spectra of the discharges, with L = 0.7 µH,
C = 11.6 nF and U = 20 kV.
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Figure 5.2.3: Time-integrated spectra of the discharges, with L = 0.7 µH,
l = 85 mm and U = 20 kV.

Figure 5.2.4 further proves that the discharge behavior depends not only on
the energy deposited but also on the rate at which this deposition takes place.
Adding inductance to the circuit "slows down" the discharge, as the current
oscillates for much longer. The spectrum generated in such conditions is now
less intense in the lower wavelengths region, but it still exhibits separated lines
above 500 nm, including the Hα line.
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Figure 5.2.4: Time-integrated spectrum of the discharge, with l = 85 mm and
C = 11.6 nF.

In what follows, we will study the properties of pulsed surface discharges of
length l = 85 mm generated with a capacitance C = 11.6 nF and a charging
voltage U = 20 kV.
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5.2.2 Line profile and origin of the various broadenings and
shifts

Spectra of the pulsed surface discharge are recorded using a grating with 300
grooves/mm. To get enough signal, the spectra are recorded with an integra-
tion window of 50 ns and a spectrometer entrance slit opened at 100 µm. They
are then deconvoluted and corrected for the spectral response of the setup. De-
tails on the spectroscopic setup and calibration are given in section 3.3. The
corrected spectra are then fitted as explained in chapter 3. The Hα line is
modeled with a Voigt profile V (x, σ, γ). Fitting this profile to the measured
spectrum S(λ, t) gives the temporal evolution of the parameters (σ(t), γ(t))
that give access to some of the plasma properties. The Voigt parameters σ
and γ give the Gauss and Lorentz full width at half maximum ∆λG and ∆λL,
which are related to various broadening mechanisms:

∆λG = 2σ
√

2 ln 2 = ∆λD, (5.2.1)

∆λL = 2γ = ∆λN + ∆λR + ∆λvdW + ∆λS, (5.2.2)

with ∆λD the Doppler broadening, ∆λN the natural broadening, ∆λR the
resonant broadening, ∆λvdW the van der Waals broadening, and ∆λS the Stark
broadening. All these are related to various physical phenomena that affect the
emission for a given transition between energy levels. They are then specific for
a given atomic line (Griem (1964); Janssen et al. (2013); Djurović and Konjević
(2009); van der Horst et al. (2012)). We will focus on the Hα line of hydrogen
Balmer series. The broadening and shifts of Hα have been extensively reviewed
by Sainct (2014). The following section summarizes his recommandations.

5.2.2.1 Natural broadening

Natural broadening is related to quantum mechanics effects (finite lifetime of
the excited level), and is modeled with a Lorentzian distribution with a full
width at half-maximum ∆λN :

∆λN =
λ2

ul

2πc





∑

n<u

Aun +
∑

m<l

Alm



 , (5.2.3)

where λul is the wavelength of the transition under consideration between upper
and lower levels, Aun is the Einstein coefficient for the transition between the
upper level u of the transition and a lower level n, Alm is the Einstein coefficient
for the transition between the lower level l of the transition and a lower level
n. The Hα line corresponds to a transition between u = 3 and l = 2 and is
in fact a multiplet of 7 lines (due to fine structure effects on the two levels,
Kramida et al. (2014)). The ground level n = 1 must be considered, and is
also degenerated. The various transitions to be taken into account are then
the Balmer α (u = 3 → l = 2), Lyman α (l = 2 → n = 1) and Lyman β
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(u = 3 → n = 1) lines. We use averaged values for these transitions in terms
of wavelengths, Einstein coefficients and absorption oscillator strengths (see
appendix C.1 for detailed calculations). The corresponding values are given in
tables 5.2, 5.3 and 5.4.

Table 5.2: Components of the Balmer α (3 → 2) transition multiplet and their
spectroscopic properties.

Wavelength
in air (nm)

A32 (s−1) f23 S23 (a. u.) Upper level
configuration

Lower level
configuration

g3 g2

656.271 5.3877×107 0.69614 3.0089×101 3d 2D3/2 2p 2P0
1/2 4 2

656.272 2.2448×107 0.29005 1.2537×101 3p 2P0
3/2 2s 2S1/2 4 2

656.275 2.1046×106 0.013597 5.8769×10−1 3s 2S1/2 2p 2P0
1/2 2 2

656.277 2.2449×107 0.14503 6.2688 3p 2P0
1/2 2s 2S1/2 2 2

656.285 6.4651×107 0.62654 5.4162×101 3d 2D5/2 2p 2P0
3/2 6 4

656.287 1.0775×107 0.069616 6.0181 3d 2D3/2 2p 2P0
3/2 4 4

656.291 4.2097×106 0.013599 1.1756 3s 2S1/2 2p 2P0
3/2 2 2

656.280 4.4102×107 0.64108 1.1084×102 3 2 18 8

Table 5.3: Components of the Lyman α (2 → 1) transition doublet and their
spectroscopic properties.

Wavelength
in air (nm)

A21 (s−1) f12 S12 Upper level
configuration

Lower level
configuration

g2 g1

121.567 6.2648×108 0.2776 2.2220 2p 2P0
3/2 1s 2S1/2 4 2

121.567 6.2649×108 0.13881 1.1110 2p 2P0
1/2 1s 2S1/2 2 2

121.567 4.6986×108 0.41641 3.3330 2 1 8 2

Table 5.4: Components of the Lyman β (3 → 1) transition doublet and their
spectroscopic properties.

Wavelength
in air (nm)

A31 (s−1) f13 S13 Upper level
configuration

Lower level
configuration

g3 g1

102.572 1.6725×108 0.052761 3.5633×10−1 3p 2P0
3/2 1s 2S1/2 4 2

102.572 1.6725×108 0.026381 1.7817×10−1 3p 2P0
1/2 1s 2S1/2 2 2

102.572 5.5750×107 0.079142 5.3450×10−1 3 1 18 2

For the Hα line (3 → 2) of central wavelength 656.280 nm, we get for the
natural broadening:

∆λN = 1.30 × 10−4 nm. (5.2.4)

This is three order of magnitude below our resolution of 0.104 nm and can be
neglected afterwards.
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5.2.2.2 Doppler broadening

Doppler broadening ∆λD is due to thermal motion of the radiation emitters.
The spectral density is modeled by a Gaussian distribution, of which the full
width at half-maximum ∆λD is a function of the temperature T , of the emitter
mass M and of the central wavelength λ(0) for the given transition:

∆λD = 7.162 × 10−7λ(0)

√

T

M
. (5.2.5)

∆λD and λ(0) are given in nm, T is expressed in K, and M is given in atomic
mass units. For the Hα line (M = 1, λ(0) = 656.280 nm as per table 5.2), we
have:

∆λD = 4.700 × 10−4
√
T , (5.2.6)

with ∆λD in nm and T in K. For temperatures in the range of a few eV (be-
tween 10000 and 40000 K), the Doppler broadening is on the order of 5 × 10−2 nm.

5.2.2.3 Resonant broadening

Resonant broadening is caused by collisions between radiation emitters and
similar particles in another energy level that is connected via a permitted
transition to either the lower or upper states (denoted l and u respectively) of
the transition under consideration. It is generally sufficient to consider only
the ground state, and the resonant broadening then has a full width at half
maximum ∆λR given by (Djurović and Konjević (2009)):

∆λR = 8.60 × 10−27λ2λRfR

√

g1

gR
, (5.2.7)

with ∆λR in nm, λ the wavelength of the transition under scrutiny in nm, λR

the resonance wavelength in nm, fR the resonance oscillator strength, g1 the de-
generacy of the ground level of the resonance transition and gR the degeneracy
of the resonant level (either upper or lower level of the main transition under
examination). For the Hα multiplet, one must take into account the ground
level 1s 2S1/2 and the various levels 2p or 3p connected via Lyman transitions.
All the components of the multiplet contribute to resonance broadening (see
appendix C.2 for detailed calculations), so we get eventually:

∆λR = 4.30 × 10−3xH
P

T
, (5.2.8)

with ∆λR in nm, xH the mole fraction of atomic hydrogen, P the pressure in
Pa and T the temperature in K.
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5.2.2.4 Stark broadening and shift

Stark broadening is caused by the presence of free charge carriers in the medium
under consideration. The electric field generated by these charge carriers
(namely electrons) modifies the line width. The spectral intensity is then de-
scribed by a Lorentzian distribution with full width at half-maximum ∆λS (for
the Hα line):

∆λS = 3.866 × 10−12n
2
3
e , (5.2.9)

with ∆λS in nm and ne in cm−3.
Moreover, the presence of free charge carriers can also shift the central wave-
length for the measured emission λ(c) with respect to the vacuum reference
wavelength λ(0) for the same transition. This Stark redshift (the measured
wavelength λ(c) is greater than the reference wavelength λ(0)) can be directly
related to Stark broadening. Using data from the literature, Sainct obtained:

sS = 0.056 · ∆λ
3
2
S = 4.257 × 10−19ne. (5.2.10)

5.2.2.5 Van der Waals broadening and shift

Van der Waals broadening is due to collisions between the radiation emitters
and other neutral particles in the medium. Its expression then depends on the
chemical composition of the radiating medium under consideration (Djurović
and Konjević (2009); Konjević et al. (2012); van der Horst et al. (2012);
Yubero et al. (2013); Muñoz et al. (2009); Yubero et al. (2007)). It can be
formally written as:

∆λvdW = 5.925 × 10−2K1
∑

j

Kj
P

T 0.7 , (5.2.11)

with ∆λvdW in nm, P in Pa and T in K. K1 is a coefficient that depends
on the transitionunder consideration. Kj are the contributions of the different
neutral species in the medium. Determination of the sum

∑

j Kj then requires
some prior knowledge of the plasma chemical composition. However, we do not
need it in a first analysis. It suffices to know that van der Waals broadening
also is accompanied by a van der Waals shift, given by (Djurović and Konjević
(2009)):

svdW =
∆λvdW

3
. (5.2.12)

5.2.3 Spectrum reconstruction

As detailed in section 3.3.3, we reconstruct the discharge spectrum S(λ) (after
intensity correction and slit function deconvolution) with a synthetic profile
Σ(λ) that is a sum of multiple Voigt peaks and a linear baseline :

Σ(λ) = a+ bλ+
∑

i

AiV
(

λ− λ
(c)
i , σi, γi

)

, (5.2.13)
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where λ(c)
i , σi, γi are the central wavelength, the Gauss and the Lorentz param-

eters respectively for peak i. The corresponding peak amplitude Ai for peak
i is a function (see section 3.3.3 for detailed calculations) of all the peaks j
parameters and of the linear baseline :

Ai = Ai

(

a, b,
(

λ
(c)
j , σj , γj

))

,

so that for n peaks in the measured spectrum S(λ), the synthetic spectrum
Σ(λ) is built with 3n + 2 parameters. We then fit the synthetic spectrum
Σ(λ) to the measured spectrum S(λ). This yields a set of optimum parameters
(

a(O), b(O),
(

λ
(O)
i , σ

(O)
i , γ

(O)
i

))

. Figures 5.2.5 and 5.2.6 shows several spectra
and their reconstruction with the synthetic profile.
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Figure 5.2.5: Spectra of the pulsed surface discharge (L = 0.7 µH) at different
times. The blue spectra are raw measurements, the green ones correspond to
deconvolution and intensity correction (see section 3.3.3 for more details) and
the red ones are the reconstructed fits defined by equation (5.2.13).

As can be seen in figures 5.2.5 and 5.2.6, several other lines are present in the
vicinity of the Hα line. These atomic nitrogen lines fade away after 2750 ns in
the high inductance configuration. In the low inductance configuration, these
nitrogen lines disappear after 750 ns: however, they may still be present but
blended in the broadened Hα line. This line blending makes recontruction in
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Figure 5.2.6: Spectra of the pulsed surface discharge (L = 78 µH) at different
times. The blue spectra are raw measurements, the green ones correspond to
deconvolution and intensity correction (see section 3.3.3 for more details) and
the red ones are the reconstructed fits defined by equation (5.2.13).

the early phase of the discharge more difficult, as the optimizer may lock on a
local minimum.

5.2.4 Separation of broadening contributions

Isolating the Hα line, we get the temporal evolution of the Lorentz broadening
and of the wavelength shift, from which we can then separate van der Waals
and Stark contributions:

∆λL,Hα = 2γHα
= ∆λvdW + ∆λS + ∆λR + ∆λN , (5.2.14a)

sHα
= λ

(c)
Hα

− λ
(0)
Hα

=
∆λvdW

3
+ 0.056∆λ

3
2
S . (5.2.14b)

We can neglect here the natural broadening ∆λN and the resonant broadening
with respect to van der Waals broadening: indeed, even assuming a fraction of
hydrogen of 0.1%, if the numerical factors of the van der Waals and resonance
broadening are on the same order of magnitude, the temperature dependences
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of both van der Waals and resonant broadening imply that:

∆λR

∆λvdW
= O

(

0.1
T 0.3

)

, (5.2.15)

which falls below 2% as soon as T exceeds room temperature T = 300 K.

We now have the separate temporal evolution of the van der Waals and Stark
broadening contributions. As mentioned previously, these quantities can be
related to plasma channel characteristics. We turn to the determination of such
quantities such as the electron number density, gas temperature and pressure
in the discharge.

5.3 Plasma characteristics

5.3.1 Electron number density and plasma channel resistance

The electron number density ne is easily obtained from the Stark broadening
∆λS using equation 5.2.9. To compute the corresponding error bars σne , we
apply a variance formula (see appendix A for detailed calculations):

σne = 1.973 × 1017∆λ
1
2
SσS. (5.3.1)

To obtain the uncertainty on the Stark broadening σS , we use once again the
variance formalism on the system of equations (5.2.14) used to separate the
van der Waals and Stark broadening contributions. This gives:

4σ2
γ = σ2

vdW + σ2
S ,

σ2
s =

σ2
vdW

9
+ 0.070∆λSσ

2
S ,

which can be rewritten as (see appendix A.2.2 for detailed calculations):

σ2
S =

σ2
s + 4

9σ
2
γ

7.056 × 10−3∆λS + 1
9

. (5.3.2)

We now need an estimate for the shift uncertainty σs and the Lorentz param-
eter uncertainty σγ to conclude the computation. All wavelength measure-
ments are ultimately limited by the finite size of the camera pixel, we then set
σs = 0.104 nm (wavelength coverage for a single pixel in our setup). To assess
the uncertainty on the Lorentz parameter, we perform a sensitivity analysis.
Starting from the optimum value of γ, we define the root mean square error e
between the measured spectrum S(λ) and its synthetic reconstruction Σ(λ):

e =

√

∫

(

Σ̃(λ̃) − S̃(λ̃)
)2

dλ̃, (5.3.3)
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and we compute this error as a function of γ. It should be noted once again
that all computations are performed on dimensionless quantities (as indicated
by the ˜ symbol), the Voigt fit parameters parameters are then renormalized
properly to their proper unit. As can be seen in figure 5.3.1, the error e increases
up to an order of magnitude when γ deviates from its optimum value. Our
measurement are limited by our resolution of 0.104 nm, which is a sufficient
deviation to double the error value e. We then choose this minimum resolution
for the Lorentz parameter uncertainty σγ = 0.104 nm.
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(a) Evolution of the error as a function of the devi-
ation from the optimum value γ(O) at t = 2960 ns.
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(b) Time evolution of the error for various devia-
tions from the optimum value γ(O).

Figure 5.3.1: Sensitivity analysis of the fit accuracy (in terms of error defined
by equation (5.3.3) with respect to the Lorentz parameter γ.

With these measurements of the electron number density and of the conducting
radius, it is possible to get a "spectroscopic" estimate of the channel resistance:

RS
p =

2l
neµeeπr2 , (5.3.4)

with l the discharge length (in m), ne the electron number density (in m−3),
µe = 0.059 m2V−1s−1 the electron mobility (in agreement with our analysis in
chapter 4) and e = 1.6 × 10−19 C. We assume that the discharge channel is
a half-cylinder of radius r (in m) in which the electron number density ne is
homogeneous.

5.3.2 Determination of pressure and temperature

From van der Waals broadening, we can in principle determine the evolution
of temperature and pressure in the plasma channel. Van der Waals broadening
is expressed as:

∆λvdW = 5.925 × 10−2K1
∑

j

Kj
P

T 0.7 ,
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with ∆λvdW in nm, P in Pa and T in K. K1 is a transition specific coefficient
that depends on the energy levels and their orbital number (see appendix C.3
for detailed calculations). As mentioned previously, the Hα line is in fact a
multiplet of 7 lines, to which will correspond 7 values of this K1 parameter.
Following the method used by Laux et al. (2003), we compute the K1 pa-
rameter for the various components and take a value averaged by the relative
intensity of the different components. We get K1 = 2.78277 × 106 nm2. Kj is
the contributions of the neutral perturber species j, and can be expressed for
species j as:

Kj =
xjα

0.4
j

µ0.3
j

, (5.3.5)

with xj its mole fraction, αj its polarizabily in cm−3, and µj its reduced mass
in Da. To compute the van der Waals broadening, we need to determine the
composition of the plasma. Assuming local thermodynamic equilibrium, there
is a relation between temperature T , pressure P and chemical composition (xj)
of the plasma:

f(T, P, (xj)) = 0. (5.3.6)

We first determine the temperature and pressure such that the chemical com-
position (xj) is compatible with the observed electron number density ne:

T, P, (xj) / f(T, P, (xj)) = 0 and
Pxe

kBT
= ne. (5.3.7)

This gives us a set of possible states (T, P, (xj)) for the plasma channel. We
then explore this set of plausible temperature, pressure and chemical compo-
sition by computing the corresponding van der Waals broadening ∆λvdW and
comparing it to the value obtained through equations (5.2.14).
The temperature and pressure obtained through this procedure will be sub-
ject to uncertainties that can be computed (see appendix A.2.2 for detailed
calculations):

σ2
P =

T 1.4

1.49







σ2
vdW

(

5.925 × 10−2K1
∑

j Kj

)2 + 0.49
P 2σ2

e

n2
eT

1.4






, (5.3.8a)

σ2
T =

T 3.4

1.49P 2







σ2
vdW

(

5.925 × 10−2K1
∑

j Kj

)2 +
P 2σ2

e

n2
eT

1.4






. (5.3.8b)

5.3.3 Low inductance case

As can be seen on figure 5.3.2, the electron number density evolution can be
separated in two phases related to power deposition in the discharge.



Chapter 5 - Optical and spectroscopic analysis 81

�
��
��
��
�
e

��
��
�
me
��

-7

505T

5052

5054

505P

����me��

0 5000 6000 7000 8000

�
�
�
��
me
�
�
1�

0

60

80

20

����me��

0 5000 6000 7000 8000

Figure 5.3.2: Electron number density and corresponding linear power deposi-
tion in the discharge. Two distinct phases are visible: an exponential growth
up to a peak value ne = 2 × 1018 cm−3, followed by a decay in a power law of
time. The spectroscopy analysis is done on a 85 mm-long discharge, though
the electrical data correspond to a 95 mm-long discharge (no reliable electrical
measurement for the 85 mm-long discharge).

During the Joule power peak (roughly between 400 ns and 900 ns), one can
see an exponential increase of the electron number density:

ne ∝ e1.326×10−2t (5.3.9)

with t in ns and ne in cm−3. After about 1 µs, the electron number density
decreases in a power law of time that can be obtained by fitting the data points
between 1 µs and 4 µs:

ne ∝ t−2 (5.3.10)

These electron number density trends are consistent with the Rompe-Weizel
model of variable resistance detailed in chapter 4. As seen in section 5.1.2, the
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channel radius increases linearly (at different velocities) during and after the
power peak: r ∝ t. Using these trends, we can compute the channel resistance:

Rp ∝ 1
ner2 ,

which gives:
• during the power peak, the resistance drops very quickly:

Rp ∝ 1
t2e1.326×10−2t

;

• after the power peak, the resistance remains constant:

Rp ∝ 1
t2t−2 ∝ 1.

This seems to corroborate our choice of the Rompe-Weizel model following
our analysis of the pulsed surface discharge electrical behavior (see chapter 4):
in this formalism, the input energy serves to ionize the gas, which causes a
rapid fall of the resistance. We compute the "spectroscopic" resistance RS

p (as
defined in section 5.3.1) and compare it to our electrical measurement (4.3.3)
and estimate according to the Rompe-Weizel model (4.2.9) on figure 5.3.3.
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Figure 5.3.3: Channel resistance: comparison between spectroscopic emission
and electrical measurements.

Although these various methods agree on an asymptotic value of the resistance
of about 8 Ω, our spectroscopic measurement is not accurate enough to deter-
mine the resistance in the first 700 ns (though the few available points seem to
point to a decreasing resistance). In fact, we miss reliable data on the electron
number density at early times. Upon looking more thoroughly into our fitting
procedure, it appears there may be additional lines in the spectrum that are
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Figure 5.3.4: Examples of misfit reconstruction: optimization failed due to
the presence of another line that is not properly taken into account. The blue
spectra are raw measurements, the green ones correspond to deconvolution and
intensity correction (see section 3.3.3 for more details) and the red ones are
the reconstructed fits defined by equation (5.2.13).

not clearly identified and properly taken into account, as illustrated on figure
5.3.4.
Furthermore, given the power law decay of the electron number density after
the power peak and the linear radius expansion, the total number of electron
in the discharge remains constant, which leads us to expect rather high tem-
perature (on the order of an eV) in the plasma, to prevent the recombination
process.

The fitted spectrum was obtained by binning all the pixel lines of the camera
over the the vertical axis (512 pixels along the Y axis of figure 5.1.1). There-
fore the electron number density is averaged on the transverse dimension of
discharge, and we do not take into account the hydrodynamic processes likely
to take place as the discharge channel expands. To get a finer insight on the
plasma, we decompose the CCD image in 15 bands of 30 pixels (each band
covers 0.6 mm) and then apply our fit procedure and electron number density
reconstruction to these transverse spectra. We obtain crude transverse electron
number density profile ne(y), as depicted on figure 5.3.5.
The data is still a bit too noisy to perform an Abel transform and obtain the
radial density profile ne(r). However, we can compare the average electron
number density 〈ne〉y plotted in figure 5.3.2 and the electron number density
in the central band of this transverse decomposition ne(y = 0). As can be
seen in figure 5.3.6, the central electron number density ne(y = 0) varies in a
similar fashion, with an exponential increase at early times followed by power
law decay.

Estimates of the temperature and pressure in the plasma through van der Waals
broadening analysis are plotted in figure 5.3.7. The chemical composition was
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Figure 5.3.5: electron number density profile across the plasma channel trans-
verse dimension ne(y) at different times.

obtained for air at equilibrium over a wide range of pressure and temperature
with the use of the CEA code developed by NASA1. The temperature val-
ues obtained with this method are reasonable (in the order of a few eV) and
in agreement with prior studies (Bordage and Hartmann (1982); Beverly III
(1986); Larigaldie et al. (1981); Larigaldie (1987b); Larigaldie (1987a); Lari-
galdie et al. (1992)). In addition, they are coherent with our observation of
a plasma that stays to hot for recombination to occur. However, the pressure
values are above 50 bar, which is not consistent with previous hydrodynamics
simulation (Elias and Castera (2013)). Several reasons may be explain this:

• We have assumed an equilibrium composition for the plasma during and
after energy deposition. This may not be the case, which would change
the factor

∑

j

Kj in the broadening calculation.

• In the first 1.5µs, other lines may be present and get mixed with the
Hα multiplet. For future studies, a finer grating (with more than 300
grooves/mm) should be used to distinguish the lines.

• The grating used in our measurements limits our resolution, as can be

1Executable online at http://www.grc.nasa.gov/WWW/CEAWeb/ceaHome.htm
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seen with our error bars. In fact, after a few microsecond, the Lorentz
parameter γ and wavelength shift s (from which we extract the Stark and
van der Waals broadening) become comparable to the pixel resolution of
0.104 nm. Here again, a finer grating (with 1200 groves/mm, for instance)
would probably help improve our results.

5.3.4 High inductance case

For the high inductance case depicted in figure5.3.8, the two phases can still
be seen, with a transition around 2 µs. During the exponential decay however,
some surges can be seen around 4, 7, 10 and 13 µs. These roughly correspond
to the measured secondary Joule power peaks.
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Figure 5.3.8: electron number density and corresponding linear power deposi-
tion in the discharge.

Here again, the data below 2 µs is extremely noisy: an additional line is visible
near Hα and gets mixed with it. This additional line corresponds to ionized
carbon that most likely originates from the surface of the dielectric material
that is ablated by the discharge.

5.4 Conclusion

We investigated the plasma channel evolution using fast-imaging and time-
resolved spectroscopy. Light emission by the channel radius was found to be
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correlated with the Joule power deposition in the discharge. Using a Gaussian
fit on the recorded transverse light intensity, we estimated a light-emitting
channel radius. For low inductance configurations, this radius evolves in two
very clear steps: during the return stroke phase (Joule power peak), the chan-
nel expands very quickly, with a velocity that is proportional to the energy
deposited in the discharge. This behavior is also observed for high inductance
configurations, provided we assume the channel expansion is only driven by
the energy deposited in the first power peak. Afterwards, for low inductance
configurations, the channel expands at a slower rate that does not depend on
the deposited energy. In the high inductance configuration, we observe some
oscillations in the channel radius that coincide with the power peaks: at the
end of a power peak, the channel cools down and stops emitting light from the
outer layer, before later power peaks reignite the plasma.

We then performed time-resolved spectroscopy on the Hα line to access some of
the plasma properties. By fitting the measured spectrum, we reconstructed the
average electron number density on the transverse dimension of the discharge.
At low inductance, the electron number density first increases exponentially
during the return stroke phase up to values in the order of 2 × 1018cm−3 :
this in agreement with the Rompe-Weizel resistance model we used in our
electrical analysis of the discharge in chapter 4. Using the channel radius de-
termined previously, we computed a "spectroscopic"-based resistance for the
plasma channel that we then compared to our electrical measurements. The
spectrum reconstruction is difficult under 700 ns (possibly due to some line
mixing or local minima encountered by the optimizer) but the quality of the
data improves afterwards. Moreover, the data after 1 µs are in good agree-
ment with the Rompe-Weizel model and yield the same asymptotic value of
the channel resistance, about 8 Ω. The electron number density decreases in a
power law of time after the end of the power peak. This information should be
useful to provide insight into the recombination mechanisms that take place
in the channel. Our analysis was first performed on the average electron num-
ber density across the discharge transverse dimension. We also computed the
electron number density profile across this transverse dimension: the electron
number density still exhibits the two trends of an exponential increase followed
by a power law decay. For high inductances, the electron number density ex-
hibits some surges during the decrease that correspond to the secondary Joule
power peaks: later energy deposition restarts ionization in the plasma channel,
which further reinforces our choice of the Rompe-Weizel model for the channel
resistance.

Using the van der Waals broadening measured on the spectra, we computed the
gas temperature and the pressure inside the plasma channel. The temperature
is in the range of a few electronvolts, in agreement with previous experiments
but the pressure values are quite high. Further work is required to get more
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accurate values of these quantities.

The spectroscopic analysis we performed corroborates our choice of the Rompe-
Weizel model to describe the variable resistance of the plasma channel. Energy
deposition leads to high electron number density values in the discharge and
increases very quickly its temperature. This high temperature causes the for-
mation of shock waves that we will study in chapter 6.



Chapter 6

Mechanical effects of the
surface discharge

We are such stuff
As dreams are made on, and our little life
Is rounded with a sleep.

William Shakespeare, The Tempest, Act IV, Scene 1

The energy deposition in the plasma channel is fast compared to the hydro-
dynamic response time τ = R

c0
, with R the channel radius and c0 the speed of

sound: for a channel of radius R = 1 mm, the hydrodynamic response time τ
is on the order of a few tens of microseconds, whereas the energy deposition
duration is on the order of a few hundred nanoseconds (as evidence in chap-
ter 4). This causes the formation of shock waves that expand radially. These
shock waves delimit a region where the pressure differs from ambient. This
pressure difference imparts on the discharge actuator an instantaneous linear
force F(t) that results, when integrated over time, in a net impulse on the
actuator. We would like to relate the energy deposition in the plasma channel
to this impulse. To do so, we need to determine both the shock trajectory and
the pressure behind the shock. We will then:

• measure the impulse imparted by the discharge on the actuator and the
shock radius evolution with time for various configurations and outline
its main characteristics;

• develop a model to compute the shock radius and the impulse generated
by the surface discharge;

• compare the model predictions with our measurements.
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6.1 Experimental study of the mechanical effects of
the surface discharge

6.1.1 Measurement of the surface discharge impulse

We measure the impulse for a range of test cases at different capacitor charging
voltages, inductances, and discharge lengths. We keep the same capacitance
C = 11.6 nF for all measurements. The linear impulse as a function of the
linear energy deposited in the discharge ǫJ is shown in figure 6.1.1 for all cases
surveyed in table 6.1.
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Figure 6.1.1: Linear impulse delivered by the pulsed surface discharge as a
function of the linear energy deposited in the discharge: each point is averaged
over 15 successful measurements (under the same conditions) to account for
statistical dispersion.

Figure 6.1.1 shows that the impulse I delivered by the surface discharge scales
linearly with the energy deposited in the discharge. The slope of these curves
is ηJ , the mechanical efficiency with respect to the linear energy deposited in
the discharge:

ηJ =
I

ǫJ
. (6.1.1)

As we can see in table 6.1, within the tested range of linear energy, the mechan-
ical efficiency ηJ is independent of the discharge length. The efficiency does
not depend either on the linear energy deposited in the discharge. We note
that the system also exhibits two regimes depending on the inductance in the
circuit. The high inductance (L = 78.2 µH) circuit is less efficient than the low
inductance (L = 0.7 µH) circuit by a factor of 2.7. This points to a mechanical
difference between the two configurations, even when taking into account the
difference of electrical behavior. This difference also appears in the sparkjet
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Table 6.1: Mechanical efficiency of the surface discharge for various setup
configurations. For all low inductance cases, the average efficiency is ηJ =
118.2 ± 3.3 µN.s/J.

l (cm) L (µH) ǫJ (J/m) ηJ (µN.s/J)
8.5 0.7 18.2, 22.1, 26.4, 31.1 121.2 ± 6.0
7.5 0.7 20.6, 25.0, 29.9, 35.2 118.4 ± 6.5
6.5 0.7 25.0, 30.2, 36.0, 42.2 116.1 ± 7.3
5.5 0.7 29.5, 35.8, 42.5, 49.9 116.9 ± 6.1
8.5 13.6 16.5, 19.7, 23.1, 26 42.4 ± 5.3

investigations by Belinger et al. (2011)). They studied the influence of the
power supply on the sparkjet behavior in terms of discharge duration, energy
deposition, and on the jet itself. Two generators were used for this analysis:
a capacitive power supply (CPS) and an inductive power supply (IPS). As is
the case with our setup, energy deposition was much slower using the IPS than
with the CPS. For a similar amount of energy released, the discharges created
by both systems behave differently. Belinger et al concluded that to achieve
greater mechanical efficiency, energy should be delivered to the sparkjet setup
as fast as possible (e.g. with the CPS in their analysis).

The impulse being generated by the over-pressure behind the shock wave, we
expect to see two regimes in our Schlieren images.

6.1.2 Shock wave geometry and structure

First, we investigate the geometry of the shock wave generated by the dis-
charge, by looking either across or along the discharge axis. We clearly see on
our Schlieren images that the discharge generates a cylindrical shock wave, as
evidenced in figures 6.1.2a and 6.1.2b.
The shock-wave appears like a half cylinder, in accordance with our previous
assumption. During one of the runs in the side Schlieren configuration, the
discharge pierced the dielectric in the center of our field of view: we then
observe very clearly (on figure 6.1.3) that the shock wave is a half cylinder
terminated by quarter-spheres.
Schlieren imaging of the discharge shock wave in both low and high inductance
circuit exhibits different behaviors for the two circuit configurations: several
nested shock waves are emitted with the oscillating (high inductance) circuit
as shown in figure 6.1.4b while only one shock wave is emitted with the low
inductance circuit (see figure 6.1.4a). This is visible either in front view (figure
6.1.4) or side view Schlieren (figure 6.1.5). In addition, the shock wave gener-
ated with a low inductance circuit (figures 6.1.4a) travels further, at any given
instant, than the outer one generated with a high inductance circuit (figure
6.1.4b).
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(a) Along the discharge axis, U = 22 kV. (b) Across the discharge axis, U = 20 kV.

Figure 6.1.2: Shock wave generated by a 85 mm-long surface discharge for a
low inductance circuit L = 0.7 µH.

Figure 6.1.3: Schlieren image (from the side) of the shock wave generated
by the discharge, with a pierced dielectric. The discharge effective length is
reduced to 55 mm.

We can explain this behavior by considering the power deposition in the dis-
charge: for a low inductance circuit, almost all of the energy is deposited in
the discharge in a single high power pulse, whereas energy deposition occurs
in multiple peaks in the high inductance circuit.

6.1.3 Shock wave trajectory

The phase-locked strioscopy setup enables us to follow the shock wave tra-
jectory as for a range of configurations (see figure 6.1.6). Having measured
the scale in millimeter per pixel, we implemented an edge detection algorithm
(based on peak identification in the image intensity gradient) to identify the
outer pixel bounding the shock front.
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(a) L = 0.7 µH (b) L = 78 µH

Figure 6.1.4: Shock wave generated by the surface discharge (UC = 22 kV),
front images taken at the same instant after the discharge initiation.

(a) L = 0.7 µH. (b) L = 78 µH.

Figure 6.1.5: Shock wave generated by the surface discharge (UC = 20 kV),
side images taken at t = 35 µs after the discharge initiation.

We plot the shock trajectory for the various configurations in figure 6.1.7. We
notice first that all the trajectories tend to the same asymptotic behavior.
After approximately 15 µs, the shock wave always propagates at a constant
velocity, no matter what the initial energy stored in the discharge circuit or
its inductance. Before 15 µs, the shock wave expands in what appears to be
a power law of time for the low inductance case. Moreover, we see that the
higher the energy, the further the shock wave travels in these 15 µs.
In addition, a density gradient stays visible close to the plate for a long time
after the discharge initiation as can be seen in figure 6.1.5b for a high induc-
tance circuit. This gradient delimits the low density high temperature channel
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(a) 55 mm, 23 kV (b) 85 mm, 23 kV (c) 85 mm, 20 kV (d) 85 mm, 17 kV

Figure 6.1.6: Shock wave generated in a low inductance (L = 0.7 µH) circuit
for various charging voltages and discharge lengths.

that remains after the discharge. The measurements presented in figure 6.1.8
show that this radius quickly increases until it reaches an asymptotic value that
depends on the input energy. This behavior is in agreement with the measure-
ments of Xu et al. (2014) for nanosecond repetitive pulsed discharges. The
residual channel radius evolution differs from that of the light emitting radius
we measured previously (see chapter 5 section 5.1.2), for which we observed
some oscillations. The residual hot gas channel does not contract as these
previous measurements would have led to think, but its outer layer starts cool-
ing and stops emitting light when the instantaneous power decreases. When
another power peak starts, the extinguished region starts to emit light again,
hence increasing the apparent light-emitting radius measured in section 5.1.2.
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Figure 6.1.7: Shock trajectory recorded for various conditions in a low induc-
tance circuit (circles) and a high inductance circuit (diamonds).
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Figure 6.1.8: Evolution of the remnant channel radius for various conditions
in a high inductance circuit. In the first few microseconds, the channel cannot
be dsitinguished from the expanding shock wave.

6.2 Development a shock model

To compute the impulse generated by the discharge, we need a model for the
shock structure that can give the pressure profile behind the shock and the
shock radius as a function of time. We first investigate models to describe the
shock trajectory, starting with the Taylor-Sedov model for strong shocks.
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6.2.1 Taylor-Sedov theory for strong shocks

A well-known shock theory was developed in the 1950s by Sir Geoffrey Tay-
lor (Taylor (1950a); Taylor (1950b)) and Leonid Sedov (Sedov (1946)). They
studied the shock wave generated by the sudden release of energy in a point
source, such as in nuclear weapons. Their reasoning for a spherically sym-
metrical system was adapted by Shao-Chin Lin (Lin (1954)) for the case of
a cylindrically symmetrical system (see appendix D for more details on the
calculations). Starting from conservation equations for the fluid behind the
shock, if one neglects the gas initial energy (before the shock), the problem
can be described in a self-similar fashion with functions of a single dimension-
less variable ξ = r

R(t) , where R(t) is the shock radius. This shock radius should
be a function of the energy released in the shock per unit length ǫS , the gas
density before the shock ρ0, some constant depending on the gas properties
S(γ) and time t. By dimensional analysis, R(t) should be of the form:

R(t) = S(γ)
(

ǫS
ρ0

) 1
4
t

1
2 .

Using the various conservation equations behind the shock eventually yields
for the shock radius:

R(t) = 1.004
(

2ǫS
ρ0

) 1
4
t

1
2 . (6.2.1)

We have taken into account the fact that the discharge occurs on the surface
of a dielectric plate: similarly to the contact surface burst of a nuclear weapon
(Glasstone and Dolan (1977)), the shock in a half-cylinder is equivalent to one
generated by twice the amount of energy in a full cylinder. In addition, the
Taylor-Sedov model also provides some profile functions for the various flow
quantities behind the shock as functions of the similarity variable ξ and the
shock radius (see figure D.1.1 in appendix D.1).
However, this theory is not applicable to the case of the shock waves generated
by the surface discharge. The shock radius increases linearly after a certain
time, so the time-dependence of the Taylor-Sedov radius is no longer accurate.
This discrepancy is probably due to the strong shock assumption being invalid:
the energy released in the shock ǫS is not high enough to neglect all counter-
pressure effects. Some extensions to the Taylor-Sedov theory were proposed to
describe this transition from a strong shock to a weak shock (see D.2) but did
not yield better results in our case. We decided to try another model based on
a snowplow assumption.

6.2.2 Vlases-Jones and Lee piston model

Vlases and Jones (Vlases and Jones (1966)) suggested to use a snowplow theory
to describe the shock wave expansion. In a reasoning similar to the one used
by Chernyi (Chernyi (1957)), they consider an instantaneous release of energy
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ǫS at time t = 0 along an infinite line, and they assume that the shocked
gas behind the shock wave is contained within a thin shell. They write the
conservation of energy for this shocked shell:

ǫS = ρ0πR
2
(

FṘ2 −Gc2
0

)

, (6.2.2)

with c the speed of sound, and F and G some functions of the ratio of specific
heats γ. We integrate this equation with the initial condition R0 = R(t = 0)
to get the shock radius:

R(t) = R0 +

√

√

√

√

√





√

G

F
c0t+Rc





2

−R2
c , Rc =

√

ǫS
ρ0πGc2

0
. (6.2.3)

The radius Rc is a characteristic radius that depends on the energy released
in the shock and that marks the transition from a strong shock to a weak
shock. Vlases and Jones formula exhibits a correct behavior, with a shock
radius proportional to the square root of time in the first instants and later
proportional to time:

t −→ 0, R(t) ∝ t
1
2 ,

t −→ ∞, R(t) ∝ t.

Lee (Lee (1966)) noted that Vlases and Jones used strong shock relations in
writing the coefficients F and G in equation (6.2.2), and suggested to use for
these quantities other formulas based on Rankine-Hugoniot relations:

Vlases-Jones:

{

F = 1
2 + 2

(γ+1)2

G = 2(γ−1)
γ(γ+1)2

=⇒ Lee:

{

F = 4
(γ+1)2

G = 2(3γ−1)
γ(γ+1)2

(6.2.4)

We should then use these new coefficients in our own computations.

6.2.3 Adaptation of the shock model to the surface discharge
configuration

In their description, Vlases and Jones assume a full cylindrical geometry over
2π. Due to our setup geometry, the shocked gas is contained in a half-cylinder
shell only, so we write equation (6.2.2):

ǫS = ρ0
π

2
(R−R0)2

(

FṘ2 −Gc2
0

)

, (6.2.5)

Integrating this equation yields the shock radius:

R(t) = R0 +

√

√

√

√

√





√

G

F
c0t+Rc





2

−R2
c , Rc =

√

2ǫS
ρ0πGc2

0
, (6.2.6)
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Figure 6.2.1: Shock trajectories for different energies ǫS. The dots indicate for
each trajectory the characteristic radius Rc that marks the transition from a
strong shock to a weak shock.

with R0 = R(t = 0) the initial shock radius corresponding to the plasma
channel radius.
As seen in figure 6.2.1, the shock trajectory given by equation (6.2.6) comprises
two phases. At the beginning, the shock expands in a strong shock fashion
(R(t) ∝ t

1
2 ), whereas after some time it simply expands linearly (R(t) ∝ t)

with an identical velocity for all shocks (approximately 350 m/s=. The initial
phase exhibits a dependence on the shock energy ǫS : the more input energy,
the faster and farther the shock expands.

6.2.4 Impulse computation

The fast energy deposition in the plasma channel causes the formation of shock
waves that expand radially. These shock waves delimit a region where the
pressure differs from ambient. This pressure difference imparts on the discharge
actuator an instantaneous linear force F(t) that can be computed:

F(t) =
∮

P (r, t) dn (r) ,

where the closed integral is circulated on the actuator contour. dn (r) is the
inward oriented length element at point r on the contour (see figure 6.2.2.
Assuming the setup is symmetrical with respect to the discharge axis, denoting
R(t) the shock wave radius at time t and P1 (r, t) the pressure inside the shocked
region, the linear force applied on the actuator then sums up to:

F(t) = 2
∫ R(t)

0
(P0 − P1(r, t)) drez.
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Through integration over time, we get from the previous equation the linear
impulse generated by the surface discharge :

I(t) = 2
∫ t

0

∫ R(τ)

0
(P0 − P1(r, τ)) drdτez. (6.2.7)

Figure 6.2.2: Contour used for the computation of the linear impulse imparted
by the pulsed surface discharge.

The modified snowplow model gives the fluid quantities behind the shock
thanks to the Rankine Hugoniot relations:

P1 =
2ρ0U

2

γ + 1
− γ − 1
γ + 1

P0, (6.2.8)

v1 =
γ − 1
γ + 1

U +
2

γ + 1
c2

0

U
, (6.2.9)

with U = Ṙ the shock front velocity. However, our model can not describe the
flow field far behind the shock, so we still miss the pressure profile P1(r, t).
The problem of a pressure profile behind a shock wave has been studied exten-
sively for damage assessment on buildings following (spherical) blasts created
by conventional or nuclear weapons. In the various analyses, the impulse im-
parted by the blast wave is computed at a fixed distance r from the source,
with a surface S(r) normal to the blast propagation, and integrated over time.
Far enough from the source, the pressure can be approximated as homogeneous
over the integration surface, so that the total impulse computation amounts
to a sole integration over time, which requires the time history of pressure at
position r:

I(t) =
∫ t

0

∫

S(r)
∆P (r, t)dSdt ≈ S(r)

∫ t

0
∆P (r, t)dt, (6.2.10)

where ∆P (r, t) = P (r, t) − P0 is the overpressure behind the shock with
respect to the ambient pressure P0. A standard profile for the pressure history
is given by the modified Friedlander function (Goel et al. (2012); Larcher
(2007); Larcher (2008); Lam et al. (2004); Sochet et al. (2011)):

P (r, t) = P0 + PS(r)
(

1 − t

tc

)

e−b t
tc , (6.2.11)
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where PS(r) = P1 −P0 is the overpressure when the shock arrives at position r
at time t = 0. tc and b are two parameters that have been tabulated, alongside
PS , as a function of a scaled distance to the source. Many formulas were
proposed to compute these values as a function of the initial energy deposited
in the shock by the source. However, equation (6.2.11) gives the time history of
pressure at a given position after the shock has passed, whereas in the surface
discharge we are interested in a space history of pressure at a given moment,
as shown in figure 6.2.3.

Figure 6.2.3: Shock structure after a conventional or nuclear weapon detonation
(left) and after the return stroke phase of the surface discharge (right). The
impulse of interest is depicted by the orange arrow for both cases.

By similarity with equation (6.2.11), we assume a pressure profile behind the
shock:

P (r, t) = P0 + PS(R(t))
(

1 − R(t) − r

Rc

)

e−b
R(t)−r

Rc , (6.2.12)

with r the distance from the source, R(t) the shock radius at time t and Rc

and b two parameters to be determined. For Rc, we use the radius derived
from our expression of the shock trajectory (6.2.6):

Rc =

√

2ǫS
ρ0πGc

2
0
. (6.2.13)

As mentioned in section 6.2.2, this characteristic radius Rc marks the tran-
sition from a strong shock to a weak shock. Using this radius Rc is plausible
under the assumption that it is the strong portion of the shock that exerts
the push. The b parameter can be related to a characteristic thickness of the
piston that pushes the shock.

The downward linear impulse generated by the discharge can be computed
with this pressure profile (6.2.12) and a shock radius given by the Lee model
(6.2.6):

I(t) = 2
∫ t

0

∫ R(τ)

0
(P1(r, τ) − P0) drdτ. (6.2.14)

The impulse can be computed by a numerical double integration over space and
time, which can be rather costly in terms of computational power. Through
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a change of variable (see appendix E.1 for more details), we have transformed
equation (6.2.14) into a single integration over a non-dimensional variable l:

I(L) =
8ǫS

π(γ + 1)c0

√

F

G

∫ L

0

(

1
l2

+
(

1
F

− 1
G

))

A(b, l)l√
l2 + 1

dl, (6.2.15)

where A is a dimensionless function of the parameter b and L is a cut-off length
(dimensionless parameter) for integration. It may still be helpful to have an
approximate formula to outline the main dependencies of the impulse with
the various physical parameters of the system. After some computation (see
appendix E.2 for more details), the impulse can be approximated with the
analytic expression:

I =
8ǫS

π(γ + 1)bc0

√

F

G

(

1 + log
(

2Lb√
L2 + 1 + 1

)

+
(

1
F

− 1
G

)

(
√

L2 + 1 − 1
)

)

,

I =
0.993ǫS
bc0

(

1 + log
(

2Lb√
L2 + 1 + 1

)

+ 0.180
(
√

L2 + 1 − 1
)

)

, (6.2.16)

with numerical coefficients given for air (γ = 1.4). b is the thickness parameter
of the Friedlander-like formula (6.2.12). The overpressure on the plate can be
neglected when the shock wave has reached 5Rc

b beyond the actuator plaque.
Consequently, we set:

L =
Rp

Rc
+

5
b
. (6.2.17)

We can then write the surface discharge mechanical efficiency ηJ in air:

ηJ =
0.993
bc0

ǫS
ǫJ

(

1 + log
(

2Lb√
L2 + 1 + 1

)

+ 0.180
(
√

L2 + 1 − 1
)

)

. (6.2.18)

The efficiency ηJ(c0, γ, b,
ǫS

ǫJ
, L) depends on the fluid properties (speed of sound

c0 and numerical coefficients), on the parameter b, on the fraction of energy
used to heat the gas and create the shock, and on the integration cut-off L.
The latter quantity is inversely proportional to the characteristic radius Rc

that depends on the square root of the linear energy ǫS . Thus, the efficiency
decreases with increasing linear energy.

6.3 Comparison with experimental measures

6.3.1 Low inductance circuit

The shock trajectory predicted with equation (6.2.6) is governed by the amount
of linear energy ǫS released in the shock, which is a fraction of the linear energy
ǫJ deposited in the discharge by Joule heating. We determine this fraction by
fitting one of our measurements with the predicted radius. Our shock wave
prediction matches the shock radius evolution as can be seen on figure 6.3.1,
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Figure 6.3.1: Evolution of the shock wave radius with time compared with
predictions from the Taylor-Sedov model, the Vlases-Jones model, and the Lee
model. We have assumed in all models that 30% of the linear energy deposited
in the discharge ǫJ is used to generate the shock wave.

when we consider an initial radius equal to the discharge channel radius at the
end of the Joule power peak, and that 30% of the linear energy ǫJ deposited in
the discharge by Joule heating is transferred to the shock-wave (ǫS = 0.3ǫJ ).
This factor of 0.3 is consistent with shock wave calculations performed by
Znamenskaya (Znamenskaya et al. (2007)) for similar discharges in CO2 or
by Xu (Xu (2013); Xu et al. (2014)) for nanosecond discharges in air. Xu et
al. (Xu (2013); Xu et al. (2014)) studied the fast heating of small plasma
columns in air, and found that using about 25% of the energy deposited in
these discharges to launch the shock waves could explain his Schlieren images
in air at room temperature. Thus the simplified shock model presented here
is in good agreement with Xu’s computations (even though the experimental
configurations differ) and appears to be robust: using this same coefficient of
0.3 for other low inductance test cases yields radius predictions that fall within
experimental error bars.
The shock model presented here seems to accurately predict the shock wave
behavior in terms of radius. We now investigate the impulse computation
with this model. As a first approximation, we assume that the parameter b of
equation (6.2.12) is a constant that does not depend on time, space or energy
released in the shock. This constant is determined empirically by fitting the
measured impulse for one given configuration. To do so, one must determine a
finite computation time tF for the impulse numerical integration using equation
6.2.4. The impulse generated by the discharge is measured with a torque
balance under the assumption that its characteristic time is negligible with
respect to the balance oscillating frequency. In agreement with our theoretical
estimate of the impulse in section 6.2.4, we set tF such that the shock front has
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Figure 6.3.2: Evolution of the shock wave radius with time compared with
predictions from the Lee model.

reached a distance of 5Rc beyond the plate boundary. After tF , the shock wave
has moved out of the actuator plate, and there is no more overpressure hence
no more impulse. This is consistent with the piston model used to describe the
shock radius: the overpressure is concentrated in a thin layer behind the shock
as can be seen on figure 6.3.3.
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Figure 6.3.3: Computed overpressure as a function of distance from the source
at different instants (the blue curve shows the overpressure out of the actuator).
Discharge conditions: l = 85 mm, U = 20 kV, ǫJ = 19.1 J/m.

Figure 6.3.4 depicts the impulse computed with the pressure profile given by
(6.2.12) for b = 43, for all the low inductance cases. Our analytic expression
6.2.16 falls within 10% above the numerical integration, despite its apparent
simplicity: one should note once again that the parameter b was obtained
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through fitting a single measurement point and that the optimum value was
then used for all cases. The impulse overestimation with formula (6.2.16) is
due to our asymptotic approximation. Using a finer expression (see appendix
E.3 for more details), the analytic impulse computation falls within 3% of the
numerical integration.
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Figure 6.3.4: Measured and computed impulse for a low inductance circuit.

We use equation (6.2.18) to compute the surface discharge mechanical effi-
ciency. The computed efficiency ranges from 137.6 µN.s/J to 123.4 µN.s/J,
which is higher than the experimental value of 118.2 ± 3.3 µN.s/J as expected
due to the overestimation of the impulse with formula (6.2.16). However, dou-
bling the amount of energy for a fixed value of the parameter b only reduces
the mechanical efficiency by 10%. Over the range of energies tested in our
experiments, the surface discharge thus seems to have a constant efficiency.
This is in agreement with the form of equation (6.2.18): the last term that
depends on the pseudo-length L is dampened by the numerical coefficient. In
contrast, changing the parameter b by 10% results in an equivalent modifica-
tion of the efficiency, as b appears in the prefactor of equation (6.2.18). Thus,
for a fixed value of b, the linear impulse can be considered to be simply pro-
portional to the linear energy deposited in the discharge, the proportionality
constant depending mainly on the gas properties (γ, c0) and the parameter b.

We want to compare the surface discharge to another plasma actuator to as-
sess its interest. As we have focused on the impulse generated by the surface
discharge, we consider another actuator for which a similar analysis has been
performed: the sparkjet. The impulse delivered by the surface discharge scales
linearly with the energy deposited in the shock, whereas the sparkjet pro-
duces an impulse that increases as the square root of the energy, as shown by
Anderson and Knight (2012b); Anderson and Knight (2012a). The sparkjet
configuration is that of a point source, so to compare properly the two systems,
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we have to consider a surface discharge of a given length. Assuming the linear
impulse to be constant over the discharge length, the total impulse I generated
for an input energy Q can be expressed as:

surface discharge: I ∝ Q

c0
, (6.3.1a)

sparkjet: I ∝
√

ρ0V Q, (6.3.1b)

where V is the sparkjet cavity volume. In the surface discharge, we have
found experimentally that Q is about 30% of the total energy deposited in the
discharge, which is in good agreement with the results of Anderson and Knight
(2012b); Anderson and Knight (2012a) who consider that Q is about 25% of
the energy deposited in the sparkjet cavity. At sea level, a 10-cm long surface
discharge appears to be more efficient than a sparkjet actuator, since it delivers
more impulse for the same input energy (see figure 6.3.5).
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Figure 6.3.5: Total impulse generated by a sparkjet and by a 10 cm-long surface
discharge for an input energy varying between 10 mJ and 5 J, at sea level (plain
lines) and at an altitude of 30000 feet (dotted lines).

Moreover, the surface discharge impulse varies as the inverse of the speed of
sound, whereas the sparkjet impulse scales as the square root of the density
at rest: the surface discharge might then be also more efficient at higher alti-
tude (where c0 and ρ0 are lower) than the sparkjet, assuming our model and
hypotheses hold. We plot on figure 6.3.5 the impulse generated by the two ac-
tuators at sea level and at an altitude of 30000 feet (see table 6.2 for the values
of the relevant quantities). Although the sparkjet-generated impulse decreases
with altitude as expected, the surface discharge-generated impulse appears to
be almost altitude-independent. In our analysis of the compared efficiency of
both actuators (6.3.1), we simply considered the main driving prefactor: the
other terms must also be taken into account and explain this apparent incon-
sistency. Experimental studies should be conducted to verify this behavior.
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Table 6.2: Air characteristics.

Altitude (ft) P0 (Pa) T0 (K) ρ0 (kg/m3) c0 (m/s)
0 101325 293 1.2 343

30000 30000 229 0.45 303

It should also be noted that the actuator geometry influences the impulse
generated by both systems. Further studies will be needed to assess the optimal
parameters.

6.3.2 High inductance circuit

The snowplow model can be used to compute the radius of the single shock
wave of a low inductance circuit (L = 0.7 µH). We use it in the oscillating
circuit (L = 78 µH) where multiple shock waves are observed. For such a
circuit, the current flowing in the plasma channel can be accurately described
with a standard under-damped oscillator solution:

ip(t) = K(ω0, α) sin (
√

ω2
0 − α2t)e−αt, (6.3.2)

where α and ω0 are defined for the circuit of figure 4.2.1 in chapter 4:

α =
Rp

2L
+

RsgRb

2(Rsg +Rb)L
+

1
2(Rsg +Rb)C

, (6.3.3)

ω0 =

√

Rp +Rb

Rsg +Rb

1
LC

. (6.3.4)

Here we have assumed a constant resistance Rp = 8 Ω for the plasma channel.
This is consistent with our previous analysis of the plasma channel transient
resistance in chapter 4. We can then compute the energy ǫJ,k released in the
k-th peak power as a fraction of the total energy ǫJ released by Joule heating
in the discharge:

ǫJ,k

ǫJ
=

(

1 − e
−

2πα√
ω2

0−α2

)

e
−

2πα(k−1)√
ω2

0−α2
. (6.3.5)

The radius for the k-th shock wave is then computed starting from time tk (end
of the k-th power pulse) with an energy ǫS,k equal to 30% of the corresponding
Joule energy ǫJ,k. With this model we are then able to predict the multiple
shock structure, as can be seen on figure 6.3.6, and we confirm our hypothesis
that this structure is due to the Joule heating of the plasma channel.
Our snowplow model can describe accurately the shock front in both the single
shock and multiple shock regimes. We now want to use it to compute the
impulse imparted by the discharge to the actuator.
Given the success of our Friedlander-like approach in a low inductance circuit,
we try to compute the impulse generated in a high inductance circuit. We keep
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(a) t = 25 µs (b) t = 45 µs
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Figure 6.3.6: Schlieren images (upper row) and predicted structure (lower row)
of the shock waves generated by the pulsde surface discharge (UC = 22 kV)
in a high inductance circuit (L = 78 µH) at various instants. The model
enables a proper prediction of the shock structure in terms of visible shock
waves (circles). No attempt was made to measure these nested shock waves
radius.

the same value for b and assume that 30% of the Joule energy (equal to 50% of
the initial capacitor energy in a high inductance circuit) is used in the shock.
Multiple nested shocks are generated by the discharge in an oscillating circuit.
In a first attempt, each shock is assumed to push on the plate. To determine
these elementary impulse, one needs to know the amount of energy released in
each shock. Following the reasoning for shock radius, we use equation (6.3.2)
to get the energy fraction in each peak:
Considering that the ten first peaks all push with a pressure profile given by
the Friedlander-like formula (6.2.12) with b = 43 and Rc given for each peak
by equation (6.2.4), the computed impulse is equal to more than twice the
measured value. However, in the snowplow model, most of the shocked gas is
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Table 6.3: Joule energy fraction deposited per peak.

Peak number 1 2 3 4 5 6 7 8 9 10
Energy fraction (%) 37.3 23.4 14.7 9.2 5.8 3.6 2.3 1.4 0.9 0.6

supposed to be contained in a thin layer behind the shock front. Assuming
then that only the first peak can push on the plate, the computed impulse
falls within 30% of the measured value, as seen on figure 6.3.7. The remaining
deviation is probably due to the simplicity of our pressure profile model which
may not be accurate enough in the case of a nested shocks configuration. We
have again assumed here a constant value of the b parameter, set to b = 43:
allowing this parameter to vary, it is possible to find better agreement between
experiments and the one peak model for b = 55.
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Figure 6.3.7: Impulse measured and computed for a high inductance circuit.

The behavior observed in this high inductance configuration points to a limit
in the actuation regime achievable by the surface discharge. Indeed, one of
the main interests of plasma actuators is their fast response timescale and the
possibility of pulsed actuation (of particular interest to couple with aerody-
namic instabilities for instance). A first limit to this actuation frequency fa

is imposed by the energy deposition mechanism in the discharge. As studied
in chapter 4, the whole discharge setup behaves like a pseudo-RLC circuit, of
which the oscillations can be tuned by properly setting the circuit characteris-
tics. Reducing the inductance to a minimum, the circuit can be overdamped,
with all the energy initially stored in the capacitors transfered to the discharge
in a single power peak of duration te. This leads to a first maximum actu-
ation frequency fe = 1

te
due to the sole electrical behavior of the actuator.

However, our impulse measurements and computation with a high inductance
circuit indicate that there exists another limiting frequency fs related to the
shock structure. Indeed, we observe a clear non-linearity of the impulse with
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the input energy:

I





∑

peak

Epeak



 <
∑

peak

I (Epeak) (6.3.6)

In our snowplow formalism, the first power peak observed with an oscillating
circuit pushes most of the gas behind the shock front. Following shocks due to
the later power peaks take place in a hot gas channel (visible on our Schlieren
images) and thus lack the gas density to impart a meaningful impulse. There-
fore, efficient pulsed actuation can only be achieved if the successive power
pulses are separated enough for the gas to recover after the shock, that is if the
actuation frequency fa is lower than a recovery frequency fr. If the discharge
occurs in still air, the gas recovery can be either achieved through convection
of the the hot gas channel: as shown in figure 6.3.8, this convection process
takes up to a few milliseconds, which gives a recovery frequency fr in the order
of a few hundred Hertz.

Figure 6.3.8: Long term Schlieren images: the residual hot gas channel left
by the discharge has started to convect (mushroom cloud pattern) but is still
close to the dielectric layer.

If however the discharge takes place across the leading edge of a flying aircraft,
the hot gas channel (of characteristic radius 1.5 mm) will be swept away by
the airflow (of typical velocity 300 m/s) in about 10 µs, which gives a recovery
frequency of 100 kHz. This conclusion is based solely on impulse measurements
with an oscillating circuit in still air and should be verified in an airflow with
separated power peaks, which would require additional experiments with a
controllable pulsed power supply.

6.4 Conclusion

Using a calibrated torque balance, we measured the linear impulse delivered by
the surface discharge in various configurations. This linear impulse was found
to be proportional to the linear energy deposited in the discharge. Varying the
discharge length increased the linear energy deposited in the discharge without
any other significant effect. However, changing the inductance of the circuit,
hence its oscillatory behavior did change dramatically the linear impulse: the
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high inductance configuration was found to be almost three times less efficient
than the low inductance one, even when taking into account the difference in
Joule efficiency. This was attributed to the shock wave structure, which is
different in the low and high inductance cases (Castera et al. (2014)).

Schlieren imaging first proved that the shock wave exhibits a half cylinder
structure (terminated by quarter-sphere). This means that the energy depo-
sition is uniform along the discharge axis, thus confirming our hypothesis of
translational invariance. The low inductance and high inductance circuits ex-
hibit a different shock structure: although a single shock wave is visible in the
low inductance circuit, multiple nested shock waves are generated in the high
inductance one. This was assumed to be related to the energy deposition in
the discharge: in a low inductance circuit, almost all of the Joule energy is
deposited in a single peak, whereas multiple peaks occur in a high inductance
circuit. The shock trajectory was recorded and found to be in a transition
between the strong shock regime (in the first few microseconds) and a weak
shock regime that tends to a sonic expansion. We adapted a snowplow model
that predicts properly the shock radius, when considering that 30% of the Joule
energy deposited in the discharge is used to heat the gas. This result is in good
agreement with other observations of shock waves generated by different type
of discharges. When considering the high inductance circuit, the model was
able to describe properly the shock structure due to multiple Joule peaks.

To compute the linear impulse generated by the discharge, we made the hy-
pothesis that the pressure behind the shock follows a Friedlander-like profile.
This profile normally includes two parameters, one of which was chosen from
the piston model. The other parameter was obtained from fitting a single mea-
sured impulse. These values were then used to compute the impulse for all
low inductance configurations and were found to be in good agreement, within
2% of the measured impulse. In the case of a high inductance circuit, we as-
sumed that only the first shock wave pushed on the plate, in accordance with
the snowplow formalism. The computed impulse was still about 25% higher
than measurements. The model however does agree with the linear behavior
observed for the impulse generated by the surface discharge as a function of
the input energy.

The surface discharge seems to be an interesting actuator when compared to
the sparkjet: for the same amount of energy, the discharge generates more im-
pulse. Furthermore, being an open-flow design, the surface discharge actuation
frequency is not constrained by a cavity recovery cycle as in a sparkjet, though
the pulsed discharge mechanism itself imposes a limit on the maximum achiev-
able actuation frequency. Two phenomena should be accounted for in order to
estimate this maximum actuation frequency: the electric circuit duty cycle on
the one hand, and the shock structure on the other hand. All the experiments
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on the surface discharge were performed at sea level, additional tests should be
done in more realistic flight-like condition. Further study would also require
the comparison of electrodes erosion between the two systems, and to take into
account the dielectric aging in a surface discharge.
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Chapter 7

Conclusion

Hin ist alle meine kraft.

Joseph Haydn, Der Greis

7.1 Main results of this study

We have investigated the electrical behavior of the pulsed surface discharge in
a range of circuit configurations, changing the capacitance, the initial charging
voltage, the inductance or the discharge length. The propagation phase (corre-
sponding to the plasma channel formation) and the arc phase (corresponding to
the energy deposition in the channel) are clearly visible on the current and volt-
age curves. As presented in the literature, the propagation phase is governed
by Toepler’s laws, with a propagation velocity proportional to the charging
voltage. Most of the energy initially stored in the capacitor bank is deposited
into the channel during the arc phase. This energy deposition takes place over
a duration that depends on the circuit configuration and on the initial energy
stored in the capacitors. To understand this energy deposition, we have devel-
oped an electrical model for the current pulse measured in the plasma channel.
Although the current exhibits some RLC-like oscillations, low inductance cir-
cuits cannot be described with the standard under-damped oscillator. Based
on previous studies, we have implemented non-linear time-varying resistance
models for the plasma channel resistance. The various models (Rompe-Weizel,
Vlastós, Toepler and Braginskii) have been fitted to experimental data. All of
these models save Toepler are based on theoretical derivations and offer a value
for a given parameter that we have compared with our fits. These models all
describe a resistance that decays very quickly before reaching a constant value.
The Rompe-Weizel model shows the best agreement with our experimental
data, especially during the first 300 ns of the return stroke phase. Moreover,
the parameter value given by our fits is in good agreement with its theoretical
prediction.



114 7.1 - Main results of this study

The Rompe-Weizel model assumes that the electron number density increases
during the arc phase. We therefore performed time-resolved spectroscopy on
the discharge to study the electron number density in the discharge. Using
a synthetic Voigt profile, we fitted the Hα line whose broadenings and shifts
have been extensively investigated in the literature. We have obtained the
temporal evolution of the electron number density in the discharge channel. In
a low inductance circuit, the electron number density increases exponentially
up to values on the order of 2 × 1018 cm−3 during the power peak of the arc
phase; the exponential growth of the electron number density is in accordance
with the Rompe-Weizel model assumption that the deposited energy is used
to ionize the gas. Once the energy has been deposited, the electron number
density decreases in an inverse square law of time. We obtained electron num-
ber density profiles across the transverse direction of the discharge that show
the same trends (initial exponential increase followed by an inverse square
law decrease). We also measured the channel radius through fast imaging of
the discharge: the radius is found to increase linearly during the power peak
and even after energy deposition has ended (though at a slower rate). Using
these observations and the measured electron number densities, we inferred
a "spectroscopic"-based resistance for the plasma channel that roughly agrees
with our electrical measurements and with the Rompe-Weizel model, further
justifying our choice of this model to describe the discharge channel behavior
in an electrical circuit. In a high inductance circuit, our spectroscopic mea-
surements show that the electron number density presents oscillations that
coincide with the energy deposition in the discharge: in such an oscillating
circuit, there are several successive Joule power peaks that heat the discharge.
The electron number density increases (up to about 6 ×1017cm−3) during the
first power peak before decreasing. The following power peak then restarts the
ionization process, which cause a small increase in the electron number density.
Oscillations can also be seen in the discharge radius evolution.

The fast heating of the plasma channel causes the formation of shock waves
that generate an impulse. Using a calibrated torque balance, we measured the
impulse generated by the pulsed surface discharge. This impulse is proportional
to the energy deposited in the discharge in a low inductance circuit. In high in-
ductance circuits however, the impulse is much weaker and corresponds only to
the first power peak. To understand this difference in efficiency, we studied the
shock waves generated by the pulsed surface discharge with Schlieren imaging.
In low inductance circuits, a single cylindrical shock wave is emitted, whereas
multiple nested shocks are emitted in high inductance circuits. We recorded
the shock trajectory for both configurations and found it to be in a transition
between a strong shock (at the beginning) and a weak shock. At later stages,
the shock wave travels with the same velocity no matter the energy deposited
in the discharge. Adding more energy only changes the initial stage of the
discharge, when its propagation can be explained by the Taylor-Sedov model.
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To describe the transition between the two regimes, we used a snowplow model
that gives the shock trajectory as a function of time, the gas conditions and
the initial energy deposited in the discharge. Our model accurately predicts
the shock trajectory for low inductance circuits when we consider that 30% of
the energy deposited in the discharge is used to create the shock wave. This
result agrees with other experiments on various discharge configurations.
To compute the impulse generated by the discharge, we assumed a Friedlander-
like profile for the pressure behind the shock wave and derived an analytic
formula that gives the impulse of the discharge as a function of the energy de-
posited in the discharge and the gas physical conditions. The values predicted
with this formula are within 2% of our measured values for a low inductance
circuit. For a high inductance circuit however, the computed impulse (created
by the first power peak) is larger than our experimental measurements.

Energy stored in the capacitors ǫC

Energy deposited in the discharge ǫJ

Impulse created by the discharge I

Electrical characterization

Impulse measurements

Model of the arc phase
by a variable resistance

Model for the shock radius and
the pressure profile behind the shock

Figure 7.1.1: Engineering approach for a plasma actuator.

We now have a set of models to describe the energy deposition in the pulsed
surface discharge and to compute the impulse created by the surface discharge
for a given amount of energy. The impulse increases linearly with the input en-
ergy, and we have determined experimentally and theoretically the mechanical
efficiency of the pulsed surface discharge which is 0.12 mNs/J in our configu-
ration. We can now compare the pulsed surface discharge with other plasma
actuators.

7.2 Comparison with other plasma actuators

Since our surface discharge is a pulsed system, we first compare it with another
pulsed actuator, the spark jet. Whereas the spark jet generates an impulse
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proportional to the square root of the deposited energy (Anderson and Knight
(2012b); Anderson and Knight (2012a)), the pulsed surface discharge generates
an impulse that is directly proportional to the deposited energy. The spark jet
actuation frequency is limited to a few kHz by the recovery cycle of the cavity.
Because there is no cavity in the pulsed surface discharge hence no cavity
recovery cycle limit, the circuit design and the power supply can be adjusted
to reach higher actuation frequency. However, the nested shocks observed in
the high inductance circuit limit the efficiency of the pulsed surface discharge.
This is most likely due to the hot gas channel that remains above the dielectric
after the initial energy deposition. In quiescent air, this limits the actuation
frequency to a few hundred Hz. However, if the pulsed surface discharge is
placed in a transonic or supersonic flow (about 300 m/s), the hot gas channel
is quickly swept away after energy deposition, and the pulsed surface discharge
may be used up to frequencies on the order of 100 kHz. This could be a
significant advantage for pulsed surface discharges.

When the pulsed surface discharge operates in a repetitive mode, it creates
an impulse I at frequency f . The average force F = fI can be compared to
the thrust created by dielectric barrier discharge actuators. First, it should be
noted that most DBD actuators generate tangential force, whereas the pulsed
surface discharge force is normal to the dielectric. We measured the mechanical
efficiency of the pulsed surface discharge, which is equal to 0.12 mN/W. For
the DBD actuator, the mechanical efficiency can vary depending on the elec-
trodes geometry and duty cycle: values ranging from 0.1 to 0.6 mN/W have
been reported in the literature (Durscher and Roy (2010); Benard and Moreau
(2014)). On average, the pulsed surface discharge needs more power than DBD
actuator to generate an equivalent force. However, since the pulsed surface dis-
charge is not limited by thrust saturation or arc transition like a DBD, greater
forces can be obtained with a pulsed surface discharge actuator than with a
DBD. However, high frequency burst modes with high energy may damage the
dielectric layer. Further study is needed to determine a suitable dielectric able
to withstand the heat load in burst mode.
The main comparison points between the three actuator candidates presented
above are summarized in table 7.1

7.3 Direction for further studies

For further studies, we strongly advocate for the use of solid state switches to
operate the pulsed surface discharge in order to avoid the jitter inherent to a
spark gap (which has to be corrected manually and slows down the data acqui-
sition in time-resolved diagnostics). In addition, solid state switches are more
compact and reliable than spark gaps and can be used at higher frequencies
for burst operation of the pulsed surface discharge.
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Table 7.1: Comparison of three plasma actuator candidates: the dielectric
barrier discharge (DBD), the sparkjet and the pulsed surface dicharge (PSD).

Actuator DBD sparkjet PSD
Mode of operation continuous burst burst
Force dependence on
power and frequency

F ∝ P F ∝
√
fP F ∝ P

Maximum actuation
frequency

10 kHz 2 − 5 kHz Tested at 300 Hz,
potential for higher
frequency 100 kHz?

Physical limitations thrust saturation at
high voltage, risk of
arc transition

electrodes erosion dielectric layer ero-
sion

Mechanical efficiency
(mN/W )

0.10-0.60 (Durscher
and Roy (2010);
Benard and Moreau
(2014))

0.16 (Anderson and
Knight (2012b))

0.12 [this work]

In our experiments, we did not investigate the role of the dielectric material,
which may be very important in the propagation phase (due to Toepler’s law
dependence on the dielectric properties). Moreover, we did not model in depth
the propagation phase: it is simply taken into account as an initial condition
for our model. The dielectric material on which the pulsed surface discharge
occurs is also subjected to some severe stress by the arc phase of the pulsed
surface discharge: in our experiments, we have frequently had to change the
dielectric, after a few hundreds pulses. This is a serious limitation that has
to be overcome before the pulsed surface discharge can be used as a plasma
actuator aboard a flying body. Various ceramic materials could be investigated
such as alumina or mica.

In the oscillating circuit configurations used in this study, the RLC oscillation
period is about ten times longer than the duration of the resistance transient:
it would be interesting to study the case of fast-oscillating circuits with RLC
oscillations shorter than the transient duration, to see how this would influ-
ence the resistance evolution. Moreover, it would be interesting to use a pulsed
power supply to study the mechanical effects of the pulsed surface discharge in
bursts. Znamenskaya et al. (2007) has studied the shock wave system created

by multiple pulsed surface discharges powered by a single energy supply. If en-
ergy is distributed evenly over all the discharge channels (upper left panel), the
cylindrical shocks merge to form a plane shock. If all the channels are powered
by a single capacitor bank however, there may be some inhomogeneities in the
energy deposition (lower left level), which will cause some shocks to be more
intense. The merged front will not be as plane, as can be seen in figure 7.3.1.
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This issue may be overcome with our setup for the pulsed surface discharge if
each channel has its own energy supply.

(a) Figure 9 by Znamen-
skaya

(b) Three pulsed surface discharges each powered
with their own capacitor bank

Figure 7.3.1: Shock front wave generated by multiple surface discharge. The
left panel presents computation by Znamenskaya et al. (2007) of the shock
front created by multiple pulsed surface discharges sharing a single common
energy supply. Our Schlieren images (on the right) were obtained with three
separate pulsed surface discharges each with their own capacitor bank and
triggered simultaneously.

All the experiments on the surface discharge were performed at sea level in
quiescent air. Additional tests should be done in more realistic flight conditions,
to study the pulsed surface discharge dependence on the gas conditions such
as pressure and temperature and to see how the shock waves generated by
the discharge interact with an external flow. In particular, the analytic model
we have developed for impulse computation indicates that the pulsed surface
discharge mechanical efficiency does not depend on the altitude, contrary to
the sparkjet whose efficiency decreases with altitude.

Furthermore, recent work by Leonov et al. (2014) points to some interesting
coupling between the boundary layer and the stochastic perturbations caused
by the rapid heating in nsDBD actuators near the electrodes. In the case of
the pulsed surface discharge, we have observed an homogeneous energy depo-
sition along the whole discharge length and not only at the electrodes. A hot
gas channel remains visible for a long time after the discharge initiation in
the oscillating circuit configuration, whereas turbulence is seen in the damp-
ened circuit configuration. Coupling may then appear between these stochastic
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perturbations and the boundary layer when the actuator is placed in a flow,
which may result in performance enhancement for the pulsed surface discharge
actuator.
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Appendix A

Propagation of uncertainty

A.1 Principle

In the various measurements we performed, we have to take into account the
uncertainties of our experiments. They can be:

• statistical uncertainties, due to the shot-to-shot variability of the exper-
iments; these are purely random and can be reduced by increasing the
size of our measurement sample;

• systematic uncertainties, due to the experiment configuration; these are
biases that can affect the measurement accuracy, no matter the size of
our measurement sample.

It is necessary to account for these uncertainties. To do so, we use the propaga-
tion of error: let f be a function describing a physical phenomenon of interest.
f is computed with a set of parameters p = (pi) and a set of measurements
m = (mi):

f = f (p,m) .

The errors are computed using a variance formula for f (Ku (1966)), where
the different variables are supposed to be independent (the correlation terms
thus vanish). One can separate the statistical and systematic uncertainties:

σ2
f,stat =

∑

i

(

∂f

∂mi

)2

(σmi
)2 , (A.1.1a)

σ2
f,sys =

∑

i

(

∂f

∂pi

)2

(σpi
)2 , (A.1.1b)

where (σmi
) are the statistical uncertainties on the measurements and (σpi

)
are the systematic uncertainties on the parameters. In our analysis, we will
use a global error σ that encompasses both statistical and systematic errors:

σf =
√

σ2
f,stat + σ2

f,sys (A.1.2)
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A.2 Examples of computation

A.2.1 Torque balance calibration

In the case of the torque balance described in chapter 3, the calibration constant
K (see section 3.5.2) is obtained through linear regression without intercept
using the formula:

K =

∑

i

UiLi

∑

j

L2
j

,

where Ui is the mean voltage averaged over 15 measurements for an input
momentum Li. Applying equations (A.1.1), we obtain the total uncertainty:

σK =

√

√

√

√

√

√

√

√

√

√

√

∑

i

(

Li
∑

j L
2
j

)2

σ2
Ui

+











1
∑

j

L2
j











2

∑
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Ui −
2Li





∑

j

L2
j





∑

j

L2
j

















2

σ2
Li
.

Here, (σUi
) is the statistical uncertainty on the measurement Ui, taken equal

to the standard deviation of the measurement sample for Ui. (σLi
) is the

systematic uncertainty associated with the input momentum Li.

A.2.2 Spectroscopic measurements

In our spectroscopic analysis (see section 5.2), we reconstruct the plasma prop-
erties such as electron number density, pressure and temperature out of spectra
measurements. To compute the corresponding errorbars, we apply the variance
formula to the expression of the electron number density (expressed as a func-
tion of the Stark broadening):

σne = 1.973 × 1017∆λ
1
2
SσS, (A.2.1)

and to the van der Waals broadening:

σ2
vdW =



5.925 × 10−2K1
∑

j

Kj





2(
σ2

P

T 1.4 + 0.49
P 2σ2

T

T 3.4

)

. (A.2.2)

A third equation is needed to relate, temperature T , pressure P and electron
number density ne. We assume local thermal equilibrium and use the ideal gas
law:

P = nkBT =
ne

xe
kBT.
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Applying the variance formula gives:

σ2
P =

(

k

xe

)2 (
n2

eσ
2
T + T 2σ2

e

)

. (A.2.3)

Here we have assumed that the mole fraction of electron is known perfectly.
Solving this set of equations requires to know the Stark broadening σS un-
certainty and the van der Waals broadening uncertainty σvdW . These two
quantities are coupled in a set of equations obtained through the variance for-
mula:

4σ2
γ = σ2

vdW + σ2
S ,

σ2
s =

σ2
vdW

9
+ 0.070∆λSσ

2
S,

with σ2
s and σ2

γ the uncertainties on the shift and Lorentz broadening. To solve
this system, we only add the uncertainties, as they cannot compensate, which
brings:

σ2
S =

σ2
s + 4

9σ
2
γ

7.056 × 10−3∆λS + 1
9

, (A.2.4a)

σ2
vdW =

σ2
s + 2.822 × 10−2∆λSσ

2
γ

7.056 × 10−3∆λS + 1
9

. (A.2.4b)

This leads eventually to the temperature and pressure uncertainties:

σ2
P =

T 1.4

1.49







σ2
vdW

(

5.925 × 10−2K1
∑

j Kj

)2 + 0.49
P 2σ2

e

n2
eT

1.4






, (A.2.5a)

σ2
T =

T 3.4

1.49P 2







σ2
vdW

(

5.925 × 10−2K1
∑

j Kj

)2 +
P 2σ2

e

n2
eT

1.4






. (A.2.5b)
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Appendix B

The RLC circuit: general
solutions

B.1 Governing equations for the RLC circuit

Let us consider a RLC circuit during the discharge phase:

RC

Li

Figure B.1.1: Standard RLC circuit.

We find very easily the governing equation for the current i(t):

∂tti+
R

L
∂ti+

i

LC
= 0,

that can be written:
(

∂tt + 2α∂t + ω2
0

)

i = 0, (B.1.1)

with the parameters:

α =
R

2L
,

ω2
0 =

1
LC

.

Changing anyone of the three circuit characteristics (R,L,C) can flip the circuit
from an over-damped condition (the double-exponential where α2 > ω2

0) to
an under-damped condition (the damped oscillator where α2 < ω2

0).
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B.2 Over-damped circuit

For an over-damped circuit where:

α2 > ω2
0, (B.2.1)

the generic solution for the current is:

i(t) =
(

I1e
−

√
α2

−ω2
0t + I2e

√
α2

−ω2
0t
)

e−αt,

i(t) =
(

I ′

1 cosh
(

√

α2 − ω2
0t

)

+ I ′

2 sinh
(

√

α2 − ω2
0t

))

e−αt.

Considering the discharge phase of the circuit, with the capacitors initially
charged at U0, the boundary conditions at t = 0 for the current i(t) are:

i(t = 0) = 0 = I ′

1,

∂ti(t = 0) =
U0

L
= I ′

2

√

α2 − ω2
0 − αI ′

1,

hence the solution :

i(t) =
U0

L
√

α2 − ω2
0

sinh
(

√

α2 − ω2
0t

)

e−αt. (B.2.2)

The current exhibits a double exponential behavior, and reaches its maximum
iM at instant tM such that:

∂ti(tM ) = 0 =
U0e

−αtM

L
√

α2 − ω2
0

(

−α sinh
(

√

α2 − ω2
0tM

)

+
√

α2 − ω2
0 cosh

(

√

α2 − ω2
0tM

))

,

that is:

tM =
1

√

α2 − ω2
0

arctanh
(

ω0

α

)

, (B.2.3)

iM =
U0

L
√

α2 − ω2
0

sinh
(

arctanh
(

ω0

α

))

e
−

α√
α2

−ω2
0

arctanh( ω0
α )
. (B.2.4)

B.3 Under-damped circuit

For an under-damped circuit where:

α2 < ω2
0, (B.3.1)

the generic solution for the current is:

i(t) =
(

I1e
−ı

√
ω2

0−α2t + I2e
ı
√

ω2
0−α2t

)

e−αt,

i(t) =
(

I ′

1 cos
(

√

ω2
0 − α2t

)

+ I ′

2 sin
(

√

ω2
0 − α2t

))

e−αt.
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Considering the discharge phase of the circuit, with the capacitors intially
charged at U0, the boundary conditions at t = 0 for the current i(t) are:

i(t = 0) = 0 = I ′

1,

∂ti(t = 0) =
U0

L
= I ′

2

√

ω2
0 − α2 − αI ′

1,

hence the solution:

i(t) =
U0

L
√

ω2
0 − α2

sin
(

√

ω2
0 − α2t

)

e−αt (B.3.2)

The current exhibits a damped harmonic oscillator behavior, and reaches its
maximum iM at instant tM such that:

∂ti(tM ) = 0 =
U0e

−αtM

L
√

ω2
0 − α2

(

−α sin
(

√

ω2
0 − α2tM

)

+
√

ω2
0 − α2 cos

(

√

ω2
0 − α2tM

))

,

that is:

tM =
1

√

ω2
0 − α2

arctan
(

ω0

α

)

, (B.3.3)

iM =
U0

L
√

ω2
0 − α2

sin
(

arctan
(

ω0

α

))

e
−

α√
ω2

0−α2
arctan( ω0

α )
. (B.3.4)

For such an oscillating circuit, the current goes through 0 at instant ti=0 when-
ever the sin term in equation (B.3.2) is zero, that is for:

ti=0 ≡ 0 mod
π

√

ω2
0 − α2

(B.3.5)

Each power peak in an oscillating circuit thus lasts a duration of π√
ω2

0−α2
. It

is also possible to derive how much energy is contained in the kth peak:

EJ,k

EJ
=

∫ tk

tk−1
Ri2dt

∫+∞

0 Ri2dt
=

(

1 − e
−

2πα√
ω2

0−α2

)

e
−

2πα(k−1)√
ω2

0−α2
. (B.3.6)

B.4 Complete circuit

The complete circuit of the discharge setup includes a ballast resistance and
Rb and a sparkgap that is modeled by a constant resistance Rsg, as depicted
in figure B.4.1.
If the plasma channel resistance Rp can be taken as constant, the current ip
flowing through the discharge is governed by the following equation :

∂ttip +

(

Rp

L
+

RsgRb

(Rsg +RB)L
+

1
(Rsg +Rb)C

)

∂tip +
Rp +Rb

Rsg +Rb

1
LC

ip = 0,

(B.4.1)
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Rsg

Rb

C L

Rp(t)

ib

ip

Figure B.4.1: Equivalent circuit during the return stroke phase of the pulsed
surface discharge. The resistance Rsg takes into account the wires and spark-
gap, the plasma channel is described by the resistance Rp.

which corresponds to equation (B.1.1) with the parameters:

α =
Rp

2L
+

RsgRb

2(Rsg +RB)L
+

1
2(Rsg +Rb)C

,

ω2
0 =

Rp +Rb

Rsg +Rb

1
LC

.

These parameters can be simplified when we neglect the resistance Rsg and
assume a very high ballast resistance Rb (open circuit):

∣

∣

∣

∣

∣

Rsg → 0
Rb → ∞

∣

∣

∣

∣

∣

=⇒
∣

∣

∣

∣

∣

α = Rp

2L
ω2

0 = 1
LC

∣

∣

∣

∣

∣

(B.4.2)



Appendix C

Detailed calculations for the
Hα multiplet

C.1 Average spectroscopic quantities

The Hα line studied in chapter 5 is in fact a multiplet of 7 lines, due to fine
structure effects on the upper and lower levels. To compute the various broad-
enings of the multiplet, we have to average the spectroscopic quantities of the
different allowed transitions. To do so, we use the procedure described by
Wiese and Fuhr (2009).
The total intensity of the multiplet Sik is equal to the sum of intensity from
all components Sik,j:

Sik =
∑

j

Sik,j. (C.1.1)

The average wavelength for the multiplet can be obtained from the various
components energy levels,

λik,vac =
hc

∆Eik

, (C.1.2)

∆Eik =

∑

j

gk,jEk,j

∑

j

gk,j

−

∑

l

gi,lEi,l

∑

l

gi,l

, (C.1.3)

where gk,j is the degeneracy of the jth orbital term of level k. This computation
gives the multiplet wavelength in vacuum λik,vac. Since our measurements
are performed in air, we need to divide this wavelength by the corresponding
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refractive index of air as given by Ciddor (1996):

λik =
λik,vac

nair

(

λik,vac

) , (C.1.4)

nair(λ) = 1 +
0.05792105

238.0185 − λ−2 +
0.00167917

57.362 − λ−2 . (C.1.5)

The average Einstein coefficient Aki and absorption oscillator strength fik are
computed from the component lines:

Aki =

∑

j

gk,jλ
3
ik,jAki,j

2n2
kλik

3 ≈

∑

j

gk,jAki,j

2k2 , (C.1.6)

fik =

∑

j

gi,jλik,jfik,j

2n2
i λik

≈

∑

j

gi,jfik,j

2i2
, (C.1.7)

with gk,j (gi,j) the degeneracy of the jth orbital term of level k (i) and λik,j the
wavelength of the jth component of the multiplet1 . In the case of hydrogen,
the various wavelengths λik,j are very close to the average wavelength λik, so
the wavelength terms can be simplified in the previous equations.
The various components of the Hα multiplet and its average values are given
in table C.1

Table C.1: Components of the Balmer α (3 → 2) transition multiplet and their
spectroscopic properties.

Wavelength
in air (nm)

A32 (s−1) f23 S23 (a. u.) E3 (cm−1) E2 (cm−1) g3 g2 R2

656.271 5.3877×107 0.69614 3.0089×101 97492.319 82258.919 4 2 96.00
656.272 2.2448×107 0.29005 1.2537×101 97492.320 82258.954 4 2 138.00
656.275 2.1046×106 0.013597 5.8769×10−1 97492.222 82258.919 2 2 177.00
656.277 2.2449×107 0.14503 6.2688 97492.211 82258.9544 2 2 138.00
656.285 6.4651×107 0.62654 5.4162×101 97492.356 82259.285 6 4 96.00
656.287 1.0775×107 0.069616 6.0181 97492.320 82259.285 4 4 150.00
656.291 4.2097×106 0.013599 1.1756 97492.222 82259.285 4 2 150

656.280 4.4102×107 0.64108 1.1084×102 97492.309 82259.111 18 8 107.06

1In the formulae given by Wiese and Fuhr (2009), the denominator is given as k2 instead
of 2k2, thus forgetting the spin degeneracy of the energy level. This contradicts the rest of the
formalism presented i their paper and gives values that deviate from the accepted standards
for averaged spectral quantities as per Kramida et al. (2014).
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C.2 Computation of the resonant broadening

As described in section 5.2.2.3, resonant broadening is caused by collisions
between radiation emitters and similar particles in the ground state connected
via an allowed transition to the upper or lower level of the main transition:

∆λR = 8.60 × 10−27λ2λRfR

√

g1

gR
, (C.2.1)

with ∆λR in nm, λ the wavelength of the transition under scrutiny in nm,
λR the resonance wavelength in nm, fR the resonance oscillator strength, g1

the degeneracy of the ground level of the resonance transition and gR the
degeneracy of the resonant level. For hydrogen, all the multiplet components
will have a resonance broadening, as can be seen from the energy diagram
C.2.1.

1s 2S1/2

2s 2S1/2

2p 2P0
1/2

2p 2P0
3/2

3s 2S1/2

3p 2P0
1/2

3p 2P0
3/2

3d 2D3/2

3d 2D5/2

Lα Lβ Bα

Figure C.2.1: Multiplet structure of Lα, Lβ and Bα. The line thickness is
proportionnal to the relative strength of the component in a given multiplet.
Red lines correspond to the main wavelength λ in equation (C.2.1) and violet
lines are the resonant wavelength λR

We compute all these contributions and take an average value (following Laux
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et al. (2003)) equal to:

∆λR =

∑

j

Sj∆λR,j

∑

j

Sj

. (C.2.2)

We then express the hydrogen number density as a function of pressure P ,
temperature T and hydrogen mole fraction xH, which gives eventually:

∆λR = 4.30 × 10−2xH
P

T
. (C.2.3)

C.3 Computation of the van der Waals broadening

As described in sections 5.2.2.5 and 5.3.2, van der Waals broadening can be
written as:

∆λvdW = 5.925 × 10−2K1
∑

n

Kn
P

T 0.7 , (C.3.1)

with ∆λvdW in nm, P in Pa and T in K. Kn are the contributions of the
different neutral species in the medium. K1 is a coefficient that depends on
the transition under consideration:

K1 = λ2〈R2〉0.4, (C.3.2)

〈R2〉 = R2
u −R2

l . (C.3.3)

with λ the transition wavelength (in nm) and 〈R2〉 the difference between the
square radii of the emitting atom (hydrogen in our case) in the upper and lower
level. R2

k is given for level k in the Coulomb approximation by:

R2
k =

n∗2
k

2

(

5n∗2
k + 1 − 3lk (lk + 1)

)

. (C.3.4)

lk is the orbital quantum number and n∗

k an effective quantum number defined
in the case of the Hα line by:

n∗2
k =

EH

EH − Ek
(C.3.5)

with EH = 109678.77174307 cm−1 and Ek the energy of level k. We compute
the 〈R2〉 for the different terms of the Hα multiplet and take an average value
(following Laux et al. (2003)) equal to:

〈R2〉0.4 =

∑

j

Sik,j〈R2
j 〉0.4

∑

j

Sik,j

. (C.3.6)
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The numerical values are reported in table C.1. We then compute the average
value K1 using the same averaging procedure:

K1 =

∑

j

Sik,jλ
2
ik,j〈R2

j 〉0.4

∑

j

Sik,j

≈ λik
2 〈R2〉0.4, (C.3.7)

where we have once again considered the small wavelength differences of the
various terms of the multiplet to be negligible so as to replace the terms wave-
lengths by the average multiplet wavelength λki,j ≈ λki. We get eventually:

K1 = 2.78277 × 106 nm2 (C.3.8)
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Appendix D

Self-similar theory for strong
shocks and its extensions to
low Mach numbers

D.1 Taylor-Sedov theory for strong shocks

Sir Geoffrey Taylor was the first to study strong shocks for the Manhattan
project. The similarity formalism he developed (Taylor (1950a)) was found
to be in excellent agreement with experimental measurements performed on
the first nuclear test (Trinity test in Alamogordo) on July 16, 1945 (Taylor
(1950b)). Leonid Sedov developed a similar model on the other side of the
Iron Curtain (Sedov (1946)). Hereafter, we recall this similarity formalism for
a strong cylindrical shock as described by Shao-Chin Lin (Lin (1954)).
We assume that an amount of energy per unit length ǫ is released instanta-
neously at t = 0, which causes the formation of a shock wave of radius R(t).
Conservation equations behind the shock are:

∂tρ+ u∂rρ+ρ∂ru+
ρu

r
= 0, (D.1.1)

∂tu+ u∂ru+
∂rp

ρ
= 0, (D.1.2)

∂te+ u∂re−
p

ρ2 (∂tρ+ u∂rρ) = 0, (D.1.3)

with ρ, u, p and e the density, velocity, pressure, and energy per unit mass
behind the shock respectively. The equation of state for a perfect gas is:

(∂t + u∂r)
(

pρ−γ) = 0, (D.1.4)

with γ the specific heat ratio. We can then write a conservation equation for
the pressure:

∂tp+ u∂rp+ γp∂ru+ γ
pu

r
= 0. (D.1.5)
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Neglecting the pressure P0 ahead of the shock, the pressure P , density ρ, and
flow velocity u behind the shock can be expressed as functions of the shock
position R(t), the shock speed Ṙ and of a dimensionless similarity variable
ξ = r

R(t) :

ρ(r, t) =ρ0ψ(ξ), (D.1.6a)

u(r, t) =
φ1(ξ)
R

, (D.1.6b)

P (r, t) =
P0

R2 f1(ξ), (D.1.6c)

We write the conservation equations of mass, momentum, and energy behind
the shock in terms of the functions f1(ξ), φ1(ξ), ψ(ξ), taking into account the
equation of state for a perfect gas. Introducing these dimensionless functions
in the previous system, we get:

(

φ1 + ξφ′

1
) Ṙ

R2 − φ1φ
′

1

R3 =
P0

ρ0

f ′

1

ψR3 ,

ξφ′
Ṙ

R
− φ1ψ

′

R2 −
(

φ′

1 +
φ

ξ

)

ψ

R2 = 0,

(

γξf1
ψ′

ψ
− ξf ′

1 − 2f1

)

Ṙ

R3 +
φ1f

′

1

R4 − γf1φ1ψ
′

ψR4 = 0,

where Ẋ = dX
dt and X ′ = dX

dξ . By separation of variables, we can rearrange

these equations so as to have RṘ (a pure function of time) equal to pure
functions of the dimensionless variable ξ. This is possible if and only if all
those functions are equal to a common constant A, which gives us the shock
radius as a function of time:

RṘ = A =⇒ R(t) =
√

2At, (D.1.7)

with the initial condition R(t = 0) = 0. We redefine the dimensionless functions
for velocity and pressure in order to take this constant A into account:

u(r, t) =
φ1(ξ)
R

= Ṙφ(ξ),

P (r, t) =
P0

R2 f1(ξ) = P0Ṙ
2f(ξ).

The new dimensionless functions (ψ, φ, f) are then obtained as solutions of a
system of three coupled ordinary differential equations:

f ′ =
2ξ(ξ − φ) + γφ2

f − ψ(ξ − φ)2

ψf

ξ
, (D.1.8a)

φ′ =
γφ(ξψ(φ − ξ) + f) − 2f

ξγ(ψ(ξ − φ)2 − f
, (D.1.8b)

ψ′ =
ψ(φ3ψγ − ξ(φ2ψγ + 2f))
ξγ(ξ − φ)(ψ(ξ − φ)2 − f

, . (D.1.8c)
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The system is solved numerically for ξ ∈ [0, 1] with boundary conditions given
by the Rankine-Hugoniot relations for a strong shock which lead to:

f(1) =
2γ
γ + 1

, (D.1.9a)

φ(1) =
2

γ + 1
, (D.1.9b)

ψ(1) =
γ + 1
γ − 1

. (D.1.9c)

The resulting profiles are depicted in figure D.1.1 for a perfect diatomic gas
(with γ = 1.4). The constant A appearing in the shock radius formula is
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Figure D.1.1: Dimensionless functions for pressure (f), density (φ) and flow
velocity (ψ) behind the shock as functions of the nondimensional similarity
variable ξ = r

R(t) .

determined through conservation of energy behind the shock:

ǫ = 2π
∫ R

0

(

p

γ + 1
+
ρu2

2

)

rdr = 2πρ0A
2
∫ 1

0

(

f

γ(γ + 1)
+
ψφ2

2

)

ξdξ.

(D.1.10)
We then obtain the standard formula for a strong cylindrical shock:

RTS = 1.004
(

ǫS
ρ0

) 1
4
t

1
2 , (D.1.11)

where ρ0 is the density ahead of the shock, and ǫS is the energy per unit meter
released at time t = 0 that causes the shock wave formation. Though the
solutions presented here are purely numerical, analytic formalisms were found
independently for spherical strong shocks by John von Neumann (Bethe et al.
(1947)) and J. L. Taylor (Taylor (1955)) and for cylindrical strong shocks by
Chakraborti (Chakraborti (1962)).
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D.2 Extension to weaker shocks

When dealing with a weak shock, one must take into account the counter-
pressure ahead of the shock. The self-similar variable ξ is not sufficient to
describe the flow, so we have to introduce another variable. A standard choice
for such a dimensionless variable is:

η =
c2

0

Ṙ2
, (D.2.1)

that is the inverse squared Mach number, c0 being the speed of sound ahead of
the shock and Ṙ the shock celerity. If we express the various fluid quantities
as functions of these dimensionless variables:

ρ(r, t) =ρ0ψ(ξ, η),

u(r, t) =Ṙφ(ξ, η),

p(r, t) =ρ0Ṙ
2f(ξ, η),

we can rewrite equations (D.1.1), (D.1.2) and (D.1.5):

(φ− ξ) ∂ξψ + ψ∂ξφ+
φψ

ξ
= 2θη∂ηψ (D.2.2a)

(φ− ξ) ∂ξφ+ θφ+
∂ξf

ξ
= 2θη∂ηφ (D.2.2b)

(φ− ξ) ∂ξf + γf

(

∂ξφ+
φ

ξ

)

+ 2θf = 2θη∂ηf, (D.2.2c)

with

θ =
RR̈

Ṙ2
. (D.2.3)

The Rankine-Hugoniot relations for a shock give us boundary conditions at the
shock front:

ψ(1, η) =
γ + 1

γ − 1 + 2η
, (D.2.4a)

φ(1, η) =
2(1 − η)
γ + 1

, (D.2.4b)

f(1, η) =
2γ + η(1 − γ)

γ + 1
. (D.2.4c)

D.2.1 Power series expansion

Sakurai (Sakurai (1953); Sakurai (1954)) and Mel’nikova (Kochina and Mel’nikova
(1958); Kochina and Mel’nikova (1960)) proposed independently to solve this
system using a power series expansion of the dimensionless functions:

Ωi = Ωi(0)(ξ) + ηΩi(1)(ξ) + η2Ωi(2)(ξ) + · · · , (D.2.5)
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with Ω1 = ψ, Ω2 = φ, Ω3 = f . The first order solution (ψ(0), φ(0), f (0)) matches
the Taylor-Sedov theory for strong shocks. Through iterations, one can then
solve for higher orders (see for instance Freeman (1968); Plooster (1971b);
Plooster (1971a) or Swigart (1960) for a third order development). However,
this perturbation method converges rather slowly, as more and more terms
must be computed when the shock gets weaker.

D.2.2 Quasi-similarity solution

Oshima (1960) proposed instead a quasi-similar approach, based on the sepa-
ration of the two dimensionless variables:

Ωi(ξ, η) = Ωi
1(ξ)Ωi

2(η), (D.2.6)

Separating the variables allows us to express the η derivative at any position
behind the shock as a function of the boundary condition at the shock:

∂Ωi

∂η
=
∂ ln Ωi

∂η

∣

∣

∣

∣

∣

ξ=1

Ωi. (D.2.7)

We can then write the equations for the flow functions:

(φ− ξ)ψ′ + ψφ′ =
(

Λ1 − φ

ξ

)

ψ, (D.2.8a)

(φ− ξ)φ′ +
f ′

ψ
= Λ2φ, (D.2.8b)

(φ− ξ) f ′ + γfφ′ =
(

Λ3 − γφ

ξ

)

f, (D.2.8c)

where the (Λi) are functions of the shock conditions:

Λ1 = − 4θη
γ − 1 + 2η

, (D.2.9a)

Λ2 = −θ
(

2η
1 − η

+ 1
)

, (D.2.9b)

Λ3 = −2θ
(

(γ − 1)η
2γ − η(γ − 1)

+ 1
)

. (D.2.9c)

The system (D.2.8) can then be solved, provided the shock trajectory is known,
in order to compute the (Λi) and the θ parameter. This is often done using an
iterative scheme:

1. assume a value of θ
2. compute the related η and (Λi)
3. solve the system (D.2.8)
4. compute a new value of θ using the energy conservation behind the shock
5. iterate until a convergence criterion is met.
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The quasi-similarity formalism can describe the shock trajectory rather ac-
curately but does not conserve mass behind the shock, so the flow structure
exhibits discrepancies for weak shocks. We must therefore look for another
formalism to describe the transition from a strong shock to a weak shock such
as the one observed in our experiments.



Appendix E

Computation of the linear
impulse generated by the
surface discharge

E.1 Computation method

The downward linear impulse generated by the surface discharge is obtained
by a double integration of the overpressure behind the moving shock front:

I(t) = 2
∫ t

0

∫ R(τ)

0
(P1(r, τ) − P0) drdτ = 2

∫ t

0
∂tIdt. (E.1.1)

The integrand can be expressed as:

∂tI = 2PS(t)
∫ R(t)

0

(

1 − R(t) − r

Rc

)

e−b
R(t)−r

Rc dr, (E.1.2)

with the overpressure PS given by:

PS = P1 − P0 =
2ρ0

γ + 1

(

U2 − c2
0

)

. (E.1.3)

The Lee model gives the shock velocity U :

U2 = Ṙ2 =
2ǫS
ρ0πR2 +

G

F
c2

0 (E.1.4)

so the overpressure can be written as:

PS =
αǫS
R2 + β, α =

4
π(γ + 1)

, β =
2ρ0c

2
0

γ − 1

(

G

F
+ 1

)

(E.1.5)

Using the change of variable:

η =
R(t) − r

Rc
, dη = −dR

Rc
,
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equation (E.1.2) becomes:

∂tI = 2
(

αǫS
l2

+ βR2
c

)

A(b, l)
Rc

, A(b, l) =
∫ l

0
(1 − η) e−bηdη. (E.1.6)

Differentiating the shock radius expression (6.2.6) (divided by Rc) with respect
to time:

R2 = (at+Rc))2 −Rc, a =

√

G

F
c =⇒ l2 =

(

a

Rc
+ 1

)

− 1,

2l∂tl = 2
a

Rc

(

a

Rc
t+ 1

)

= 2
a

Rc

√

l2 + 1

we use the chain rule for derivation and write:

∂tI = ∂lI∂tl =⇒ ∂lI = ∂tI∂lt

hence:

∂lI = 2
(

αǫS
l2

+ βR2
c

)

A(b, l)l

a
√
l2 + 1

. (E.1.7)

This expression is then integrated up to a cut-off pseudo-length L (which is in
fact a dimensionless value).

E.2 Asymptotic approximation

Though the impulse can be computed by integrating equation (E.1.7) numer-
ically, it may be helpful to have an approximate formula to outline the main
dependences of the impulse with the various physical parameters of the system.
To do so, we need an approximate formula for the function A that simplifies
the integration of equation (E.1.7). A is found to be equal to:

A(b, l) =
e−bl(b(l − 1) + 1) + b− 1

b2 ,

which, for a high enough value of b, can be approximated by the linearised
function Aasympt:

Aasympt(b, l) =

{

l when l < b−1
b2

b−1
b2 when l > b−1

b2

(E.2.1)

Figure E.2.1 depicts the function A(b, l) and its asymptotic approximation
Aasympt(b, l) for various value s of the parameter b. The higher this parameter,
the closer the asymptotic approximation matches the real function.
Assuming that L ≫ b−1

b2 , the integral is split between the two domains for
Aasympt:

I =
2
a

(

∫ b−1
b2

0

(

αǫS
l2

+ βR2
c

)

l2dl√
l2 + 1

+
b− 1
b2

∫ L

b−1
b2

(

αǫS
l2

+ βR2
c

)

ldl√
l2 + 1

)

= I1+I2
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Figure E.2.1: Evolution of the integral A (plain line) and its approximate form
Aasympt (dotted line) for different values of b.

The two integrals are obtained easily:

I1 =
2
a



αǫS arcsinh
(

b− 1
b2

)

+ βR2
c





b− 1
b2

√

(

b− 1
b2

)2

+ 1 − arcsinh
(

b− 1
b2

)







 ,

I2 =
2
a

b− 1
b2













αǫS log













b2L

(

√

(

b−1
b2

)2
+ 1 + 1

)

(b− 1)
(√

L2 + 1 + 1
)













+ βR2
c





√

L2 + 1 −
√

(

b− 1
b2

)2

+ 1

















,

so the linear impulse is given by:

I =
2
a













αǫS













arcsinh
(

b− 1
b2

)

+
b− 1
b2 log













b2L

(

√

(

b−1
b2

)2
+ 1 + 1

)

(b− 1)
(√

L2 + 1 + 1
)

























+ βR2
c





b− 1
b2





√

L2 + 1 − 1
2

√

(

b− 1
b2

)2

+ 1



−
arcsinh

(

b−1
b2

)

2







 .

(E.2.2)

For b ≫ 1, we can simplify this expression using Taylor expansions of the first
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order:

b ≫ 1 =⇒ b− 1
b2 ∼ 1

b
,

arcsinh
(

b− 1
b2

)

∼ 1
b
,

log













b2

(

√

(

b−1
b2

)2
+ 1 + 1

)

b− 1













∼ log(2b),

√

(

b− 1
b2

)2

+ 1
b− 1
b2 ∼ 1

b
,

so replacing the various parameters by their expression, we get eventually:

I =
8ǫS

π(γ + 1)bc0

√

F

G

(

1 + log
(

2Lb√
L2 + 1 + 1

)

+
(

1
F

− 1
G

)

(
√

L2 + 1 − 1
)

)

(E.2.3)

E.3 First order approximation

Comparison between numerical integration performed for the various cases
and this semi-analytic formula (E.2.3) indicates an overestimation by almost
10% of the linear impulse. This can be linked to the approximation of the
function A by its asymptotic behavior Aasymp that leads to a large error around
l0 = b−1

b2 (intersection of the two asymptotic behaviors). Greater accuracy
can be obtained using a finer approximation for A with a first-order Taylor
expansion around l0:

Alinear(b, l) =











l when l < l−
A(l0) + (1 − l0)e−bl0(l − l0) when l− < l < l+
l0 = b−1

b2 when l > l+

(E.3.1)

l− and l+ are intersections points between the various parts of the curve de-
scribed by Alinear:

l− =
A(l0) − l0(1 − l0)e−bl0

1 − (1 − l0)e−bl0
, (E.3.2a)

l+ =
l0
(

1 + (1 − l0)e−bl0)
)

−A(l0)

(1 − l0)e−bl0
. (E.3.2b)

This new function Alinear matches more closely the real function A than its
asymptotic form Aasymp, as can be seen on figure E.3.1
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Figure E.3.1: Evolution of the integral A (plain line), its asymptotic approxi-
mation Aasympt (dotted line) and its linear approximation Alinear (dashed line),
for b = 50.

Defining:

B0 = (1 − l0)e−bl0 ,

C0 = A(l0) − l0(1 − l0)e−bl0 ,

the linear impulse created by the surface discharge is given by:

I =
8ǫS

π(γ + 1)c0

√

F

G
(J1 + J2 + J3) (E.3.3)

with J1, J2, J3 the integrals between the various boundaries:

J1 = arcsinh(l−) +
(

1
F

− 1
G

)





l−
√

l2
−

+ 1 − arcsinh(l−)

2



 ,

J2 = C0 log





l+(
√

l2
−

+ 1 + 1)

l−(
√

l2+ + 1 + 1)



+B0(arcsinh(l+) − arcsinh(l−))

+
(

1
F

− 1
G

)

C0(
√

l2+ + 1 −
√

l2
−

+ 1)

+
(

1
F

− 1
G

)

B0

2

(

l+

√

l2+ + 1 − l−

√

l2
−

+ 1 − (arcsinh(l+) − arcsinh(l−))
)

J3 = l0



log





L(
√

l2+ + 1 + 1)

l+(
√
L2 + 1 + 1)



+
(

1
F

− 1
G

)(

√

L2 + 1 −
√

l2+ + 1
)
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