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Introduction

A considerable fraction of proton–proton collisions at high energies involve reactions

mediated by photons. This fraction is dominated by elastic scattering, with a single

photon exchange. Quasi-real photons can also be emitted by both protons, with a

variety of final states produced. In these processes the proton–proton collision can be

then considered as a photon–photon collision. At the Large Hadron Collider, these

reactions can be studied with good experimental precision. This work presents my

contribution to the development of the current understanding of two-photon processes

at high energies. This dissertation is divided between the three main parts and each

part is followed by a separate bibliography.

Part I contains a theoretical introduction in the field of two-photon physics. It begins

with a presentation of the Standard Model and introduces necessary definitions. Next, a

theoretical framework related to the different photon-interaction types in proton–proton

collisions is explained. A proton absorptive correction formalism for exclusive photon–

photon processes (developed by the author of this thesis) is also discussed. Finally,

a comparison of different Monte Carlo generators for two-photon reactions in proton–

proton collisions is presented.

Part II of the thesis briefly introduces the Large Hadron Collider, presenting the main

points of its programme. A more detailed description of the ATLAS experiment is given,

including sub-detectors, trigger and data processing. A large part is devoted to the

ATLAS forward detectors, especially to the AFP project, which will extend the ATLAS

forward physics programme by tagging scattered protons with non-zero energy losses.

For the qualification work required in the ATLAS collaboration, the author significantly

developed the ATLAS+AFP simulation software.

Part III describes in details a measurement of exclusive two-photon production of lepton

pairs (electrons or muons) in proton–proton collisions at center-of-mass energy
√
s =

7 TeV with the ATLAS experiment at the Large Hadron Collider, performed completely

by the author. Using 4.6 fb−1 of data, the fiducial cross sections for exclusive two-photon
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2 Introduction

production of lepton pairs have been measured and compared to the theory predictions

corrected for proton absorptive effects.

The presented results are based on the work performed during the author’s PhD studies.

The majority of the results were presented during conferences and workshops and are

published. This thesis is based on the following scientific work:

� ATLAS Collaboration (G. Aad et al.), Measurement of exclusive γγ → `+`− pro-

duction in proton–proton collisions at
√
s = 7 TeV with the ATLAS detector,

Phys. Lett. B749 (2015) 242–261.

� M. Dyndal and L. Schoeffel, The role of finite-size effects on the spectrum of equiv-

alent photons in proton–proton collisions at the LHC, Phys. Lett. B741 (2015) 66–

70.

� ATLAS Collaboration (G. Aad et al.), Technical Design Report for the ATLAS

Forward Proton Detector, CERN-LHCC-2015-009; ATLAS-TDR-024.

� M. Dyndal (on behalf of the ATLAS Collaboration), Standard Model measure-

ments with ATLAS, The XXII International Workshop High Energy Physics and

Quantum Field Theory, 24 Jun – 01 Jul 2015, Samara, Russia, ATL-PHYS-SLIDE-

2015-353.

� M. Dyndal (on behalf of the ATLAS Collaboration), The tracking system of the

AFP detector, 2nd Workshop on Detectors for Forward Physics at LHC, 28–30 May

2014, La Biodola, Isola d’Elba, Italy, ATL-FWD-SLIDE-2014-231.
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Chapter 1

The Standard Model

The Standard Model (SM) of particle physics is the best and most sensible theory which

summarizes our understanding of the basic components of matter and their interactions

in an unified scheme. The fundamental forces described by the theory are the elec-

tromagnetic force, the weak force and the strong force. While the first two forces are

collectively described by the unified electroweak theory (a part of the SM), they appear

to be two separate forces at low energy. The SM is a relativistic quantum field theory:

it combines the fundamental principles of quantum mechanics with those of special rel-

ativity. At this moment, gravity is the only fundamental force not described by the SM;

there is currently no fully consistent quantum theory of gravity.

1.1 Standard Model particles

1.1.1 Elementary particles

Ordinary matter is built up of atoms, with negatively charged electrons attracted to

the positively charged nucleus. The electrons are bounded with the nucleus by the

electromagnetic force. The nucleus consists of the nucleons: the positively charged

protons and the electrically neutral neutrons. These consist of quarks bound together

by the strong force: the proton consists of two up (u) quarks and one down (d) quark,

while the neutron consists of two d quarks and one u quark. Therefore, an ordinary

matter consists only of three elementary matter particles: the electron, the u quark and

the d quark. Together with the electron neutrino, the electron and the u and d quarks

make up the first generation of the SM matter particles.

These four particles constitute a so-called first generation matter particles. There are

also heavier versions of these particles, with exactly the same properties as the first

5
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Leptons (`) Quarks

Particle qe Mass [GeV] Particle qe Mass [GeV]

First electron (e±) ±e 0.0005 down (d/d̄) ∓1
3e 0.003

generation neutrino (νe/ν̄e) 0 < 10−9 up (u/ū) ±2
3e 0.005

Second muon (µ±) ±e 0.106 strange (s/s̄) ∓1
3e 0.1

generation neutrino (νµ/ν̄µ) 0 < 10−9 charm (c/c̄) ±2
3e 1.3

Third tau (τ±) ±e 1.78 bottom (b/b̄) ∓1
3e 4.5

generation neutrino (ντ/ν̄τ ) 0 < 10−9 top (t/t̄) ±2
3e 173

Table 1.1: The main properties of the Standard Model matter particles.

generation particles, except for the mass, making up the second and third generations of

matter particles. Each matter particle has its respective antiparticle, which has exactly

the same mass, but opposite electric charge. All the elementary matter particles of the

SM are spin-1
2 fermions, i.e. they obey to the Fermi–Dirac statistics. The fermionic

elementary particle content of the SM is summarized in Table 1.1. The charged leptons

are the electrons (e±), muons (µ±), and tau leptons (τ±), all of which have electric

charge qe = ±e. For each charged lepton generation, there is one electrically neutral

lepton neutrino partner (ν`/ν̄`). The quarks with electric charge qe = ±2
3e are the up

(u/ū), charm (c/c̄), and top (t/t̄) quarks, and those with electric charge qe = ∓1
3e are

the down (d/d̄), strange (s/s̄), and bottom (b/b̄) quarks.

In addition to the matter particles the SM introduces force particles, spin-1 gauge bosons,

mediating the interactions between them. The electromagnetic (EM) force is mediated

by the photon (γ), which is the quantum of EM radiation. The weak force is mediated

by the W± and Z bosons, while the strong force is mediated by the gluons. While the

photon and the gluons are massless, the W± and Z bosons are massive, with masses of

80.4 and 91.2 GeV, respectively [1]. The force carrier content of the SM is presented in

Table 1.2. Finally, the only SM particle which is neither a matter particle nor a force

particle, is the spin-0 Higgs boson (H). The existence of the Higgs boson explains why

the W± and Z bosons, as well as the elementary fermions are massive (see Section 1.5

for details). Discovered in 2012 [2, 3], it was the last particle of the SM to be observed

in experiment, with the mass measured to be 125.1 GeV [4].

1.1.2 Composite particles

All the leptons in SM can be observed in nature as free particles, as they do not experi-

ence the strong force. On the other hand, quarks are confined by the strong force, and

they form bound states called mesons (consisting of quark–antiquark pair) and baryons

(three-quark states). The mesons and baryons are collectively referred to as hadrons.
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Force Carrier Relative strength Range [m]

Strong gluons 1 ∼ 10−15

Electromagnetic photon (γ) ∼ 10−2 ∞
Weak W+, W−, Z ∼ 10−13 ∼ 10−18

Gravitational ? ∼ 10−38 ∞

Table 1.2: The main properties of the Standard Model force carriers.

As an example, the lightest electrically charged meson, π+, consists of one up quark and

one down antiquark. There are also other mesons with heavier quarks involved (charm,

strange and bottom), in combination with lighter quarks as well as with each other.

The J/ψ meson is an example of charmonium, with one charm quark and one charm

antiquark.

Examples of baryons are the nucleons (protons and neutrons) and the ∆ baryons. These

look identical in composition to the nucleons. The difference lies in the way the spins

of the quarks are aligned. In the ∆(1232) baryons, all three quark spins are aligned,

while in protons and neutrons one of the three is always opposite the other two. The

∆(1232) baryons are unstable and quickly decay into a neutron or proton plus a pion

of appropriate charge. A large number of baryons exist in the nature, with different

relative numbers of c, s and b quarks involved.

The top quark, with a mass of 173 GeV[5], is the exception here. It is so heavy that

it decays before it can form any bound state with the lighter quarks. The top quark

decays almost entirely into W boson and b quark.

1.2 Quantum electrodynamics

1.2.1 The Dirac Lagrangian

The Lagrangian for a free, spin-1
2 particle describes a field of a single fermion ψ(xµ)

(so-called spinor field) with mass m. It follows the Dirac equation [6]:

LDirac = ψ̄(iγµ∂µ −m)ψ ⇐⇒ (iγµ∂µ −m)ψ = 0 , (1.1)

where ψ̄ denotes Dirac adjoint: ψ̄ = ψ†γ0. The γµ are the 4× 4 Dirac matrices:

γ0 = β; γµ = βαµ , (1.2)
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given that the arbitrary matrices αi and β satisfy the relations:

β2 = 1; α2
i = 1; αiβ + βαi = 0 (for all i); αiαj + αjαi = 0 (for all i 6= j) . (1.3)

These relations are fulfilled by a certain set of 4× 4 matrices, which can be constructed

e.g. from the Pauli matrices [6]. The matrix γ0 is included to ensure proper behavior in

Lorentz transformations.

By studying the symmetries of Dirac Lagrangian, one can find that it is invariant under

global transformation of the field phase Uθ, i.e. under rotation of the field in a complex

plane:

ψ(xµ)
U(1)−−−→ ψ′(xµ) = eiθψ(xµ)

ψ̄(xµ)
U(1)−−−→ ψ̄′(xµ) = e−iθψ̄(xµ) , (1.4)

where θ is an arbitrary real constant (the same over all space-time). This transformation

is referred to as U(1). It is unitary (U †θUθ = 1), Abelian (Uθ1Uθ2 = Uθ2Uθ1) and by

definition global (since θ is not a function of space-time coordinates xµ).

1.2.2 QED interaction Lagrangian

The Dirac Lagrangian (1.1) describes a free spin-1
2 particle, such as a free electron. An

electromagnetic field can be introduced in terms of the four-potential, Aµ = (φ, ~A),

with the usual relations between the electromagnetic potentials and the electric ( ~E) and

magnetic ( ~B) fields:

~E = −∇φ− ∂ ~A

∂t
; ~B = ∇× ~A . (1.5)

A non-relativistic particle of charge qe and mass m moving in an electromagnetic field

is described by the Hamiltonian:

H =
1

2m

(
i∇+ qe ~A

)2
+ qeφ . (1.6)

One can see that the electromagnetic interaction follows the free particle wave equation

using the following substitutions:

i∇ → i∇+ qe ~A; i
∂

∂t
→ i

∂

∂t
− qeφ , (1.7)

which can be written using four-vector notation as

∂µ → Dµ ≡ ∂µ + iqeAµ . (1.8)
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The newly introduced operator Dµ is referred to as covariant derivative, which is defined

as a derivative that transforms in such a way that Dirac equation remains unchanged.

Similar substitution can be used to introduce electromagnetic interactions also in the

relativistic case. The electromagnetic Lagrangian can be constructed by including the

free particle term from the Dirac equation (1.1):

LQED = ψ̄(iγµ∂µ −m)ψ − qeψ̄γµψAµ
= ψ̄(iγµDµ −m)ψ

= LDirac + Lint . (1.9)

The interaction Lagrangian, Lint = −qeψ̄γµψAµ, describes the interaction between the

charged particle and the electromagnetic field.

Finally, one can add in the Lagrangian a term describing the free electromagnetic field:

LQED = ψ̄(iγµ∂µ −m)ψ − 1

4
FµνF

µν − qeψ̄γµψAµ
= L0 + Lint , (1.10)

where

Fµν = ∂νAµ − ∂µAν (1.11)

is the electromagnetic field tensor.

The Lagrangian above describes a quantum field of electromagnetic interactions. This

theoretical framework is called quantum electrodynamics (QED). Maxwell in his unifi-

cation of electricity and magnetism predicted the existence of electromagnetic waves,

which in QED act as a gauge boson mediator, identified with the photon. This sym-

metry is also connected with a conservation law, in this case it is the conservation of

electric charge qe.

The so-called QED vertex, shown in Figure 1.1 can be associated with a particular vertex

factor in the formula (see Section 1.6), when the Feynman diagram approach [6] is used

to calculate a probability for a given process to occur. In the QED, one can obtain the

vertex factor from

iLint = −iqeψ̄γµψAµ (1.12)

as −iqeγµ. For the electron or muon, qe = ±e, so the vertex factor is ∓ieγµ.
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ieγµ
ψ(xµ)

Aµ

Figure 1.1: The basic vertex of QED in which a charged fermion couples to a pho-
ton. The vertex can be oriented such as to represent a fermion emitting a photon,
an antifermion emitting a photon, a fermion–antifermion annihilating into a photon, a
fermion or an antifermion absorbing a photon, or a photon splitting into a fermion–

antifermion pair.

1.2.3 QED gauge symmetry

The free fermion Lagrangian from Section (1.2.1) is invariant under a global phase trans-

formation. However, global phase transformations cannot affect any physical observable.

Consequently, the phase of ψ(xµ) is without any physical meaning. One can redefine the

problem and require that the symmetry is a function of space-time, θ = θ(xµ) (i.e. mak-

ing it local), but the Dirac Lagrangian is no longer invariant under such transformation.

This is only possible if one add to this Lagrangian a spin-1 gauge field Aµ, transforming

like:

Aµ(xµ)→ A′µ(xµ) = Aµ(xµ)− ∂µα(xµ) . (1.13)

Indeed, the QED Lagrangian remains unchanged under these transformations. More-

over, from the definition of the electromagnetic four-potential (1.5), it is clear that the

transformation (1.13) leaves the electric and magnetic fields unchanged. The fermion

field now undergoes the coupled transformation

ψ(xµ)
U(1)localem−−−−−→ ψ′(xµ) = eiθ(x

µ)ψ(xµ) = eigα(xµ)ψ(xµ) , (1.14)

where the constant g is a dimensionless measure of the strength of the interaction: for-

mally referred to as the coupling parameter. In case of a quantum theory of electromag-

netism, the coupling parameter can be identified with the electric charge g ≡ qe, which is

the quantity preserved by the invariance with respect to the local gauge transformation

U(1)local
em . One can also define the electromagnetic coupling constant:

αem =
e2

4π
, (1.15)

which determines the strength of the electromagnetic force on an electron/muon.
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Finally, the QED gauge theory, as presented in (1.14), is the relativistic invariant way

to describe the interactions mediated by massless spin-1 particles. Indeed, a massless

spin-1 particle has only two physical polarizations. Then, the gauge invariance is a

local symmetry that allows to remove the unphysical polarization of this spin-1 massless

particle, while keeping Lorentz invariance explicit.

The QED created by Feynman [7, 8], Schwinger [9] and Tomonaga [10] was the first

quantum field theory that provided a consistent relativistic quantum mechanical de-

scription of electromagnetism. The principle of gauge invariance has become a powerful

tool to understand electromagnetism and very useful in describing the strong and weak

interactions mechanism.

1.2.4 Running QED coupling

In quantum electrodynamics, an electron or muon is not treated as a single free particle.

All particles with electric charge will emit a cloud of virtual photons around them.

A virtual photon can afterwards annihilate into a pair of virtual charged particles, for

example, e+e− pairs. A negatively charged muon, for instance, surrounded by a cloud of

these e+e− pairs will repel the e− particles and thus the e+ particles will be preferentially

closer to the muon. When probing such a structure from distance, the surrounding e+

particles will screen the muon, what will affect the measured charge. A high-energy

probe that manages to get closer to muon will see less effects from the virtual particles,

so that the effective electric charge will increase.

A high-energy interactions can also explore so-called virtual-loop corrections to the pho-

ton propagator, as sketched in Figure 1.2. They can lead to the (unphysical) divergences

when calculating physical processes in QED. To resolve the possible ultraviolet (i.e. high

energy) divergences in QED, an arbitrary energy scale called the renormalization scale

is introduced. For QED, the renormalization scale is defined as the minus of the four

momentum squared, Q2 = −q2, where Q2 is positive and represents the virtuality of the

photon. The larger Q2 (in GeV2 unit), the more virtual is the photon. In particular, a

real photon corresponds trivially to Q2 ' 0.

The dependence of αem on the renormalization scale Q2 is known as running of the

constant coupling. Following from an all-orders resummation of vacuum polarization

diagrams, the evolution of QED coupling is conventionally parametrized by:

αem → αem(Q2) =
αem(0)

1−∆αem(Q2)
, (1.16)
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Figure 1.2: Feynman diagrams contributing to e+e− → e+e− scattering. The sum of
all diagrams including zero, one, two or more virtual loop corrections is denoted by the
diagram with the double-wavy photon propagator, with an electromagnetic coupling

α(Q2). Figure taken from [11].

where αem(0) = 1/137.035999679(94) is the fine structure constant in the long-wavelength

Thomson limit [12], and the term ∆αem(Q2) controls the evolution. Figure 1.3 shows

the evolution of the αem with Q2 determined from the e+e− → e+e− scattering mea-

surements at large momentum transfers [11]. This provides an impressive evidence of

the running of the electromagnetic coupling in the high-energy regime.

1.3 Quantum chromodynamics

In quantum chromodynamics (QCD), the theory describing the strong interaction, quarks

appear in color triplets. Such a property was needed for explaining e.g. how quarks can

coexist inside some hadrons without violating the Pauli exclusion principle [13]. The

colour plays the role of the charge for every particle which interacts strongly. Each

quark can exist in one of three colour states, e.g. red, green, blue, or 1, 2, 3. The

antiquarks have anticolors, so the mesons can be colorless by consisting of e.g. a red and

an “antired” quark. Therefore, only colourless objects (colour singlets, like mesons, or

baryons containing red, blue and green quarks) can exist in nature as a free particles.

This behavior is called colour confinement. Gluons, which represent the relevant spin-1

gauge field in QCD, carry both color and anticolor, e.g antired–blue or green–antiblue.
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Figure 1.3: Evolution of the electromagnetic coupling with Q2 determined from the
measurements at large momentum transfers. The QED predictions are shown by the

solid line. Figure taken from [11].

1.3.1 QCD gauge symmetry

The QCD Lagrangian representation allows to arbitrarily mix the quarks by acting on

a three vector of quark wave functions:

ψ =




ψ1

ψ2

ψ3


 , (1.17)

where ψi is a regular Dirac spinor for a quark of color i. The Lagrangian for a specific-

flavour free quark is:

L0 = ψ̄(iγµ∂µ −m)ψ . (1.18)



14 Chapter 1. The Standard Model

This Lagrangian is invariant under the non-Abelian SU(3)C transformations. Following

the analogy to QED, the gauge invariant QCD Lagrangian for gluon field and a quark

of the specific flavour is [14]:

LQCD = ψ̄(iγµ∂µ −m)ψ − 1

4
GkµνG

µν
k −

gs
2
ψ̄γµλkψG

k
µ , (1.19)

where the second term describes free gluon Lagrangian and the third term is respon-

sible for quark–gluon interaction. The basic vertices describing QCD interactions are

presented in Figure 1.4. In QCD the coupling parameter gs acts on 8 vector fields1

Gµ = 1
2λ

iGiµ represented by the λi (i = 1, ..., 8) generators called Gell-Mann matrices.

These gluon fields can be expressed in terms of field strength tensor [14]:

Giµν = ∂µG
i
ν − ∂νGiµ − gsfijkGjµGkν , (1.20)

where fijk are the SU(3) structure constants that form a totally antisymmetric tensor.

− i
2gsγ

µλi

ψ(xµ)

Giµ

Figure 1.4: The basic vertices describing QCD interactions. The vertex factor for
the quark-gluon coupling is − i

2gsγ
µλi. The gluon self-coupling vertex factors are more

complex and are not given explicitly.

1.3.2 Strong interaction coupling

In analogy to QED, the strong coupling constant αs can be defined only with respect to

the given energy scale squared, labelled as µ2 below. This can be a hard scale (squared)

involved in a reaction or the mass (squared) of a heavy particle. The dependence of a

coupling constant on the energy-scale in QCD takes the form:

αs(µ
2) ≡ g2

s(µ
2)

4π
≈ 1

β0 ln
(

µ2

ΛQCD

) , (1.21)

where ΛQCD is the scale above which the effective QCD coupling becomes small and β0 is

the constant proposed and computed by Wilczek, Gross [15] and Politzer [16]. For values

of µ2 much larger than ΛQCD the effective coupling is small and the perturbative QCD

1In QCD the presence of 8 gluon fields (gluons) is related with the N2 − 1 = 32 − 1 = 8 generators
of SU(3) group
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(pQCD) calculations provide a good description of the strong interaction physics. From

the Equation (1.21) it is clear, that with increasing µ2, the strong coupling becomes small

for short distances. This means that quarks interact weaker at high energies, allowing

perturbative calculations, and stronger at low energies, preventing the unbinding of

baryons or mesons.

1.3.3 The parton model

In order to describe the internal structure of the proton, the parton model was pro-

posed [17, 18]. In this model, the proton is assumed to be composed of a number of

point-like constituents, termed as partons, defined in a reference frame where the pro-

ton has infinite momentum. Thus, the motion of any partons is slowed down by time

dilation, and the proton charge distribution is Lorentz-contracted, such that incoming

particles will be scattered instantaneously and incoherently. The most important ideas

in the parton model are that partons are point-like and asymptotically free. The parton

model was successfully applied to electron–proton (ep) Deep Inelastic Scattering (DIS)

experiments: see some recent results in [19–22], where partons are matched to quarks

and gluons inside the proton.

The DIS data allowed to extract the Parton Density Functions (PDFs) of a proton. They

represent the probability densities to find a parton carrying longitudinal momentum

fraction x of the proton at given energy scale (squared) Q2. Here, Q2 is the virtuality

of the photon exchanged in the DIS ep collision. It can be noticed that the wavelength

of the virtual photon is ∼1/Q, which means that the photon probes smaller distances

in the proton for larger Q2 values. The distribution of partons for Q2 = 10 GeV2 as

a function of the longitudinal momentum fraction x carried by the parton is shown in

Figure 1.5. The valence quarks (xuv and xdv) dominate at values x > 0.2. Partons at

small x (x < 0.01) values are mostly composed of gluons (xg) and sea-quarks (xS). At

the LHC energies, the energy scales in various reactions are usually much larger than

Q2 = 10 GeV2. The evolution of the PDFs to larger values of Q2 is achieved through

the Dokshitzer–Gribov–Lipatov–Alterelli–Parisi (DGLAP) [23–25] evolution equations.

Then, PDFs and DGLAP equations are the fundamental components to describe the

large number of physical processes at the LHC.

1.3.4 Diffraction

In hadron–hadron collisions majority of collision events are due to strong interaction

exchanges. In general, there are different types of these processes:
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Figure 1.5: Distributions of partons in the proton as a function of longitudinal mo-
mentum fraction for Q2 = 10 GeV2 from a combined fit of H1 and ZEUS data. Figure

taken from [19].

� inclusive (or non-diffractive) interaction,

� elastic scattering,

� single-diffractive (SD) interaction,

� double-diffractive (DD) interaction.

By its name, the last three interactions are of diffractive nature. They occur when no

quantum numbers are exchanged between the scattered objects and, e.g. the net colour

is equal to zero. A diffractive interaction can be described in QCD at the lowest order by

the exchange of two gluons that together form a colour singlet [26]. However, this simple

description cannot describe the observed data. This is why the concept of Pomeron has

been introduced [27].

Elastic scattering is the simplest process to consider. Here the final-state hadrons are

the same as in the initial state, with some four momentum transfer (squared), usually
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labelled as t, in the reaction:

a+ b→ a+ b . (1.22)

Depending on the value of t, scattering can occur in the Coulomb (photon exchange)

or nuclear (Pomeron exchange) region. There is also a Coulomb–nuclear interference

region allowed.

Single diffraction occurs as the following process:

a+ b→ a+X , (1.23)

where X represents any additional low-mass multi-particle state with the same quantum

numbers as particle b. In single-diffractive processes, the particle a stays intact, whereas

the other one dissociates into the state denoted by X. In analogy, the double diffraction

is a process with:

a+ b→ X + Y , (1.24)

where X and Y are the low-mass multi-particle states of the same quantum numbers as

particles a and b, respectively. In other words, there is no quantum number exchange

between a and b.

The above definitions of hadronic diffractive reactions are mainly experimental. This is

what is needed in the following. However, this is interesting to discuss briefly the origin of

hadronic diffraction and thus why one expects important contributions of these reactions

in hadron–hadron collisions at high energies. In fact, the phenomenon of diffraction is

well known from classical wave theory and has its origin in the coherence of classical

waves. In Quantum Mechanics (QM), high-energy elementary particles are described by

QM waves. This brings to the direct counterpart of classical diffraction in the case of

elastic scattering (and only in this case). Inelastic hadronic diffraction is more complex.

In such processes, like in SD and DD, the internal structure of the interacting particle

is probed. Then, one may consider a picture as follows: the incident hadron fluctuates

into some basic states and then is scattered by the target hadron. Moreover, certain

of these basic states will feel the strong interaction of the target (hadron) while other

states will not. This is the large fluctuation in the absorption coefficients during the

scattering process which is at the origin of the inelastic diffraction.

By contrast, non-diffractive processes involve the exchange of coloured objects, leading

to the break-up of both interacting hadrons and particle production in the central and

mid-rapidity regions. Schematic diagrams of non-diffractive, elastic, single and double-

diffractive interactions are presented in Figure 1.6.
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(a) (b) (c) (d)

Figure 1.6: Schematic diagrams of different scattering processes in hadron–hadron
collisions: (a) non-diffractive interaction, (b) elastic scattering, (c) single-diffractive pro-
cess and (d) double-diffractive process. The vertical double line represents the Pomeron

exchange.

1.4 The electroweak theory

The electromagnetic interaction occurs only between electrically charged particles. It is

mediated by photons and has an infinite range. On the other hand, the weak interaction

occurs between charged and uncharged leptons and quarks and has a very short range.

While the electromagnetic and weak interactions are different, they have been combined

into a single theoretical framework, known as the Glashow–Salam–Weinberg (GSW)

model [28–30] with a SU(2)L ⊗ U(1)Y symmetry [14].

In the electroweak theory, all fermions are arranged by flavour, so that each of the

three generations is represented as a pair of particles, so called weak isospin doublets.

For leptons, each doublet consists of a charged lepton with a non-zero mass and a

massless, neutral neutrino. One can define so-called left-handed (ψL) and right-handed

(ψR) components of the fermion field ψ, using the chirality projection operators:

ψL = Lψ; L =
1

2
(1− γ5)

ψR = Rψ; R =
1

2
(1 + γ5) , (1.25)

where

γ5 = iγ0γ1γ2γ3γ4 . (1.26)

The weak interaction only takes into account left-handed fermions (and right-handed

antifermions). To take this into account, the Lagrangian describing e.g. the free lepton

(`) and lepton neutrino (ν`) can be decomposed in the weak doublet scheme [14]:

L0 = χ̄Liγ
µ∂µχL + ψ̄`Riγ

µ∂µψ
`
R + ψ̄ν`R iγ

µ∂µψ
ν`
R , (1.27)

where the masses of the fermions are neglected and

χL =

(
ψν`L

ψ`L

)
. (1.28)
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The left-handed components of the fermion fields are now grouped in a weak isospin dou-

blet (I3 = ±1
2 for ψν`L or ψ`L), while all the right-handed components form weak isospin

singlets (I3 = 0). One can also introduce so-called weak hypercharge Y to each field,

such that the electric charge can be expressed with the Gell-Mann–Nishijima relation:

q

e
= I3 +

Y

2
. (1.29)

To make the Lagrangian (1.27) invariant under U(1)local
Y transformations, one should

introduce a new field Bµ, which couples to weak hypercharge with coupling strength

denoted by g′. The SU(2)local
L symmetry gives rise to three fields W i

µ (i = 1, 2, 3) which

couple to weak isospin with coupling strength g.

The physical gauge bosons of electroweak interaction are the photon (γ), the W± and

the Z, which do not correspond to the SU(2)L and U(1)Y representations given above.

The W 1
µ and W 2

µ fields can be identified with the physical charged vector bosons by

making the following transformations [14]:

W+ : Wµ =
1√
2

(
W 1
µ − iW 2

µ

)

W− : W †µ =
1√
2

(
W 1
µ + iW 2

µ

)
. (1.30)

When writing out the terms involving W 3
µ and Bµ fields, one can define the physical

photon Aµ and Z boson Zµ [14]:

γ : Aµ = cos θWBµ + sin θWW
3
µ

Z : Zµ = − sin θWBµ + cos θWW
3
µ , (1.31)

where θW is the weak mixing angle or Weinberg angle [31] that relates to the amount of

mixing in the rotation of the fields. To preserve the Aµ couples to that electromagnetic

current, one should have [14]:

g sin θW = g′ cos θW = e . (1.32)
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This leads to the full electroweak Lagrangian, which takes the form (e.g. for charged

lepton and its neutrino):

LEW = L0 − g√
2

[
ψ̄ν`L γ

µψ`LWµ + ψ̄`Lγ
µψν`LW

†
µ

]

− g

2 cos θW

[
χ̄Lγ

µτ3χL + 2 sin2 θWψ̄
`γµψ`

]
Zµ

+ eψ̄`Lγ
µψ`LAµ

− 1

4
BµνB

µν − 1

4
W k
µνB

µν
k , (1.33)

where

χ̄Lγ
µτ3χL = ψ̄ν`L γ

µψν`L − ψ̄`Lγµψ`L , (1.34)

and the last two terms in Lew are the kinetic terms of the gauge bosons, where the field

strength tensors have the form:

Bµν = ∂µBν − ∂νBµ
W i
µν = ∂µW

i
ν − ∂νW i

µ − gεijkW j
µW

k
ν . (1.35)

Here εijk is the total antisymmetric tensor that builds the structure constant of the

SU(2)L. The neutral gauge bosons couple to left-handed as well as to right-handed

particles, while the charged gauge bosons of the electroweak interaction only couple to

left-handed particles.

Within the electroweak theory, the physical gauge bosons can be introduced. However,

the masses of these gauge bosons would have to be zero, as possible mass terms in the

electroweak Lagrangian,

m2
WW

†
µW

µ +
1

2
m2
ZZµZ

µ , (1.36)

would not be locally gauge invariant [14]. The fermion mass terms have to be also

neglected, because they are not gauge invariant when taking into account the left-right

chirality mixing. The way weak gauge boson and fermion masses are incorporated into

the Standard Model is due to the spontaneous symmetry breaking, that is related to the

Brout–Englert–Higgs (BEH) mechanism [32, 33].

1.5 The Brout–Englert–Higgs mechanism

To include the spontaneously broken symmetry into the electroweak theory, a scalar

(Higgs) doublet Φ with hypercharge Y = 1 has to be introduced in the electroweak
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Lagrangian through the terms [14]:

LHiggs = (iDµΦ)† (iDµΦ)− V (Φ)

= (iDµΦ)† (iDµΦ)−
[
µ2Φ†Φ + λ

(
Φ†Φ

)2
]
. (1.37)

The potential V (Φ) is invariant under local gauge transformation. It has a degenerate

ground state with µ2 < 0 and λ > 0:

Φ†Φ = −µ
2λ

2
≡ v2

2
. (1.38)

By choosing the ground state to be:

Φ0 =
1√
2

(
0

v

)
, (1.39)

the SU(2)L ⊗ U(1)Y symmetry is broken towards U(1)em and photon obtains no mass.

Performing an expansion around the ground state value Φ0, the Higgs doublet has the

form:

Φ =
1√
2

(
0

v +H(xµ)

)
, (1.40)

where H(xµ) is the Higgs field. The other three degrees of freedom are absorbed by the

weak gauge bosons and represent the degree of freedom of mass of these bosons.

Using the form (1.40) of the Higgs doublet Φ, one can perform the covariant derivative

for the kinetic terms of LHiggs [14]:

DµΦ = −
[
ig

2

(
W 3
µ W 1

µ − iW 2
µ

W 1
µ − iW 2

µ −W 3
µ

)
+
ig′

2
Bµ

]
1√
2

(
0

v +H

)
. (1.41)

This particular choice of the ground state and the parametrization of the mixing of the

gauge fields lead to the mass terms:

(iDµΦ)† (iDµΦ) =
1

2
(∂µH)(∂µH) +

1

4
(v +H)2g2

[
W †µW

µ +
1

2 cos2 θW
ZµZ

µ

]
. (1.42)

The first term describes the Higgs boson. The remaining terms describe the interaction

of the Higgs field with the electroweak bosons. The masses of the W± and Z bosons

can be directly read off as

mW =
vg

2
; mZ =

vg

2 cos θW
. (1.43)
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A coupling of the Higgs-doublet to the fermions is also needed to introduce gauge in-

variant fermion mass terms. This is described by the so-called Yukawa couplings. As an

example, for the electrons, the mass term is:

LYukawa = −Ge
(
χ̄LΦψeR + ψ̄eRΦ†χL

)
, (1.44)

where me = Gev√
2

. One should indicate that this relation is not a prediction of the BEH

theory, as Ge is a free parameter given by the experimentally measured electron mass.

However, the interaction of the electron with the Higgs boson gives rise to the vertex

factor: − iGe√
2

= − ime
v . Therefore, the Higgs boson couples more strongly to heavier

particles in the SM, which is also verified experimentally [34, 35].

The QCD and electroweak part of the Lagrangian combined with Higgs and Yukawa

terms form the full Lagrangian of the Standard Model:

LSM = LQCD + LEW + LHiggs + LYukawa . (1.45)

1.6 From Lagrangian to event rate

Theories can meet with experiments by providing some verifiable predictions, usually

in terms of a measurable quantities. So-called Feynman rules [6], obtained from the

SM Lagrangian LSM can be used to define a quantity expressing the likelihood of an

interaction event between two particles, a cross section, σ:

σ =
[Transition rate] · [Number of final states]

[Initial particle flux]
. (1.46)

These rules describe the conversion of Feynman graphs into the matrix elements M of

the corresponding processes. The matrix element is related with the differential cross

section dσ using the relation:

dσ ∝ |M|2 dΦ , (1.47)

where dΦ denotes a differential volume of the phase-space.

The full matrix element is defined by the sum of all possible Feynman graphs with given

initial and final states. For the full calculation also the processes of higher order in the

perturbation series have to be taken into account. Since this is an infinite series with in

general decreasing influence, calculations are initially performed at leading-order (LO).

This means only processes with the minimal number of vertex factors are considered.
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1.7 Experimental verification of the Standard Model

The Standard Model has been examined by many experimental tests. All the elementary

particles and their properties predicted by the SM are experimentally confirmed with

good precision. Over the past 20 years before the Large Hadron Collider (LHC) era,

the SM has been strongly constrained by precision measurements of e.g. the properties

of W± and Z bosons, and the top quark, all of which have been found to be in good

agreement with theory [36].

At the LHC, apart of the discovery of the Higgs boson, many other measurements have

been performed to test the compatibility with SM. These are summarized in Figure 1.7,

where all the achieved measurements show no deviation from the theory predictions.

∫
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[fb−1] Reference
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Figure 1.7: Detailed summary of several Standard Model measurements by the AT-
LAS experiment at the LHC, compared to the corresponding theoretical expectations.

Figure taken from [37].
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Photon interactions at the LHC

This chapter is related to photon interaction properties at high energies. Firstly, the

theoretical framework related to the different photon interaction types is explained in

Sections 2.1–2.3. The experimental properties of photon-induced processes are explained

in Section 2.4. Finally, the Monte Carlo (MC) event generators for photon-induced

reactions are discussed in Section 2.5.

2.1 High-energy photon interactions

Photon interactions have been extensively studied at high-energy electron–proton (ep)

collisions at Hadron–Electron Ring Accelerator (HERA) to test the hadronic structure of

the proton [19], with the electron acting as a source of virtual photons. One can define

k, k′ and p as the four-momenta of the incident electron, scattered electron and incident

proton (respectively). It can be noticed that the measurements presented in [19] come

from e−p or e+p collisions. However, this does not make any difference for the discussion

below. As already mentioned in Section 1.3.3, the photon emitted by the incident

electron during the Deep Inelastic Scattering (DIS) reaction can be characterized by its

virtuality Q2 = −q2 = −(k − k′)2, in terms of the four-momenta defined above. The

invariant mass (squared) of the system produced in the reaction can be computed as

W 2 = (q + p)2. Then, for small virtualities Q2 compared to W 2, the photon exchanged

during the collision is quasi-real. This is schematically presented in Figure 2.1. When

the initial proton stays intact after the interaction, the process is called elastic. The

proton can be also excited (by the photon) to one of its resonant states, like ∆(1232)

resonance. For larger photon virtualities and invariant masses W , a DIS process occurs.

This reaction is sensitive to the momentum distributions of quarks in the proton.

25
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Figure 2.1: Different kinematic regions describing photon interaction with the proton.
Figure taken from [38].

The photons can be radiated from both of the beam particles (electron and proton), and

can produce a central state, like a pair of muons [39]. This state conserves the quantum

numbers with respect to the net quantum numbers of initial two-photon system.

Similar phenomena have been observed in proton–antiproton (pp̄) collisions at the Teva-

tron [40, 41] and in proton–proton (pp) collisions at the LHC [42–44]. Moreover, since

the effective electromagnetic coupling increases with the charge of the colliding particle,

nucleus–nucleus collisions are perfectly designed to induce the two-photon interaction.

Indeed, the two-photon production of lepton pairs have been observed in Au-Au colli-

sions at the Relativistic Heavy Ion Collider (RHIC) [45, 46] and in Pb-Pb collisions at

the LHC [47].

Therefore, the LHC may be considered also as a photon collider, aiming to study a

variety of photon-induced interactions.

2.1.1 Electron–muon elastic scattering

The electron–muon (eµ) elastic scattering is the simplest example to study high-energy

photon interactions. In the lowest order perturbation theory the reaction is described by

the one-photon exchange diagram, presented in Figure 2.2. Using appropriate Feynman

rules for QED, based on Equation 1.12, the matrix element for eµ scattering follows the
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relation [48]:

Meµ→eµ =
1

q2

(
eψ̄eγνψe

) (
eψ̄µγνψ

µ
)
, (2.1)

where qµ is the electron four-momentum transfer and q2 = qµq
µ is the electron four-

momentum transfer squared. It follows the approximation:

q2 ' −4EE′ sin2 (θ/2) < 0 . (2.2)

Here E is the energy of the incident relativistic electron, E′ is its final energy and θ is

its scattering angle in the laboratory frame.

qγ

e
e

µµ

Figure 2.2: Leading-order, single-photon exchange diagram for electron–muon scat-
tering.

Taking the modulus squared of the amplitude (2.1), multiplying by the appropriate

phase-space and flux factors, one can find that the differential cross section for electron

to be scattered in the solid angle dΩ in the laboratory frame is [48]:

dσ

dΩ
=
α2
em cos2 (θ/2)

4E2 sin4 (θ/2)
· E
′

E
·
[
1− q2

2m2
µ

tan2 (θ/2)

]
, (2.3)

where αem = e2/4π is the electromagnetic coupling constant and mµ is the mass of the

muon.

However, these simple results do not apply if the charge distribution of the target has

some spatial extent (like in the proton).

2.1.2 Elastic ep scattering and proton form factors

In the lowest order perturbation theory of QED, the matrix element for the elastic ep

scattering is very similar to eµ scattering. The only difference is that the relevant γp

vertex factor is no longer point-like and should rather be given in the most general

form possible for proton. In the case of elastic scattering from a fixed proton with a
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charge distribution, ρp(r), the scattering amplitude is modified by a form factor (in the

non-relativistic limit):

F (q2) =

∫
d3r e−i~q·~rρp(r) , (2.4)

which corresponds to the Fourier transform of the charge distribution of the proton at

rest.

In general, for the ep→ ep reaction, the relation (2.1) can be extended to the form [48]:

Mep→ep =
1

q2

(
eψ̄eγµψe

) (
eψ̄pΓµψ

p
)
. (2.5)

In this relation, ψe and ψp are the electron and nucleon Dirac spinors respectively and

Γµ = F1(q2)γµ +
κp

2mp
F2(q2)iσµνq

ν + F3(q2)qµ , (2.6)

where σµν = i
2 [γµ, γν ]. The functions Fi(q

2) are the electromagnetic form factors of

the proton. F1(q2) and F2(q2) are the Dirac and Pauli form factors, respectively, while

F3(q2) ≡ 0 in elastic ep scattering.1 The mass of the proton is labelled as mp and κp is

the anomalous magnetic moment of the proton.

The form factors F1(q2) and F2(q2) are defined such that for q2 = 0, which corresponds

to the proton interacting with a static electromagnetic field, one has:

F1(0) = 1

F2(0) = κp . (2.7)

Very often the linear combination of F1 and F2 is introduced, in terms of the Sachs form

factors [49]:

GE(q2) = F1(q2)− q2

4m2
p

F2(q2)

GM (q2) = F1(q2) + F2(q2) . (2.8)

From these considerations the differential cross section for elastic ep scattering can be

calculated in terms of the form factors. The result is known as the Rosenbluth for-

mula [48]:

dσ

dΩ
=
α2
em cos2 (θ/2)

4E2 sin4 (θ/2)
· E
′

E
·
[
F 2

1 +
κpQ

2

4m2
p

F 2
2 +

Q2

2m2
p

(F1 + κpF2)2 tan2 (θ/2)

]
, (2.9)

1The F3 type form factor appears when dealing with neutrino scattering
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where θ is the scattering angle of the electron in the laboratory frame and E, E′ is its

initial and final energy, respectively. Also, since q2 is negative in the scattering region,

it is common practice to use Q2 = −q2 > 0. Experimentally F1 and F2 (or equivalently

GE and GM ) have been studied from Q2 ' 0 to Q2 ' 10 GeV2 [50–57]. They are found

to drop very rapidly as Q2 increases, following the behavior:

GE(Q2) ≈ GM (Q2)

κp
≈ GD(Q2) ≡ 1

(
1 +Q2/Q2

0

)2 , (2.10)

the dipole parametrization with Q2
0 = 0.71 GeV2 parameter extracted from the measure-

ments.

Form factors (or structure functions) exist as well for proton excitation processes, like

ep → e∆(1232). However, all types of proton form factors are generally expected to

decrease with four-momentum transfer, reflecting the spread in the charge and current

distributions of the initial and final particles.

It is worth mentioning that in the general case, GE and GM , defined in Equations (2.7)

and (2.10) cannot be expressed as the Fourier transforms of a charge density (in three

dimensions of space). Indeed, it is known that the physical interpretation of the form

factors is modified by some relativistic effects. This comes from the property that, in

the relativistic quantum theory, an object of size R and mass m cannot be localized to

a precision better than its Compton wavelength, ∼1/m. Any attempt to do so with an

external potential results in creation of particle–antiparticle pairs. Therefore, the static

size of this system cannot be defined to a precision better than ' 1/m. Moreover, when

the probing wavelength is comparable to 1/m, the form factors are no longer determined

by the internal structure alone. They contain, in addition, dynamical effects related with

the Lorentz boost. The non-relativistic limit corresponds to R� 1/m.

However, it can be noticed that it is possible to recover the interpretation of the form

factors as Fourier transforms of the charge distribution, with respect to the distance

in the transverse plane, in the infinite momentum frame of the proton. The transverse

plane is then a plane transverse to the direction of flight of the proton [58].

2.1.3 Two-photon fusion processes

Photon–photon (γγ) interaction is the class of processes where photons are emitted

from both colliding charged particles. The composed particle (like a proton) that emits

a photon either survives and is scattered at small angle in case of elastic emission,

or dissociates to some hadronic state in case of inelastic emission. This is shown in

Figure 2.3. The colliding photons fuse to give a system of particles, X, which is centrally
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produced. In the proton-dissociative case, either one or both colliding protons may

be scattered inelastically. This is referred to as a single or double proton-dissociative

interaction, respectively. If both colliding protons are scattered elastically, the reaction

is called exclusive.

Assuming that the initial photon kinematics in the reaction is apriori known, the cross

section for the sub-process γγ → X can be calculated within the electroweak theory

framework.

p

pp

p p

p p p

p
X 'X '

X "

X X X

(a) (b) (c)

Figure 2.3: Schematic diagrams for (a) exclusive, (b) single proton-dissociative and
(c) double proton-dissociative two-photon production of central state X in pp collisions.

Lepton pair production

The simplest process to consider in two-photon fusion reactions is the production of

charged lepton pairs. For the electromagnetic production of a lepton pair using unpo-

larized photons, the sub-process cross section in the lowest order in αem reads [59–61]:

σγγ→`+`− =
4πα2

em

W 2
γγ

[(
1 +

4m2
`

W 2
γγ

− 8m4
`

W 4
γγ

)
2 ln

(
Wγγ

2m`
+

√
W 2
γγ

4m2
`

− 1

)

−
(

1 +
4m2

`

W 2
γγ

)√
1− 4m2

`

W 2
γγ

]
Θ
(
W 2
γγ − 4m2

`

)
, (2.11)

where m` is the mass of the lepton and Wγγ is the invariant mass of the photon–photon

system. The Heaviside (step) function Θ
(
W 2
γγ − 4m2

`

)
, guarantees that the charged lep-

ton pair can only be produced, if the center-of-mass energy of the two photons is larger

or equal to twice the lepton mass. For quasi-real photons, the relation W 2
γγ = 4ω1ω2

holds, where ω1, ω2 are the energies of colliding photons. One can also introduce the

Lorentz-invariant, two-photon center-of-mass rapidity yγγ = ln (ω1/ω2), which charac-

terizes the scattering angle of the γγ system in high-energy limit (when ω1,2 � m`)
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as2:

yγγ ' − ln [tan (θ/2)] . (2.12)

The formula (2.11) includes two leading-order diagrams shown in Figure 2.4, that had to

be taken into account in the cross section calculation. Moreover, if the mass of the lepton

is much larger than the invariant mass of the γγ system, and avoiding very forward

and backward directions of lepton emissions3, the formula (2.11) takes the simplified

form [62]:

σγγ→`+`− '
4πα2

em

W 2
γγ

[
ln

(
1 + cos θcut

1− cos θcut

)
− cos θcut

]
Θ
(
W 2
γγ − 4m2

`

)
, (2.13)

where the symmetric angular cut in the two-photon center-of-mass system

θcut < θ < π − θcut (2.14)

is imposed to avoid the limited detector acceptance in forward and backward regions.

In the high-energy limit (with large Wγγ and fixed θcut) the cross section (2.13) drops

like 1/W 2
γγ for θcut > 0.

γ

γ

`+

`−

γ

γ

`−

`+

Figure 2.4: Leading-order diagrams for two-photon production of lepton pairs.

W boson pair production

Charged W bosons are also produced in pairs when created in two-photon fusion process.

The elementary two-photon cross section for the photonic sub-process is given in lowest

order (see Figure 2.5) by [61, 63]:

2See the Section 3.2.1 for more details
3In this case the leptons escape into the accelerator beam pipe and avoid detection
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σγγ→W+W− =

6πα2
em

W 2
γγ

[√
1− 4m2

W

W 2
γγ

(
1 +

4m2
W

W 2
γγ

)

−4m2
W

W 2
γγ

(
1− 2m2

W

W 2
γγ

)
2 ln

(
Wγγ

2mW
+

√
W 2
γγ

4m2
W

− 1

)

(
1 +

W 4
γγ

3m4
W

)
4m2

W

W 2
γγ

(
1 +

4m2
W

W 2
γγ

)]
Θ
(
W 2
γγ − 4m2

W

)
, (2.15)

where mW is the W boson mass and again, the step-function Θ
(
W 2
γγ − 4m2

W

)
guarantees

that the W boson pair can only be produced if the center-of-mass energy of the two

photons is larger or equal to twice the boson mass. Similarly as for the charged lepton

pairs, the cross section (2.15) can be expressed in terms of the fixed angular cut imposed

in the two-photon center-of-mass frame [63]:

σγγ→W+W− =
6πα2

em

W 2
γγ

[
β cos θcut −

4m2
W

W 2
γγ

(
1− 2m2

W

W 2
γγ

)
ln

(
1 + β cos θcut

1− β cos θcut

)

+

(
1

3
+
m4
W

W 4
γγ

)
16β cos θcut

1− β2 cos2 θcut

]
Θ
(
W 2
γγ − 4m2

W

)
, (2.16)

where β =
√

1− 4m2
W /W

2
γγ is the velocity of the W bosons in the γγ center-of-mass

system. The cross section for γγ → W+W− production approach constant at high-

energies (W 2
γγ � m2

W ) and θcut = 0:

σγγ→W+W−
W 2
γγ→∞−−−−−→ 8πα2

em

m2
W

, (2.17)

which makes the reaction dominant at high-energies, with respect to any other two-

photon interaction process.

γ

γ

W+

W−

γ

γ

W−

W+

γ

γ

W+

W−

Figure 2.5: Leading-order diagrams for two-photon production of W boson pairs.
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Higgs production

For the production of the Higgs boson one should notice that it can only be produced

when the polarization vectors of the two photons are parallel to each other4. The two-

photon production cross section of Higgs bosons is given by the following relation [61]:

σγγ→H =
8π

mH
ΓH→γγδ(W 2

γγ −m2
H) , (2.18)

where mH is the mass of the Higgs boson, ΓH→γγ is its two-photon decay width and

the δ(W 2
γγ −m2

H) function ensures the energy conservation. The relevant leading-order

diagrams that have to be taken into account in the γγ → H cross section calculation

are shown in Figure 2.6. The Higgs boson two-photon decay width, which enters into

the elementary two-photon cross section is given by [61, 64]:

ΓH→γγ =
α2
emg

2

64π3m2
W

m3
H |AW +Af |2 , (2.19)

where g is the weak coupling strength and the dimensionless quantities AW , Af reflects

the contributions of W bosons, and fermions in the coupling between the Higgs boson

and the two photons:
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+
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H
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where mf denotes the mass of a fermion and qf is its electric charge. The function g(x)

reads:

g(x) =





2 arcsin2
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1
2
√
x

)
x ≥ 1

4
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(
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Figure 2.6: Leading-order diagrams for two-photon production of Higgs boson.

4Higgs boson is a scalar, spin-0 particle
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2.2 The Equivalent Photon Approximation

Electrically charged particle moving at nearly the speed of light emits almost transverse

electromagnetic (EM) fields5; the electric and magnetic fields have the same absolute

value and are perpendicular to each other. As a consequence, an observer in the labo-

ratory frame cannot distinguish between the EM field of a relativistic charged particle

and the transverse component of the EM field associated with equivalent photons. This

is an original idea of Fermi [65], which is schematically sketched in Figure 2.7. The

idea was extended by Weizsacker [66] and Williams [67] who independently proposed

the introduction of an equivalent (real) photon spectrum to compute the cross sections

for the interaction of charged particles in their relativistic motion.

Figure 2.7: Sketch of the original Fermi’s idea leading to the Equivalent Photon Ap-
proximation. As the velocity of the charge approaches the speed of light, its electromag-
netic field becomes Lorentz-contracted and similar to a parallel-moving photon-cloud.

Figure taken from [61].

The Weiszacker–Williams flux method was then extended to include the treatment of

photon virtualities [59, 60]. The so-called Equivalent Photon Approximation (EPA) [61,

68, 69] is an approximative method to compute cross section of QED processes by consid-

ering them as interactions of fluxes of equivalent photons. The EPA can be successfully

used to describe the majority of exclusive processes involving photon exchange, provided

that the amplitude of a given process can be factorized into the photon exchange part

and the process-dependent, photon interaction part:

σEPA
A1A2(γγ)→A1A2X

=

∫∫
dω1 dω2 n1(ω1) n2(ω2) σγγ→X(Wγγ) , (2.21)

5This condition also includes the particles with non-zero magnetic moment, which can induce the
EM fields
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where the photons with energies ω1 and ω2, produced by the charged particles A1 and

A2, can be described in terms of the equivalent photon spectrum, n(ω). In this approx-

imation one should consider the photons as quasi-real and without polarization, which

is valid only in the case of small-Q2 photon exchange, where the condition W 2
γγ � Q2

should be always satisfied. Consequently, the EPA can only be applied when the cross

section (2.21) is not sensitive to the virtuality of the photon, e.g. in the case of exclusive

two-photon production.

2.2.1 Impact parameter dependent equivalent photon method

The photon flux n(ω) represents the electromagnetic radiation field which can be as-

sociated with the charged particle. This approximation is based on the property that

the electromagnetic field of the relativistic charged particle is similar to the field of a

light wave. Indeed, for a fast moving particle, its electromagnetic field is minimum in

the direction of motion, with | ~E‖| = qe/z
2(1− v2/c2), and maximum in the orthogonal

(transverse) direction, with | ~E⊥| = qe/b
2/
√

(1− v2/c2), where v is the constant speed

of the particle, c the light velocity and z, b the distance to the charge qe in the direction

of motion and in the orthogonal direction, respectively. Then, it is obvious that when v

is increasing close to c, ~E‖ is falling to zero while the field becomes mainly orthogonal

(θ ' π/2) with an angular spread in θ of order
√

(1− v2/c2).

The integrated equivalent photon distribution n(ω) indicates how many photons with

energy ω are contained in the equivalent swarm of photons simulating the strong trans-

verse electromagnetic fields of a charged particle moving with nearly the speed of light.

However, one has no information on how many photons with a given frequency do occur

at a certain transverse distance from the straight trajectory of the particle. Deriving

the expression of the equivalent photon distribution of the fast moving proton without

neglecting the transverse distance (or impact parameter) dependence means that one

should determine this distribution as a function of the energy of the photon and the

distance |~b| ≡ b to the charged particle trajectory.

By definition, the photon distribution is given by the norm of the Poynting vector [61]:

n(~b, ω) =
1

πω

∣∣∣ ~E⊥(~b, ω)
∣∣∣
2
, (2.22)

This expression describes the number of photons (per transverse area d2~b) of energy ω

existing at a transverse distance b from the center of the charged particle. Obviously,

this number does not depend on the orientation of ~b in the transverse plane, which

implies n(~b, ω) = n(b, ω).
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In the first part of the derivation, one should assume that the projectile is point-like.

This hypothesis will be relaxed in a second step. From the Coulomb’s law for the EM

field of a point charge, one can obtain immediately the transverse EM field of the fast

moving point-like particle:

~E⊥(b, t) =
qe
γ2

~b

(t2 + b2

γ2
)3/2

, (2.23)

where t is time, qe is the electric charge of the particle and γ its Lorentz contraction

factor. One can take the Fourier transform of this expression, in order to obtain the

field as a function of the variables (~b, ω). It reads:

~E⊥(b, ω) =
qe
γ2

∫
dω

2π
eiωt

~b

(t2 + b2

γ2
)3/2

. (2.24)

Then, one can use a mathematical identity of Fourier integrals to rewrite Equation (2.24)

in the form:

~E⊥(b, ω) = qe

∫
d2~q⊥
(2π)2

e−i
~b·~q⊥ (−i~q⊥)

q2
⊥ + ω2

γ2

, (2.25)

where ~q⊥ is the transverse momentum of equivalent photons. From Equation (2.22), the

relevant distribution of photons reads:

n(b, ω) =
q2
e

πω

∣∣∣∣∣

∫
d2~q⊥
(2π)2

e−i
~b·~q⊥ (−i~q⊥)

q2
⊥ + ω2

γ2

∣∣∣∣∣

2

. (2.26)

At this stage, the point-like hypothesis of the particle can be relaxed. Equation (2.26)

becomes:

n(b, ω) =
q2
e

πω

∣∣∣∣∣

∫
d2~q⊥
(2π)2

e−i
~b·~q⊥~q⊥

F (q2
⊥ + ω2

γ2
)

q2
⊥ + ω2

γ2

∣∣∣∣∣

2

, (2.27)

where F (.) is the electromagnetic form factor of the source particle, that can be measured

experimentally. Equation (2.27) can be simplified after writing d2~q⊥ as d2~q⊥ = q⊥dq⊥dφ.

The integral over the azimuthal angle φ can be computed independently from the in-

tegral on the modulus q⊥. For this, one needs to express ~q⊥ as (q⊥ cosφ, q⊥ sinφ)

and then, one can use the definition of the modified Bessel’s function of first order

J1(a) = 1
2π

∫ π
−π dφ eiφe−ia sinφ. Altogether, the n(b, ω) reads [61]:

n(b, ω) =
Z2αem
π2ω

∣∣∣∣∣

∫
dq⊥q

2
⊥
F (q2

⊥ + ω2

γ2
)

q2
⊥ + ω2

γ2

J1(bq⊥)

∣∣∣∣∣

2

=
Z2αem
π2ω

∣∣∣∣
∫

dq⊥q
2
⊥
F (Q2)

Q2
J1(bq⊥)

∣∣∣∣
2

, (2.28)
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where the Z is the electric charge of the colliding particle in the electron charge (e)

units, and the virtuality of the photon is introduced:

Q2 = −q2 = q2
⊥ +

ω2

γ2
= q2
⊥ +Q2

min. (2.29)

The minimum possible virtuality, Q2
min, can be expressed as:

Q2
min =

m2
px

2

1− x , (2.30)

where mp is the mass of the proton and x is the energy fraction of the proton carried

by the photon, x = 2ω/
√
s.

2.2.2 Equivalent photons of the proton

Using the form factor of the proton from Section 2.1.2, Equation (2.28) takes the form

n(b, ω) =
αem
π2ω

∣∣∣∣∣∣

∫
dq⊥q

2
⊥
GD(Q2)

Q2

[
(1− x)

4m2
p +Q2κ2

p

4m2
p +Q2

+
1

2
x2Q

2

q2
⊥
κ2
p

] 1
2

J1(bq⊥)

∣∣∣∣∣∣

2

,

(2.31)

where the dipole parametrization of the proton electromagnetic form factors are used and

x is the energy fraction of the proton carried by the photon. It is worth to note that the

electromagnetic coupling constant αem is taken as αem(Q2 ' 0) = 1/137.035 throughout

the calculations, following the property that the photons entering the interaction are

quasi-real.

The relation (2.31) for n(b, ω) corresponds to the equivalent photon distribution (for

one proton) when the impact parameter dependence is taken into account. Equivalent

photon distributions for 3.5 TeV proton are presented in Figure 2.8, as a function of the

impact parameter for different photon energies. The overall shapes of these distributions

can be easily understood. At very large b values, n(b, ω) behaves asymptotically as
1
be
−2ωb/γ . At very small b values, the photon distributions are damped due to the effects

of form factors and finite size of the proton. One can remark that Equation (2.21) can

be re-derived from expression (2.31) after replacing n(ω1) by the integral of n(b1, ω1) for

all b1, and similarly for the second photon variables independently.

Previous studies have been done using Equation (2.21) in order to compute cross sections

at LHC energies for various exclusive two-photon processes in pp collisions, pp(γγ) →
ppX, corresponding to different final states X [70, 71]. The EPA applied to pp collisions

can be efficiently and conveniently used with Monte Carlo techniques. Some results

obtained in this way are displayed in Figure 2.9 for different pp center-of-mass energies,
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Figure 2.8: Equivalent photon distributions of the fast moving proton, with mo-
mentum of 3.5 TeV, for different energies of the photon, as function of the transverse

distance b.

√
s. The exclusive production of pairs of muons and pairs of W bosons have been

generated using the Herwig++ generator [72]. The exclusive production of the Higgs

boson is computed according to Higgs Effective Field Theory (HEFT) [73–76]. Obviously,

this reaction appears as a point in Figure 2.9, representing the total cross section, at the

Higgs mass of 125 GeV. Finally, the exclusive production of pairs of photons (so-called

light-by-light scattering [77]) has been generated using the FPMC generator [78] at large

Wγγ where the γγ → γγ sub-process cross section is dominated by one-loop diagrams

involving W bosons [79].

2.2.3 Proton finite-size effects

The full expression as given in Equation (2.31) is necessary when one wants to take into

account effects that depend directly on the transverse space variables of the reaction.

These effects occur e.g. when there are strong-interaction exchanges between the pro-

tons, in addition to the two-photon interaction. These extra contributions may alter the

kinematic distributions of the final-state particles, and may also produce additional low-

momentum hadrons. Therefore, when the finite sizes of colliding protons is considered,

one should perform the replacement:

n(ω1) n(ω2)→
∫∫

d2 ~b1d2~b2 n(b1, ω1) n(b2, ω2) , (2.32)

where the correlations between the transverse distances b1 and b2 prevent from perform-

ing the integrations independently. Indeed, there are important geometrical constraints

to encode: the two photons need to interact at the same point outside the two protons,
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Figure 2.9: Differential cross sections for various processes pp(γγ) → ppX at
√
s =

13 TeV generated using EPA formalism. For the exclusive Higgs production, the total
cross section is shown. The exclusive production of pairs of photons has been generated
at large Wγγ where the cross section is dominated by one-loop diagrams involving W

bosons.

of radii rp, while the proton halos do not overlap. This implies minimally that b1 > rp,

b2 > rp and |~b1 −~b2| > 2rp (see the Figure 2.10). The last condition clearly breaks the

factorization in the variables b1 and b2 of the integral (2.32). In these conditions, the

proton radius rp is the radius determined in the transverse plane, that is taken to be

0.64 fm, as measured by the H1 collaboration [80]. It is worth to notice that it would

be possible to keep the factorization by imposing stronger constraints, like b1,2 > 2rp.

However, this last condition prevents configurations where the two protons are very close

and produce very energetic photon–photon collisions.

Equation (2.32) is a first step towards encoding proton finite size effects. They can

be refined by including the so-called pp non-inelastic interaction probability [81], which

depends explicitly on the transverse variables, Pnon-inel(|~b1−~b2|). Then, Equation (2.32)

takes the form:

n(ω1) n(ω2)→
∫∫

d2~b1 d2~b2 n(b1, ω1) n(b2, ω2) Pnon-inel(|~b1 −~b2|) , (2.33)

where the bounds of integrations are still b1 > rp, b2 > rp. The non-overlapping con-

dition, |~b1 − ~b2| > 2rp, is not needed any longer. It follows as a consequence of the
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b1 b2

b = b1 - b2

Figure 2.10: Schematic view of the two protons and the transverse distances~b1 and~b2.
The difference ~b = ~b1−~b2 is also pictured. It is clear from this view that the geometrical

non-overlapping condition of the two protons corresponds to |~b1 −~b2| > 2rp.

effect of the function Pnon-inel(|~b1−~b2|). Indeed, this function represents the probability

that there is no interaction (no overlap) between the two colliding protons in the impact

parameter space. Following [81], one can make the natural assumption that a proba-

bilistic approximation gives a reasonable estimate of the absorption effects. Then the

pp non-inelastic interaction probability can be written as:

Pnon-inel(b) =
∣∣1− exp

[
−b2/(2B)

]∣∣2 , (2.34)

where the value of B = 19.7 GeV−2 is taken from a measurement at
√
s = 7 TeV by

the ATLAS experiment [82]. At
√
s = 13 TeV, the extrapolated value B = 21 GeV−2

is used in the calculations. In Figure 2.11, the Pnon-inel(b) is compared with the step

function Θ(b− 2rp), which is the first approximation that can be performed to quantify

a non-overlapping condition between both colliding protons. One should observe that

both functions are roughly comparable. However, one can expect some deviations when

performing more accurate computations of cross sections using Pnon-inel(b) in Equation

(2.33), and then in Equation (2.21).

The first important issue is to quantify the size of the correction when one can take into

account the finite size of colliding protons. Therefore, the survival factor can be defined

as:

S2
γγ =

∫
b1>rp

∫
b2>rp

d2~b1d2~b2 n(~b1, ω1)n(~b2, ω2) Pnon-inel(|~b1 −~b2|)
∫
b1>0

∫
b2>0 d2~b1d2~b2 n(~b1, ω1)n(~b2, ω2)

, (2.35)

where the numerator contains the finite size effects encoded in the function Pnon-inel(b)

and dedicated bounds of the integrations over ~b1 and ~b2, whereas the denominator rep-

resents the integral over all impact parameters with no constraint. Trivially, this factor

will always be smaller than unity.

Then, the deviation with respect to unity will quantify the overestimation done when

the finite size effects are neglected. This is first illustrated in Figure 2.12, where the

two-dimensional dependence of S2
γγ as a function of the energy fractions of the protons
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Figure 2.11: Function Pnon-inel(b) = |1− Γ(b)|2 compared with the step function
Θ(b− 2R). P (b) representing the probability for no inelastic interaction in pp collision

at impact parameter b.

carried by the interacting photons, x1 and x2, is presented. Then, the survival factor is

displayed as a function of experimentally measurable variables in Figures 2.13 and 2.14.

Figure 2.13 presents the behavior of the survival factor as a function of the center-of-

mass energy of the photon–photon system (Wγγ) at zero-rapidity. Different curves are

displayed corresponding to the different center-of-mass energies,
√
s, for the pp collision.

A common feature is observed. For all curves, the survival factor is decreasing as a

function of Wγγ , to reach values of ∼0.3 at Wγγ = 1 TeV for
√
s = 7 TeV or 8 TeV

and ∼0.4 at Wγγ = 1 TeV for
√
s = 13 TeV. This is a large effect, due to the fact

that for larger values of Wγγ , smaller values of b = |~b1 − ~b2| are probed, and thus

the integral at the numerator of the survival factor (2.35) becomes smaller. Indeed,

when the photon–photon energy becomes larger and larger, this is understandable that

the probability of no inelastic interaction becomes smaller and smaller. Figure 2.14

illustrates the behavior of the survival factor as a function of the rapidity of the photon–

photon system, for different Wγγ . Obviously, the same effect is observed, that when

Wγγ increases the survival factor decreases. In addition, this figure shows the small

dependence as a function of the rapidity yγγ . However, for possible measurements at

the LHC, the rapidity domain covered is close to zero. Therefore, the dependence in yγγ

has a marginal effect.

Finally, one should notice that this formalism does not directly apply for the proton-

dissociation processes, which are less well determined theoretically, and in particular

require more significant corrections due to proton absorptive corrections.
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Figure 2.12: The survival factor as a function of the energy fractions of the protons
carried by the interacting photons, x1 and x2.
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Figure 2.13: The survival factor at zero-rapidity as a function of the photon–photon
center-of-mass energy.

2.3 Proton-dissociative reactions

For the inelastic case, in which the proton dissociates into a hadronic system N at low

mass mN , in general below 20 GeV, the proton form factors need to be replaced by

the inelastic proton structure function, F2(z,Q2), where z represents the longitudinal

momentum fraction of the proton carried by the struck parton, see Section 1.3.3. At

first approximation, the Q2 dependence of F2 can be neglected in the kinematic range
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Figure 2.14: The survival factor for different photon–photon center-of-mass energies
displayed as a function of the rapidity of the two-photon system.

of interest presented here. Then, the inelastic photon spectrum, ni, reads [83]:

ni(x) =
αem
πx

∫ 1

zmin

dz

z
F2(z)

∫ ∞

Q2
min

dQ2

z2Q2

(
z(1− Q2

min

Q2
)(1− x) +

x2

2

)
, (2.36)

where x is defined as in Section 2.2.2 as the energy fraction of the proton carried by the

photon. In Equation (2.36), the bounds in Q2 also depend on the z values, which means

that the photon spectrum depends on the inelastic proton structure. Then, the simplest

proton dissociation models rely on parametrizations of F2(z).

It can be noticed that the only difference between the elastic and the quasi-elastic

processes is the treatment of the γp vertex. For proton excitation processes, where the

low-multiplicity states are usually produced, the photon virtualities are usually below

5 GeV2. For example, the Brasse parametrization [84], based on fits to the experimental

data on the measurement of the total γp cross sections, is valid for photon virtualities

Q2 < 5 GeV2 and masses of the dissociating system mN < 2 GeV.

A more general expression can be written including also O(αs) corrections, due to the

quark–gluon interactions. Figure 2.15 shows four new diagrams which have to be con-

sidered at the O(αem) proton vertex. This includes initial and final-state gluon radiation

as well as the photon–gluon production of quark and antiquark pair (γg → qq̄).

Also from Equation (2.36), it is clear that the dissociative scenario is more complex to

handle than the elastic one. In particular, the inelastic structure of the proton built up by

quarks and gluons enters in the photon spectrum. It is possible to incorporate this effect

by treating the photon from the proton as a parton - and construct the relevant “photon

parton distribution”, or photon-PDFs, γp(x,Q2) [85]. Since the emitted photon in such
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a ) b ) c )

Figure 2.15: Higher-order diagrams for the O(αs) corrections to the γq → q pro-
cess: (a) initial-state radiation, (b) final-state radiation, (c) quark pair production with

interchange.

approach carries away some of the quark’s momentum, the normal DGLAP evolution

equations are slightly modified.

The only way to find out γp(x,Q2) is to perform a full global parton distribution function

analysis with QED corrections included, and to compare with the results of a standard

QCD-only analysis. The first qualitative estimates of the effect on the evolution of

parton distribution functions was made in [86] for MRST2004QED PDFs, and later

in [22] that defines the NNPDF2.3QED PDF set. The latter includes the fit also to

the LHC data when constructing the photon-PDFs, starting from the initial scale of

µ2
0 = 2 GeV2. However, since the fits are performed to the inclusive pp and ep data, the

final PDF set is affected by sizeable uncertainties, typically of order 50%.

2.4 Experimental considerations

The two-photon exchange reactions in a pp collider experiment can be characterized by

striking experimental signatures. Indeed, for exclusive two-photon production of object

X, large regions of the detector are free of any hadronic activity between the central state

and the outgoing protons. Additionally, due to the very low photon virualities involved,

the central state X has a very small transverse momentum, defined as pT,X = pX sin θ,

where pX is the total momentum of the object X.

For exclusive two-photon processes, each of the incoming proton survives, scattered at

very small angle, and escapes undetected along the accelerator beamline. For a 7 TeV pp

center-of-mass energy and two-photon invariant masses Wγγ > 10 GeV, one can find that

the average photon virtuality for the exclusive reactions is of the order of 0.01 GeV2,

which corresponds to proton scattering angles of the order of 20 µrad.6 Far away from the

experiment interaction point (IP), some dedicated devices may detect such protons and

tag the photon-exchange reactions with the precise mass reconstruction of the centrally

produced system. Studies on the installation of such forward proton-tagging stations at

204 m and 212 m of the IP within the ATLAS-AFP project are discussed in Chapter 6.

6This also validates the low photon virtuality approximation needed in the EPA approach
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Unless both outgoing protons are detected, the semi-exclusive two-photon production,

involving single or double proton dissociation, becomes an irreducible background to the

fully exclusive reaction. However, due to the different photon virtualities, the proton-

dissociative processes have significantly different kinematic distributions compared to the

pure exclusive case, allowing an effective separation of the signal from this background.

The experimental aspects related to the selection of exclusive events, based on the case

of two-photon production of lepton pairs, are provided in Chapter 8.

The photon flux is proportional to the square of the colliding particle charge, so the

photon fluxes can be enhanced by orders of magnitude when using nucleus–nucleus

collisions for two-photon exclusive reactions. Considering Pb-Pb collisions at the LHC,

this immediately leads to an enhancement factor of 107 in the total cross sections for

two-photon exclusive processes in comparison to pp collisions. However, one should also

consider the maximum available equivalent photon frequencies, which can be derived

from the uncertainty principle [61]:

∆t ·∆E ' 1 =⇒ R

γv
· ω ' 1

v→c
=⇒ ωmax. '

γ

R
, (2.37)

where ∆t is the collision time, γ is the Lorentz contraction factor, R denotes the nuclear

radius and v the velocity of the nucleus. For the Pb-mode at LHC energies (γnominal =

2750) photons appear with energies only up to about 80 GeV contained in the electro-

magnetic fields of the nuclei.

2.5 Photon-induced MC generators for pp collisions

In order to test the reliability of MC generators in regard of two-photon processes in

pp collisions, extended MC studies are performed with muon pair production in the

final state as an illustration. Photon-induced processes in pp collisions are already

implemented in various MC generators. For the simulation of exclusive processes, one

can use:

� Lpair [87, 88] - calculations include full leading-order QED process using specially

developed algebraic form of the squared matrix element. The photon flux is im-

plemented in the context of EPA. The vegas [89] algorithm is used for the cross

section integration.

� Herwig++ [72] - appropriate photon flux is implemented in the BudnevPDF func-

tion from ThePEG [90] software. Default functions are used for the final integration.
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� fpmc [78] - this generator is based on the Herwig [91]. Default Herwig routines

are used for the EPA photon flux and the final integration.

The proton-dissociative processes, both single- and double-dissociative are implemented

in the Lpair program. This generator uses the proton structure functions for each of

the dissociative protons to calculate the final cross section. The Brasse [84] and Suri–

Yennie [92] structure functions for proton dissociation are used. For photon virtualities

Q2 < 5 GeV2 and masses of the dissociating system, mN < 2 GeV, low-multiplicity

states from the production and decays of ∆ resonances are usually created. For higher

Q2 or mN , the system decays to a variety of resonances, which produce a large number of

forward particles. The Lpair package is interfaced to JetSet [93], where the Lund [94]

fragmentation model is implemented.

Apart from the structure functions approach in Lpair, one can use exact photon-PDFs in

the proton. This feasibility is already implemented in Pythia 8 [95]. After choosing the

relevant PDFs, namely NNPDF2.3QED [96] or MRST2004QED7 [86], Pythia 8 offers

all machinery to simulate proton-dissociative processes. Depending on the multiplicity

of the dissociating system, the default Pythia 8 string or mini-string fragmentation

model is used for proton dissociation. All of these features should be valuable when ex-

ploring the new experimental regimes with two-photon processes at higher energy scales.

Unfortunately, Pythia 8 provides only the double-dissociative process simulation.

2.5.1 Exclusive reactions

In order to test the compatibility of the different MC generators with respect to the

exclusive dilepton processes, 100 000 events at
√
s = 7 TeV are generated for each gen-

erator. Furthermore, the kinematic cuts for leptons are imposed to account for the

limited detector acceptance: only muons with pµT > 10 GeV and |ηµ| < 2.5 are consid-

ered. Moreover, additional requirement for dimuon invariant mass mµ+µ− > 20 GeV

is applied. Figure 2.16 shows dimuon invariant mass distribution comparison between

the different MC generators. All three generators agree with each other within statis-

tical uncertainties of the simulated event samples. The same agreement is observed in

leading muon (i.e. the muon with higher transverse momentum) kinematic distributions

(Figure 2.17). The total cross section comparison in the phase-space region considered

is presented in Table 2.1.

7There are currently no other photon-PDFs available for this type of reactions
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Figure 2.16: Dimuon invariant mass distribution comparison between Her-
wig++ (red line), fpmc (blue) and Lpair (green) event generators for exclusive
γγ → µ+µ− production in pp collisions. Distributions are normalized to 1 fb−1. The
ratios of fpmc (blue markers) and Lpair (green) to Herwig++ are also shown with

statistical error bars.

Generator Herwig++ fpmc Lpair

Cross section 0.83 pb 0.84 pb 0.83 pb

Table 2.1: Total cross section comparison for exclusive γγ → µ+µ− processes in pp
collisions between various MC generators. For the muons, invariant mass cut, mµ+µ− >

20 GeV, with pµT > 10 GeV and |ηµ| < 2.5 are used.

In order to verify the kinematic properties of the dimuon system, one can define the

variable

dimuon acoplanarity ≡ 1−
∣∣∣∣
φµ+ − φµ−

π

∣∣∣∣ = 1− |∆φµ+µ− |/π , (2.38)

which represents the difference between azimuthal angles of the muons. This variable

clearly shows when the muons are emitted back-to-back (1 − |∆φµ+µ− |/π = 0) or are

collinear (1 − |∆φµ+µ− |/π = 1) in the transverse plane. Dimuon acoplanarity and

transverse momentum difference (∆pµ
+µ−

T = |pµ+T − p
µ−
T |) comparisons are presented in

Figure 2.18. As expected, the dimuon acoplanarity distribution tends to zero - since

the photons entering to the exclusive reaction are quasi-real. One can also observe the

disagreement between fpmc and the other tested generators. This can be related with

some problems with the EPA photon flux calculations in fpmc.

To cross-check the dimuon kinematic properties with respect to the longitudinal plane,

it is preferable to use the scattering angle, θ, defined in two-photon rest frame. It is

also equivalent to the angle between the lepton pair direction and the beam axis in the
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Figure 2.17: (a) Leading muon transverse momentum and (b) pseudorapidity distri-
butions for different MC generators for exclusive γγ → µ+µ− production in pp collisions:

Herwig++, fpmc and Lpair. Distributions are normalized to 1 fb−1.
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Figure 2.18: (a) Dimuon acoplanarity and (b) muons transverse momentum differ-
ence distributions comparison between Herwig++, fpmc and Lpair generators for
exclusive γγ → µ+µ− production in pp collisions. Distributions are normalized to 1

fb−1.
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dilepton rest frame. One can use the relation:

∆η ≡ |ηµ+ − ηµ− | = ln

(
1 + | cos θ|
1− | cos θ|

)
, (2.39)

to easily calculate | cos θ| function. Figure 2.19 shows the scattering angle distribution

comparison for the three studied generators. A good agreement is observed. Since the

elementary cross section for γγ → µ+µ− sub-process reads as a function of cos θ:

dσ

d cos θ
∝ 1 + cos2 θ

1− cos2 θ
, (2.40)

one could anticipate much narrowed behavior when | cos θ| → 1. Since the pseudorapidity

requirement is imposed on both muons, this results in the cross section suppression for

| cos θ| > 0.7.
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Figure 2.19: Comparison of scattering angle distribution between Herwig++,
fpmc and Lpair event generators for exclusive γγ → µ+µ− production in pp colli-

sions. Distributions are normalized to 1 fb−1.

2.5.2 Proton-dissociative reactions

Using the same kinematic lepton cuts, additional MC event samples are generated

for single-dissociative (Lpair) and double-dissociative (Lpair, Pythia 8) processes.

Figure 2.20 presents the pseudorapidity distribution of particles after the hadroniza-

tion step8 (excluding final-state muons from the hard γγ interaction). In case of the

Lpair generator, these particles are dominated by the resonances (proton beam rem-

nants), which are emitted mostly in the region of large pseudorapidities. On the other

8See the Section 3.3.1 for more details about the hadronization process in MC generators
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Generator Lpair Lpair Pythia 8 Pythia 8
Process type single-diss. double-diss. double-diss. double-diss.
Photon-PDFs - - NNPDF2.3QED MRST2004QED

Cross section 0.87 pb 1.0 pb 3.7 pb 7.7 pb

Table 2.2: Total cross section comparison for proton-dissociative γγ → µ+µ− pro-
cesses in pp collisions between various MC generators and photon-PDFs. For muons,
invariant mass cut, mµ+µ− > 20 GeV, with pµT > 10 GeV and |ηµ| < 2.5 requirements

are used.

hand, in Pythia 8 generator, photons are able to couple directly with quarks (see Sec-

tion 2.3). Together with O(αs) corrections, this results in emission of additional hadrons

in the region of small rapidities. This leads also to the total cross section enhancement,

as presented in Table 2.2.
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Figure 2.20: Pseudorapidity distribution of particles produced after hadronization
step for double-dissociative γγ → µ+µ− processes in pp collisions for (a) Lpair and (b)

Pythia 8 (interfaced with MRST2004QED PDFs) generators.

In order to directly compare double-dissociative Lpair with Pythia 8, one can im-

pose additional pseudorapidity cut on the additional particles produced in an event

(|ηparticle| > 2.5). This allows for approximate separation of the reactions with deep-

inelastic photon-quark interactions. Figure 2.21 shows dimuon invariant mass distri-

bution comparison for double-dissociative process modelling. Large incompatibility is

observed between the Lpair (Pythia 8 interfaced with MRST2004QED PDFs) and

Pythia 8 interfaced with NNPDF2.3QED PDFs. This discrepancy is even more visible

in the dimuon transverse momentum distribution presented in Figure 2.22. This fact

can be used in discriminating different proton-dissociative models with respect to the

experimental data.

One can also confront the ratio of proton-dissociative processes to the fully exclusive

case. Assuming the imposition of |η| > 2.5 cut on the additional particles produced in

an event (except muons produced via γγ interaction), all three components: exclusive,
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single- and double-dissociative have the similar total cross sections: about 1 pb in the

phase-space region considered.
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Figure 2.21: Dimuon invariant mass distribution comparison for various modelling
of double-dissociative γγ reactions in pp collisions: events simulated with Lpair (filled
histogram), Pythia 8 interfaced with MRST2004QED (solid line) and Pythia 8 inter-
faced with NNPDF2.3QED (dashed line) are presented. Distributions are normalized

to 1 fb−1.

2.5.3 Comparison with Drell–Yan process

Photon-induced lepton production can become a non-negligible background to stan-

dard Drell–Yan (DY) processes [97], where the quark and antiquark pair annihilate to

Z/γ∗ boson. The latter decays to a pair of opposite charge, same flavour leptons. The

DY process also dominates the inclusive spectrum of muon/electron pairs produced in

pp collisions at the LHC. In order to simulate the contributions from DY processes,

Pythia 8 with au2 mstw2008lo [98] set of tunable parameters is chosen with the

same kinematic cuts for muons (mµ+µ− > 20 GeV, pµT > 10 GeV and |ηµ| < 2.5). No

other specific selection is used. Figure 2.23 presents dimuon invariant mass distribu-

tion comparison between the DY and various photon-induced reactions. The ratio of

all photon-induced processes to DY can reach '5% for the low dimuon invariant mass

range. This comes mainly from the double-dissociative contribution (see the Table 2.2).

The contribution from photon-induced processes could be even higher if one would in-

clude single-dissociative process simulation using Pythia 8 with photon-PDFs approach.

Unfortunately, an exact implementation of such reactions is not yet available.
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Figure 2.22: Dimuon transverse momentum distribution for various modelling of
double-dissociative γγ → µ+µ− reactions: events simulated with Lpair (filled his-
togram), Pythia 8 interfaced with MRST2004QED (solid line) and Pythia 8 inter-
faced with NNPDF2.3QED (dashed line) are presented. Distributions are normalized

to 1 fb−1.

Dimuon acoplanarity and transverse momentum distributions are presented in Fig-

ure 2.24. The peaked shape of the exclusive distribution allows to distinguish this part

both from the DY and proton-dissociative processes.

Finally, Figure 2.25 presents the scattering angle distribution. One could expect quite

different shape in the DY processes associated with spin-1 particle exchange. Indeed the

dependence in cos θ of the leading-order cross section on Z/γ∗ → µ+µ− process is:

dσ

d cos θ
∝ 1 + cos2 θ , (2.41)

which is, however, different from the expression (2.39). The differences occur mainly at

high | cos θ| values, which are suppressed by the dimuon kinematic cuts.

2.5.4 e+e−and τ+τ−channels

As it is known that the QED calculations of the sub-process γγ → `+`− involve a depen-

dence in the lepton mass (see Section 2.1.3), one can expect to observe some differences

in the predictions with respect to the different lepton flavours involved. However, as

shown in Table 2.3, predictions for exclusive γγ → `+`− production cross sections for all

three lepton flavours are almost the same. This comes from the fact that the dilepton
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Figure 2.24: Dimuon (a) acoplanarity and (b) transverse momentum distributions
comparison between the DY and photon-induced processes. Distributions are normal-

ized to 1 fb−1.
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Figure 2.25: Scattering angle distribution comparison between the DY and photon-
induced muon pair production. Distributions are normalized to 1 fb−1.

Leptons e+e− µ+µ− τ+τ−

Cross section 0.83 pb 0.83 pb 0.82 pb

Table 2.3: Total cross section comparison for exclusive γγ → `+`− processes in pp
collisions between different lepton flavours. Default Herwig++ generator is used with

m`+`− > 20 GeV, p`T > 10 GeV and |η`| < 2.5 cuts.

invariant mass considered is much above the tau lepton mass. Moreover, lepton pseu-

dorapidity requirement ensures relatively large values of scattering angles, whereas the

lepton mass dependence is expected only for very small scattering angles. A similar uni-

versality is observed in the dilepton invariant mass and leading lepton pT distributions

(Figure 2.26).
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Figure 2.26: (a) Dilepton invariant mass and (b) leading lepton transverse momen-
tum distributions comparison for exclusive γγ → `+`− production between e+e−(red),
µ+µ−(blue) and τ+τ−(green) channels. Default Herwig++ generator is used with
mµ+µ− > 20 GeV, pµT > 10 GeV and |ηµ| < 2.5 cuts. Distributions are normalized to 1

fb−1.
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[93] T. Sjöstrand, High-energy physics event generation with PYTHIA 5.7 and

JETSET 7.4, Comput. Phys. Commun. 82 (1994) 74–90.

[94] B. Andersson et al., Parton Fragmentation and String Dynamics, Phys. Rept. 97

(1983) 31–145.
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Chapter 3

The ATLAS experiment at the

LHC

This chapter gives an overview of the ATLAS experiment at the LHC. It is used to per-

form the data analysis described in this thesis. Section 3.1 describes the main features

of the Large Hadron Collider. Section 3.2 outlines the ATLAS detector and its compo-

nents, together with trigger systems. Finally, the ATLAS simulation infrastructure is

presented in Section 3.3.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [1] is currently the world’s largest and most powerful

particle accelerator. It is located at the European Organization for Nuclear Research

(CERN) near Geneva in the Franco-Swiss border area.

It is a circular proton–proton (pp) collider placed 40–170 m underground1, in the same

tunnel of 27 km circumference originally built for its predecessor, the Large Electron–

Positron collider (LEP) [2], operated from 1989 to 2000. The LHC is designed to provide

pp collisions with up to
√
s = 14 TeV center-of-mass energy at an instantaneous lumi-

nosity of 1034 cm−2s−1. In addition to protons, the LHC can also collide lead–lead and

asymmetric proton–lead beams.

1The LHC tunnel has an inclination of 1.4%, leading to a variation of its altitude of about ±60 m

67



68 Chapter 3. The ATLAS experiment at the LHC

3.1.1 CERN accelerator complex

The LHC is the last element of the accelerator complex chain at CERN, which is pre-

sented in Figure 3.1. Each of the other pre-accelerators injects the particle beam into the

next accelerator in the chain, which brings the beam to an even higher energy. In this

way, the particles are increasingly accelerated at each stage of the accelerator complex

before they reach the main accelerator ring, the LHC.

Figure 3.1: Schematic drawing of the CERN accelerator complex. Figure taken from
[3].

Protons used in the LHC are obtained via the ionization process of hydrogen atoms

using the Duoplasmatron source [4]. Protons are initially accelerated up to 50 MeV in

the first accelerator of the complex, the linear accelerator LINAC 2. The protons are

then injected into the PS Booster (PSB, 1.4 GeV) and then into the Proton Synchrotron

(PS, 25 GeV). At this point, protons are injected to the Super Proton Synchrotron (SPS,

450 GeV). With this energy, protons are injected into two transfer lines of the LHC,

resulting in two proton beams travelling in opposite directions inside the LHC beam

pipes. The proton beams at the LHC travel in separate vacuum beam pipes and are

maintained in a fixed orbit using 1232 superconducting dipole magnets that are cooled
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to 1.9 K using liquid helium. The dipoles provide magnetic field strengths of up to 8.33

T. The beams are also focused using 392 main superconducting quadrupole magnets.

Eight superconducting cavities operating at 400 MHz are generating the electric fields

used for the particle acceleration. During the acceleration phase, each proton gain 485

keV energy per turn.

After accelerating up to the final energy, proton beams are brought to collision at four in-

teraction points (IPs) along the LHC ring. Each of them is surrounded by an experiment:

ATLAS [5] and CMS [6] are two general purpose detectors. They both cover almost the

full solid angle and aim for high luminosities to discover rare processes. The ALICE [7]

experiment is focused on the analysis of heavy ion collisions. The LHCb [8] experiment

studies with great precision the decay of b-hadrons to investigate Charge-Parity (CP)

symmetry violation. It is asymmetric and covers only a part of the phase space in pseu-

dorapidity. Next to the four big experiments, several smaller ones are located close to

the interaction points, such as MoEDAL [9] searching for magnetic monopoles, LHCf [10]

that studies hadron interaction models used in cosmic ray analyses and TOTEM [11] for

elastic and diffractive processes measurements.

3.1.2 LHC beam parameters

The instantaneous luminosity at the interaction points along the LHC can be determined

by the beam parameters, using the formula:

L =
frNbn

2
pγr

4εnβ∗
· F (θc), (3.1)

where fr is the LHC revolution frequency, Nb is the number of bunches per beam, np

is the number of protons per bunch, γr is the relativistic gamma factor and εn is the

normalized transverse beam emittance (spread of the beam in position and momentum).

β∗ is called the beta-function at the collision point. It is a measure of how much the beam

is squeezed towards the interaction point. F (θc) is the geometric luminosity reduction

factor due to crossing angle of the beams, θc, at the interaction point.

The nominal revolution frequency of the LHC is 40.08 MHz. The LHC is also designed

to circulate up to 2808 bunches per beam, each consisting of 1.15 × 1011 protons and

separated by a time interval (bunch spacing) of 25 ns. In 2010, 2011 and 2012, during

the first LHC run (Run-1) [12], bunch spacing of 50 ns was used for the largest part of

pp data taking, reaching 1380 bunches circulating the LHC ring - which is the maximum

number of bunches for such bunch spacing. During Run-1 protons are collided with 7

TeV center-of-mass energy during the year 2010–2011 and 8 TeV in 2012. During Run-2

(2015–2018), it is expected to reach the designed center-of-mass energy of
√
s = 14 TeV.
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Parameter 2010 2011 2012 Nominal√
s [TeV] 7 7 8 14

Maximum Nb 348 1380 1380 2808

np [×1011] 1.2 1.5 1.6 1.15

εn [µm] 2.4–4 1.9–2.4 2.2–2.5 3.75

β∗ [m] 3.5 1.5–1 0.6 0.55

θc [µrad] 200 240 290 285

Bunch spacing [ns] 150 75–50 50 25

Maximum L [×1034 cm−2s−1] 0.02 0.4 0.76 1

Table 3.1: Summary of the most important LHC beam parameters during the 2010,
2011 and 2012 pp data taking campaigns. The nominal values of the design configuration

are also shown.

The list of the most important LHC beam parameters is presented in Table 3.1. Since all

parameter values gradually improved during the LHC Run-1, the actual values for 2010,

2011 and 2012 data taking periods are shown, together with the nominal configuration.

The number of collected events Ni that corresponds to a given reaction i depends on

the corresponding cross section σi and the integrated luminosity
∫
L dt accumulated by

the experiment:

Ni = σi

∫
L dt . (3.2)

In order to observe rare processes, LHC can collide protons at higher center-of-mass

energies, compared to previous hadron–hadron accelerators. Moreover, high integrated

luminosity can be delivered by the LHC machine.

The increasing instantaneous luminosity is followed by a larger number of pp colli-

sions per single bunch crossing, µ. The mean number of interactions per bunch cross-

ing, 〈µ〉, can be calculated from the instantaneous luminosity (per bunch), Lbunch, as

〈µ〉 = Lbunch × σinel/fr, where σinel is the inelastic pp cross section. This effect is com-

monly known as pile-up and is an inevitable consequence at any high-luminosity collider

experiment.

Since the interactions can be treated as independent of one another, the probability that

n proton–proton interactions occur in a single bunch crossing, in a fixed beam setup,

follows a Poisson distribution with a mean 〈µ〉.

While the mean number of simultaneous interactions, 〈µ〉, at the Tevatron never ex-

ceeded 6 [13], the LHC with its detectors are designed to cope even with 〈µ〉 ' 40 [14].

Maximum mean number of interactions per bunch crossing reached 〈µ〉 = 4 in 2010,

〈µ〉 = 17 in 2011 and 〈µ〉 = 37 in 2012 pp data taking campaigns. The peak instan-

taneous luminosity together with a maximum mean number of interactions per bunch
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crossing, as delivered to the ATLAS experiment by the LHC, as a function of time over

the LHC Run-1 pp data taking periods, is presented in Figure 3.2.
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Figure 3.2: (a) Peak instantaneous luminosity and (b) maximum mean number of
interactions per bunch crossing as delivered to the ATLAS experiment by the LHC

during pp runs in 2010, 2011 and 2012. Figure taken from [15].

3.2 The ATLAS detector

A Toroidal LHC ApparatuS (ATLAS) [5] is by volume the largest detector installed on

the LHC ring. The unprecedented high energy and luminosity of the LHC, implying

higher particle multiplicities and radiation doses, have set new standards for the design

of particle detectors. Requirements for the ATLAS detector have also been defined to

cover a wide range of signatures from possible new physics phenomena which could

appear at the TeV-energy scale, and to allow precise measurements of SM processes.

The anatomy of the ATLAS detector is sketched in Figure 3.3. It is forward-backward

symmetric and covers almost the entire 4π solid angle. Each sub-system of the ATLAS

detector is disposed around the interaction point forming a leek-like structure. In order

to reconstruct charged particle momenta, large volumes of intense magnetic flux density

are required to generate Lorentz forces sufficient to bend the trajectory of high-energy

charged particles as they traverse the detector. The ATLAS system of magnets includes
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a thin superconducting solenoid surrounding the tracking detectors, and three large

superconducting toroids (one barrel and two end-caps) arranged around the calorimeters.

The following sections describe the individual sub-detectors in more detail.

3.2.1 ATLAS coordinate system

ATLAS uses a right-handed, orthogonal coordinate system with its origin at the nominal

interaction point in the center of the detector. The z-axis points along the anticlockwise

beam direction, the x-axis points towards the center of the LHC ring, and the y-axis

points upwards. In the transverse (x − y) plane, cylindrical coordinates are used, with

r denoting the radius and φ the azimuthal angle around the beampipe. The azimuthal

angle can be written in terms of Euclidean coordinates as

φ = arctan
(y
x

)
. (3.3)

The polar angle θ is measured relative to the positive z-axis.

When describing the properties of a particle relative to the beam axis, it is convenient

to construct a quantity with invariant properties under boosts along this axis. Such a

quantity is the rapidity, defined as

y =
1

2
ln

(
E + pz
E − pz

)
, (3.4)

with E being the energy and pz the longitudinal momentum of the particle (along

the z-axis). For cases where the particle is massless or E � m, the rapidity can be

approximated by the pseudorapidity, defined in terms of θ as

η = − ln

(
tan

θ

2

)
. (3.5)

The pseudorapidity is very useful in the context of experimental particle physics, since

the particle production is approximately constant as a function of η.

Therefore, the cylindrical coordinate system used is given by (φ, η, z). In this coordinate

system, angular distances between two objects are given by ∆R =
√

(∆φ)2 + (∆η)2.

The transverse momentum pT and the transverse energy ET are defined in the x−y plane.

3.2.2 Inner Detector

The ATLAS Inner Detector (ID) [16] is designed to provide efficient pattern recognition

and good momentum resolution for charged particles in the range |η| < 2.5 down to a
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pT of 100 MeV. The ID is primarily used to reconstruct the positions of pp interaction

vertices and to identify secondary decay vertices associated with relatively long lived

states such as b-hadrons or τ leptons. The ID provides also additional electron identi-

fication capacity for |η| < 2 and 0.5 GeV < pT < 150 GeV. The sub-detectors of the

inner tracking detector in Figure 3.4, are the closest to the interaction point. The entire

ID is enclosed in a solenoidal magnetic field of 2 T and its overall dimensions are 2.1 m

in diameter and 6.2 m in length.

The Pixel Detector (Pixel) is the innermost tracking sub-detector [17] and therefore

must be highly resistant to radiation damage. It consists of three concentric cylinders

(barrel layers) and three disks in each end-cap, perpendicular to the beam axis. Every

layer comprises of Pixel sensors: a 16.4× 60.8 mm2 wafers of silicon with 46 080 pixels,

50 × 400 µm2 each. With over 80 million pixels, it has ≈90% of the total number of

ATLAS readout channels. The Pixel operates at the initial bias voltage of 150 V, but it

is expected to rise to up to 600 V to maintain a good charge collection efficiency.

As part of the planned detector upgrades during the long shutdown of the LHC that

started in 2013 (LS1), a new layer closest to the beam pipe has been recently put in

place, the so-called insertable B-layer (IBL) [18]. It is located between the existing pixel

detector and a new smaller radius beam pipe at a radius of only 3.3 cm. Faster readout

chips and two different silicon sensor technologies (thin planar and 3D sensors) were

developed for IBL, in order to cope with high radiation and higher particle occupancies.

The Semi-Conductor Tracker (SCT) is located outside of the pixel detector and

covers radial range between 30 and 51 cm. It is similar to the pixel detector but instead

of the pixels, it consists of long silicon microstrips with a size of 120 mm by 80 µm, that

are placed parallel to the beam line in the barrel and radially in the end-cap regions.

Each SCT module consists of two arrays of strip sensors, off-set at a small stereo angle of

40 mrad to provide a z-position measurement in the barrel and r-position measurement

in the end-cap. The silicon strip tracker is arranged in four concentric barrel cylinders

and in six end-cap disks on both sides. The initial bias voltage of SCT strips is 150 V

and is expected to rise to 350 V. The SCT, together with the Pixel, allows to reconstruct

charged particle tracks with a momentum resolution of σpT/pT = 0.05% ·pT [GeV]⊕1%.

The Transition Radiation Tracker (TRT) detector is installed after the SCT. It is

comprised of 4 mm diameter and 1.44 (0.37) m long in the barrel (end-caps) straw tubes

filled with a gaseous mixture of xenon (70%), carbon dioxide (27%) and oxygen (3%).

The tubes form the cathodes of the system (operated at -1530 V) and each contains a

grounded gold-plated tungsten anode. There are over 50 000 straw tubes in the barrel

and 320 000 radial straws in the end-caps, with typically 30 TRT hits being registered

on a well reconstructed track of a charged particle with pT > 0.5 GeV and |η| < 2. The



Chapter 3. The ATLAS experiment at the LHC 75

(a)

(b)

Figure 3.4: (a) Cut-away image of the ATLAS Inner Detector with sub-detectors
labelled. (b) Scheme of the ATLAS Inner Detector barrel being crossed by a high-

energy particle (red line). Figure taken from [5].
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space between the layers of straw tubes are filled with radiators (polypropylene foils or

fibres). A charged particle travelling through the radiator leads to a transition radiation

which is emitted when passing through the material with different dielectric constants

[19]. The intensity of the emitted transition radiation depends on the Lorentz γ factor

of the particle passing through the TRT. For a given momentum, this allows separating

heavy from light particles (for example electrons and pions).

3.2.3 Calorimeters

Calorimeters in HEP experiments are primarily used to absorb electrons, photons and

hadrons created in the interaction, measuring their energy. The ATLAS calorimeter

system consists of electromagnetic and hadronic calorimeters [5], as shown in Figure

3.5. All ATLAS calorimetric systems are of sampling type, where regions of an active

sampling medium are alternated with a dense absorber material which induces particle

showers.

The calorimeters cover the range |η| < 4.9 with the variable granularity. Over the same

η region as the inner detector, the calorimeters are also finely segmented to perform

precision measurements of electrons and photons. The rest of the calorimeter is of

coarser granularity.

The Electromagnetic Calorimeter (ECal) is optimized to measure the energy of

electrons and photons. Also, it provides electron and photon identification. It consists

of two identical half-barrels, separated by a small gap (4 mm) at z = 0, covering the

region |η| < 1.475, and two end-cap coaxial wheels covering a pseudorapidity range

of 1.375 < |η| < 2.5. Between the barrel and the end-cap regions, at 1.37 < |η| <
1.52, so-called crack region exists in order to accommodate instrumentation and cooling

infrastructure of the Inner Detector. This adds additional fraction of dead material in

front of the EM calorimeter leading to significant particle energy loss. The ECal uses

liquid argon (LAr) as active material and lead/stainless steel as passive material and

has about 180 000 readout channels. Its granularity in terms of cell dimension, ∆η×∆φ,

varies as a function of η between 0.025× 0.025 and 0.1× 0.1. The thickness of the ECal

has been also optimized as a function of η to improve the EM calorimeter performance

in energy resolution, which is given by σE/E = 10%/
√
E [GeV]⊕ 0.7%.

The Hadronic Calorimeter (HCal) provides energy measurements of hadrons. The

HCal uses two different construction techniques in the barrel and the end-cap parts.

Steel is used as absorber and scintillating2 tiles as active material for the barrel part.

2A scintillator is a material that exhibits the property of luminescence when excited by ionizing
radiation
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Figure 3.5: Schematic view of the ATLAS calorimeter system, showing the electro-
magnetic and hadronic calorimeters. Figure taken from [5].

It covers the region up to |η| < 1.7. In contrast, the Hadronic End-Cap (HEC) uses a

LAr/copper combination and extends the HCal to |η| < 3.2. The granularity is chosen

to be mostly ∆η ×∆φ = 0.1 × 0.1. The hadronic calorimeter was designed to provide

an energy resolution of σE/E = 50%/
√
E [GeV]⊕ 3%.

Forward Calorimeters (FCal) are the calorimeters placed in the forward region and

due to the large radiation environment, they use LAr as an active material. As an

absorber material, the first section of FCal uses copper and is optimized for EM showers.

The remaining two sections use tungsten in order to cope with significant energy fluxes

from forward hadrons. The FCal covers the range of 3.1 < |η| < 4.9 and its energy

resolution is given by σE/E = 100%/
√
E [GeV]⊕ 10%

3.2.4 Muon system

The Muon Spectrometer (MS) [20] is located outside the calorimeters, where it provides

identification and reconstruction of muons. A toroidal magnetic field is causing curvature

of the muon trajectory, which allows an additional muon momentum measurement. The

information from the MS is then combined with the information provided by the ID to

get a combined muon track. The MS is designed in such a way that it can measure
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Figure 3.6: Schematic view of the ATLAS muon system. Figure taken from [5].

muon momenta from 3 GeV up to 3 TeV with good momentum resolution and charge

identification.

The layout of the MS with its sub-detectors is shown in Figure 3.6. The MS is comprised

of two main parts: a barrel region with the pseudorapidity coverage of |η| < 1.0 and

the end-cap region covering 1.0 < |η| < 2.7. A barrel toroid and two end-cap toroids

produce a toroidal magnetic field of approximately 0.5 T and 1 T for the muon detectors

in the central and end-cap regions, respectively.

Different experimental techniques are used in the MS. Monitored drift tubes (MDTs) are

adopted for precision muon tracking in both the barrel and end-cap parts of the MS.

The end-cap tracking is also supported by additional Cathode strip chambers (CSCs)

with a high granularity in the pseudorapidity region of 2.0 < |η| < 2.7 to cope with

high particle fluxes. For muon triggering, Resistive plate chambers (RPCs) are used for

the barrel and Thin-gap chambers (TGCs) for the end-cap part. The RPCs and TGCs

provide also a secondary tracking information. The trigger muon systems have coverage

up to |η| < 2.4. The whole MS provides about one million channels and a total resolution

of σpT/pT = 10% for mouns with energy of 1 TeV.
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3.2.5 ATLAS trigger system

Proton–proton collision rates at the LHC are heavily dominated by inelastic QCD pro-

cesses with large cross section, in contrast to the interesting physics processes rates.

Considering that one event has a size of about 1.5 MB, the collision rate provides too

much data to store. Therefore, a fast and efficient selection procedure of physics events

is designed to be able to keep approximately 1 GHz collision rate.3

The ATLAS trigger system [21] is divided into three levels: L1 [22], L2, and the event

filter (EF). L2 and the EF are referred to collectively as the High-Level trigger (HLT) [23].

Each trigger level performs a stricter selection than the previous level. The hardware-

based L1 trigger is able to make a decision using a limited amount of the detector

information in less than 2.5 µs, reducing the rate from the initial 1 GHz to ≈75 kHz. In

the next stages, the event rate is reduced to ≈3.5 kHz in L2, and to ≈200 Hz after the

EF. Compared to the ATLAS design rates, the actual output rate during LHC Run-1

was 400 Hz on average, as the trigger system was able to handle a 5 orders of magnitude

change of LHC instantaneous luminosity in 2010-2011, and its further increase of a factor

2 in 2012.

The L1 trigger electronics are located in the ATLAS cavern in order to reduce the

latency in the trigger decision. Calorimeters and muon detectors (RPCs/TGCs) at re-

duced granularity are used to search for high momentum objects like electrons, photons,

muons and jets. The results from the L1 triggers are processed by the central trig-

ger processor (CTP), where information from different object types is combined. The

CTP processes this information and forms on up to 256 distinct L1 triggers. The L1

trigger also defines Regions-of-Interest (ROIs) in each event: the (φ, η) coordinates of

detector regions defined as interesting by the trigger selection procedure, where possible

physics objects have been identified by L1. If an event is accepted, it is passed on to the

second-level (L2) trigger.

The software-based L2 trigger uses the ROI information at full granularity and precision

to reduce the amount of data to be transferred from the detector readout, needing on

average approximately 40 ms to process an event. The final stage in the triggering is the

EF, which is also software-based. The EF further reduces the event rate using offline

analysis procedures, with the time budget of about 4 seconds/event, using additional

information from the event that requires more advanced reconstruction algorithms. The

HLT algorithms refine the trigger selection using not only the full information of the

calorimeters and muon system data, but also information from the Inner Detector, en-

hancing the particle identification. For certain physics objects that ATLAS triggers on,

3Assuming pp bunch spacing of 25 ns and approximately 20 interactions per bunch crossing
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Figure 3.7: Schematic overview of the trigger and data acquisition systems in ATLAS.
The specified rates should only be considered as orders of magnitudes. Figure taken

from [24].

the production rate might be too high to record every single event passing the trigger.

In such cases, prescaled triggers exist, which record only a certain fraction of the events

that would normally pass the trigger, effectively reducing the recorded luminosity.

The ATLAS data acquisition system (DAQ) [23] receives and buffers the event data from

each detector readout electronics (at the L1 trigger acceptance rate) over 1600 point-to-

point readout links. It transmits the ROI data to the L2 trigger, and an event-building

is performed for events passing the L2 selection criteria. These events are then received

by the EF and, once accepted, moved to permanent event storage located at CERN.

Figure 3.7 summarizes the flow of data through the ATLAS trigger and data acquisition

chain.

3.2.6 Data taking with ATLAS during LHC Run-1

As already mentioned in Section 3.1, the LHC Run-1 can be divided into three main

data taking periods corresponding to the years 2010, 2011 and 2012. In 2010, the LHC

delivered pp collisions at
√
s = 7 TeV corresponding to a total integrated luminosity of
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48 pb−1. The ATLAS experiment was able to record approximately 45 pb−1 out of the

total integrated luminosity delivered by the LHC in 2010 [25]. In 2011, the collision

energy remained the same but the total delivered luminosity increased to 5.46 fb−1.

The ATLAS detector recorded 5.08 fb−1, which translates into a data taking efficiency

of 93% [25]. In 2012, the pp collision energy was increased to
√
s = 8 TeV and a total

integrated luminosity of 21.3 fb−1 was recorded by ATLAS out of the LHC delivered

22.8 fb−1. Total integrated luminosity versus day delivered to and recorded by ATLAS

during LHC Run-1 pp collisions is presented in Figure 3.8.
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Figure 3.8: (a) Total integrated luminosity versus day delivered to ATLAS during
LHC Run-1 pp collisions. (b) Cumulative luminosity versus time delivered to and

recorded by ATLAS in 2011 and 2012 pp collisions. Figures taken from [15].

ATLAS online data-taking can be divided into sub-periods. The time interval during

which the luminosity is supposed to remain constant is called Luminosity Block (LB)

and is approximately 2 minutes long. A run is a collection of luminosity blocks and its

duration depends on the beam conditions. Status and functionality of all sub-detectors

are known for each LB in every run. Thus, each physics analysis is required to use data

only from “good” luminosity blocks in each run. For this purpose, a Good Run List

(GRL) is prepared and used to determine the integrated luminosity for a given physics

analysis.

During the LHC Run-1 operation, few pp runs were dedicated to special data taking when

the relevant detectors, like TOTEM [11] and ALFA [26], were allowed to be inserted into

the LHC beampipe. Such runs were characterized by a large value of the beta-function

and therefore are called high-β∗ runs.4 It is worth to mention that the integrated

luminosities collected during the dedicated runs are orders of magnitude smaller than

the one gathered during nominal LHC Run-1 operation. This is related with large

4β∗ = 90 m and 1000 m were used, to be compared with the nominal value of β∗ = 0.55 m for
high-luminosity pp runs
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value of the beta-function (luminosity behaves like 1/β∗) and lower number of colliding

bunches and smaller number of protons per bunch during these runs.

3.3 ATLAS simulation infrastructure

In order to study the detector response for a wide range of physics processes and sce-

narios, a detailed detector simulation is mandatory. The simulated events are generated

and reconstructed into a format, which is identical to that of the true detector. All of

these components come together under the ATLAS simulation infrastructure [27]. The

simulation program is integrated into the ATLAS software framework, ATHENA [28],

and uses the GEANT4 simulation toolkit [29, 30].

3.3.1 Simulation chain

The simulation chain is generally divided into four steps, with a common data format

required before the last stage of data processing. The steps that constitute the full

procedure to produce simulated events are: event generation, detector simulation, event

digitization, and event reconstruction. Figure 3.9 gives an overview of the standard

simulation chain used in ATLAS.

The event generation step produces the events that result from the hard scattering

process of the pp collisions. They are generated using a variety of Monte Carlo (MC)

generator programs and can be saved in standard HepMC format [31]. These generator

programs are usually configured so as to produce one physics process, where all the

necessary model parameters are set. The generation of an high-energy pp collision event,

where the QCD calculations are involved, can be factorized into different stages, as

illustrated in Figure 3.10:

� Hard scattering process, where the partons (quarks/gluons, but also the photons)

are created and undergo the reaction. The process is calculated based on matrix

element computations, using fixed-order perturbation theory.

� Parton showering process, with multiple QCD bremsstrahlung in the initial (if the

coloured partons are involved) and final state, evolving down to low momentum

scales, until perturbation theory breaks down (called the theory scale).

� Hadronization process, which confines a system of QCD partons into colourless

primary hadrons by utilizing phenomenological fragmentation models. The unsta-

ble primary hadrons decay into stable particles, which are expected to propagate

through a part of the detector.
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Figure 3.9: Overview of the standard simulation chain used in ATLAS. Elliptical-
shaped boxes represent persistent data objects (or event collections), whereas rectan-

gular boxes sets of algorithms applied.

� Underlying event (UE) process, where the secondary interactions between the pro-

ton remnants occur. It is based on parametrized phenomenological models, and

typically produces additional soft hadrons throughout the event.

The distribution of partons within the incoming protons governs the probability of a

particular interaction to take place. These distributions can be modelled by fitting

parametrized functions, like the parton distribution functions (PDFs) or proton structure

functions, to experimental data. These functions are then served as external inputs to

the event generators. The details of the generated particles in the event, after all stages

of event generation, are stored in what is called MC truth record.

The next step in the simulation chain is the simulation of the detector response to

the particles created in the event generation. The detector simulation computes the

paths of the particles while traversing the detector. Here, any kind of interaction with

the detector material, or further possible decays of unstable particles are taken into

account. In addition, the detector simulation computes the particle hits on sensitive



84 Chapter 3. The ATLAS experiment at the LHC

Figure 3.10: Illustration of a two-photon interaction (yellow waves) event in a proton-
proton collision produced by an event generator. The hard scatter interaction (red
blob) produces muon pair and is accompanied with additional QCD interactions (green
springs) in the parton showering process, before the hadronization sets in (green blobs)

and hadron decays (white blobs). The figure is prepared with MCViz [32].
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detector elements. This information is stored in a dedicated output format, known as

simulation HITS. The detector simulation usually ends when all particles are either

stopped or left the detector volume.

After the detector simulation step, the simulation hits have to be translated into a data

format which corresponds to a format retrieved from the detector during data-taking.

For the simulation chain, this translation is carried out by the digitization [33]. The

digitization takes as input the simulated hits and emulates the detector and electronics

response, taking into account the intrinsic resolution of each detector. The digitization

transforms the primary interaction of a particle with the sensitive detector material into

the measurable quantities, such as the charge drifted to the readout modules. Besides

creating realistic detector output signals, the digitization is responsible for introducing

the simulated event pile-up. This is done by overlaying the detector simulations of

different MC events and merging them into one common RDO (Raw Data Object) output

for a single, pile-up enriched, event. At this step, the RDO file is produced, with the

same data format used to record detector measurements after bytestream conversion.

Then, events obtained from the previous simulation step (or from detector measure-

ments) needs to be interpreted in terms of finding particle properties. The reconstruc-

tion step is responsible for transforming the information held by the digits to a physics

objects. This is done with various offline reconstruction algorithms that perform pattern

recognition, track fitting and energy measurements. The output of reconstruction step

is what is commonly used for physics analyses. Several formats exist, depending on the

specific requirements. The Event Summary Data (ESD) keeps extended information for

the physics objects at the detector level and can be used for validation purposes and

performance studies. The Analysis Object Data (AOD) is derived from the ESD, with a

significantly smaller size, and contains proper physics objects for physics analyses and

further studies. The final format is the Derived Physics Data (DPD), which forms even

smaller version of the AOD.

3.3.2 Detector simulation

The particles produced by the event generator in the first step of the simulation chain

are propagated through a full model of the ATLAS detector based on the GEANT4

toolkit (GEometry ANd Tracking) [29, 30]. This allows to simulate the passage of par-

ticles through matter and their interactions with the detector material. The ATLAS

detector geometry used in the simulations is built from databases containing the in-

formation describing the physical construction and conditions data. The model of the
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ATLAS detector prepared for simulations (so-called ATLAS GeoModel [34]) is shown in

Figure 3.11.

With GEANT4, it is possible to simulate interactions of particles with the matter over a

wide range of particle energies. The toolkit is based on a number of physics models [35]

describing many different kinds of particle - detector matter interactions. Physics models

in GEANT4 are typically chosen as physics lists (e.g. the Quark-Gluon String Precom-

pound model [36] and the Bertini Cascade model [37]). GEANT4 can also simulate the

decays of unstable particles.

Figure 3.11: An example of the layout of the ATLAS detector used in the simulations.
The calorimeter end-caps are shown in purple and the muon end-caps in green. The
barrel toroid magnets are shown in yellow and the Inner Detector in blue. Figure taken

from [27].

The GEANT4-based simulation step is the standard and most accurate detector simu-

lation scheme applied in the ATLAS. However, this comes with an immense demand for

computing resources. Almost 80% of the full simulation time with GEANT4 is spent for

the progression of particle showers in calorimeters, mainly caused by particles such as

electrons and photons, which produce large secondary particle cascades in the ECal. In

order to reduce the burden on computing resources (and/or to increase the MC event

statistics), the ATLFAST-II simulation [27] is used to reduce the simulation time by

more than one order of magnitude. The ATLFAST-II parametrizes the longitudinal and
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lateral energy profiles of electromagnetic and hadronic showers for the response of the

calorimeters, when the full GEANT4 simulation is still used for the Inner Detector and

Muon Spectrometer. The approach taken by ATLFAST-II is less accurate comparing to

the full simulation, but the relevant parametrizations can be tuned to data.

3.3.3 ATHENA framework

ATHENA [28] is the ATLAS software framework based on the common Gaudi archi-

tecture [38], originally developed for LHCb. Major design principles of the ATHENA

software are the clear separation of data and algorithms, and between transient (in-

memory) and persistent (in-file) data. All levels of processing of ATLAS data, from

high-level trigger to event simulation, reconstruction and analysis, take place within the

ATHENA framework.

ATHENA releases are divided into several major projects [39], and all of the ATLAS sim-

ulation software (including event generation and digitization) resides in a single project.

Each project consists of many different packages to allow flexible development of a wide

range of shared components (or classes). The whole infrastructure uses object-oriented

scripting to configure and load variety of algorithms and objects [28]. ATHENA highly

relies on the external libraries, like CLHEP library [40], which include utility classes

particularly designed for use in high energy physics software.

The major components of the ATHENA architecture are [28]:

� Algorithms provide the basic per-event processing capability of the framework.

Each Algorithm performs a well-defined (and configurable) operation on some

input data, in many cases producing some output data.

� Tools, in contrast to Algorithms, do not normally share a common interface so are

more specialized in their manipulation, and they can be executed multiple times

per event.

� Services are similar to the ATHENA Tools. Services usually provide more general

tasks, designed to support the needs of the physicist (for example the message-

reporting system, random-number generators, etc.).

� Converters are responsible for converting data from one representation to an-

other. One example is the transformation of an object from its transient form to

its persistent form.
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� Properties can modify the operation of the components. Typically these are

basic types (single numerical number), but can also be specified as having upper

and lower bounds.

For storing data, ATLAS has adopted a scheme for separating transient from persistent

objects [41]. This scheme can manage the data objects stored in transient form. It

can also steer the transient/persistent conversion of data and can provide a dictionary

allowing to identify and retrieve data objects in memory.
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Forward detectors in ATLAS

This chapter describes additional detectors covering the forward region of ATLAS. The

existing devices will be characterized, together with future AFP detectors, proposed for

measurements of diffractively scattered protons.

4.1 Existing forward detectors

The ATLAS experiment has several sub-detectors located in the acceptance region of

large pseudorapidities (ATLAS forward region), i.e. in the direction of flight of the

incident protons. These detectors, dedicated to different tasks, are listed below and

described in details in the following sections. Three of these detector systems are placed

in the very forward region: the LUminosity measurement using Cherenkov Integrating

Detector (LUCID) [42] is a Cherenkov detector used for relative luminosity monitoring,

the Zero Degree Calorimeters (ZDCs) [43] primary goal is to detect forward neutrons

in heavy-ion collisions, and the Absolute Luminosity For ATLAS (ALFA) [26] measures

elastically scattered protons down to very small scattering angles. Other sub-detectors

located in the forward region of ATLAS are: the Beam Conditions Monitor (BCM) [44]

designed for monitoring the beam background conditions within the Inner Detector (ID),

and the Minimum Bias Trigger Scintillators (MBTS) [45], which are used primarily to

trigger minimum-bias events (i.e. those with at least minimum proton–proton collision

activity). All ATLAS forward detectors are symmetric with respect to the interaction

point (IP) and have the same components on both sides.

The pseudorapidity coverage of ATLAS central and forward sub-detectors is shown in

Figure 4.1.

89
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Figure 4.1: Pseudorapidity coverage of different ATLAS sub-detectors. The coverage
of ZDC extends to η = ±∞.

4.1.1 ATLAS forward region

The ATLAS region of large pseudorapidities, where dedicated detectors are installed,

consists mainly of LHC beampipe and magnetic elements.

The LHC collides two beams, which circulate in two horizontally displaced beam pipes.

The beam pipes join into a common one about 140 m away from the interaction points.

All insertion regions, where the main LHC experiments are located, have very similar

designs. They consist of 13 main quadrupole magnets on both sides of the interaction

point, out of which three on each side (so-called triplets) are situated in the common

beamline and are used for final beam focusing. The triplet affects both beams, whereas

the other quadrupoles will act on them independently.

The LHC region in vicinity of the ATLAS IP is shown in Figure 4.2. The final focusing

triplet (Q1, Q2 and Q3) is positioned approximately 40 m from ATLAS IP. In addition,

there are three more quadrupoles: Q4, Q5 and Q6, installed at the distances of 160

m, 190 m and 220 m, respectively. Between IP and 240 m two dipole magnets are

installed: D1 at 70 m and D2 at 150 m away from the ATLAS IP. They are used for

beam separation.

Besides forward detectors and magnets, there are few more LHC elements installed close

to the ATLAS IP:

� Target Absorber Secondaries (TAS) - absorber for particles which could reach the

quadrupole triplet. The first one is located in front of Q1, whereas the second one

before the Q3 quadrupole magnet.

� Target Absorber Neutral (TAN) - absorber for neutral particles leaving the IP,

located in front of the D1 dipole magnet on the side facing the ATLAS detector.
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� Target Collimators (TCL4 and TCL5) - protect the superconducting magnets

from quenching. TCL4 is installed before the D2 dipole and TCL5 before the

Q5 quadrupole magnet.

Figure 4.2: The LHC region in vicinity of the ATLAS IP: locations of forward de-
tectors, dipole magnets (D), quadrupole magnets (Q), target collimators (TCL) and

absorber systems (TAS, TAN) are shown. Figure taken from [46].

4.1.2 MBTS

The MBTS [45] detectors are located between the ECal end-cap cryostats and the Inner

Detector. They are positioned at ±365 cm from the interaction point, perpendicular to

the beam direction. Its specific geometry can be seen in Figure 4.3. The MBTS consist

of 16 scintillator paddles per side (2 cm thick) organized into two disks. Each disk is

divided into an inner and outer rings, which together cover the pseudorapidity region of

2.12 < |η| < 3.85. The rings themselves are organized into eight independent sectors in

φ. Light emitted by each scintillator segment is collected by wavelength-shifting (WLS)

optical fibres and guided to photo-multiplier tubes (PMTs). Readout is done through

fast electronics used in the ECal, which also communicate the MBTS response to the

L1 trigger system.

The MBTS detectors are used during dedicated low instantaneous luminosity pp runs

(L < 1032 cm−2s−1) [45] and during heavy-ion collisions [47] to provide a trigger on

minimum collision activity from charged particles.

4.1.3 BCM

The BCM system [44] comprises one detector station on each side of the ATLAS detector

at η = ±4.2. The stations are located about 1.84 m away from the interaction point

and are made up of four modules (two vertical and two horizontal), positioned less than

6 cm from the beam. Each module includes two radiation-hard diamond sensors, read

out by very fast and radiation-tolerant electronics.
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Figure 4.3: MBTS disk configuration. Figure taken from [45].

The BCM is designed to detect beam accidents that might damage the Inner Detector.

Such accidents can arise, if several proton bunches hit the collimators in front of the

detectors, producing enormous particle rates. In order to protect the ID, the BCM is

included in the beam abort logic and can trigger a beam dump. The BCM detectors

measure the difference in time-of-flight (ToF) between the two stations, distinguishing

between background particles and particles from normal collisions at the IP. Therefore,

another operational area of the BCM is bunch-by-bunch luminosity measurements.

4.1.4 LUCID

The LUCID [42] is a Cherenkov detector1 and provides ATLAS with on-line monitoring

of the instantaneous luminosity. Two detectors are located at a distance of z = ±17 m

from the ATLAS IP on each side. They consist of 1.5 m long aluminium tubes of 15 mm

diameter filled with C4F10 gas, resulting in a Cherenkov threshold of 2.8 GeV for pions

and 10 MeV for electrons. There are 20 tubes per side and they surround the beam pipe

at a radius of 10 cm (|η| ≈ 5.8). Cherenkov light is read out by a PMT at the end of

each tube.

The benefit of a Cherenkov detector is that it is possible to determine the number of

particles passing through a tube by measurement of the pulse height. The instantaneous

luminosity can be measured from the rate of inelastic pp collisions as sampled by LUCID

1see the Section 5.3.1 for details about the Cherenkov radiation mechanism
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in the forward region, under the principle that the number of detected particles is pro-

portional to the number of inelastic interactions. LUCID provides also an independent

trigger signal for use in the L1 trigger system.

4.1.5 ZDC

Two ZDCs [43] are installed at ATLAS, ±140 m from the interaction point, where the

beam pipe splits from being a single tube through ATLAS to an individual tube for each

beam. Each ZDC sits in slots inside the TAN and detects very forward (8.3 < |η| <∞)

neutral particles produced in the interaction. The ZDC is comprised of four modules,

one electromagnetic and three hadronic (see Figure 4.4). The EM modules consist of

tungsten plates as absorber, extended by steel plates, traversed by quartz rods forming

an 8 × 12 matrix perpendicular to the beam axis. On the front of each module the

rods are bent upwards and read out at the top by multi-anode PMTs. Therefore,

the Cherenkov light induced by particle showers traversing the module provides both

position and energy measurements. In order to get an improved measurement of the

incident particle energy over that based on the position measuring rods, quartz strips

are installed between the plates and read out from the top by PMTs. The hadronic

modules are similar but in contrast to the EM modules the position-sensitive quartz

rods are mapped in clusters of four into individual PMTs. Furthermore, only one out of

three modules on each side is equipped with the position-sensitive rods.

The ZDC detectors occupies an important region of phase space for heavy-ion collisions,

where it provides a measurement of the centrality2 of each collision, which is strongly

correlated to the number of very forward neutrons. The detector is also used as the pri-

mary trigger of low-centrality (so-called ultra-peripheral) events during heavy-ion runs.

For pp collisions, the ZDC enhances the acceptance of ATLAS for minimum bias physics

and also provides a minimum bias L1 trigger input.

4.1.6 ALFA

The ALFA experiment [26] aims to provide an independent measurement of the absolute

luminosity and total pp cross section, in the Coulomb-nuclei interference region [48].

Since in this region, the four-momentum transfers between the interacting protons are

small (|t| ≈ 0.001 GeV2), the protons are scattered at micro-radian angles. This requires,

apart of the special high-β∗ LHC optics, that the detectors have to be installed far away

(typically hundreds of meters) from the interaction point and as close to the beam as

possible.

2The elliptical cross-sectional overlap of the colliding nuclei
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Figure 4.4: (a) Transparent view of the TAN showing the beam pipe and location of
ZDC modules. (b) ZDC modules as situated in TAN. Figure taken from [43].

The measurement of the absolute luminosity is based on the relation of the elastic

scattering rate to the total interaction rate. This is called the optical theorem and states

that the total cross section, σtot, is directly proportional to the imaginary part of the

elastic-scattering amplitude at zero four-momentum transfer, |t|. To measure the total

cross section, an independent measurement of the luminosity is required. This is needed

to normalize the elastic cross section, σel. An extrapolation of the elastic cross section

to |t| → 0 gives the total cross section through the formula:

σ2
tot =

16π

1 + ρ2

dσel

d|t|

∣∣∣∣
|t|→0

, (4.1)

where ρ represents a small correction arising from the ratio of the real to imaginary part

of the elastic-scattering amplitude and is taken from theory.

It is worth to notice that, apart from the elastic measurement, ALFA can also detect

diffractivelly scattered protons.

Roman Pots

The ALFA detector system consists of eight tracking detectors housed in so-called Roman

Pots (RP). The RP technique was used the first time at the ISR at CERN [49]. The RP

beam interface has been also adopted by the TOTEM experiment [11] at the LHC. The

Roman Pot concept is based upon a detector volume (the pot) that is separated from

the vacuum of the accelerator by a thin window and connected with bellows which allow

the insertion into the beampipe. The ALFA RP design [26] assumes that the detectors
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could be moved as close as 1 mm to the beam in the vertical direction. A schematic

view of the ALFA Roman Pot is shown in Figure 4.5.

The eight ALFA detectors are grouped into four stations, which are placed at z = ±237.4

m and z = ±241.5 m in the outgoing beams on both sides of the ATLAS IP. Each station

consists of two RP (upper and lower) with tracking detectors approaching the beams in

the vertical coordinate y.

Tracking detectors

The ALFA detectors are built using the scintillating fibre tracker technology. Since

the ALFA detectors are planned to be used only during the special low instantaneous

luminosity LHC runs, the applied technology is not radiation-hard. In the Main Detector

(MD), traversing proton position is measured. In additional Overlap Detectors (OD),

a measurement of the distance between upper and lower MDs is performed to align

the detectors. Such a measurement is needed because the position of the movable RP

with respect to the center of the beam is not fixed from one data-taking period to

another. Both MD and OD are completed with trigger scintillator tiles providing a

fast L1 trigger signal. These are used to select miscellaneous event topologies of e.g.

elastically or diffractively scattered protons. Figure 4.6 shows the layout of the ALFA

scintillating fibres and trigger counters in the single-station MD and ODs of the upper

and lower detector, and their position with respect to the nominal beam trajectory.

The Main Detector consists of ten double-sided modules with 64 squared scintillating

fibres in each. The fibres have a diameter of 500 µm, thus the effective area of the detector

is approximately 32 × 32 mm2. The fibres in each module are made of plastic and are

glued on both sides of support plates made of titanium. The fibres are aluminized to

reduce the light losses and optical cross-talk. At the front and back side of the plates the

fibres are arranged at an angle of 45◦ to the vertical coordinate and are perpendicular

to each other. The fibres are also arranged after each other in the direction of the beam,

which results in a pattern of 10 alternating fibre layers which form “pixels”. For a single

plane the resulting pixels have a size of d = 500 µm, which corresponds to the base

diameter of the fibres and gives an effective size of dx,y = 500/ sin (45◦) µm = 707 µm

in the x− y plane.

The theoretical resolution for reconstructed proton position using single detector plane

with pixels of size dx in arbitrary x-direction can be calculated with the Root Mean

Square (RMS) formula: √∫ dx/2

−dx/2

x2

d
dx =

dx√
12
. (4.2)
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Figure 4.5: Schematic layout of the ALFA detector in the Roman Pot showing the
scintillating fibres of tracker, the fibre connectors, the multi-anode PMTs and the front-

end boards. Figure taken from [26].
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Figure 4.6: Layout of ALFA MD and OD with trigger counters with respect to the
nominal beam position. Figure taken from [48].

This gives approximately 144 µm resolution for single ALFA fibre layer in both x and

y directions. To further improve the resolution, fibre layers in the individual plates

are staggered by multiples of 1/10 of the fibre size. The staggering procedure makes the

effective ALFA pixel size ten times smaller, which results in theoretical resolution of 14.4

µm. In practice, the resolution is worsened by imperfect staggering, noise, cross-talks

and fibre inefficiencies. The actual resolution of ALFA detectors was measured to be

between 30 µm and 40 µm [50].

Geometrical acceptance

For all scattered proton measurements done using the ATLAS forward detectors, it

is important to understand the connection between the proton four-momentum and its

trajectory position in the detector. This dependence for various LHC optics is illustrated

in Figure 4.7. This figure shows the positions of elastically and diffractively scattered

protons with various transverse momenta in the ALFA detector plane at the nominal

detector location. One can observe that the elastically scattered protons with very small

transverse momentum do not reach the ALFA detector active area. Also, diffractively
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scattered protons have negative value of x and positive values of y3 and they mostly

fly outside the ALFA detector acceptance for nominal β∗ = 0.55 m (collision) optics.

This means that for the collision optics ALFA covers only small kinematic phase space

region of diffractive interactions. In the case of elastically scattered protons, more and

more particles with small transverse momentum values reach the detector as β∗ increase.

Therefore, a dedicated high-β∗ runs are crucial for ALFA elastic measurements.

4.2 The AFP project

The ATLAS Forward Proton (AFP) project [52] promises a significant extension of the

physics reach of ATLAS by tagging and measuring the momentum and emission angle

of diffractively scattered protons. This enables the observation and measurement of a

range of processes where one or both protons remain intact and which otherwise would

be difficult or impossible to study. Because diffractive processes generally have high

cross sections, it is argued that significant diffractive physics results can be obtained

with a few weeks of special runs in the LHC Run-2 period.

The installation of the AFP detectors is currently foreseen to occur in two phases: a

first phase of a single-arm AFP (“0+2”), adequate for special low-luminosity running

and the measurement of soft and hard single-diffractive (SD) physics. Installation may

be attempted as early as during the scheduled 9-week long Winter 2015–2016 shutdown.

Whether or not that will be possible, the second arm or the full system (“2+2”) will be

installed during the 19-week shutdown planned for Winter 2016–2017.

4.2.1 AFP physics program

The initial AFP physics program for LHC Run-2 is the study of diffractive processes in

special low-luminosity runs.

Among all reactions that can be measured with AFP, the SD processes have the high-

est cross sections. This translates to relatively small amounts of integrated luminosity

and run time (∼1 pb−1) required. On the other hand, these measurements must be

done in an experimentally very clean environment, thus the optimal pile-up condition is

〈µ〉 around 1. By studying single-diffractive jet production, one can probe the idea of

Pomeron universality between ep and pp colliders, i.e. if the same object is mediating

diffractive interactions at HERA and the LHC. Another interesting measurement is the

measurement of diffractive gap survival probability factor. A detailed study into the

3Due to the non-zero beam crossing angle at the IP
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Figure 4.7: Proton positions with different relative energy loss (ξp) and transverse
momentum (ppT) at the first ALFA station for the different LHC optics settings: (a)
β∗ = 0.55 m, (b) β∗ = 90 m, (c) β∗ = 1000 m and (d) β∗ = 2625 m. The solid lines

represent the ALFA detector active area. Figure taken from [51].
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applicability of this factorization would be an interesting outcome of the AFP measure-

ments. In particular, the presence of an additional contribution from other colourless

exchanges can be studied. Good experimental precision will allow for comparison to

theoretical predictions and differential measurements of the dependence of the survival

factor on (for example) the mass of the central system. The other SD hard systems

considered for AFP measurements in dedicated runs during LHC Run-2 are photons,

photon+jet and electroweak bosons.

The AFP can be also very useful in measuring photon-induced reactions. In order to

determine experimentally the nature of proton-dissociative processes, one can use single

proton tagging to measure single-dissociative lepton pair production. With an integrated

luminosity of the order of ∼10 pb−1, this would give the access to e.g. the photon-PDFs

in the proton: a quantities which are still poorly known at the LHC energies.

4.2.2 AFP detectors

The AFP detectors aim to measure protons that are emitted from a central interaction

in the very forward directions. Protons suffering a moderate energy loss and emitted at

µrad angles with respect to the beams will remain inside the beam pipe but separate

from the beam axis because of the accumulated dispersion in the beam elements. At

∼200 m from the ATLAS interaction point (IP), they will be sufficiently separated from

the nominal beam orbit so that they can be intercepted by detectors inserted into the

beam pipe aperture. The deflection of the proton depends on the magnitude of the

energy loss suffered, and also on the emission angle at the IP.

The locations available to AFP are at distances along the beam line of 204 m and 212

m from the ATLAS IP on both sides. They are shown in Figure 4.8 and lie between

the Q5 and Q6 quadrupoles. The ALFA stations are located behind the Q6 quadrupole,

at locations around 240 m. The chosen AFP locations are selected because they are

available (i.e. empty of essential beam elements and instrumentation), and because

they are located at positions of sufficient integral dispersion to make interception and

measurement viable.

Beam interface

The search for a suitable detector-beam interface for AFP started within the framework

of the FP420 collaboration [53]. The initial beam interface of choice was the Hamburg

Beam Pipe (HBP), a movable section of beam pipe with a thin “floor” and entry/exit

windows that would allow the detectors to approach the LHC beam as close as 3 mm.
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Figure 4.8: The locations of the AFP stations in the LHC lattice near the ATLAS
interaction point. Only the positive-z arm of AFP is shown; the negative-z arm of AFP
is nearly identical. The ALFA detector stations with vertical pots are located at about

240 m. Figure taken from [52].

The proposed HBP prototype is shown in Figure 4.9. This design was fully engineered

and its radio-frequency (RF) impact on the LHC beam evaluated. With sloping entry

and exit windows (similar to the sloping collimator jaws in use at the LHC), the HBP RF

impact was shown to be equivalent to that of a Roman Pot. With the use of beryllium

or aluminium windows, the interaction length of windows and floor was also shown to

be acceptable. However, the HBP device has not been used previously at the LHC

and is therefore considered more risky. Moreover, the cost of a single HBP station is

estimated about three times that of a RP station. The RP beam interface has been

already adopted by the ALFA [42] and TOTEM [11] collaborations and has shown to

work reliably at the LHC. Hence, the AFP baseline beam interface chosen for the 210

m stations is the RP, with the parallel development of the HBP solution.

The AFP Roman Pot station contains the pot and the mechanics allowing it to enter

the beam pipe aperture. The cylindrical pot orientation and its motion are horizontal,

transverse to the beam direction. Since the present TOTEM horizontal station is per-

fectly suited for AFP, therefore it was decided to use TOTEM RP station design [11].

The design drawing of the AFP RP is shown in Figure 4.10. The most significant differ-

ence between AFP and TOTEM RP designs is that the AFP requires more flat area on

the RP bottom. This is due to the generally larger size of detectors used. The material

of the pot, as for many LHC beam elements, is a low-carbon, nitrogen-enhanced version

of Type 316 molybdenum-bearing austenitic stainless steel.
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(a) (b)

Figure 4.9: Hamburg Beam Pipe prototypes: (a) view of a 200 mm long pocket and
(b) 600 mm long pocket. Figure taken from [53].
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Tracking detectors

The AFP design foresees a high resolution pixelated silicon tracking system placed at

210 m from the ATLAS IP. Combined with the magnet systems of the LHC accelerator,

the AFP Silicon Detector (SiD) system will provide the momentum measurement of the

scattered protons. The full AFP SiD system will consist of four units (stations), each

composed of many pixel sensor layers,4 which will be placed in Roman Pots, two on each

side of the ATLAS IP (“2+2”). However, for the first AFP phase (“0+2”) the tracker

will be reduced to two RPs at only one side of the ATLAS IP.

The needs for the AFP Silicon Detectors are as follows:

4The initial design assumed 6 layers/station, where 4 layers/station will be used with RP configuration
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� To ensure good proton momentum resolution, the AFP SiD is required to provide

a high spatial resolution of ∼10 µm (∼30 µm) per station in horizontal (vertical)

direction.

� The AFP tracker must be able to approach the circulating beam closely, and

therefore an “edgeless” device is required, i.e. the inactive region of the detector

side facing the beam should have ∼200 µm.

� While in the measurement position only a few mm away from the beam, the AFP

SiD units have to withstand a highly non-uniform irradiation profile with a high

maximum fluence along the line of diffractively scattered protons.

Because of the above requirements, the AFP baseline tracking device is the 3D silicon

pixel tracker, used for the ATLAS Inner Detector insertable B-layer (IBL) [18, 54]. The

radiation environment for AFP is more benign than for the first layers of the ATLAS

Inner Detector, but the irradiation varies strongly as function of the distance to the

circulating beam. In addition, the choice of the 3D pixel sensor allows the use of the

well-tested FE-I4b frontend chip [54] for readout. The chip operates with a 40 MHz

externally supplied clock and provides readout for each pixel channel. Each channel

contains an independent amplification stage, followed by a discriminator with adjustable

threshold. The FE-I4b chip can also send a trigger signal, which is formed as the logical

OR of all fired discriminators on the FE-I4b chip.

The AFP 3D pixel sensors for the first AFP phase were already fabricated [55] based

on the p-type silicon wafers, with 230 µm thickness, and a very high resistivity (10 to

30 kW cm). The sensor design features an array of 336 × 80 pixels with a pixel size of

50× 250 µm2. This gives the AFP SiD sensor active area of 16.8 mm wide in horizontal

(x) direction and 20 mm wide in y (vertical, the long direction of the pixels). Each

pixel consists of 2 n+-junction columns and 6 surrounding p+-ohmic columns. In order

to fulfill the AFP-specific needs, the 3D pixel sensors are slimmed at the vertical edge,

leaving 100 − 200 µm remaining extension from the sensor edge to the most external

pixel columns. Figure 4.11 shows details of the 3D pixel sensor layout.

The construction of the AFP SiD should allow its easy and relatively fast installation

or removal directly in the LHC tunnel, where the access time is usually very limited.

In addition, the silicon sensors are rather fragile and they have to be protected against

any mechanical stress. Therefore, the appropriate tracker holder has to be prepared. A

preliminary design of the AFP SiD foresees a simple compact block of planes assembled

together with a gap of about 10 mm between planes. Materials such as Si/Al alloy,

aluminium nitride or a carbon fibre composite are considered as base materials for the

manufacturing of the mechanical parts of the AFP SiD. These materials have a low
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(a) (b)

Figure 4.11: (a) Sketch of a corner of a 3D pixel sensor and (b) a picture of a sensor
after a diamond-saw cut. The cut lines for the AFP slim-edge prototypes are also

indicated. Figure taken from [55].

thermal expansion coefficient which also provide high mechanical stiffness and overall

stability of the tracker. The proposed AFP tracker assembly is shown in Figure 4.12.

The plates are 1 mm thick, with a window underneath the silicon chip modules, and are

covered with a thin layer of high thermal-conductivity foil, providing a heat exchange

between the sensors and dedicated cooling system.

(a) (b)

Figure 4.12: The proposed AFP tracker assembly: (a) the bare tracker assembly of
four planes and (b) the tracker assembled with sensors (gold), high thermal-conductivity

foils (dark blue) and flex (green) interconnects. Figure taken from [52].

Timing detectors

When the average number of pp interactions per bunch crossing, 〈µ〉, increases, forward

proton time-of-flight (ToF) information becomes necessary to reject backgrounds. The

level where timing becomes needed depends on the process under study, but in general,
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the improved signal purity can be reached for any reaction with both intact protons

tagged. The background mainly stems from protons (measured in the two AFP arms)

that come from different single-diffractive interactions in the same bunch crossing.

Precision proton ToF measurements, tRight and tLeft in the Right and Left AFP detector

arms, permit the determination of the longitudinal origin (vertex) of the proton pair as

zAFP = c · tLeft − tRight

2
, (4.3)

where c is the speed of light. The idea is that the matching of zAFP with interaction

vertices reconstructed by the ATLAS Inner Detector provides rejection of pile-up vertices

if the time-of-flight resolution is sufficiently small.

At high LHC instantaneous luminosity, where the average number of interactions per

bunch crossing can exceed 40 (〈µ〉 > 40), the AFP Timing Detector (TD) system should

have the following characteristics:

� 10 ps or better timing resolution, corresponding to ∼2.3 mm zAFP position reso-

lution

� geometrical acceptance that fully covers the 16.8×20 mm2 active region of tracking

detectors

� high efficiency to reconstruct the signal for diffractive protons (>90%)

� horizontal (x) segmentation in for multi-proton timing measurements

� L1 trigger capability

� radiation hard or tolerant for high integrated luminosity LHC runs

The original design of Timing Detectors for AFP relies on the measurement of Cherenkov

light, emitted by the high-energy protons when passing through the dedicated radiator

volume. Cherenkov light is prompt and therefore ideal for fast timing measurement,

although the amount of light is small compared with scintillator. The design is based

on QUARtz TIming Cherenkov (QUARTIC) detectors [56], proposed by FP420 [53] and

further optimized by AFP for use with a Hamburg (movable) beam pipe.

Figure 4.13 shows the concept and layout of QUARTIC. The detector consists of straight

synthetic quartz bars (Qbars) positioned at the Cherenkov angle with respect to the

proton flight direction, and functioning both as a radiator producing Cherenkov light,

and as a light-guide that funnels the light to the microchannel-plate photo-multiplier

(MCP-PMT). MCP-PMT consists of a quartz faceplate and a photo-cathode followed
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by two back-to-back chevroned microchannel plates read out by a single anode or multi-

anode pads. They are compact (only few cm in depth) and provide a gain of about

106 for a typical operating voltage of 2 to 3 kV. The multi-bar configuration provides n

independent measurements of the proton ToF, which can decrease the time resolution

of a single TD (σTD
t ), following the formula:

σTD
t =

σbar
t√
n
, (4.4)

where n is the number of Qbars in beam direction (forming one row in horizontal direc-

tion) and σbar
t is time resolution of a single-bar detector. If several bars are to be read

out by a single photo-detector, it is important that the light from each bar arrives at

the MCP-PMT at approximately the same time, which occurs with the photo-detector

face normal to the bars, as shown in Figure 4.13. Moreover, multiple-row configuration

in horizontal direction gives the segmentation needed for multi-proton timing.

Figure 4.13: Conceptual drawings of a QUARTIC detector, showing the proton pass-
ing through eight bars of one row in horizontal (x) direction, providing eight measure-
ments of the proton time. The 8 × 4 layout of QUARTIC bars is also shown. Figure

taken from [53].

Initially proposed AFP Timing Detectors were a modified version of the original QUAR-

TIC detectors, very similar in shape (straight bars) and concept. However, space con-

straints imposed by the cylindrical Roman Pot housing require that the light needs to be

brought out perpendicular to the beam. Thus, the AFP TD quartz bars must be bent

out of the z (beam) – y (vertical) plane into the x (horizontal) direction (parallel to the

Pot axis). Therefore, they form a characteristic L-shape quartz bar (LQbar) pattern.

Figure 4.14 shows a drawing of the LQbar-based AFP TD concept, and a picture of the

prototype implemented for the AFP beam tests. It contains 4× 2 array of LQbars with
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a 6 mm × 3 mm (first row), or 6 mm × 5 mm cross section (other rows). Cherenkov

light travels up the bars and is converted to a signal by a specialized 4× 4 pixel MCP-

PMT. The MCP-PMT output signal is approximately Gaussian with a RMS of 300 ps.

Photon statistics (the mean number of photo-electrons is about 10) affect the signal

amplitude but keep the shape precisely. Then, the goal of the fast electronics is to

further preserve the signal shape information and derive the best possible timing of

the signal, independent of the signal amplitude. The approach chosen by the AFP is

based on low-noise amplification followed by constant fraction discrimination (CFD)

and high-precision time-to-digital converter (HPTDC) [57].

For the first AFP phase consisting in a single-arm two-station setup, the ToF system is

of no great use except possibly for event triggering. However, installing a time-of-flight

detector from the very beginning allows the characterization of the time profile of the

protons from central interactions and from various background sources.

(a) (b)

Figure 4.14: (a) Drawing of a prototype of the LQbar-based AFP TD containing 4
rows of 2 bars. The straight line represents a diffractive proton trajectory. (b) The
LQbar TD prototype installed in the beam test. Two 3D SiD planes are also visible.

Figure taken from [52].

AFP detectors integration

The overall possible arrangement of individual AFP detectors is shown in Figure 4.15.

The AFP beam interface at 204 m contains the first AFP Silicon Detector. The beam

interface at 212 m contains a second, identical, AFP SiD followed by the AFP Tim-

ing Detector. Such configuration is mainly motivated by the relatively large nuclear
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(a)

(b)

(c)

Figure 4.15: Sketch of the AFP detectors, at 204 m from the ATLAS IP inside an
old-design HBP-based beam interface (a), and at 212 m with new-design RP-based
stations (b). The sketch of the layout of the AFP stations at ±204 and ±212 m is also
shown (c). The inner (±204 m) stations contain only SiD, where the outer (±212 m)

both SiD and TD. Figure taken from [52].
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interaction length5 (3-6% per total thickness of 2-4 quartz radiators) of the TDs. De-

pending on the beam interface, Qbars (for HBP), or LQbars (for RP) are positioned at

the Cherenkov angle of 48◦ with respect to the beam, and parallel to the floor (HBP),

or bottom cup (RP). The SiDs are placed almost perpendicular to the beam (under a

small tilt of 13◦ to minimize possible inefficiencies due to the columnar electrodes of the

chosen 3D pixel technology).

5Nuclear interaction length is the mean distance travelled by a hadronic particle before undergoing
an inelastic nuclear interaction
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Simulation of AFP detectors

This chapter describes in details the AFP detectors simulation. The simulation contains

the implementation of ATLAS forward region, AFP detectors-beam interface, AFP Sil-

icon and Timing Detectors. The author of this thesis significantly contributed to the

development of models for simulated event digitization and reconstruction, both for

AFP Silicon Detector (SiD) and Timing Detector (TD), together with so-called Fast

Cherenkov model for optical photon transportation.

5.1 ATLAS forward region simulation

The AFP setup is designed to measure protons emitted at a very small scattering angles.

Since the AFP sub-detectors (SiD and TD systems) have to be placed far away from

the ATLAS interaction point, the protons are transported through several LHC mag-

nets placed between the IP and AFP stations. The trajectory of the scattered protons

deviates from the straight-line shape.

In order to simulate scattered proton positions and momenta at a given distance from

the ATLAS IP, mapping tools are usually used [58, 59]. Such tools take as an input

generator-level particles and calculate the required positions and momenta using matri-

ces that describe magnetic elements (or fields) in the ATLAS forward region. There is

also a possibility to make a full simulation of particle motion through the accelerator

magnetic lattice, including all physical processes, using GEANT4 functionality [29].

The full GEANT4-based simulation of particle interactions in the ATLAS forward region

is prepared within the ATHENA software framework [28]. There are several advantages

of such approach. First, the full simulation allows the simultaneous treatment of mul-

tiple ATLAS forward detectors (i.e. in addition to AFP also ZDC and ALFA). Next,

111
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secondary particles emerging in the forward region are also taken into account. For

example, showers developing on the beam screen1 elements of magnets can be studied.

Additionally, it is possible to move and rotate magnets and vary their fields to study

the effects of such modifications.

The model of the ATLAS forward region used in the simulation is shown in Figure 5.1.

It is prepared using ATLAS GeoModel framework [34] and consists of the LHC beam

pipe elements, starting at 19.06 m (the end of ATLAS cavern), and describing it till

behind the ALFA detector, up to a distance of 269 m. All magnetic fields are included,

based on the dedicated calculations prepared using FLUKA software [61]. Except for

the beam pipe (including beam screens and adjustable collimators), there is presently

no other material included in the simulation of the ATLAS forward region.

Figure 5.1: Simulation model of the ATLAS forward region containing different LHC
beam pipe elements (including TCL and splitting section). The positions of ATLAS

forward detectors are also shown. The figure is prepared using VP1 software [62].

5.2 AFP geometry

The geometry of AFP for GEANT4 simulation (AFP GeoModel) consists of models of

detector-beam interface, silicon tracker and ToF spectrometer. All models are prepared

within the ATLAS GeoModel framework [34] and are parametrized, such that their

spatial dimensions can be easily adjusted, based on the final project requirements.

1Beam screen is a perforated co-axial liner, placed inside the beam pipe, that protects superconducting
magnet against beam-induced heat and radiation. More details can be found in [60].
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5.2.1 Beam interface

The AFP beam interface can be based either on Hamburg Beam Pipe solution, or Roman

Pot configurations. In the simulation, models for both interfaces are implemented.

Based on the original model of the Hamburg Beam Pipe (HBP), the improved design

of the HBP is considered, with tilted HBP entry/exit windows in order to minimize RF

losses. The original HBP model is retained in the simulation and the tilted window is

mimicked by the additional material - the HBP window thickness was changed to 300

µm / sin 11◦ ≈ 1.57 mm). The default thickness of the HBP floor layer in the simulation

is chosen to be 300 µm. Figure 5.2 shows the visualization of the implemented HBP

geometry. Two different versions of the AFP HBP are prepared. The short HBP, placed

at ±204 m from the ATLAS IP, is designed to contain the inner AFP Silicon Detectors.

The long HBP hold AFP SiD, together with the AFP Qbar-based TD, and is placed at

±212 m .

Figure 5.2: Simulation model of the short and long AFP Hamburg Beam Pipes. The
length of the short and long pipes measured between the entrance and exit windows is

60 mm and 360 mm, respectively.

After studies of RF impedance and the cost considerations, the Roman Pot beam in-

terface has been chosen as the AFP baseline. The model based on the AFP Roman

Pot design is also incorporated in the simulation. It is shown in Figure 5.3. It consists

of stainless steel cylinder of length of 119 mm and bottom cup with a 300 µm thick

beryllium window. The default diameter of the pot is 140 mm.
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(a) (b)

(c)

Figure 5.3: Simulation model of the AFP Roman Pots. The technical drawing (a)
is compared with the simulation implementation (b). The simulated alignment of the

AFP Roman Pots with respect to the LHC beam pipe is also shown (c).

5.2.2 AFP Silicon Detectors

An initial simulated model of the AFP SiD has been prepared for usage with the Ham-

burg Beam Pipe interface. It includes 6 silicon sensor layers per HBP station. Each

layer is mounted on a dedicated assembly with water sensor cooling implemented, as

presented in Figure 5.4. The AFP SiD model was later changed to become close to the

newly elaborated design, where the water cooling is no longer used. The final RP-based

version of the detector will consist of 4 pixel sensor layers for each Roman Pot station.

Individual pixel sensor is simulated as a 250 µm thick silicon layer, with the area of

16.8 × 20 mm2. The array of 336 × 80 pixels of size 50 × 250 µm is also considered.

Based on the list of the energy deposits of the protons inside the silicon sensor (so-called

GEANT4 hits [29]), the total deposited energy per pixel is calculated. For each hit, the

following additional information is stored: the beginning and the end of the segment

containing the hit and the physical properties of the particle, such as momentum and

charge.
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The AFP GeoModel tool allows parametrized staggering of silicon sensor planes in both

horizontal and vertical directions, together with horizontal movement of AFP Silicon

Detectors and their eventual vertical tuning. This should provide the required resolution

and efficiency for the planned physics measurements and studies.

Figure 5.4: Simulation model of the AFP Silicon Detector for the HBP interface.
Sensor planes with water cooling pipes are also visible.

5.2.3 AFP Timing Detectors

In the simulations the QUARTIC detectors [56] were initially implemented, in use with

HBP-based configuration. The material properties of quartz radiators used in the simu-

lations are summarized in Table 5.1. A full parametrization of the QUARTIC detectors

allows various functions, e.g. to change number of simulated bars, their dimensions and

relative spacing. An example of such configuration, designed for HBP interface is shown

in Figure 5.5. A default HBP-based AFP simulation setup consists of two arrays of 8×4

Qbars per station, placed after each other in the beam direction. The rows of bars in the

horizontal direction are separated by 4 mm and two detectors in a single HBP are placed

with a relative 4 mm offset in the horizontal direction. The Qbar row segmentation is

higher for bars placed closest to the beam axis and lower for more external bars. A cross

section of the most internal bars in the row is 2 mm × 6 mm for detector placed closer

to the ATLAS IP and 4 mm × 6 mm for detector placed further from the IP. For the

external bars the cross section is 6 mm × 6 mm. This configuration provides a better

geometrical acceptance of the AFP TD system, comparing to the original QUARTIC

design, where the rows of bars are not separated.

Because of the adoption of the Roman Pot beam interface for AFP, a new LQBar timing

radiator shape was devised. Each LQbar is geometrically divided into a radiator arm
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Photon wavelength [nm] Refractive index Absorption length [cm]

200 1.541 83
250 1.510 95
300 1.488 104
350 1.475 111
400 1.470 120
450 1.465 122
500 1.462 125
550 1.460 128
600 1.458 130
650 1.456 130
700 1.455 130
750 1.450 130

Table 5.1: Relation between photon wavelength, refractive index and absorption
length for synthetic quartz. Table taken from [56].

(vertical) traversed by the proton and a light-guide arm (horizontal) channelling the light

to the photo-sensor. Therefore, several types of LQbar are implemented in GEANT4,

depending on the material choice for radiator and light-guide separately [63]. This

allows to compare benefits and drawbacks in consideration of light dispersion, losses

and estimation of signal strength in LQbars. A possible alignment of the AFP Timing

Detectors for the RP solution in the simulations is shown in Figure 5.6.

Both Qbar (in HBP) and LQbar (in RP) radiators are positioned at the Cherenkov angle

of 48◦ with respect to the beam axis. Simulation of Cherenkov photons is performed

when the simulated charged particle enters the quartz bar region. Generated Cherenkov

photons are then propagated by total internal reflection, through the bars, to the MCP-

PMT. The microchannel-plate is simulated as a thin (1 mm) layer of silicon, with the

same cross section as a corresponding bar. Since the simulation of optical processes in

GEANT4 is very time consuming, a Fast Cherenkov model has been implemented, which

significantly speeds up the simulation step for AFP Timing Detectors. The formalism

is implemented for the QUARTIC bar geometry, however, it can be extended for the

LQbar detector geometry.

5.3 Fast Cherenkov algorithm

The simulation of Cherenkov light production is already taken into account in GEANT4.

Since GEANT4 is treating each simulated particle individually, the simulation of such

processes is very time consuming. Especially, if the information about every single

optical photon needs to be stored, which is a crucial point in simulating the high precision
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Figure 5.5: Simulation model of the AFP Timing Detectors for the HBP interface at
±212 m. Default setup consists of two detectors with a separated rows of bars, placed

with a relative offset. AFP Silicon Detector planes are also shown.

Figure 5.6: Simulation model of the AFP Silicon and Timing Detectors for the Roman
Pot interface at ±212 m. Each Roman Pot at ±212 m includes AFP SiD consisting of

4 pixel sensor planes and the AFP TD formed with two arrays of 4× 2 LQbars.
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timing detectors [56]. An example of the simulated event with Cherenkov photons

induced by a proton is shown in Figure 5.7. For 7 TeV proton crossing 6 mm thick

quartz bar, on average 400 Cherenkov photons are generated. Each photon can undergo

multiple reflections in the bar, before reaching MCP-PMT region, causing enormous

CPU and memory consumption in the simulations.

To avoid poor simulation performance behavior, the Fast Cherenkov model is proposed.

It is designed to handle the problem of efficient simulation in transportation of Cherenkov

light through the straight radiator bars: from the generation to absorption point. More-

over, this formalism can be easily extended to the other radiator geometries.

Figure 5.7: Simulated Cherenkov photons induced by 7 TeV proton when crossing
two LQbars. For each bar, the number of generated photons is approximately 400.

5.3.1 Cherenkov photons

When a particle of charge qe travels in a dispersive medium faster than the phase velocity

of the light in that medium, it emits Cherenkov light. A particle travelling with a speed

β = v/c emits Cherenkov photons in a characteristic cone with the opening angle θch,

measured with respect to the particle momentum, and given by

cos θch =
1

β · n(ε)
, (5.1)

where n(ε) is the refractive index of the medium, which depends on the photon energy ε.

Approximated relation for the number of generated Cherernkov photons in that medium

(covering spatial dimension of x) is given by the relation [64]:

dN = 370 · q2
e

[
photons

eV · cm

](
1− 1

β2 · n2(ε)

)
dεdx . (5.2)
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GEANT4 provides a method of generating Cherenkov photons based on the above for-

mulas [65]. In particular, the total number of photons produced is calculated according

to the Poissonian distribution, with a parameter

〈n〉 =
dN

dx
· G4StepLength , (5.3)

where G4StepLength is a particle geometrical path length, simulated in GEANT4, where

the interaction with matter (or transportation) occurs. The distribution of the photon

energy (as well as the angle of emission) is sampled from the density function

g(ε) =

(
1− 1

β2 · n2(ε)

)
= sin2 θch . (5.4)

5.3.2 General formalism

Fast Cherenkov model is based on effective photon length calculations. For QUARTIC

bar geometry, photons are transported through the bar yielding multiple reflections,

until they reach the photo-multiplier (MCP-PMT) region. A simple, two-dimensional

example of such transportation is presented in Figure 5.8. Cherenkov photon is generated

at the top of the bar of length L at a given angle α. Before it can reach the bottom part

of the bar (MCP-PMT) it covers the effective path length

Leff =
L

cosα
. (5.5)

This is a general formula on which the Fast Cherenkov model is based.

α
optical
photon

effective
path

L

Figure 5.8: Example of a single photon transportation scheme for the QUARTIC bar
of length L. Photon is generated at the angle α calculated with respect to L.

In the realistic three-dimensional scenario one has to introduce another angle δ to

uniquely describe the initial direction of the photon. This is shown in Figure 5.9. The
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bar is placed at the fixed angle with respect to the initial charged-particle momentum

(shown as a red line). Interaction of the particle with the matter of the bar starts at

Ppre and ends at Ppost point. In Pch, the generation of a single Cherenkov photon occurs

(blue line), which travels through the bar with multiple reflections (denoted as #) until

the absorption point (marked with ∗). In this case the Equation (5.5) takes the form

Leff =
y0

cosα · cos δ
, (5.6)

where y0 denotes the distance from Pch to the MCP-PMT, situated at the end of the

bar. One should notice that Leff does not depend on the initial proton x-position at a

given set of angles.

proton
α

y0

θyzch

PchPpre Ppost

z

y

#

*

#

a)

proton
δ

PchPpre Ppost

z

x

#

*

#

b)

Figure 5.9: Schematic view of a single QUARTIC detector bar in (a) y − z and (b)
x− z plane. Details are explained in the text.
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5.3.3 Implementation in GEANT4

To implement the method in existing GEANT4 simulation code, it is preferred to perform

calculations in the local coordinate system of hit bar. To do so, it is recommended to

use appropriate GEANT4 class [66].

In order to generate the Cherenkov photons in the simulations, one can start with the

randomization of the photon creation point, along the path of a charged particle. Know-

ing the initial and final particle positions inside the medium, the parametric equation

of the line might be used:

G4double rand = G4UniformRand();

G4double PhotonX = PreProtonX + (PostProtonX-PreProtonX)*rand;

G4double PhotonY = PreProtonY + (PostProtonY-PreProtonY)*rand;

G4double PhotonZ = PreProtonZ + (PostProtonZ-PreProtonZ)*rand;

where rand is a random number generated in the [0, 1] range, while PreProton(X,Y,Z)

and PostProton(X,Y,Z) are the coordinates of initial and final GEANT4 step position.

The initial Cherenkov photon momentum can be calculated in two steps:

1. Generation of random position of the photon on the cone surface, defined by θch,

in the coordinate system with primary particle direction aligned with the z axis.

2. Rotation of the photon direction back to global reference system (using relevant

GEANT4 method).

Having the initial photon generation point and its momentum, one can compute cosα

and cos δ values. To do so, the scalar product can be used.

To account for the effect of absorption of photons inside the medium, the relevant

probability needs to be determined:

pabs = 1− exp (−µabs(ε) · Leff) , (5.7)

where µabs(ε) is the light attenuation coefficient of the radiator bar.

Since the transportation of the photons in QUARTIC bars is based on the total internal

reflection, one can also specify the additional photon selection conditions. In the case of

α and δ angles, defined in Equation (5.6), the conditions are

sinα cos δ < cos θc

sin δ < cos θc , (5.8)
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where θc is a critical angle (angle of incidence above which the total internal reflectance

occurs). If a given simulated photon does not satisfy these conditions, it will be refracted

or absorbed, at the surface of the medium. In order to determine the total internal

reflection conditions inside the radiator bar, one needs to find the dependencies between

the projection and reflection angles. This is schematically shown in Figure 5.10. Keeping

the same convention for angles α and δ, one can write the identities:

cos θr1 = sinα cos δ

cos θr2 = sin δ , (5.9)

where θr1 and θr2 are the reflection angles in a planes denoted as ¬ and , respectively.

To fulfill the total internal reflection conditions, the angles θr1 and θr2 must satisfy the

conditions:

θr1 < θc

θr2 < θc , (5.10)

which can be expressed in terms of α and δ:

sinα cos δ < cos θc

sin δ < cos θc , (5.11)

where θc is a critical angle.

For precise photon timing simulations, one needs to specify the global time when photon

is reaching the MCP-PMT region. An appropriate formula is given by

t = tpre +
z0

β · c +
y0

vg · cosα · cos δ
, (5.12)

where:

� tpre - global time of the incoming particle at Ppre point calculated with respect to

the beginning of the simulated event,

� z0 - distance between Ppre and Pch points,

� vg - group velocity of light in the medium.2

2 vg =
c

n(ε) + ε · dn/dε
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Figure 5.10: Cut projection of a single photon (red line) inside the Cherenkov detector
bar. Details are explained in the text.

For a single incoming particle, the whole procedure has to be repeated n times, where

n is an integer generated from Poisson distribution with parameter given by Equation

(5.3). For secondary particles, the analogous process must be also reiterated.

5.3.4 QUARTIC bar simulation

As an example of method usability, simulation of single QUARTIC bar was performed.

To reproduce the timing measurement of a single proton, complete GEANT4 simulation

with default Cherenkov photons transportation was used as a default option. Then, the

Fast Cherenkov model was implemented for the photons transportation. Figure 5.11

presents the simulated average photons time of arrival distribution (for MCP-PMT) in

a single QUARTIC bar for 7 TeV protons and nuclear interactions turned on/off in

GEANT4. One can observe a good agreement of Fast Cherenkov method with the full

GEANT4 simulation on a picosecond scale: both in the distribution shape, as well as

in the normalization (mean number of photons generated per bar). The consistency

of the model is also observed in a simulated single event profile, which is presented in

Figure 5.12.

Figure 5.13 shows comparison between the wavelength distributions of generated pho-

tons. As expected, Fast Cherenkov method fully reproduces the default GEANT4

Cherenkov photons energy spectra from the full simulation.
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Comparing the CPU time-consumption of the method, it is over 100 times faster than

the full simulation. This is a crucial aspect of usability of this model.
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Figure 5.11: (a) Simulated Cherenkov photons time of arrival distribution in a sin-
gle QUARTIC bar (last in a row of 8 bars) averaged over 1000 events with nuclear
interactions turned off in GEANT4. Default GEANT4 simulation scheme is shown in
black while the Fast Cherenkov model in red. (b) Same for the bar being last in a row
and nuclear interactions switched on in GEANT4. For comparison, the Fast Cherenkov
distribution from the configuration with nuclear interactions switched of is also shown

(green dashed line).
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Figure 5.12: (a) Simulated single-event Cherenkov photons time of arrival distribution
in a single QUARTIC bar (first in a row of 8 bars) with nuclear interactions turned
off in GEANT4. Default GEANT4 simulation scheme is shown in black while the
Fast Cherenkov model in red. (b) Same for the bar being last in a row and nuclear

interactions switched on in GEANT4.
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Figure 5.13: Wavelength distribution of the simulated Cherenkov photons reaching
MCP-PMT in a single QUARTIC bar. Default GEANT4 simulation scheme is shown

in black while the Fast Cherenkov model in red.
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5.4 AFP data model

The AFP data model is implemented in the ATHENA framework and provides simula-

tion hit collections and a corresponding digitization output, coming from both the AFP

SiD and the AFP TD.

Hit collections store information about the hit position, time, deposited energy, and

other parameters needed to resolve affected detector, such as the detector identification

number or pixel position in the SiD plane. There is one hit/digitization/reconstruction

collection per detector type.

The digitization collection for the AFP SiD stores the identification number of the

station, the sensor planes and the hit pixels. The AFP TD collection contains station,

detector and the bar identification numbers, together with the amplitude of the signal

and the constant fraction discriminator time.

The reconstructed information from AFP SiD, stored in the corresponding collection,

contains values of proton track positions, detector identification numbers, the number

of hits and gaps used for track reconstruction, and the quality of the reconstructed

track candidate. Similarly, the reconstructed ToF detector information consists of the

detector and quartz bar row identification number, reconstructed time for a given row

of radiator bars, the number of bars used in the proton ToF reconstruction, and possible

pulse height saturation information of the bars.

The structure of the AFP D3PD format reflects the content of the abovementioned

collections, which are stored in the corresponding data objects. This information is

completed by the MC truth data object for simulated events, that cover the information

about any generated forward particle kinematics.

5.5 AFP digitization

The AFP digitization algorithm is prepared within the general ATLAS scheme, which

includes the possibility to add pile-up events. Prior to the digitization stage, GEANT4

hits from pile-up are overlaid to simulate the expected bunch spacing and number of

bunch crossings.

5.5.1 Digitization in the AFP Silicon Detectors

For reasons of speed and flexibility, each AFP silicon sensor is treated as a single sensitive

volume and there is no physical splitting into pixels at this step. The start and end
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positions of each hit (in the global coordinate system of the ATLAS GeoModel) are

transformed into local sensor coordinates. In the digitization step, the full track stub is

split over corresponding pixels and for each pixel its coordinates (in pixel units: row and

column numbers) and deposited energy are stored in the output data record. Since an

electron-hole pair in silicon is produced for each 3.6 eV of deposited energy, the number

of carrier pairs in each pixel is calculated in the AFP digitization algorithm. The pixel

fires in case the number of pairs is higher than a pre-set threshold. At present, noise

is not included in the AFP SiD digitization (and therefore no fake hits are generated).

However, the expected noise is much lower than the threshold; a fact confirmed by all

existing test beam measurements. Nevertheless, noise (e.g. due to different conditions

in the LHC tunnel) could be added in future. For each pixel, its coordinates (in pixel

units) and deposited energy are stored, together with the numbers that identify the

station, detector (sensor plane) and, for future purposes, pixel discriminator time.

5.5.2 Digitization in the AFP Timing Detectors

For the AFP time-of-flight detectors, the number of Cherenkov photons and their ar-

rival times is collected. The response of the photo-multiplier tube (MCP-PMT) to the

Cherenkov photons is used to calculate the MCP-PMT output signal shape, and the sig-

nal is subsequently processed with a constant fraction discriminator function to obtain a

digital representation of the pulse time (measured by HPTDC). A digital representation

of the pulse amplitude is also recorded.

Each photon is allowed to convert to a photo-electron with a probability which is the

product of two factors: a wavelength-independent geometrical collection efficiency (60%)

and a wavelength-dependent quantum efficiency of the MCP-PMT photo-cathode (<

25%). The conversion of a single photon to an electron is simulated by introducing an

appropriate time-smearing (40 ps RMS)3 and by adding a delay of 200 ps to the signal

start time. In the next step, each electron is a source of a cascade of a Poisson-distributed

number of electrons (a relatively small gain of 5 × 104 is assumed) which form a pulse

with rise time of 400 ps and fall time of 400 ps. The pulse peak value is calculated as the

highest number of electrons per 5 ps time bin observed in the pulse. The time recorded

by HPTDC is calculated as the time when the pulse surpasses a constant fraction (50%)

of its peak value as shown in Figure 5.14. All parameters in the digitization algorithm

can be changed via dedicated ATHENA control file.

During the reconstruction step, all MCP-PMT sensors with the amplitude above the

threshold that are placed in a single row of AFP quartz radiator bars are used to estimate

3The smearing by 40 ps covers the effect of the MCP-PMT transit time jitter only. Contributions
from the pre-amplifier, CFD and HPTDC are not yet implemented.
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the arrival time of a proton track candidate. In the simulation, the bars are considered

as a fully independent sub-detectors, with no bar-to-bar cross-talks being implemented.

Figure 5.14: A typical simulated signal from a single AFP quartz bar in an event.
The vertical line indicates the time (recorded by HPTDC) when the pulse passes a fixed

fraction of its maximum amplitude. Figure taken from [52].

5.6 AFP reconstruction

5.6.1 Silicon tracker reconstruction

For proton track reconstruction from silicon tracker hits, the Kalman filter [67, 68]

technique is employed. This approach minimizes the mean square estimation error, and

is the optimal estimator of the state vector of a linear dynamical system. In case of the

AFP SiD, a track pattern can be described by its 4-D state vector (straight-line motion),

which can be parametrized as follows:

x = (x, dx/dz; y, dy/dz)T , (5.13)

where x, y and z are the spatial coordinates in the ATLAS coordinate system, and z

is the direction along the beam. In its linear form, the evolution of the state vector is

described by the discrete system of linear equations:

x(zk) ≡ xk = Fk−1xk−1 + wk−1 , (5.14)
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where the matrix Fk−1 relates the state at detector plane (step) k − 1 to the state at

step k. A random variable w describes the noise which can account, for example, for

the effect of multiple scattering on the state vector. According to the AFP SiD track

model, the matrix Fk−1 has the form

Fk−1 =




1 ∆zk 0 0

0 1 ∆zk 0

0 0 1 0

0 0 0 1




(5.15)

and ∆zk denotes the distance between detector layers k and k − 1.

An example from a single event with reconstructed charged-particle track trajectories in

AFP SiD is presented in Figure 5.15. Typically, there are 20 or fewer hits per tracker in

an event. Therefore, to save disk space and CPU consumption, the track reconstruction

algorithm is invoked only if there are fewer than 1000 hit pixels in a given AFP station

- otherwise this is considered the signature of a particle shower.

5.6.2 Time-of-flight detector reconstruction

In order to reconstruct a time from the AFP ToF detectors, only radiator bars with at

least 10 effective photo-electrons are considered. The ToF track is formed from a single

row of bars above threshold. The time associated with the ToF track is calculated as an

average of times measured with unsaturated bars in the ToF track. Corrections for the

different z-positions of the bars are applied (1 ps between adjacent bars).

Finally, a proton ToF correction for the y-position of the proton track is applied. This

correction is considered only if the x-position of the reconstructed AFP SiD track

matches the position of the reconstructed ToF track. The source of the correction

is schematically shown in Figure 5.16. The size of this improvement is proportional to

the proton y-position:

dt

dy
=

n

c sin θch
− 1

c tan θch
≈ 3.7

[ ps

mm

]
, (5.16)

where n is the refractive index of quartz (≈1.46), c is the speed of light and θch is the

Cherenkov angle (≈48◦ for particles with v ≈ c). The size of the correction is extracted

from the simulation by performing a linear fit to the distribution of average proton ToF

reconstructed by AFP TD as a function of proton y-position from AFP SiD. This is

presented in Figure 5.17. The best-fit value is dt
dy = 4.3±0.1 ps/mm, which is consistent

with the expected value of 3.7 ps/mm.
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Figure 5.15: An example of reconstructed charged-particle trajectories in AFP SiD.
The projections in (a) x − z and (b) y − z planes show the reconstructed proton tra-
jectory (black solid lines) and additional tracks from showers (green dashed lines).
Reconstructed tracks are formed using hit pixels (red markers) from the silicon planes

(dashed magenta lines).
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dy

dz

Figure 5.16: Schematic diagram of the source of the proton ToF correction needed
to account for different proton y-positions. Two protons (black arrows) with the same
ToF but different y-positions would have different values of ToF reconstructed by AFP

TD bars (orange rectangles).
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Figure 5.17: (a) Correlation between the proton y-position reconstructed by AFP
SiD and proton ToF from AFP TD. (b) Same but averaged over different ToF, with a

linear fit performed to extract the relevant time correction.
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5.7 Background simulations and expected AFP performance

AFP detectors aim to measure protons originating from primary interactions at the

ATLAS IP. In that sense, real primary protons from soft or pile-up interactions form part

of the genuine physics signal and are, for low-luminosity runs, an interesting component

of the AFP physics program. For the high-luminosity program during the second AFP

phase, which is not the main part of the first phase program, protons originating from

pile-up interactions form a physics background that must be rejected by fast time-of-

flight detectors and additional kinematic cuts.

The most important quality criteria for the AFP measurement are the proton recon-

struction efficiency and signal-to-background rate. The proton efficiency is defined as

the fraction of primary protons that would have reached the AFP geometrical acceptance

but are lost or badly measured. Intimately connected to this is the rate of background

particles seen in the AFP detectors. In the following sections sources of backgrounds,

proton inefficiency, and ambiguities in the AFP measurements are discussed.

5.7.1 Backgrounds

While the signal in AFP detectors consists of primary protons, the AFP background

consists of particles (protons or other particles like electrons, pions, muons) detected in

the AFP, but that do not directly originate in the interaction point. This background

has multiple origins and can be categorized as follows.

Beam-halo consists of protons in the ‘tails’ of the beam profile distribution. The

amount of halo intercepted is strongly dependent on the distance of closest approach of

the bottom part of the AFP beam interface to the circulating beam. Beam-halo can be

reduced via dedicated LHC collimators, but is subsequently replenished by electromag-

netic beam-lattice scattering, intra-beam scattering, and beam-beam elastic scattering

in the interaction regions. The halo density and its profile is strongly affected by the

tune of the LHC machine [69].

Beam-gas background: Beam protons may interact with the residual gas inside the

beam pipe producing scattered protons, or showers of particles, that may impact the

AFP detectors. Primary scattering products may also interact with LHC collimator

jaws, beam screens, beam pipe walls, and other material upstream of AFP that can cause

secondary shower products that enter the detectors. Beam-gas background is typically

only a small component of the total background when only the beam pipe region between

the IP and AFP is considered. However, when integrated over the LHC circumference,

the total contribution to the lifetime reduction of the machine is significant, although
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still sub-dominant [69]. Beam-halo and beam-gas interaction backgrounds are currently

not implemented in the AFP simulation.

Secondary showers: High-energy primary particles produced in the IP in forward

directions may cause interactions upstream of AFP, and the secondary particles (or

secondaries) may reach the AFP detectors. Together with genuine (primary) protons

from the IP, this is the dominant radiation source at the LHC and the elaborate LHC

collimator hierarchy has been designed to deal with such radiation and protect the

superconducting elements in the machine.

Back-scattering background: Already at 〈µ〉 = 2, the losses on Q6 magnet become

unsustainable, especially with the AFP detectors inserted, such that a new collimator

(TCL6) behind AFP is required for Q6 protection. In turn, TCL6 will cause some

‘back-scattering’ into the outer AFP stations. When AFP is operating, the possible

upstream LHC collimator settings will have to be adapted not to obscure the AFP

sensitive detector area.

Self-interaction background: Each AFP station is itself a target for particles inside

the beam aperture and will cause interactions depending on the interaction length for

traversing particles. Each inner station is also a potential source of showers that will be

seen in the outer station.

5.7.2 Signal efficiency and proton survival

The signal for AFP is considered as a primary proton that is well measured in both AFP

stations of a given arm. The proton inefficiency is defined as a fraction of these protons

that would have reached the AFP geometric acceptance, but are lost or badly measured

because of one of the two main effects.

Proton interactions in the AFP station: When the signal proton undergo an inelas-

tic interaction in a station its tracker and/or ToF measurement may become unusable.

This effect depends on the total interaction length of the detector station and detector

material upstream (and nearby downstream) of the measurement itself. For this reason,

the total nuclear collision probability will be kept well under 2% for the single-station

AFP beam interface. The nuclear collision probability of the AFP SiD is estimated to

be ≈0.7% for a 4-layer tracker, and about 9% (18%) for the rows of 4 (8) quartz radiator

bars of the AFP TD.

Signal overlap and ambiguities: Signal overlap inefficiency occurs when another in-

time particle, whether a genuine proton or a background, hits the same detector pixel as

the signal and makes the proton signal unusable. Overlap particles are not considered a
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serious issue in the tracker, because of its high degree of pixelation. In the ToF detector,

the in-time particle or shower background has the possibility to ‘flood’ the fast time-

of-flight detectors, which have limited spatial pixelation. Overlap particles hitting the

same ToF quartz bars as the signal proton, may deform the timing signal and give rise to

an unreliable ToF measurement. The magnitude of the overlap inefficiency is dependent

on the LHC optics, luminosity, machine lattice, upstream material and beam conditions,

and is therefore inherently difficult to be precisely calculated.

5.8 Simulated AFP performance

To demonstrate the expected AFP performance using full GEANT4 simulation, the

configuration listed below is used. This configuration does not completely correspond

to the latest detector design configuration but is sufficiently close for the simulation to

remain valid.

� Two HBP-based AFP stations per ATLAS side (arm) placed at z = ±204 m (AFP

204) and z = ±212 m (AFP 212) from the IP. The thickness of the front window

is set to 300 µm.

� Each station contains one SiD, the outer stations (at 212 m) contain a QUARTIC-

based ToF detector in addition.

� Single SiD includes six silicon planes, separated by 10 mm (with a 13◦ tilt in the

x− z plane).

� Each Si layer has a sensor thickness of 250 µm and contains an array of 336× 80

pixels of size 50× 250 µm2.

� Single ToF detector includes an array of 4 × 8 quartz bars (in x − z plane), as

described in Section 5.2.3.

� All AFP detectors are placed at d = 1.8 mm from the beam center (relatively to

the edge of the active region of each detector).

In order to reconstruct the proton trajectory in AFP SiD, a number of quality cuts are

introduced. A track is defined as a good one if the following criteria are fulfilled:

� Reconstruction quality: trk quality > 6 (trk quality = Nhits +
χ2
max−χ2

trk
χ2
max+1

,

where χ2
max is taken to be 2.0 and χ2

trk is the output from Kalman filtering). This

cut prevents considering tracks with too small number of pixels, Nhits < 6, used

for the reconstruction.
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� Small slopes: |trkdx/dz| < 0.003 and |trkdy/dz| < 0.003. This cut selects for tracks

which are almost parallel to the beam, as expected for primary protons and demon-

strated in Figure 5.18.

� Small amount of tracks reconstructed in a given station: (a) Ntrk = 1 - default

requirement, (b) N inner
trk ≤ 2 and Nouter

trk ≤ 5 - robust set-up for high pile-up perfor-

mance studies. This cut removes events with potential proton-nuclear interactions

in the detector material. The reconstructed track multiplicity for different AFP

stations is shown in Figure 5.19.

In addition to the requirements above, reconstructed tracks segments in the inner and

outer station are required to be matched to each other, with a maximum distance:

|trkinner
x − trkinner

x | < 1.5 mm and |trkouter
y − trkouter

y | < 1.5 mm. This is demonstrated

in Figure 5.20.
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Figure 5.18: Reconstructed track slope (dx/dz) distribution for AFP SiD tracks
satisfying reconstruction quality requirement for (a) inner and (b) outer AFP stations.
Tracks originating from primary protons form sharp peaked structure around dx/dz =

0, where the showers form significantly wider structure.

For proton tracking-timing studies, a “good” event must also pass the following timing

requirements:

� The number of collinear AFP TD radiator bars used for time reconstruction, N rec
TD

= 8, including a maximum number of saturated bars, N sat
TD ≤ 4.

� The extrapolated proton track trajectory must match a collinear set of bars (a

“train”) with reconstructed timing. If more than one track is pointing to the same

train of bars, ToF reconstruction is not attempted. This occurs in about 5% of

events for the two trains closest to the beam at high pile-up (〈µ〉 ∼ 15).
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Figure 5.19: Reconstructed track multiplicity in AFP SiD for (a) inner and (b) outer
station before the track matching is included. Events are generated without any cut on
the proton kinematics (i.e. ξp < 1). Approximately 50% of protons in the sample do not
enter the AFP acceptance region (0.015 < ξp < 0.15) which results in no reconstructed

track. Different pile-up scenarios are presented.
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Figure 5.20: Correlation between the (a) x and (b) y track positions reconstructed
in inner and outer AFP station. Events passing the remaining selection criteria are

shown.
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5.8.1 Geometrical acceptance

The geometrical acceptance is defined as the ratio of the number of protons with a

relative energy loss, ξp, transverse momentum, ppT and azimuthal angle φp that reach

the forward detectors to the total number of scattered protons having the same ξp and

ppT. The proton relative energy loss is defined with respect to the beam energy Ep as:

ξp = 1−
E′p
Ep

, (5.17)

where E′p is the energy of the scattered proton. Obviously, depending on ξp, p
p
T and φp,

some scattered protons will not reach the forward detectors as they may be too close

to the beam to be detected or hit an LHC element (collimator, beam pipe, magnet)

upstream of the detector.

The geometrical acceptance for nominal LHC optics (β∗ = 0.55 m) of the first AFP

station (located at 204 m from the ATLAS IP) is shown in Figure 5.21a. For the

collision optics the region of high acceptance (>80%) is limited by ppT < 3 GeV and

0.02 < ξp < 0.12. For comparison, the geometrical acceptance of ALFA detectors are

shown in Figure 5.21b. This demonstrates the complementarity between the ALFA and

AFP. As ALFA is designed to measure elastically scattered protons, its acceptance covers

mainly the region around ξp = 0 in dedicated high-β∗ runs. Unfortunately, this means

that for the collision optics, ALFA covers only small kinematic phase-space region of

0.06 < ξp < 0.12 and ppT < 0.3 GeV. This gap could be filled by using the AFP

detectors, which can measure protons up to much smaller ξp and larger ppT.

5.8.2 Detectors resolution

The difference between the true x position of the proton in the AFP station and a recon-

structed track value is shown in Figure 5.22a. The obtained reconstruction resolution

equals 14.8 µm (72 µm) in x (y). This is consistent with the values expected from the

size of simulated pixels in a non-staggered set of tracking planes. In the final detector

version the SiD planes will be staggered. Moreover, a better resolution per plane is

expected for tracks reconstructed from the clusters, calculated using signal-charge inter-

polation [17]. Currently, a simple geometric mean is used to calculate the hit positions,

if at least two adjacent pixels are hit in a single event. Staggering and charge-sharing

interpolation techniques are expected to further improve the reconstruction resolution

to 8 and 20 µm in x and y, respectively.

The reconstruction resolution of the ToF is evaluated using events satisfying selection

criteria for both AFP arms (so-called double-tag events). The timing resolution is equal
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to 15 ps with the current implementation of AFP TD. This value translates to 2.3 mm

vertex z-position reconstruction resolution, as can be seen in Figure 5.22b.
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Figure 5.21: Geometrical acceptance of the (a) AFP and (b) ALFA detectors as a
function of the proton relative energy loss (ξp) and its transverse momentum (ppT) for

nominal LHC optics settings. Figure (b) taken from [51].
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Figure 5.22: (a) Reconstructed track x position resolution for the outer (AFP 212)
SiD. (b) Reconstructed z-vertex position resolution using all ToF detectors and double-

tag events.

5.8.3 Showers

As expected, not all forward protons can reach the AFP stations. If the energy lost

by a proton is large enough (ξp > 0.15), it will hit the LHC aperture before the AFP
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stations. In such case, a particle shower might be created, spoiling the measurement by

populating the near or far AFP stations with a large number of tracks. A shower could

also be produced inside the near station causing high multiplicity in the far station. This

is shown in Figure 5.23a, where apart from protons, there are some tracks caused by

showers. In order to clean the event from these, the selection criteria described above are

applied. This removes almost all shower tracks in the sample as shown in Figure 5.23b.
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Figure 5.23: x − y track positions hitmap for the outer AFP SiD (a) before and
(b) after track segment matching is required. Positions are calculated in the ATLAS
Coordinate System (beam center is shifted). Tracks matched between inner and outer

AFP stations are considered.

5.8.4 Proton reconstruction efficiency

To study the effect of pile-up interactions on the AFP proton reconstruction quality,

simulated events with µ = 0, 1, 5 and 15 are considered. A robust set of SiD+ToF cuts is

chosen in order to account for the reconstruction of additional primary protons arriving

from pile-up interactions. Figure 5.24 presents the track reconstruction efficiency for

single-arm AFP SiD (in AFP 204 and 212 stations) as a function of proton relative

energy loss. The tracking efficiency reaches 95% in 0.02 < ξp < 0.1 for low pile-up

contamination and 90% for µ = 15.

The full proton reconstruction efficiency for single-arm detectors (including ToF infor-

mation from the AFP TD) can be also considered. This is shown in Figure 5.25 for

different pile-up scenarios. The average efficiency of the proton track plus time re-

construction is found to be ≈85% for µ = 0, 1 and 76% for µ = 15. These values

demonstrate the excellent performance expected with the AFP detectors even in a high

pile-up environment.
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Chapter 6

Analysis objects

In this part of the thesis details of the data analysis and especially the measurement of

exclusive two-photon production of lepton pairs (electrons or muons) in proton–proton

collisions at
√
s = 7 TeV is discussed. The main physics objects used in this measurement

are muons, electrons, tracks of charged particles and vertices. In the following sections,

the identification and reconstruction of such objects will be explained.

6.1 Tracks and vertices

Tracks of charged particles play an important role in this analysis. They are used for

vetoing the inclusive background, arising mainly from Drell–Yan-like events. Moreover,

the reconstruction of vertices, i.e. the actual interaction points from which the primary

interactions originate, is based on reconstructed trajectories of charged particles.

Track reconstruction algorithms are using the information from entire Inner Detector

of the ATLAS experiment (Pixel, SCT, TRT). Tracks are identified based on so-called

inside-out algorithm, which is implemented in a software called NEW Tracking (NEWT)

[1]. Firstly, pattern recognition is performed, in order to identify information from a

different hits (electronic signals registered by various Inner Detector modules). Here,

a rough estimate of charged-particle trajectory is built. It is based on the creation of

three-dimensional representation of the tracking detector measurements, which are then

called SpacePoint objects, or space-points. While a single Pixel hit and the spatial

coordinates of the pixel module surface form a space-point, the formation of a space-

point from SCT information requires two hits in a single SCT module: one from the

front and one from the back of the same module (as well as the spatial coordinates of

the module itself). Combination of three of such space-points is then used to define a
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SpacePoint seeded track (seed). For each seed, a transverse momentum is calculated

and checked whether it is above the threshold. The track reconstruction algorithm used

for the 2011 pp data reprocessing had a default threshold of pT = 400 MeV.

The final identification of a track candidate is performed using a combinatorial Kalman

filter [2, 3]. The algorithm associates all compatible hits to the initial track seed, while

iteratively updating the most probable trajectory of the charged particle. In this process,

some ambiguities arise, leading to a very high number of track candidates. Many of these

track candidates share hits, are incomplete or describe fake tracks, i.e. tracks where the

majority of associated measurements do not originate from one single particle. Figure

6.1 shows an example how such ambiguities can arise. These ambiguities are resolved by

assigning track scores, similar to likelihoods, based on refitting of each track candidate

using a finer geometry. Only track candidates with the highest scores are accepted.

sensor hit

module hit

ambiguous hit

hole

a
b

c

Figure 6.1: Simplified model of the ambiguity solving process, illustrated in the SCT.
Tracks a, b and c have been found through the seeded track finding, but share several
hits. Module hits (representing measurements on both sides of the SCT) result in a
higher score than two single hits without associated backside module. If such a hit
would be expected but is not found (hole) the track score receives a penalty. Figure

taken from [1].

The next step is an extension of the accepted track candidates to the TRT detector.

The components of a track candidate extracted from Pixel and SCT layers are not

modified any more. Instead, fitting algorithms are used to find TRT hits compatible

with the initial track candidate. Finally, a Kalman filter is used to determine whether

the extended or the initial (silicon based) track candidate will be used as the final track.

The obtained track parameters are used to define the charged-particle trajectory.
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6.1.1 Track parameters

A track reconstructed in the Inner Detector can be approximated as a helix (according

to charged-particle movement rules in a magnetic field) with its 5 parameters given with

respect to some arbitrary reference point. In ATLAS, the reference point is usually the

reconstructed vertex position, or the global origin of the coordinate system. Track pa-

rameters themselves are given in so-called perigee parametrization, which is one possible

representation of a helix, where the perigee of a track is defined as a point of closest

approach of the trajectory to the z-axis in a given reference frame.

The ATLAS perigee parameters, defined in [4] consist of:

� φ0: azimuthal angle of the track direction at the perigee, i.e. the angle with respect

to the x-axis in the x− y (transverse) plane,

� θ: polar angle of the track direction, i.e. the angle with respect to the z-axis in

the rφ− z plane,

� d0: signed transverse impact parameter, closest distance to the z-axis in the trans-

verse plane,

� z0: longitudinal impact parameter, z-coordinate of the track at closest distance in

the transverse plane,

�
qe
p

: charge over momentum of the track.

This convention is schematically presented in Figure 6.2. Here also a sign of the impact

parameter d0 is defined: it is positive if the angle between the vector
−−→
OP and direction

of the track is +π/2, and negative if the angle is −π/2.

6.1.2 Vertices

Finding the common intersection points between sets of reconstructed tracks (vertices)

allows to identify the pp interaction points, as well as the decay vertices of unstable

particles produced in the collision. Identifying and reconstructing different vertices

within one event relies on precise track reconstruction.

The reconstruction of vertices is performed using an iterative procedure based on all

reconstructed tracks in a given event. The adaptive vertex fitting algorithm [5] which

is based on a χ2 minimization is used to determine the (primary) vertex position. The

algorithm assigns tracks to vertices based on the distance (z-coordinate) of the track
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Figure 6.2: Definition of the ATLAS perigee parameters. The transverse and longi-
tudinal impact parameters, d0 and z0 are determined using projections of the point of
closest approach P of a track helix to the reference point O in the x−y and rφ−z plane,
respectively. The point R in the left hand plot represents the center of a track circle in

the x− y plane. For this track example, d0 is positively signed.

and iteratively-updated vertex position. Tracks that are not assigned to any vertex are

used as a seeds for other (secondary) vertices.

Most of the reconstructed tracks from a pp collision in ATLAS originate from the collision

point, indicating the primary vertex of that collision. The beam spot (BS) defines in

which region the pp collisions take place [6]. For 2011 data, it can be described by a

three-dimensional Gaussian distribution with the standard deviation of '56 mm in the

beam direction and '15 µm in both transverse directions. Beam spot position size (in

z-coordinate) measured by ATLAS as function of time in 2011 pp runs is shown in Figure

6.3. Within this region, especially for high-luminosity runs of the LHC, more than one

pp interaction per bunch crossing can take place.

6.1.3 Pile-up

Since the LHC physics programme is set out primarily to measure the electroweak sym-

metry breaking and to discover physics beyond the Standard Model, the processes of

interest typically have very small cross sections, when compared to the total pp cross

section. The design of the LHC is such that the luminosity is as large as technically

possible, especially in terms of the properties of colliding beams (see Section 3.1.2).

Thus, a high spatial density of protons within bunches brought to collision at the LHC

and their frequency can give rise to the phenomenon of more than one simultaneous pp

interaction being overlaid in a reconstructed event (pile-up).
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Figure 6.3: Beam spot size σzBS
in ATLAS over the course of pp running in 2011.

The data points are the result of a maximum likelihood fit to the spatial distribution
of primary vertices. Figure taken from [7].

Figure 6.4 shows a distribution of the mean number of interactions per bunch crossing,

〈µ〉, for 2011 pp runs considered in the analysis. During that period, the averaged mean

number of pp collisions per bunch crossing increased from 6 to 12 (with the averaged

number of 9 for all 2011 pp runs).

The impact of these additional pp collisions, for any physics analysis, depend also on the

total pp cross section, with its dominant inelastic component. A characteristic feature

of those reactions is the production of charged hadrons - and therefore tracks in the

reconstruction, that can overlay lepton tracks in the same vertex.
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Figure 6.4: Luminosity-weighted distribution of the mean number of interactions per
bunch crossing for 2011 pp runs. The plot is shown for data taken before and after the
September Technical Stop where the collider beta function, β∗, was reduced from 1.5 m
to 1.0 m. The integrated luminosity and the average 〈µ〉 values are also given. Figure

taken from [8].
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6.1.4 Track and vertex selection

In this analysis charged-particle tracks are required to fulfill the following criteria:

� pT > 400 MeV - a default threshold of track reconstruction algorithm used for

the 2011 pp data reprocessing.

� |η| < 2.5 to match geometrical acceptance of Inner Detector.

� A minimum of one Pixel hit and six SCT hits are required. A hit in the innermost

Pixel layer (the B-layer) is required if the corresponding pixel module was active.

� The transverse and weighted-longitudinal impact parameters with respect to the

vertex of association are required to be |d0| < 1.5 mm and |z0 sin (θ)| < 1.5 mm.

� A χ2 probability of track fit, p > 0.01 is required for tracks with pT > 10 GeV,

to remove mis-measured tracks (low momentum particles being reconstructed as

having very high pT) originating from the combination of a long non-Gaussian tail

in the track momentum resolution with the steeply falling pT spectrum.

The track selections are equivalent to the ones used in the underlying event in Z boson

and jet events analyses [9, 10].

For MC truth selection of charged particles, for comparison to track observables, the

following requirements are applied:

� pT > 400 MeV

� |η| < 2.5

� Non-zero electric charge

� Stable (statuscode = 1)

� 0 < barcode < 200000

The statuscode and barcode requirements account for selection of stable primary par-

ticles produced by the event generator (not secondary particles produced by GEANT4).

A particle is being considered stable when its proper lifetime, cτ > 10 mm.

Since this measurement is sensitive to the underlying event activity, tracks produced

by the leptons originating from hard scattering process have to be removed from the

collection of all charged-particle tracks in each event. Each selected track is probed
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whether it falls into the cone, with respect to the reconstructed lepton direction, by

calculating the ∆R distance between the lepton and track three-momentum vectors:

∆R =
√

(η` − ηtrk)2 + (φ` − φtrk)2 . (6.1)

The tracks from the reconstructed high-pT leptons are excluded from the track collection

by removing any tracks with ∆R < 0.01 from the lepton. This results in removal of

exactly two matched lepton tracks for 99.4% of events for e+e− and µ+µ− analysis

channel and in both data and MC samples. If more than one track lies within the cone

defined by ∆R requirement, track with highest pTis removed.

For vertices, a standard recommendation is to require each reconstructed vertex being

consistent with the beam spot position (beam spot constraint is included in the data

processing). For this analysis, each reconstructed vertex is required to have Ntrk ≥
2 tracks attached to it. Dilepton vertex is defined as the vertex with two matched

lepton tracks.

6.2 Muons

Muon candidates are reconstructed in the ATLAS experiment from track segments in

the various layers of the Muon Spectrometer (MS), matched with tracks found in the

Inner Detector (ID). Depending on the criteria used for the muon identification, different

types of reconstructed muons are available [11]:

� Stand-alone (SA): the muon trajectory is reconstructed only in the MS. SA muons

allow to extend the acceptance range to 2.5 < |η| < 2.7, which is not covered by

the ID.

� Combined (CB): muon track reconstruction is performed independently in the ID

and MS; the ID and MS tracks are later combined into one track. This type

provides the highest muon purity, in terms of possible background rejection.

� Segment-tagged (ST): a track in the ID is classified as originating from muon if,

once extrapolated to the MS, it is associated with at least one local track segment

in the MDT or CSC muon chambers. This reconstruction technique is very useful

in case of low pT muons.

� Calorimeter-tagged (CaloTag): a track in the ID is classified as a muon, if it is

associated to an energy deposit in the calorimeter compatible with a minimum

ionising particle (MIP). This type has the lowest purity, but recovers acceptance

regions with no MS coverage.
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For the measurement presented in this thesis, CB muons are used.

There are several algorithms that implement the reconstruction strategies described

above. Muons used in this analysis are reconstructed by so-called STACO algorithm,

included in a dedicated algorithm chain [12]. The STACO algorithm is based on the sta-

tistical combination of independently measured tracks in the MS and ID which provides

an improved momentum resolution and the possibility to reject muons from secondary

interactions.

6.2.1 Inner Detector hits

Additionally, muon inner detector track must have a minimum number of hits in each

silicon sub-detector:

� at least 1 pixel hit in the B-layer (NBL
hits), unless the track passes from an un-

instrumented or dead area of the B-layer,

� at least 1 hit in Pixel layers (NPix
hits) including the number of crossed dead pixel

sensors (NPix
dead),

� at least 5 hits in the SCT (NSCT
hits ) including the number of crossed dead sensors

(NSCT
dead),

� less than 3 holes (no hit in a layer crossed by the track) in all silicon layers, Pixel

(NPix
holes) and SCT (NSCT

holes).

It is worth to mention that for all of those hit conditions, dead sensors count as observed

hits, not as holes.

The muon reconstruction algorithm, when processing TRT information (pseudorapidity

coverage |η| < 2.0) is unable to unambiguously assign a certain number of TRT hits to a

muon track candidate. These hits are called outliers - in the sense they not necessarily

contribute to the reconstruction of the muon track. For all muon candidates, the fraction

of outliers is calculated as:

foutliers =
NTRT

outliers

NTRT
hits +NTRT

outliers

, (6.2)

where NTRT
outliers denotes the number of outliers and NTRT

hits the number of TRT hits

identified for the muon candidate. The requirements on TRT hits to be met by the

muon candidate are based on its pseudorapidity. In the region of full TRT acceptance,

0.1 < |ηµ| < 1.9, it is required to have NTRT
hits +NTRT

outliers > 5 and foutliers < 0.9.
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Muon Selection

Object quality: Combined STACO muon

Kinematic acceptance: pµT > 10 GeV

Geometrical acceptance: |ηµ| < 2.4

ID hits requirements:

NBL
hits > 0 if expected

NPix
hits +NPix

dead ≥ 1

NSCT
hits +NSCT

dead ≥ 5

NPix
holes +NSCT

holes < 3

NTRT
hits +NTRT

outliers > 5 and foutliers < 0.9 for 0.1 < |ηµ| < 1.9

Impact parameter requirements:

Longitudinal impact parameter: |z0| < 10 mm

Transverse impact parameter: |d0|σd0
< 10

Isolation requirement:
∑

i p
i
T/p

µ
T < 0.1 in cone of ∆R < 0.2

Table 6.1: Reconstructed muon definition used in the analysis.

6.2.2 Kinematic cuts

Selected muons are required to have transverse momentum, pµT > 10 GeV and pseudo-

rapidity, |ηµ| < 2.4. In addition, kinematic cuts are applied to further reject muons

coming from additional pile-up collisions and from multi-jet background. In particular,

the ID track associated to the muon is required to originate from the primary recon-

structed vertex. This requirement is implemented by requiring that each muon’s flight

path intersects the beam axis (z-axis) within 10 mm of the primary vertex and that the

distance of closest approach to the dilepton vertex in the transverse plane |d0|, divided

by its resolution (σd0), must be less than 10.

Finally, the ID track used in the CB muon must be isolated from other tracks to reject

secondary muons from hadronic jets. The isolation requirement
∑

i p
i
T/p

µ
T < 0.1 is calcu-

lated using all reconstructed tracks i in a cone of ∆R =
√

(ηµ − ηi)2 + (φµ − φi)2 < 0.2.

Muons failing above isolation requirement are used to estimate multi-jet background, as

described in Section 7.4.2.

A complete list of requirements, applied for each of the reconstructed muon is summa-

rized in Table 6.1.
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6.3 Electrons

The reconstruction of electrons in the central pseudorapidity region, |η| < 2.47, is based

on electromagnetic calorimeter (ECal) clusters (energy deposits) which are associated

to charged-particle tracks reconstructed in the ID. The electron reconstruction process

consists of three steps [13, 14]:

� Cluster reconstruction: the basic building blocks for the reconstruction of elec-

tromagnetic clusters are longitudinal calorimeter towers of size 0.025 × 0.025 in

η − φ plane, corresponding to the granularity of the middle layer of the electro-

magnetic calorimeter. A so-called sliding-window algorithm forms seed clusters of

energy deposits in the ECal, with a minimum total transverse energy of 2.5 GeV

within a window of size of 3× 5 calorimeter towers.

� Track association: the electron track candidates are identified in the ID using the

standard ATLAS track reconstruction algorithms. The tracks are extrapolated to

the middle layer of the electromagnetic calorimeter and loosely matched to the seed

clusters. This is done by requiring the angular distance between the extrapolated

track and the electromagnetic cluster: |∆η| < 0.05 and |∆φ| < 0.1 in the bending

direction of the track (to account for bremsstrahlung losses), as well as |∆φ| < 0.05

in the opposite direction. If more than one track is matched to a seed cluster, track

with the smallest value of ∆R =
√

(ηtrk − ηcluster)2 + (φtrk − φcluster)2 is preferred.

� Electron candidate reconstruction: the reconstructed electron energy is determined

from the sum of the energy deposits in the cluster cells, corrected for the energy loss

upstream of the calorimeter, a swell as lateral and longitudinal energy depositions

in and beyond the electromagnetic calorimeter (lateral and longitudinal leakage).

The electron direction, in terms of η and φ angles, is determined from the direction

of the reconstructed ID track.

The behavior of high-energy electrons in the ID is dominated by radiative energy losses

(bremsstrahlung) as they traverse detector material. This results in a significant in-

efficiencies, especially during the electron trajectory reconstruction. To improve the

estimated electron track parameters, electron tracks are refitted using Gaussian Sum

Filter (GSF) algorithm [15, 16]. The GSF algorithm is a non-linear generalization of the

Kalman Filters, which allows to take into account the effect of bremsstrahlung in the

electron trajectory reconstruction. This results in a much better azimuthal angle recon-

struction resolution, compared to the default algorithm. This is shown in Figure 6.5.
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Figure 6.5: Comparison of (a) azimuthal angle and (b) pseudorapidity reconstruction
resolution for standard and GSF electron track reconstruction algorithms.

6.3.1 Loose and medium electrons

In the next step, identification criteria are applied to reconstructed electrons to increase

the fraction of true signal electrons and reject background (fake) electrons from photon

conversions and pion decays as well as hadronic jets. The electron identification sets

base on the original classification into loose, medium and tight electrons in the order

of decreasing efficiency and increasing purity [13, 14]. The tightened and more pile-up

robust “++”-scheme defines loose++, medium++, and tight++ selections and is used for

the data taking periods in 2011.

The electron candidates selected in this analysis are required to fulfill a set of medium++

cuts. For the estimation of QCD multi-jet background, a second set with less strict

criteria (loose++) is used, see the Section 7.5.2.

loose++ electrons

Electrons deposit most of their energy in the ECal, with some leakage into the adja-

cent hadronic calorimeter (HCal). For electrons reconstructed with |ηcluster| < 0.8 or

|ηcluster| > 1.37, the hadronic leakage, Rhad1, can be introduced. It is defined as the

ratio of the transverse energy deposit in the first layer of the HCal and the EM cluster

transverse energy. For 0.8 < |ηcluster| < 1.37 the hadronic leakage, Rhad, is calculated as

the ratio of the total transverse energy deposit in the HCal and the EM cluster trans-

verse energy. The cuts applied to these variables depend on the electron kinematics [14]

and are designed to reject the potential selection of jets faking electrons.
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The shape of the EM shower is then used to refine the electron selection. This shape can

be characterized using the variable Rη. It is defined as a ratio of the energy in 3×7 cells

over the energy in 7 × 7 cells, centered at the electron cluster position. The actual cut

used also depends on the transverse energy and pseudorapidity of the electron [14]. Also

the lateral shower width in the middle layer of the ECal, wη2, defined as the standard

deviation of an energy-weighted distribution of the pseudorapidity of calorimeter cells,

is used to check the quality of electrons:

wη2 =

√∑
iEiη

2
i∑

iEi
−
(∑

iEiηi∑
iEi

)2

, (6.3)

where Ei is the energy and ηi is the pseudorapidity of cell i and the sum is calculated

within a window of 3× 5 cells. The cuts typically require wη2 < 0.02 [14]. The width of

the shower in the first (strip) layer of EM calorimeter:

ws,tot =

√∑
iEi(i− imax)∑

iEi
, (6.4)

is also used to purify the electron selection. Here i runs over all calorimeter strips of

energy Ei and imax is the index of the highest-energy strip. Moreover, a requirement on

the energy of the the largest and second largest energy depositions in the first layer of

the ECal, Emax1 and Emax2, is used, requiring the:

Eratio =
Emax1 − Emax2

Emax1 − Emax2
, (6.5)

to be close to unity.

A more robust (comparing to the initial selection) track-cluster match is required for

electron passing the loose++ criteria: |ηe−ηcluster| < 0.015. The associated track is also

required to have at least one Pixel hit and at least seven hits in all silicon layers.

medium++ electrons

The medium++ selection contains all the cuts made for loose++ electrons, with more

tight cut values for Rhad1, Rhad, Rη, wη2, ws,tot and Eratio [14].

The track-cluster match is also required to be tighter: |ηe−ηcluster| < 0.005. In addition

to the ID hit criteria in loose++ selection, electron track is further required to have

at least one B-layer hit for |ηe| < 2.01 (to reject electrons from photon conversions).

The minimum number of Pixel hits is now required to be at least two for |ηe| > 2.01.

To reject charged-hadron background, transition radiation in the TRT is required to be
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identified with respect to the electron track. Finally, a cut on the transverse impact

parameter of the electron track of |d0| < 5 mm is imposed. This is done to suppress the

background from electrons originating from heavy flavour quark decays, which tend to

have larger values of |d0|.

Object quality cuts

To avoid problems with the front-end boards of the liquid argon calorimeter (or other

data quality issues), the electron candidates are required to pass the object quality cut:

el OQ&1446 == 0. The bitmask used, 1446, defines a bad electron and indicates that

its cluster is affected by at least one of these three conditions: the presence of a dead

frontend board in the first or second sampling layer, a dead region affecting the three

samplings, or a masked cell in the core.

6.3.2 Kinematic cuts

As already mentioned, the energy of the electron candidate is taken from the calorime-

ter measurement, while the ηe and φe are taken from the tracker. Using the electron

transverse energy defined in this way,

EeT = Ecluster/ cosh ηe, (6.6)

electron candidates are required to have EeT > 12 GeV. To select well measured electrons,

i.e. to ensure the presence of ID tracking coverage and to avoid the transition region

between the barrel and end-cap EM calorimeters (where the energy is not well measured),

the electrons must be reconstructed using a cluster with |ηcluster| < 1.37 or 1.52 <

|ηcluster| < 2.47 in the absolute detector coordinate system. For compatibility with

muons, additional requirement is imposed on the reconstructed electron pseudorapidity,

|ηe| < 2.4.

All electron selection criteria are summarized in Table 6.2.

6.4 Trigger

As detailed in Section 3.2.5, the ATLAS trigger system consists of three stages: the

hardware-based Level 1 (L1) trigger and the software-based Level 2 (L2) and Event

Filter (EF) triggers.
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Electron Selection

Object quality: el OQ&1446 == 0

Identification criteria: medium++

Kinematic acceptance: EeT > 12 GeV

Geometrical acceptance:

|ηcluster| < 2.47, outside crack region 1.37 ≤ |ηcluster| ≤ 1.52

|ηe| < 2.4

ID hits requirements:

NBL
hits > 0 if expected and for |ηe| < 2.01

NPix
hits ≥ 1; NPix

hits > 1 for |ηe| > 2.01

NPix
hits +NSCT

hits ≥ 7

Impact parameter requirement:

Transverse impact parameter: |d0| < 5 mm

Table 6.2: Reconstructed electron definition used in the analysis.

The L1 muon trigger utilises a measurement of particle trajectories made by two parts

of the Muon Spectrometer (MS): the Resistive Plate Chambers (RPCs) in the barrel

region and the Thin Gap Chambers (TGCs) in the end-cap region [17]. For events

with electromagnetic clusters, the ET is measured at L1 by trigger towers in a region

of 0.1 × 0.1 in η − φ plane [17]. At L2 and EF steps, muons are reconstructed using

Inner Detector (ID) and MS information [18]. Further requirements on the eT are also

made at L2 and EF steps and additional quality criteria are imposed to the electron

candidates [18].

Candidate events with dilepton final states are recorded with single- or dilepton (muon

or electron) triggers. For single-muon trigger, different trigger sequences were used

during the particular data-taking periods (labelled A–M for 2011 pp runs): EF_mu18MG or

EF_mu18MG_medium, depending on the period, where the transverse momentum threshold

of the muon was set to pT = 18 GeV. The term MG denotes an inside-out trigger, i.e. the

trigger algorithm at the EF level that starts from the ID muon track and extrapolates it

to the MS to produce a combined muon track. The dimuon trigger used in the analysis

is EF_2mu10_loose. It requires two muons with minimum pT = 10 GeV, and is seeded

at L1 by 2L1MU0 (indicated by the term loose in the chain name). The muon triggers

used in the analysis are detailed in Table 6.4.

For single-electron trigger, there are EF_e20_medium, EF_e22_medium or EF_e22vh_medium1

triggers used, where the vh denotes that additional corrections for hadronic leakage in
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Single-muon trigger Dimuon trigger 2011 period

EF_mu18MG EF_2mu10_loose B - K
EF_mu18MG_medium EF_2mu10_loose L - M

Table 6.3: Muon triggers used in the different 2011 data-taking periods in pp LHC
runs.

Single-electron trigger Dielectron trigger 2011 period

EF_2e12_medium EF_e20_medium B - J
EF_2e12_medium EF_e22_medium K
EF_2e12_medium EF_e22vh_medium1 L - M

Table 6.4: Electron triggers used in the different 2011 data-taking periods in pp LHC
runs.

HCal and dead material corrections were applied. Similarly, for the dielectron case, the

EF_2e12_medium trigger is used. The electron triggers used in the analysis are summa-

rized in Table 6.4.

The trigger efficiencies determined with the signal MC events after preselection, except

the trigger requirement, are all close to (or above) 99% in both analysis channels [11, 14].





Chapter 7

Event reconstruction, preselection

and background estimation

This chapter provides the informations about the reconstruction of general event prop-

erties as well as criteria requested to obtain basic data selection. In Section 7.1 the data

event samples as well as the MC sets are introduced. Specific corrections applied to

MC events in order to cover small differences from data are discussed throughout the

Sections 7.3–7.5. In Sections 7.4 and 7.5, details concerning the background processes

estimation are also provided. Finally, a common preselection criteria are applied to all

data and MC events, before dividing further by specific exclusive event selection.

7.1 Data and Monte Carlo samples

7.1.1 Collision data

An analysis of collision data with a center-of-mass energy of
√
s = 7 TeV collected

between February 28th and October 31st, 2011 is presented. A total integrated lumi-

nosity of 5.61 fb−1 was delivered by the LHC at a peak instantaneous luminosity of

3.65×1033 cm−2s−1, while an integrated luminosity of 5.25 fb−1 was recorded by the

ATLAS experiment. The data collection was separated into periods, in which the trig-

ger conditions remained stable, and the different 2011 data-taking periods are labelled A

through M. Data-taking periods B–M are used in the analysis, as presented in Table 7.1.

A Good Run List (GRL) consists of a list of run numbers in which the LHC is circulat-

ing stable colliding beams and all critical ATLAS detector components are functioning

properly. The data sample is selected using the official ATLAS GRL with configuration

versions DetStatus-v36-pro10, CoolRunQuery-00-04-08 and WZjets allchannels.

165
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Period Run number range Luminosity [pb−1]

B – D 177986 – 180481 176.25
E – H 180614 – 184169 937.71
I 185353 – 186493 333.24
J 186516 – 186755 223.49
K 186873 – 187815 583.27
L – M 188902 – 191933 2401.77

2011 177986 – 191933 4591.01

Table 7.1: Run ranges and luminosities for each data-taking period in 2011 for pp
LHC runs as collected by the ATLAS experiment.

The total integrated luminosity for the sample after GRL requirement is calculated to

be
∫
Ldt = 4.59 fb−1 and the uncertainty associated with the luminosity measurement

is 1.8% [19]. The calibration of the LHC luminosity was performed using dedicated

beam-separation scans, also known as van der Meer (vdM) scans, where the absolute

luminosity can be inferred from direct measurements of the beam parameter [20, 21].

7.1.2 Monte Carlo samples

Simulated event samples are generated in order to estimate the background and to cor-

rect the signal yields for detector effects. All Monte Carlo (MC) samples were provided

by the official (MC11) campaigns of the ATLAS Production Group.

The signal event samples for exclusive γγ → `+`− production are generated using Her-

wig++ 2.5.1 [22] event generator, which implements the EPA formalism in pp collisions.

The dominant background samples for photon-induced single proton-dissociative dilep-

ton production are generated using Lpair 4.0 [23, 24] with the Suri–Yennie [25] and

Brasse [26] structure functions for proton dissociation. The Lpair package is interfaced

to JetSet 7.408 [27], where the Lund [28] fragmentation model is implemented. The

Herwig++ and Lpair generators do not include any corrections to account for proton

absorptive effects.

For the double-dissociative reactions, Pythia 8.175 [29] is used with the NNPDF2.3QED [30]

photon-PDFs as a default option. Such modelling of this background contribution is

chosen, since it provides the best description of the dilepton transverse momentum dis-

tribution observed in data, after event selection cuts are imposed (see Section 8.1.4).

The absorptive effects in double-dissociative MC events are taken into account using the

default multi-parton interactions model in Pythia 8 [31].

The Powheg 1.0 [32–34] MC generator is used with the CT10 [35] PDFs to generate

both the Drell–Yan (DY) Z/γ∗ → e+e− and Z/γ∗ → µ+µ− events. It is interfaced with
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MCID Process Generator Mass range [GeV] Events σ [pb]

185334 γγ → e+e− Herwig++ 20<m`+`−<60 500 000 25.322
185335 γγ → e+e− Herwig++ 60<m`+`−<200 200 000 1.275
185336 γγ → e+e− Herwig++ 200<M 100 000 0.032
185337 γγ → µ+µ− Herwig++ 20<m`+`−<60 500 000 12.409
185338 γγ → µ+µ− Herwig++ 60<m`+`−<200 200 000 0.692
185339 γγ → µ+µ− Herwig++ 200<m`+`− 100 000 0.018

Table 7.2: Exclusive γγ → `+`− signal production processes, cross sections σ and
numbers of fully simulated MC events. The generators used to produce the MC events

are also indicated with the appropriate identification numbers (MCID).

Pythia 6.425 [36] using the CTEQ6L1 [37] PDF set and the AUET2B [38] values of

the tunable parameters to simulate the parton shower and the underlying event (UE).

These samples are referred to as Powheg+Pythia. The DY Z/γ∗ → τ+τ− process is

generated using Pythia 6.425 together with the MRST LO* [39] PDFs.

The production of top-quark pair (tt̄) events is modelled using MC@NLO 3.42 [40, 41]

and diboson (W+W−, W±Z, ZZ) processes are simulated using Herwig 6.520 [42].

The event generators used to model Z/γ∗, tt̄ and diboson reactions are interfaced to

Photos 3.0 [43] to simulate QED final-state radiation (FSR) corrections.

For the DY background processes, i.e. Z/γ∗ → `+`− (` = e, µ, τ), the samples are nor-

malized to the perturbative QCD (pQCD) next-to-next-to-leading-order (NNLO) cross

sections as provided by the fewz 3.1 [44, 45] program with MSTW2008 [46] PDFs.

The theory uncertainties on those cross sections arise from the choice of PDFs (3%),

from factorization and renormalization scale dependence, and the size of the correction

from NLO and NNLO (4%). The tt̄ cross section, is also scaled to pQCD NNLO ac-

curacy, following calculations in [47–49]. The inclusive diboson samples are normalized

to their respective NLO cross sections calculated with MCFM 5.8 [50] with MSTW2008

PDFs.

Details about the signal and all background MC samples used in the analysis are pre-

sented in Tables 7.2–7.5.

Finally, the passage of particles through the ATLAS detector is modelled usinggeant4,

as described in Section 3.3.2. The simulated events are reconstructed and selected using

the same software chain as for data.
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MCID Process Generator Mass range [GeV] Events σ [pb]

185343 γγ → e+e− Lpair 20<m`+`−<60 500 000 5.146
185344 γγ → e+e− Lpair 60<m`+`−<200 200 000 0.838
185345 γγ → e+e− Lpair 200<m`+`− 100 000 0.035
185346 γγ → µ+µ− Lpair 20<m`+`−<60 500 000 4.644
185347 γγ → µ+µ− Lpair 60<m`+`−<200 200 000 0.777
185348 γγ → µ+µ− Lpair 200<M 100 000 0.033

Table 7.3: Single proton-dissociative γγ → `+`− MC samples.

MCID Process Generator Mass range [GeV] Events σ [pb]

185349 γγ → e+e− Lpair 20<m`+`−<60 500 000 2.878
185350 γγ → e+e− Lpair 60<m`+`−<200 200 000 0.569
185351 γγ → e+e− Lpair 200<m`+`− 100 000 0.030
185352 γγ → µ+µ− Lpair 20<m`+`−<60 500 000 2.905
185353 γγ → µ+µ− Lpair 60<m`+`−<200 200 000 0.569
185354 γγ → µ+µ− Lpair 200<m`+`− 100 000 0.030
129651 γγ → e+e− Pythia 8 20<m`+`−<60 500 000 24.54
129652 γγ → e+e− Pythia 8 60<m`+`−<200 500 000 2.412
129663 γγ → e+e− Pythia 8 200<m`+`−<600 200 000 0.1031
129661 γγ → µ+µ− Pythia 8 20<m`+`−<60 500 000 24.49
129662 γγ → µ+µ− Pythia 8 60<m`+`−<200 500 000 2.413
129663 γγ → µ+µ− Pythia 8 200<m`+`−<600 200 000 0.1033

Table 7.4: Double proton-dissociative γγ → `+`− MC samples.

MCID Process Generator Mass range [GeV] Events σ [pb]

108303 Z/γ∗ → e+e− Powheg+Pythia 53.5<m`+`− 20 000 000 968
129806 Z/γ∗ → e+e− Powheg+Pythia 38<m`+`−<53.5 3 000 000 84.0
185606 Z/γ∗ → e+e− Powheg+Pythia 20<m`+`−<38 3 000 000 601
108304 Z/γ∗ → µ+µ− Powheg+Pythia 53.5<m`+`− 20 000 000 968
129807 Z/γ∗ → µ+µ− Powheg+Pythia 38<m`+`−<53.5 3 000 000 84.0
185607 Z/γ∗ → µ+µ− Powheg+Pythia 20<m`+`−<38 3 000 000 601
106052 Z/γ∗ → τ+τ− Pythia 60<m`+`− 500000 835
105200 tt̄ MC@NLO - 15 000 000 177
105985 W+W− Herwig - 2 500 000 389
105986 ZZ Herwig - 250 000 4.69
105987 W±Z Herwig - 1 000 000 12.01

Table 7.5: Electroweak background MC samples.

7.2 Drell–Yan pair pT reweighting

The description of the transverse momentum spectrum of the Z/γ∗ boson by the Powheg

+Pythia generator shows a consistent deficit of events in the low-pT range [51]. There-

fore, for this analysis the p`
+`−

T spectrum is reweighted to the pQCD NNLO Resbos

[52] prediction using CT10 PDFs, which models the data within 5% [51, 53, 54]. The

differences between these MC generators are presented in Figure 7.1.
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Figure 7.1: Truth transverse momentum of the dilepton system distribution for
Powheg+Pythia (black) and Resbos (blue) MC generators. Events satisfying

m`+`− > 20 GeV, p`T > 10 GeV and |η`| < 2.4 requirements are shown.

7.3 Reconstructed vertices and pile-up correction

Multiple interactions per bunch crossing (pile-up) are accounted for by overlaying simu-

lated minimum-bias events, generated with Pythia 6.425 using the AUET2B tune and

CTEQ6L1 PDFs. The variations in pile-up conditions in 2011 are included in the simu-

lation of MC events in order to match the different running conditions and the pile-up

distribution observed in data.

Residual differences in the pile-up between data and MC simulation have been corrected

by reweighting the Monte Carlo events to reproduce the average number of interactions

per bunch crossing, 〈µ〉, observed in data. This reweighting of the MC samples is

performed using the official ATLAS tool from the ATHENA software framework. The

distribution of the number of primary vertices and the 〈µ〉 distribution in data and MC

simulation after the pile-up reweighting are shown in Figure 7.2. It can be observed that

the reweighted MC simulation accurately describes the distribution seen in the data.

Distribution of the z coordinate of the primary vertices has a quite large difference be-

tween data and MC simulations used in the analysis. The vertex z-coordinate position

shape in MC events should be reweighted in order to match the distribution observed

in data. The official ATHENA tool is used to perform this reweighting. The ver-

tex z-coordinate position shape in MC simulation (dimuon vertices) before and after

reweighting is shown in Figure 7.3 and compared to the shape observed in data.
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Figure 7.2: Control distributions (a) of the average number of interactions per bunch-
crossing 〈µ〉 and (b) of the number of reconstructed primary vertices for µ+µ− analysis
channel after application of the pile-up reweighting. All MC expectations are scaled to

the integrated luminosity of the data using the predicted cross sections.
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Figure 7.3: Distributions of the z-position of the reconstructed dimuon vertex for
µ+µ− analysis channel. Data are compared to the MC simulation: (a) before and (b)

after applying the vertex position reweighting procedure.

7.4 Event preselection in µ+µ− channel

Dimuon events are preselected by requiring two oppositely charged same-flavour muons,

as defined in Section 6.2. Only events that pass the muon trigger requirements from

Section 6.4 are considered. Moreover, the dilepton invariant mass is required to be

mµ+µ−> 20 GeV.
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7.4.1 Corrections to the Monte Carlo modelling

A list of corrections is applied to the MC simulation in order to improve its agreement

with data. Official tools from the relevant ATHENA software packages are used.

Muon momentum scale and resolution. Before the reconstruction efficiency can be

calculated, a correction must first be applied to the MC simulation to take into account

the mis-modelling of the resolution response and momentum scale of the muon recon-

struction. Previous ATLAS studies have been performed using so-called tag-and-probe

(T&P) method with muons from Z boson decays in order to measure the difference in

reconstructed muon momentum scale and momentum resolution between MC simulation

and data [11]. Smearing factors, which can be applied to simulated muons, are provided

by the software packages that employ the T&P procedure. Figure 7.4 shows the effect of

the smearing on the pT of the muons for the signal MC events. The error bars represent

the RMS spread of the difference in pµT before and after smearing correction is applied.
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Figure 7.4: Size of the pT smearing and momentum scale corrections for muons. The
smearing and scale shifts are accounted for together. The error bars represent the RMS

in each bin.

Muon reconstruction efficiency. The data-driven efficiency of the STACO muon re-

construction algorithm has been studied elsewhere in ATLAS using a T&P method with

Z/γ∗ → µ+µ− decays from data [11]. The results from this study are provided as

another software tool within the ATHENA framework, which can be used to retrieve a

scale factor to correct for the measured discrepancy between data and MC simulation.

The tool provides a pT-, η- and φ-dependent scale factor for each reconstructed muon

(calculated after the pT smearing has been applied). These factors are calculated for

both muons in an event, and are multiplied together to give a single MC event weight as-

sociated with muon reconstruction correction. Figure 7.5 shows the muon reconstruction

scale factor in bins of muon pT and η, applied to the signal MC events.
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Figure 7.5: Average muon reconstruction efficiency scale factor, in bins of (a) muon
pT and (b) muon η. The total uncertainties on the muon reconstruction efficiencies are

also shown.

Muon trigger efficiency. Trigger scale factors correcting for the mis-modelling of

triggers in the MC simulation are also applied using the official dedicated tool as detailed

in [11, 55]. Moreover, the dimuon trigger efficiency scale factors for EF_2mu10_loose are

obtained from the product of each single muon EF_mu10_loose efficiency scale factors.

Figure 7.6 shows the EF_mu10_loose trigger corrections as a function of the pT and η of

the reconstructed muons. As an effect, these corrections decrease the MC predictions

by about 0.5%.
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Figure 7.6: Scale factors for EF mu10 loose trigger efficiency as a function of muon
η and pT for (a) positively and (b) negatively charged muons.



Chapter 7. Event reconstruction, preselection and background estimation 173

7.4.2 Backgrounds

Backgrounds for the µ+µ− channel can be divided in three categories: photon-induced,

electroweak (EW) and QCD multi-jet backgrounds.

Photon-induced backgrounds. Single- and double-dissociative background reac-

tions are estimated using MC simulations. Detailed MC generator studies for photon-

induced processes are summarized in Section 2.5.

Electroweak backgrounds. EW backgrounds contain high transverse momenta muons

from the weak boson decays. Significant contributions are Z/γ∗ → µ+µ− and Z/γ∗ →
τ+τ− processes. In addition, the diboson (W+W−, W±Z, ZZ) decays are considered, as

well as tt̄ pair production, where either one or both produced W± bosons decay into an

muon. The contribution of these background processes to the final selection is estimated

from the MC simulations.

QCD backgrounds. QCD background arises mostly from mis-identification of jets

from bb̄ and cc̄ decaying to muon pairs. The predictions for these backgrounds suffer

from dominated by large uncertainties and the available statistics is too low for the

precision required in this analysis. Therefore, a data-driven technique has been adopted

to estimate these processes, similarly as in [54, 56].

The QCD multi-jet sample has been selected requiring the same cuts as adopted for

the signal selection but requiring same-charge muon pairs. This requirement strongly

reduces the contamination of the sample from any EW process producing muon pair, and

enhances QCD multi-jet contributions. Similar technique is used e.g. in the transverse

momentum distribution of After all preselection requirements the QCD-enriched sample

counts 150 000 same-sign muon pairs in the invariant mass range mµ±µ± > 20 GeV. This

is shown in Figure 7.7. The contamination of this sample has been investigated using

signal and EW background MC events. It is estimated to be only ≈1% in the range

mµ±µ± > 20 GeV.

After selecting the QCD multi-jet sample from data, the expected fraction of QCD

multi-jet events in the signal region is estimated using a template fit method. Maximum

likelihood fit to the mµ±µ± distribution has been performed to extract the QCD multi-

jet normalization factor. DY MC events have been used to prepare the dominant EW

event template, adding to it the other EW processes, P(DY + EWother). The same-

sign dimuon sample has been used as a template for the QCD multi-jet background,

P(QCD), that is assumed to follow the relation:
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P(data) ' p0 ·P(DY + EWother) + p1 ·P(QCD) , (7.1)

where P(data) denotes the events observed in data. The pi (i = 0, 1) parameters of

Equation 7.1 have been extracted from the fit, where p0 is expected to be > 0.9 and

p1 is the QCD multi-jet normalization factor. The QCD multi-jet background fraction

is found to be '4% in the range mµ±µ± > 20 GeV, comparing to all other expected

contributions after the preselection step.
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Figure 7.7: Invariant mass distribution of two same-sign muons for 20 < mµ±µ± <
200 GeV used to extract the QCD multi-jet background contribution.

7.4.3 Preselection results and control distributions

After applying all preselection requirements, the 2 422 745 dimuon candidate events are

observed in data, for a total number of predicted events of 2 423 810. The total number

of observed candidate events is therefore in excellent agreement with the sum of predic-

tions for the different contributing processes. The individual contributions of different

background processes are detailed in Table 7.6.

Kinematic distributions of observed preselected event candidates are compared to the

prediction from the MC simulations in Figure 7.8. Figure 7.8a shows dimuon invariant

mass, 7.8b transverse momentum of positively charged muon, 7.8c dimuon rapidity, 7.8d

pseudorapidity of positively charged muon, 7.8e transverse momentum of the dimuon

system, and 7.8f dimuon acoplanartity. The MC predictions for all distributions are

found to be in good agreement with the data.
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Figure 7.8: Control distributions of kinematic variables of the dimuons candidate after
preselection citeria are applied. Data (black dots) are compared to the MC simulation
(histograms). The error bars on the ratio take into account statistical uncertainties of

the data and MC samples.
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MC Z/γ∗ Multi- Z/γ∗ Di-
Data total → µ+µ− jet → τ+τ− tt̄ boson

Events 2 422 745 2 423 810 2 298 767 97 727 7606 6708 2870

D-diss. γγ → µ+µ− S-diss. γγ → µ+µ− Exclusive γγ → µ+µ−

Events 4394 3964 1774

Table 7.6: Number of µ+µ−channel candidates after all preselection criteria in data,
compared to the number of expected signal and background events. The multi-jet
background is estimated using data-driven methods, whereas the other contributions

are obtained from MC simulations.

7.5 Event preselection in e+e− channel

Dielectron events are preselected by requiring two oppositely charged same-flavour elec-

trons, as defined in Section 6.3, with the dielectron invariant mass required to be

me+e−> 20 GeV. Events passing the electron trigger requirements from Section 6.4 are

considered.

7.5.1 Corrections to the Monte Carlo modelling

Various corrections are applied to correct for remaining mis-calibrations or mis-modelling

of the electrons in MC simulations, as compared to data. Reweighting procedure applied

to the MC events takes into account all corrections for electrons: including trigger

efficiency correction, reconstruction and identification efficiency correction, energy scale

and resolution corrections. Only official tools from the relevant ATHENA software

packages are used.

Electron energy scale. The electromagnetic calorimeter energy scale is derived using

full 2011 data set [57]. Corrections for the reconstructed electron energy scale are applied

on an event by event basis and propagated trough the full analysis chain.

Electron energy resolution. Another correction that is applied on MC events is the

reconstructed electron energy smearing [57]. The effect of electron energy resolution

correction on the ET of electrons in MC events is shown in Figure 7.9. The error bars

show the RMS spread of the difference in ET before and after scaling.

Electron trigger efficiency. The electron trigger efficiency in MC simulation does

not match exactly the trigger efficiency observed in data. This difference can be cor-

rected by applying relevant trigger efficiency scale factors on the MC events. The T&P

method is also used to calculate the scale factors for the trigger requirements on the elec-

trons [14]. The effect of this correction is shown in Figure 7.10, for the EF_e12_medium
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and EF_e12Tvh_medium triggers, as a function of the ET and η of the reconstructed

electrons.
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Figure 7.9: Size of the electron energy smearing in ET for the exclusive signal MC
events. The error bars represent the RMS in each bin.
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Figure 7.10: Scale factors for (a) EF e12 medium and (b) EF e12Tvh medium dielectron
triggers efficiency as a function of ET and η of electrons.

Electron reconstruction and identification efficiency. The electron efficiency was

studied using the T&P method, as described in [14]. This correction needs to be applied

on MC events in order to describe the electron efficiencies measured in data. The

appropriate scaling factor distributions are shown in Figure 7.11.

7.5.2 Backgrounds

Backgrounds for the e+e− channel can be divided in three categories: photon-induced,

EW and QCD multi-jet backgrounds.
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Figure 7.11: Scale factors for (a) electron reconstruction and (b) identification effi-
ciencies as a function of ET and η of electrons.

Photon-induced backgrounds. Single and double dissociative background reactions

are estimated using MC events. Detailed MC generator studies for photon-induced

processes are summarized in Section 2.5.

Electroweak backgrounds. EW backgrounds contain real high transverse momenta

electrons from the weak boson decays. Significant contributions are Z/γ∗ → e+e− and

Z/γ∗ → τ+τ− processes. In addition the diboson decays (W+W−, W±Z, ZZ) are

considered, as well as tt̄ pair production, where either one or both W± bosons decay

into an electron. The contribution of these background processes to the final selection

is estimated from the MC simulations.

QCD backgrounds. In order to calculate a contribution from QCD multi-jet events

in the electron channel, a template fit method is used - similarly as for muons. The nor-

malization factor is estimated using a maximum likelihood fit to the dielectron invariant

mass distribution for events satisfying the preselection requirements.

In order to select QCD multi-jet template sample in the dielectron channel, the standard

preselection is modified to enhance the QCD background. In this selection, the same

trigger and electron kinematic requirements are used (except charge requirement), and

events with two electrons failing medium++ and passing loose++ selection criteria are

considered.

The dielectron invariant mass distribution for selected QCD multi-jet background events

is shown in Figure 7.12. To check the possible contamination from signal events in

the selected multi-jet sample, events with same-sign electron pairs are considered. No
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difference in various dielectron kinematic distributions is observed, comparing to the

QCD multi-jet sample extracted using the default selection requirements.
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Figure 7.12: Invariant mass distribution of two electrons failing medium++ selection
criteria for 24 < mee < 200 GeV used to extract the QCD multi-jet background contri-

bution.

7.5.3 Preselection results and control distributions

After applying all preselection requirements, the 1 572 271 candidate events in the elec-

tron channel are observed in data, for a total number of predicted events of 1 559 431.

The total number of observed candidates is in agreement with the sum of predictions

for the different contributing processes. The individual contributions of different back-

ground processes are detailed in Table 7.7.

Typical kinematic distributions of observed preselected dielectron candidates are com-

pared to the prediction from the MC simulations in Figure 7.13. Figure 7.13a shows

dielectron invariant mass, 7.13b transverse energy of positively charged electron, 7.13c

dielectron rapidity, 7.13d pseudorapidity of positively charged electron, 7.13e transverse

momentum of the dielectron system, and 7.13f dielectron acoplanartity. The MC pre-

dictions for all distributions are found to be in agreement with the data.
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Figure 7.13: Control distributions of kinematic variables of the dielectron candidates
after preselection citeria are applied. Data (black dots) are compared to the MC simula-
tion (histograms). The error bars on the ratio take into account statistical uncertainties

of the data and MC samples.
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MC Z/γ∗ Multi- Z/γ∗ Di-
Data total → e+e− jet → τ+τ− tt̄ boson

Events 1 572 271 1 559 431 1 460 867 83 183 3758 4612 1945

D-diss. γγ → e+e− S-diss. γγ → e+e− Exclusive γγ → e+e−

Events 2072 2096 898

Table 7.7: Number of e+e−channel candidates after all preselection criteria in data,
compared to the number of expected signal and background events. The multi-jet
background is estimated using data-driven methods, whereas the other contributions

are obtained from MC simulations.





Chapter 8

Exclusive event selection and

signal extraction

In this chapter, detailed cut-based event selection for γγ → µ+µ− and γγ → e+e− anal-

ysis channels is given. Section 8.1 discusses exclusive selection criteria used to obtain

a high signal-purity event sample. Section 8.2 provides the detailed information about

the method used to extract the exclusive signal fractions in the selected data sample.

8.1 Exclusivity selection

In order to select exclusive γγ → `+`− candidates, a veto on additional track activity

at and near the dilepton vertex is applied. It relies both on a charged-particle track

multiplicity requirement at the primary vertex, and on the isolation of this vertex from

nearby pile-up induced vertices and/or tracks.

Specifically, the exclusivity veto require that no additional charged-particle tracks (as

defined in Section 6.1) be associated with the dilepton vertex, and that no additional

tracks or vertices be found within longitudinal distance ∆z = ±3 mm of the dilepton

vertex.

These conditions are required to reject of Drell–Yan (DY) background, the impact of

which is evaluated after correcting for data-simulation differences in the reconstructed

charged-particle multiplicity distribution (Section 8.1.1). The optimization of the ver-

tex isolation requirement is discussed in Section 8.1.2, and the overall efficiency of the

exclusivity cuts is analysed in Section 8.1.3. The results of the selection, illustrated by

control distributions, are presented in Section 8.1.4.

183
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8.1.1 Corrections to track multiplicity in Z/γ∗ MC

Figure 8.1 shows the distribution of the number of additional charged-particle tracks

associated with the dilepton vertex for both analysis channels. The exclusive γγ →
`+`− MC events are peaked at low-multiplicity region (Ntrk ' 0), with additional

smearing caused by the pile-up-induced tracks. One can also find that all other charged-

particle track multiplicity regions are dominated by the Z/γ∗ → `+`− processes. Due to

the mis-modelling of this distribution by the Z/γ∗ MC events, the specific reweighting

procedure is applied.
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Figure 8.1: Detector-level distribution of the number of charged-particle tracks for
(a) µ+µ−and (b) e+e−analysis channels. Data (black dots) are compared to the MC

simulations (histograms).

In order to find the relevant weight for Z/γ∗ MC events, Z-peak region (70 GeV <

m`+`− < 105 GeV) is used. This guarantees that the other sources of background are

negligible comparing to the DY processes. Firstly, the reconstructed charged-particle

multiplicity in data is unfolded to the particle-level. The correction procedure accounts

for both on the effect of tracks originating from pile-up and ATLAS Inner Detector

reconstruction inefficiency.

To correct the detector-level track multiplicity distribution for the presence of pile-up

tracks, the same procedure is applied as in [10]. This procedure relies on the simple

probabilistic approach for the pile-up track multiplicity description in the hard scattering

vertex. One can express the probability to observe N tracks associated with this vertex

as a sum of probability to have K reconstructed charged particles produced in the hard
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process and N −K pile-up tracks occasionally satisfying tracking selection cuts:

Preco(N) =
N∑

K=0

PPU(N −K)Phard(K) . (8.1)

This problem can be inverted by constructing the relevant matrix:

Phard(N) =
∑

K

U−1
NKPreco(K) , (8.2)

where UNK = PPU(N −K) for N ≥ K and 0 otherwise. The matrix U−1
NK extracted

from the Z/γ∗ MC events is shown in Figure 8.2a.

The charged-particle multiplicity correction for track reconstruction inefficiency is taken

care of in the Bayesian unfolding procedure, where the RooUnfold [58] package is used.

Using the Z/γ∗ MC events, the relevant response matrix is created. It is presented

in Figure 8.2b. Then, the unfolding procedure with k = 4 number of iterations is

applied for the multiplicity distribution already corrected for pile-up contamination.

Charged-particle multiplicity distributions in Z-peak region before and after pile-up and

track reconstruction inefficiency corrections are shown in Figure 8.3. The closure test

performed on MC events shows a good agreement between the particle-level multiplicity

distribution and the one obtained from simulated detector-level via pile-up removal and

the correction for track reconstruction inefficiency.
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Figure 8.2: (a) Matrix U−1
NK constructed for pile-up unfolding procedure. (b) Re-

sponse matrix for Bayesian unfolding for charged-particle track reconstruction ineffi-
ciency.

This procedure is repeated for data events in order to reweight the charged-particle

multiplicity distribution in Z/γ∗ MC events. A weight extracted from the corrected

data distribution is shown in Figure 8.4. The reweighting procedure is validated on
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both Z-peak region and invariant mass range with Z region removed. Detector-level

distributions with corrected Z/γ∗ MC events, including other background contributions

are shown in Figure 8.5. Good agreement within ±10% is observed in the invariant mass

range outside the Z-peak region. The small disagreement is caused by other background

sources, especially QCD multi-jet events, with less precisely known underlying event

topologies.
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Figure 8.3: (a) Z/γ∗ MC distribution of the number of charged-particle tracks at the
detector level, after pile-up removal and the track inefficiency correction to particle-
level (solid lines), compared to the truth-level distribution (red markers). (b) Same but
applied for data distribution (solid lines). For comparison, the truth-level distribution
for Z/γ∗ MC (red markers) is also shown - to be compared with the fully unfolded data

(green line).
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Figure 8.4: Weight applied for Z/γ∗ MC events for charged-particle multiplicity
correction. The weight is obtained by taking the ratio of unfolded data with truth-level

distribution obtained from Z/γ∗ MC events (See the Figure 8.3b)
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Figure 8.5: Detector-level distributions of the number of charged-particle tracks after
the charged-particle multiplicity reweighting procedure is applied to the DY MC events.
(a) Z-peak region and (b) invariant mass range with Z region removed are shown. Data

(black dots) are compared to the MC simulations (histograms).

8.1.2 Optimization of exclusivity veto region size

Standard tracking cuts defined in Section 6.1 ensure that there are no additional charged-

particle tracks with a longitudinal distance ∆z . 1.5 mm to the dilepton vertex. How-

ever, it is expected (for inclusive background events) that there might be some additional

objects (tracks or vertices) at higher isolation distance values. Figure 8.6 shows the cor-

relation between the dimuon vertex isolation distance and reconstructed charged-particle

track multiplicity in the vertex with a closest distance to the dimuon vertex. Here the

events with no additional tracks associated with the dimuon vertex are shown. In spite

of the standard pile-up vertices pattern (isolation distance > 5 mm), a region with in-

creased activity at low (< 5 mm) isolation distance values is present. This is due to the

reconstruction of additional vertex built from the underlying event tracks in inclusive

Z/γ∗ → `+`− reactions.

This effect is fully reproduced by the MC simulation. Moreover, it is present only for

the background-dominant inclusive DY events, where additional event activity in the

dilepton vertex is expected. Dilepton vertex isolation distance distribution is shown in

Figure 8.7. Indeed, the lower isolation distance region is dominated by the Z/γ∗ →
`+`− processes. In order to further remove this inclusive contribution, a cut on the

vertex isolation distance is imposed. To maximize the sensitivity with respect to the

exclusive γγ → `+`− signal reactions, additional optimization studies are prepared. The

idea relies on the maximization of signal significance in reference to the DY background
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part. It is defined as:

significance =
S√
S +B

=
N excl.

√
N excl. +N s-diss. +Nd-diss. +NDY

, (8.3)

where N excl., NDY denote the number of exclusive signal and Drell–Yan events, and

N s-diss., Nd-diss. number of single- and double-dissociative events accordingly.

Figure 8.8 presents the signal significance as a function of minimum dilepton vertex

isolation distance requirement. Both µ+µ− and e+e− distributions peak at ∆z ' 3 mm

and this value of cut is chosen for both analysis channels. One can also notice a lower

averaged significance values for electrons. This is due to the lower statistics of data

available in this channel. It is related with higher electron trigger thresholds in 2011

data in comparison with the muons.

The single- and double-dissociative γγ → `+`− background contributions are irreducible

using the vertex isolation distance cut. This is because the forward-particle states from

proton dissociation are usually created in this reactions, which are produced outside the

kinematic acceptance of the ATLAS Inner Detector. Therefore, the event topology for

single- and double-dissociative backgrounds is very often similar to the exclusive signal

process (no additional tracks attached to the dilepton vertex).
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Figure 8.6: Correlation between the isolation distance of the dimuon vertex and the
number of charged-particle tracks associated with the secondary vertex that is closest
to the dimuon vertex. (a) Data and (b) Z/γ∗ → µ+µ− MC distributions are shown for

events with no additional tracks attached to the dimuon vertex.
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Figure 8.7: Dilepton vertex isolation distance distribution for (a) muon and (b) elec-
tron channels for events with no additional tracks associated with the dilepton vertex.

Dimuon vertex isolation distance cut [mm]
0 5 10 15 20 25 30 35 40 45

 S
 +

 B
 

S
 / 

0

5

10

15

20

25
 = 7 TeVs 

µµ→γγ

+ 2 tracks associated
with dimuon vertex

Baseline selection

(a)

Dielectron vertex isolation distance cut [mm]
0 5 10 15 20 25 30 35 40 45

 S
 +

 B
 

S
 / 

0

2

4

6

8

10

12

14

16

 = 7 TeVs 

ee→γγ

+ 2 tracks associated
with dielectron vertex

Baseline selection

(b)

Figure 8.8: Exclusive signal significance as a function of the dilepton vertex isolation
distance cut for (a) µ+µ−and (b) e+e−analysis channels. Events with no additional
tracks attached to the dilepton vertex and outside the Z region (i.e. 70 GeV < m`+`− <

105 GeV) are considered.

8.1.3 Exclusivity veto efficiency

Figure 8.9 shows the signal selection efficiency for the exclusivity veto defined in Sec-

tion 8.1 (no additional tracks or vertices within ∆z = 3 mm of the dilepton vertex), as

a function of average number of interactions per bunch crossing. For both electrons and

muons, the averaged efficiency is 74%, where it can reach 90% for 〈µ〉 = 3 and is above

60% for 〈µ〉 = 16, which is almost the highest value of number of interactions per bunch

crossing in 2011 pp collisions.
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Figure 8.9: Exclusivity veto efficiency for signal MC events as a function of average
interactions per bunch crossing for (a) µ+µ− and (b) e+e− analysis channels.

8.1.4 Exclusive selection results and control distributions

After exclusivity veto, 7940 events for µ+µ− channel and 5410 events for e+e− channel

are selected from data. Figures 8.10 and 8.11 present the control distributions for events

after the veto in muon and electron channels, respectively. Good agreement between

the data and MC simulation of various kinematic distributions is observed, both in the

Z-peak region (70 GeV < m`+`− < 105 GeV) and outside of this region. Also, the

Z region provides a cross-check of the residual inclusive DY contamination in the fur-

ther event selection process. Some small disagreement observed in the electron channel

can be covered by the systematic uncertainties. Here the uncertainties do not include

NNPDF2.3QED PDFs uncertainty in double-dissociative part, simulated by Pythia 8.

Moreover, the relevant structure functions uncertainty for single-dissociative reactions

using Lpair are not available, where they will further increase the total size of the

systematic uncertainty related with the background modelling.

8.2 Exclusive cross section extraction

In order to suppress further the proton-dissociative and DY backgrounds, additional

set of kinematic cuts should be imposed. At the same time, they enhance the relative

contribution from exclusive (elastic) signal processes.
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Figure 8.10: Control distributions for events passing the exclusivity veto in the
muon channel. (a) Dilepton invariant mass, (b) transverse momentum of the posi-
tively charged muon, (c) dimuon transverse momentum and (d) dimuon acoplanarity
distributions are presented. Exclusive and single-dissociative event yields are extracted

in the region p`
+`−

T < 1.5 GeV, as discussed in Section 8.2.2.

8.2.1 Elastic selection

Because of the very low photon virtualities in exclusive γγ → `+`− reactions, the out-

going signal leptons are produced back-to-back in the transverse plane. Therefore, the

selected lepton pairs are required to be balanced in their transverse momentum.

As a default option, requirement on the transverse momentum of the dilepton system

is chosen. The value of p`
+`−

T < 1.5 GeV is found to be sufficient to further reduce the

background and almost not reduce the signal process. The distribution of invariant mass

of the leptons after this requirement is shown in Figure 8.12. Clearly, the contribution

from the Z/γ∗ → `+`− and proton-dissociative processes is suppressed. However, the
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Figure 8.11: Control distributions for events passing the exclusivity veto in the elec-
tron channel. (a) Dielectron invariant mass, (b) transverse energy of the positively
charged electron, (c) dielectron transverse momentum and (d) dielectron acoplanarity
distributions are presented. Systematic uncertainties are shown as a shaded area. Ex-
clusive and single-dissociative event yields are extracted in the region p`

+`−

T < 1.5 GeV,
as discussed in Section 8.2.2.

70 GeV < m`+`− < 105 GeV region is still dominated by the Z boson production. As a

consequence, this region is excluded in the subsequent exclusive cross section extraction

procedure.

Tables 8.1 and 8.2 present the effect of each step of the selection on the data and

simulated signal and background samples for muon and electron channels, respectively.
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Figure 8.12: Distribution of the invariant mass of lepton pairs for events after exclu-
sivity veto and elastic selection for (a) µ+µ− and (b) e+e− analysis channels. Exclusive
and single-dissociative event yields are extracted using fit procedure, as discussed in

Section 8.2.2.
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8.2.2 Maximum likelihood fit

After all selection criteria are applied, 2124 events remain for the muon channel, and

869 events are selected in the electron channel. From simulations, approximately half

are expected to originate from exclusive production. The number of selected events in

the data is below the expectation from the simulation, with an observed yield that is

approximately 80% of the sum of simulated signal and background processes (see the

Tables 8.1 and 8.2). This suppression is interpreted as due to proton absorptive effects, in

which strong interactions between the protons can produce additional hadronic activity.

These effects are not included in the MC generators used to model exclusive and single-

dissociative processes, hence more MC events than expected pass the exclusivity veto

and elastic selection requirements.

The exclusive γγ → `+`− contribution is extracted from the data by performing a binned

maximum-likelihood fit to the dilepton acoplanarity distribution for events passing the

exclusivity veto and elastic selection. Templates obtained using MC events are used to

model the exclusive signal, DY, single- and double-dissociative processes.

The fit includes two free parameters: the scale factors for exclusive (f excl.) and single-

dissociative (f s-diss.) event yields. The double-dissociative and DY contributions are

fixed in the fit procedure. Small contributions from other background processes (Z/γ∗ →
τ+τ−, γγ → τ+τ−, γγ →W+W−) are neglected. The statistical asymmetric uncertain-

ties for the yields are computed with Minos [59].

Muon channel. Figure 8.13 presents the best-fit to the data dimuon acoplanarity

distribution. The individual signal and background yields from the fit are summarized

in Table 8.3. The ratios of data to MC predictions (scale factors) for exclusive and

single-dissociative contributions are also shown. This scale factor corresponds to the

survival factor defined in Section 2.2.3 that quantifies the effect of proton absorptive

suppression. Its deviation from unity can be interpreted as a direct consequence of

the proton finite-size effects that impact photon–photon interactions in pp collisions.

For the exclusive process, it is measured to be f excl.
γγ→µ+µ− = 0.791+0.041

−0.040(stat.), in good

agreement with value of 0.801 calculated using phenomenological model described in

Section 2.2.3. A comparable value, within the uncertainties, is obtained for the single-

dissociative processes. Finally, a 68% and 95% confidence level (CL) contours in the

(f excl. − f s-diss.) fit variable space are displayed in Figure 8.14.

Electron channel. The best-fit to the data dilepton acoplanarity distribution for

electron channel is shown in Figure 8.15. Table 8.4 summarizes the individual signal
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double-dissociative and DY backgrounds. The exclusive and single-dissociative yields

are determined from the fit described in the text.
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single-dissociative yield scale factors in the fitted parameter plane for the muon channel.
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indicate the best-fit values. Prediction for survival factor (proton absorptive correction)

is also shown (red solid line).
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Data/MCexcl. Data/MCs-diss. Yieldexcl. Yields-diss. Yieldd-diss. YieldDY

0.791+0.041
−0.040 0.762+0.049

−0.048 927± 47 826± 53 160 211

Table 8.3: Binned maximum-likelihood fit results for the muon channel.

Data/MCexcl. Data/MCs-diss. Yieldexcl. Yields-diss. Yieldd-diss. YieldDY

0.863+0.070
−0.069 0.759+0.080

−0.078 378± 31 314± 32 75 103

Table 8.4: Binned maximum-likelihood fit results for the electron channel.

and background yields from the fit, together with the scale factors to MC predictions

for exclusive and single-dissociative contributions. Here again, the scaling factor for the

exclusive signal yield, f excl.
γγ→e+e− = 0.863+0.070

−0.069(stat.), is found to be in a good agreement

with the the predicted value of 0.798, using calculations from Section 2.2.3. Figure 8.16

presents 68% and 95% CL contours in the fit variable space for the electron channel.
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Figure 8.15: Dielectron acoplanarity distribution for the sample after full event
selection. Data are shown as points with statistical error bars. The stacked his-
tograms, in top-to-bottom order, represent the simulated exclusive signal, and the
single-dissociative, double-dissociative and DY backgrounds. The exclusive and single-

dissociative yields are determined from the fit described in the text.
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Chapter 9

Systematic uncertainties and

cross-checks

This chapter describes the procedure of estimating the statistical and systematic un-

certainties associated with the analysis of exclusive γγ → `+`− production. It is very

important to estimate any possible systematic uncertainties which are those arising, for

example, from the limited knowledge of the reconstructed physics objects, or the preci-

sion of the background processes control. The overall systematic uncertainty is obtained

by adding in quadrature uncertainties from different sources.

9.1 Muon-related systematic uncertainties

The systematic uncertainties attributed to the muons originate from different sources:

muon reconstruction efficiency, momentum scale and smearing, and muon trigger ef-

ficiency. The contributions are quantified by varying each systematic effect within its

associated uncertainty and observing the fractional change in the number of events pass-

ing the signal extraction procedure.

Muon reconstruction efficiency. The uncertainty due to the muon reconstruction

efficiency stems from the finite precision to which the MC scale factors for the muon

reconstruction are determined [11]. The impact on the analysis is evaluated by varying

scale factors within their uncertainties. The uncertainties are taken from the official

ATHENA tool. A description of the calculation of this uncertainty can be found in [60].

The varied scale factors are applied to the analysis resulting in an altered signal yield.

Muon momentum scale and resolution. The determination of the pT of the muon is

affected by both the momentum scale and resolution uncertainties. In order to evaluate

199
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Source Value

Muon reconstruction efficiency 0.2%
Muon kinematics 0.5%
Muon trigger efficiency 0.6%

Table 9.1: Summary of the muon-related systematic uncertainties on the expected
exclusive event yields.

the resolution uncertainty, the transverse momentum of the muon is varied through a

dedicated tool, which is based on the measurements from [11].

Muon trigger efficiency. The systematic uncertainty on the efficiency of single-

and dimuon triggers is calculated using the official tool, prepared based on the stud-

ies from [11, 55]. Variations of the trigger efficiency are applied on an event-by-event

basis and propagated trough the full analysis chain up to the normalized cross section

using exclusive γγ → µ+µ− MC events.

Table 9.1 summarizes the muon-related systematic uncertainties. The overall contribu-

tion of these uncertainties on the exclusive cross section measurement is 0.8%.

9.2 Electron-related systematic uncertainties

The contribution of the systematic effects related with the electron reconstruction mod-

elling is also determined. This contribution is evaluated by taking into account the

uncertainties associated with the electron reconstruction and identification efficiency,

energy scale and smearing, and electron trigger efficiency. The systematic uncertainties

on the expected signal event yields are estimated as follows.

Electron reconstruction and identification efficiency. The differences observed in

the reconstruction and identification efficiencies between the data and MC simulation

are taken into account by weighting the simulation by the relevant scale factors [14].

The systematic uncertainty is then determined by varying the scale factors within their

quoted uncertainties. The uncertainties on the scale factors are added in quadrature to

obtain the combined electron reconstruction and identification uncertainty.

Electron energy scale and resolution. The uncertainty associated to the electron

energy scale is obtained using the official tool that is based on [57]. A ±1σ variations of

the electron energy scale are applied on an event-by-event basis and propagated through

the full analysis chain. The uncertainty associated to the description of the electron

energy resolution by the MC simulation is calculated in a similar way.
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Source Value

Electron reconstruction and identification efficiency 1.9%
Electron scale 1.0%
Electron smearing 0.9%
Electron trigger efficiency 0.7%

Table 9.2: Summary of systematic uncertainties on the expected exclusive event yields
related with electrons.

Electron trigger efficiency. The systematic uncertainty on the efficiency of single- and

dielectron triggers is calculated using the official tool that is built on results from [14].

Correlated variations of ±1σ of the trigger efficiency are applied on an event-by-event

basis and propagated through the full analysis chain up to the exclusive cross section

calculation using signal MC events.

Table 9.2 summarizes the electron-related systematic uncertainties. An overall contri-

bution of these uncertainties to the exclusive cross section measurement is below 3%.

9.3 Pile-up description

A possible systematic effect due to the pile-up description in MC events is studied by

comparing the pT- and η-dependent distribution of charged-particle tracks originating

from pile-up, measured at sufficiently large distances from the dilepton vertex. The

same technique as in [10] is used. The tracks are selected as described in Section 6.1,

with the only exclusion that instead of the standard impact parameter cuts, tracks are

required to have dBS
0 < 1.5 mm and |ztrk

0 − z``vtx| > 20 mm. The first requirement selects

tracks of charged particles produced in interactions on the beam spot (BS), and the

second one suppresses the contribution of particles produced in the hard process. A

comparison of d2Ntrk/dη dpT distributions between the data and MC for pile-up tracks

is shown in Figure 9.1. Good data-to-simulation agreement (below 5%) is observed for

charged-particle tracks with pT < 1 GeV. For pT > 1 GeV, |η| < 2.3 MC simulation

underestimates the spectrum by ≈10%, whereas for pT > 1 GeV, 2.3 < |η| < 2.5 a

disagreement is reaching 20%.

The same effect is observed for the integrated pile-up track density distribution. Fig-

ure 9.2 shows pile-up track multiplicity in the vertex with closest distance to the dimuon

vertex. A distribution in MC simulation is slightly shifted comparing to data, which re-

sults in the underestimation of mean pile-up track density per event. Pile-up description

in MC is affected by the systematic uncertainty related with the track reconstruction

inefficiency, originating mainly from uncertainties in detector material description in

MC simulations. This was estimated in [61] to be from 2% for charged particles with
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Figure 9.1: Comparison of reconstructed charged-particle track density originating
from pile-up, d2Ntrk/dη dpT, between the (a) data and (b) MC simulations for events
satisfying preselection criteria. The ratio of (a) and (b) distributions is shown in (c).
The ratio of similar distributions for events after exclusive selection is shown in (d).

0.5 < pT < 10 GeV, |η| < 2.3 to 7% at 0.5 < pT < 10 GeV, |2.3 < η| < 2.5 and 10% at

pT > 10 GeV. These numbers are consistent with the differences observed between the

data and MC simulations.

To estimate the effect of this uncertainty on the final results, the loss of the efficiency

is simulated by randomly removing (or adding) from 2% to 20% of reconstructed pile-

up tracks in the signal MC sample. This results in a maximum of 0.5% change of the

exclusive signal yield values in both channels, which is taken as a systematic uncertainty.

As discussed in Section 7.3, MC events are corrected using the pile-up reweighting pro-

cedure, in order to reproduce the average number of interactions per bunch crossing,

〈µ〉, observed in data. A good agreement between the data and MC simulation for

〈µ〉 distributions is observed, but not for the number of reconstructed vertices in the
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Figure 9.2: Reconstructed charged-particle track multiplicity associated with the
vertex with closest distance to the dimuon vertex for events (a) after preselection, and

(b) after full event selection.

high vertex-multiplicity region. In order to estimate the systematic uncertainty from

the pile-up reweighting, on top of the event selection, the reweighting that use the num-

ber of reconstructed vertices is applied. The ratio between the data and MC simulation

in the number of reconstructed vertices is used as an additional weight for the signal

MC events. The difference in the exclusive cross section with and without applying the

additional vertex weight is below 0.1% for both analysis channels. Therefore, this effect

is considered negligible.

As an additional check, events with exactly one additional track attached to the dilepton

vertex are used to extract the exclusive event scale factor. Since this region is domi-

nated by the Drell–Yan (DY) events, p`
+`−

T < 1 GeV cut is imposed and the Z region

(70 GeV < m`+`− < 105 GeV) is removed. Figure 9.3 presents the transverse and lon-

gitudinal impact parameter distributions for muon channel after these selection criteria

are applied. One can observe that the exclusive events contribute with a track that has

uniformly distributed z0 component. This component reflects the random association

of a pile-up track to the purely exclusive dilepton vertex. On the other hand, track

from the Z/γ∗ event originates essentially from the hard interaction vertex, which cre-

ates a peaked structure. Therefore, the DY events can be further suppressed requiring

|z0 sin θ| > 0.5 for the additional track.

With the tightened event selection described in the preceding paragraph, exclusive event

yield is extracted by performing a binned log-likelihood fit to the dilepton acoplanarity

distribution. Best-fit distributions are shown in Figure 9.4. The extracted exclusive

signal scale factors, f excl.
γγ→µ+µ− = 0.832+0.192

−0.184(stat.) and f excl.
γγ→e+e− = 0.852+0.275

−0.301(stat.),
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are in a good agreement with the values obtained when using events passing the default

event selection requirements.
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Figure 9.3: (a) Transverse and (b) longitudinal impact parameter distributions for ad-
ditional reconstructed charged-particle track associated with the dimuon vertex. Events
with exactly one additional reconstructed track are considered. To enhance the relative

signal contribution, p`
+`−

T < 1 GeV cut is imposed with Z region being removed.
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Figure 9.4: Best-fit acoplanatrity distribution for events with exactly one additional
track associated with the dilepton vertex for (a) muon and (b) electron channels. Cuts

imposed to reduce the DY contamination are detailed in the text.

9.4 Exclusivity veto efficiency

The 3 mm exclusivity veto efficiency (described in Section 8.1.3) as a function of pile-up

intensity can be extracted directly from data and compared with MC simulations. This

can be done by analysing relevant distribution shapes (like 〈µ〉, e.g. in Figure 7.2a) before

and after exclusivity veto is applied. This is presented in Figure 9.5. Each distribution
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is normalized to the respective total number of events. It is expected that the presence

of additional pile-up tracks will decrease the exclusivity veto efficiency. The effect is

strongest for high pile-up intensities, thus changing the initial 〈µ〉 distribution shape.
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Figure 9.5: Average number of interactions per bunch crossing in data (muon channel)
for events before and after 3 mm exclusivity veto is applied. Each distribution is

normalized to the respective total number of events.

Taking the ratios of data distributions shown in Figure 9.5, it is possible to recover the

shape of the exclusivity veto efficiency distribution as a function of pile-up intensity. A

missing normalization factor can be also extracted from data. Information about the

density of pile-up tracks at a random point zi with the minimum distance |zi− z`+`−vtx | >
20 mm from the dilepton vertex is used. This requirement suppresses the contribution

of charged particles produced in the hard process and only pile-up tracks are counted.

The normalization factor is given by the probability to have no tracks (or vertices)

within 3 mm from the point zi, which has the same zBS distribution, as the dilepton

vertex. This probability is calculated as follows. Firstly, the point zi is randomly

generated from the gaussian distribution, with a parameters corresponding to the 2011

beam spot conditions: σzBS = 56.7 mm and 〈zBS〉 = −7.9 mm. For each event, the

random generation procedure is repeated until zi will pass the minimum distance from

the dilepton vertex requirement (|zi − z`+`−vtx | > 20 mm). Then, the relevant probability

is calculated, by taking the ratio of events having no tracks (or vertices) within 3 mm

from the point zi, to the total number of events. The extracted probability using this

type of random sampling for 3 mm veto size is pdata = 0.713 and pMC = 0.722 for data

and MC events, respectively.

Figure 9.6 shows the comparison of exclusive selection efficiency as a function of the av-

erage interactions per bunch crossing, 〈µ〉, extracted from the data and MC simulations.

Good agreement between the data and simulation shapes is observed.
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A comparison of exclusive selection efficiency (extracted using random sampling proce-

dure) as a function of z-coordinate of the reference point for 3 mm veto size is shown

in Figure 9.7a. In Figure 9.7b the same efficiency is presented as a function of different

exclusivity veto sizes. Here, a systematic discrepancy is observed, with a maximum

deviation of 1.2%. Therefore, this 1.2% difference is taken as a systematic uncertainty

for the exclusivity veto efficiency.
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Figure 9.6: Exclusivity veto efficiency extracted from the data (black points) as a
function of average interactions per bunch crossing for (a) µ+µ− and (b) e+e− channels.
Comparison with MC simulation is also shown (red and blue markers, respectively).
Data distributions are built according to the differences in shape between the events
passing preselection and 3 mm veto selection cuts. For data, additional normalization

factor is also applied, using random sampling procedure.
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Figure 9.7: Exclusivity veto efficiency extracted from the data (black points) and MC
simulations (red points) as a function of (a) z-coordinate of the reference point for 3
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9.5 Background estimation

The maximum-likelihood fit procedure fixes the yields of the double-dissociative and DY

events. In order to estimate the systematic effect related with the background modelling,

the fit is repeated with each of these background contributions varied independently.

e+e− and µ+µ− Drell–Yan. DY background contamination is well controlled by

checking the lepton kinematic distributions in the Z region. Figure 9.8 shows the dimuon

acoplanarity distribution for events in the Z-peak region after 3 mm exclusivity veto.

MC simulation gives a perfect agreement in the entire kinematic range.

An uncertainty of 20% on the contribution of DY background processes is assumed.

This value is considered conservative and accounts for the uncertainties coming from

the data/MC simulation disagreement, related with the track multiplicity (≈10%) and

p`
+`−

T (≈5%) reweighting procedures. Moreover, this includes 5% statistical uncertainty

on the Z/γ∗ MC sample after event selection. Additional 5% uncertainty for the PDFs

and scale in Z/γ∗ processes is also assumed. Because of the similar shapes of the DY

and single proton-dissociative components in the fitted distribution, this variation is

partly absorbed by the single-dissociative contribution. A ±20% variation results in a

1% change of the exclusive signal yield in the fit procedure for the muon and 1.2% for

the electron channel.

π|/-µ+µ
φ∆1-|

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

E
ve

nt
s 

/ 0
.0

02

0

50

100

150

200

250

300

350

400
 

-1 = 7 TeV, 4.6 fbs

Z region

exclusivity veto

Data 2011
-µ+µ→γγExclusive 

-µ+µ→γγSingle-diss. 
-µ+µ→γγDouble-diss. 

-µ+µ→*γZ/

-τ+τ→*γZ/

Figure 9.8: Acoplanarity of the dimuon system in the Z region after 3 mm exclusivity
veto being imposed.

Double-dissociative γγ → `+`−. The default photon-PDF set used in double-

dissociative γγ → `+`− Pythia 8 sample is NNPDF2.3QED. It is found that this set

describes very well the kinematic distributions of the lepton pairs. In order to estimate
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the double-dissociative background uncertainty on the measurement, the 68% confidence

level (CL) range for the photon-PDFs are built. This is done using the standard set

of N = 100 replicas available. The photon-PDFs are affected by sizeable uncertainties,

typically of order 50% [30]. This is shown in Figure 9.9, where the PDFs are shown,

together with the 68% CL ranges at typical values of Q2. The maximum fit variation

for the double-dissociative background uncertainty obtained in this way is 1.7% for the

muon and 1.9% for the electron channel, which is considered as a systematic effect.

Additional systematic checks using MRST2004QED PDFs with Pythia 8 double-dissociative

events, as well as the predictions from Lpair MC generator agrees within the 68% CL

range of NNPDF2.3QED PDF set. Therefore, no additional systematic effect is assigned

for double-dissociative background uncertainty.
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Figure 9.9: The NNPDF2.3QED photon-PDFs at different energy scales: (a) µ2 =
10 GeV2 and (b) µ2 = 50 GeV2, presented as a function of the proton energy fraction
carried by the photon. The 100 replicas are shown, along with the mean and the 68%

CL ranges.

τ+τ− Drell–Yan. After all selection criteria are applied, 3 (µ+µ−) and 2 (e+e− chan-

nel) events from Z/γ∗ → τ+τ− processes are expected from MC simulation in the

selected sample. Varying this background contribution by a factor of 2 results in 0.1%

change in the fitted exclusive signal yield. Therefore, this contribution to the systematic

uncertainty is considered negligible.

Exclusive γγ → τ+τ−. The contribution from exclusive γγ → τ+τ− with fully

leptonic decay of the taus is also considered. It is calculated using Herwig++ MC

generator. The estimated cross section for γγ → τ+τ− → µ+µ−(e+e−) is 1.7 fb for

mµ+µ−(e+e−) > 20 GeV range. Including the same selection requirements as in the

nominal analysis, it gives the value of 0.2 fb, which has a negligible effect.
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Exclusive γγ → W+W−. A cross section for exclusive W pair production is esti-

mated to be 41 fb using Herwig++ generator. Including the branching fraction to

e+e− or µ+µ− final states gives 1.2 fb. Additionally, requiring p`
+`−

T < 1.5 GeV reduces

the cross section below 0.1 fb, which has a negligible effect on the analysis.

SPE/DPE Drell–Yan. Another source of possible background is the Single- (SPE)

and Double-Pomeron Exchange (DPE) production of the lepton pairs via the Z/γ∗ boson

production. This contribution is estimated with fpmc [62] generator, with a default

setup being used.

FPMC prediction for the cross section is 2 pb for SPE Z/γ∗ → e+e−(µ+µ−) produc-

tion, after including the assumed 3% gap survival probability [63] and using standard

requirements on lepton kinematics. However, in SPE processes, only one intact proton is

produced, where on the other side the standard (inclusive) proton-remnant hadroniza-

tion occurs. This effect produces additional charged particles in the central detector

acceptance region. A requirement vetoing the events with additional charged particles

with |η| < 2.5 and pT > 400 MeV reduces the SPE DY cross section to the values below

0.5 fb.

For DPE Z/γ∗ → e+e−(µ+µ−) events, the predicted cross section is 1.2 pb for leptons

with standard kinematic cuts applied at the preselection step. However, the effective

cross section (when multiplied by the gap survival probability and including the elastic

selection) is below 1 fb. Therefore, the contributions from SPE/DPE DY processes is

considered as negligible.

Cosmic background. The possible contamination of cosmic-ray muons is also studied.

Those may fake a signal, since they will not be correlated with other charged-particle

tracks in the event. A possible contamination from cosmic muons is studied by comparing

the vertex position and three-dimensional opening angle, θ3D, in data and simulation.

The cut θ3D > 0.95π, which requires almost collinear back-to-back muons, is used to

enhance the relative cosmic-ray contribution. No difference between the vertex position

distributions is observed between the events passing (or failing) θ3D cut. Therefore, this

effect is considered negligible.

9.6 LHC beam effects

The LHC beam energy uncertainty is evaluated in [64] to be 0.7%. This affects the

exclusive cross sections by 0.4% and is considered as a systematic effect.
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The non-zero crossing angle of the LHC beams in the ATLAS interaction point leads to

a boost of the dilepton system in the y-direction. As a result, the kinematic distributions

of the lepton pairs in MC simulation should undergo additional smearing effect. A proper

Lorentz boost for collisions in the y − z plane can be expressed as:




E′

p′x
p′y
p′z




=




cos−1 (θc/2) 0 tan (θc/2) 0

0 1 0 0

sin (θc/2) 0 1 − sin (θc/2)

sin (θc/2) tan (θc/2) 0 tan (θc/2) cos (θc/2)



×




E

px

py

pz



, (9.1)

where θc/2 is the half-crossing angle in the y − z plane. Using a half-angle of 142 µrad

and approximating Equations (9.1) to the linear terms, the smearing is equivalent to the

set of equations:

E′ = E + 2.5 · 10−6py ,

p′x = px ,

p′y = 2.5 · 10−6E + py − 2.5 · 10−6pz ,

p′z = 2.5 · 10−6py + pz .

(9.2)

The effect is estimated by applying a correction for the Lorentz boost to truth-level

lepton kinematics in the exclusive signal sample. Figure 9.10 shows the effect of beam

crossing for truth dliepton transverse momentum distribution. As a result, the fitted

value of the exclusive scale factors change by 0.3% from nominal fit value after applying

this correction.
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Figure 9.10: Truth-level dilepton transverse momentum distribution for exclusive
γγ → `+`− MC events. Comparison between the default setup and the one with the

beam crossing angle enabled is shown.
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9.7 Template shapes

The uncertainty arising from the choice of the template acoplanarity shapes in the

signal extraction procedure is evaluated by refitting the data with different template

distributions.

Various elastic electron–proton scattering experiments report a small deviation of proton

elastic form factors from the standard dipole parametrization. This is presented in Fig-

ure 9.12, where the world data from proton elastic form factors measurements is fitted to

the model with QCD corrections [65]. The model curves differ form the standard dipole

by 1% at Q2 = 0.2 GeV2 and the effect is smaller for lower Q2, where the density of

equivalent photons is highest, following the exclusive cross section formula. The impact

of this effect on the exclusive cross section measurements is evaluated by reweighting

the equivalent photon spectra in signal MC events, according to the model predictions.

Figure 9.13 shows the difference in dilepton acoplanarity signal shape when, instead of

the standard dipole, a best-fit parametrized functions from Figure 9.12 are applied. A

small proton elastic form factors deviation from the standard dipole parametrization

used in the simulations has a 0.2% effect on the exclusive cross sections.

The impact of possible mis-modelling of acoplanarity shape in single-dissociative tem-

plate distribution is evaluated using reweighted single-dissociative MC events. So-called

exponential modification factor is applied to the shape of the p`
+`−

T distribution and the

reweighted single-dissociative events are used in the signal extraction procedure. The

exponential modification factor is characterized by the parameter a, using the expression:

e
−a

(
p`

+`−
T

)2

. (9.3)

The modification parameter accounts for possible absorptive effects not included in the

single-dissociative process simulation. It is extracted by fitting the shape of p`
+`−

T dis-

tribution to data using single-dissociative MC distribution. The binned maximum-

likelihood fit is performed for events satisfying exclusive selection criteria, except for

p`
+`−

T cut, in the range 1.5 GeV < p`
+`−

T < 5 GeV, where the contribution from single-

dissociative processes is dominant. The best-fit results are: aµ+µ− = 0.05± 0.01 GeV−2

for the muon and ae+e− = 0.01 ± 0.02 GeV−2 for the electron channel. Figure 9.11

shows the comparison between the default and exponentially modified modelling of the

p`
+`−

T distribution for the muon channel. The maximum p`
+`−

T shape deviation can be

obtained using exponential modification factor with aµ+µ− parameter, which is then

applied as a weight for single-dissociative MC events in both analysis channels. For

single-dissociative events after p`
+`−

T < 1.5 GeV cut, this weight modifies the shape of the

acoplanarity distribution by at most 2%. This results in a 0.9% change of the exclusive
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yields in the signal extraction procedure. As an additional cross-check, the modification

factor is extracted with DY and double-dissociative template distributions simultane-

ously varied by ±1σ. The maximal value of the modification parameter obtained in that

way is observed for muon channel and +1σ check: aµ+µ− = 0.06± 0.01 GeV−2.
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Figure 9.11: Comparison between the (a) default and (b) the exponentially modified

modelling of the p`
+`−

T distribution for muon channel. The modification factor with
parameter a = 0.05 GeV−2 is applied to the single-dissociative MC events.

The effect of a possible mis-description of the detector resolution [66] on the measure-

ments of η` and φ` angles has been also studied. The resolution in the MC simulations

on both angles is enlarged by 20% and the impact on the measured exclusive cross sec-

tion calculated. A change of the resolution on η` has no impact on the signal shape

and measured cross section. On the other hand, a change of the resolution on φ` has an

impact on the measured cross section of 0.2% for the muon and 0.3% for the electron

channel.

9.8 QED FSR and other NLO effects

Although the effect of QED final-state radiation (FSR) - and the other NLO contri-

butions - is predicted to be small in γγ → `+`− reactions [67], it may be a source of

potential experimental issue, affecting e.g. lepton efficiencies and dilepton acoplanarity

resolution. Here it is worth to mention that the Herwig++ used to generate signal

events, does not include NLO QED+EW effects. For the kinematic cuts used in the

analysis, the effect of QED FSR is at the level of 0.8% and does not depend on the

dilepton invariant mass (for details, see [67]).
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Figure 9.12: The proton elastic form factors extracted from the world data and
compared to the model with QCD corrections. The solid line represents the best-fit to

the data, while the dashed lines indicate the 1σ error band. Figure taken from [65].
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Figure 9.13: Truth-level dilepton acoplanarity distribution for exclusive γγ →
`+`− events. Comparison between the proton elastic form factors with the standard-

dipole parametrization applied and the ones parametrized as in [65] is shown.
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In order to estimate the effect of QED FSR on the lepton efficiencies, Z/γ∗ MC events

are used with two standard reference points. Bare reference point is using the lepton

momenta after QED FSR. On the other hand, the dressed level includes also the momenta

of all FSR photons with E > 10 MeV, which are radiated off the lepton in a cone of

∆R < 0.1 around the bare lepton direction.

A possible bias of QED FSR on the electron efficiencies is studied by comparing electron

pair reconstruction efficiency in Z/γ∗ MC events for nominal scenario and the events

with no QED FSR photon being emitted. This is presented in Figure 9.14. Electron pair

efficiency accounts for the trigger, reconstruction and identification efficiencies of both

electrons, as well as for the LAr crack removal procedure. The efficiency is calculated for

me+e−> 24 GeV, peT > 12 GeV, |ηe| < 2.4 truth-level requirements applied on QED Born

level. One can observe from Figure 9.14 that the effect is strongest in the vicinity of the

Z-peak region, where the interference effects are present. However, since the Z region

(70 GeV < m`+`− < 105 GeV) is not used in the exclusive cross section determination

procedure, the overall impact of this effect is relatively small. Indeed, when convoluting

the differences in the electron pair reconstruction efficiency with the exclusive signal

events, this results in a 0.8% change in the signal yield. This is taken as a systematic

uncertainty.

To check the size of this effect on a fitted acoplanarity distribution, bare and dressed

reference points in Z/γ∗ MC are compared in the lepton track azimuthal resolution, with

a presence of at least one QED FSR photon. This is shown in Figure 9.15. Generally, the

QED FSR is the source of additional smearing also for the track-based observables. The

effect is estimated by applying additional smearing to one of the reconstructed lepton

azimuthal angle for 0.7% randomly chosen signal events. A relative change below 0.1%

in the fitted signal yield is observed in both analysis channels. Moreover, the result of

this effect is partially included by varying lepton angular resolution (see the Sec. 9.7).

Finally, the effect of higher-order virtual EW corrections is considered. It is also esti-

mated in [67]. For exclusive lepton pair production the weak corrections are negligible

below the weak bosons scale (. 2mW ).

9.9 Luminosity

Systematic uncertainties on the absolute luminosity calibration have been evaluated

in [19]. For the 2011 proton–proton runs, the uncertainty is dominated by the accuracy

of the vdM calibration procedure. The total systematic uncertainty for the luminosity

determination in 2011 is 1.8%.
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FSR photon being emitted. For details, see the text.
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Figure 9.15: Lepton track azimuthal resolution for events with at least one QED FSR
photon emitted for (a) electrons and (b) muons. Z/γ∗ MC events are used to calculate

the effective smearing (difference between the bare and dressed reference points).

9.10 Additional cross-checks

Additional checks of the maximum-likelihood fit stability are performed by comparing

different bin widths and fit ranges. Starting from the nominal number of 30 bins in the

fit range 0 ≤ 1− |∆φ`+`− | /π ≤ 0.06, variations in the bin width (0.002± 0.001) and fit

range ([0 − 0.03], [0 − 0.09]) show relative deviations by at most 0.9% with respect to

the nominal exclusive yield.

As an alternative set of elastic cuts, for systematic cross-checks, several configurations

are studied. They include various types of requirements for acoplanarity and transverse
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Cut Definition Fitted distribution f excl. f s-diss.

1 (def.) pµ
+µ−

T < 1.5 GeV 1−
∣∣∆φµ+µ−

∣∣ /π 0.791+0.041
−0.040 0.762+0.049

−0.048

2 ∆pµ
+µ−

T < 1 GeV pµ
+µ−

T 0.848+0.047
−0.046 0.737+0.057

−0.056

3 1−
∣∣∆φµ+µ−

∣∣ /π < 0.008 ∆pµ
+µ−

T 0.805+0.068
−0.068 0.751+0.134

−0.131

1 (def.) pe+e−
T < 1.5 GeV 1− |∆φe+e− | /π 0.863+0.070

−0.069 0.759+0.080
−0.078

2 ∆pe+e−
T < 1 GeV pe+e−

T 0.916+0.094
−0.093 0.736+0.090

−0.088

3 1− |∆φe+e− | /π < 0.008 ∆pe+e−
T 1.04+0.17

−0.18 0.60+0.27
−0.25

Table 9.3: Elastic cut definitions used for additional cross-checks. First cut is used as
a default option. Fit results for the muon and electron channels are also shown, with

the corresponding statistical uncertainties.

momentum difference of the lepton pairs. Detailed description for each set of require-

ments is summarized in Table 9.3. The scale factor predictions for exclusive and single

dissociative contributions are also shown. Good agreement for the fitted yields is ob-

served for all control regions. For each elastic region definition, the best-fit curve and

exclusive signal yield are consistent with the default fit procedure within the statistical

uncertainties. For electrons, the smearing in the energy (transverse momentum) is much

higher than for the muons and the shapes of the exclusive and single-dissociative distri-

butions are thus very similar. This results in large uncertainties from the fit procedure.

Since all of these variations are strongly correlated with the statistical uncertainties, no

additional systematic uncertainties are assigned in this case.

9.11 Summary of systematic uncertainties

Table 9.4 summarizes the contributions from different sources of systematic uncertainties

to the measured exclusive cross section for the muon and electron channels. A total

systematic uncertainty, including contribution from luminosity determination, is 3.3%

for the muon and 4.3% for the electron channel.
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Source Variation from nominal yield
Muon channel Electron channel

Muon reconstruction efficiency 0.2% -
Muon momentum scale and resolution 0.5% -
Muon trigger efficiency 0.6% -
Electron reconstruction and
identification efficiency - 1.9%
Electron energy scale and smearing - 1.4%
Electron trigger efficiency - 0.7%
Pile-up description 0.5% 0.5%
Exclusivity veto efficiency 1.2% 1.2%
Backgrounds 2.0% 2.3%
LHC beam effects 0.5% 0.5%
Template shapes 0.9% 1.0%
QED final-state radiation - 0.8%
Luminosity 1.8% 1.8%

Total systematic uncertainty 3.3% 4.3%

Statistical uncertainty 5.1% 8.2%

Table 9.4: Summary of systematic uncertainties on the exclusive cross section mea-
surements for the muon and electron channels. The data statistical uncertainties are

also given for comparison.
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Results

The exclusive γγ → `+`− cross sections are restricted to the fiducial regions defined in

Table 10.1. The fitted value of exclusive fraction, f excl., for muon and electron channels,

are converted to a fiducial cross section defined as:

σexcl. = f excl. · σEPA (10.1)

where σEPA is a cross section predicted by Herwig++ in the phase-space region con-

sidered: σEPA
γγ→e+e− = 0.496 ± 0.008 pb and σEPA

γγ→µ+µ− = 0.794 ± 0.013 pb. The

uncertainties in both theoretical values include uncertainties related with proton elastic

form factors (1.6%), and those originating from the higher order electroweak correc-

tions [67] not included in the calculations (0.7%). The proton form factors uncertainty

is evaluated using parametrizations from [65] that include QCD corrections in the cal-

culations. The uncertainty is estimated by reweighting the equivalent photon spectra

in signal MC events, according to the form factors uncertainty band. It is found that

the −1σ line gives the maximum deviation of exclusive cross sections (1.6%) and it is

taken as a theory uncertainty related with proton elastic form factors. This procedure

covers small form factors deviation from the standard dipole formula. It is also found

that the uncertainties on the proton magnetic form factor have no impact on the the-

ory cross section uncertainty. This is due to the fact that the proton magnetic form

factor contributes to the 10% of the total exclusive cross section in the fiducial regions

considered.

219
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Variable Electron channel Muon channel

p`T > 12 GeV > 10 GeV
|η`| < 2.4 < 2.4
m`+`− > 24 GeV > 20 GeV

Table 10.1: Definition of the electron and muon channel fiducial regions for which
the exclusive cross sections are evaluated.

10.1 Exclusive cross sections

The resulting visible exclusive cross section for the muon channel is measured to be

σexcl.
γγ→µ+µ− = 0.628 ± 0.032 (stat.)1 ± 0.021 (syst.) pb

for mµ+µ− > 20 GeV, pµT > 10 GeV, |ηµ| < 2.4. This value can be compared with the

theoretical predictions, including correction for proton absorptive effects: σEPA, corr.
γγ→µ+µ− =

0.638 ± 0.013 pb. For the electron channel, the visible cross section is measured to be

σexcl.
γγ→e+e− = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb

for electrons with me+e− > 24 GeV, peT > 12 GeV and |ηe| < 2.4. This measured

value can be compared with the theoretical predictions containing proton survival factor:

σEPA, corr.
γγ→e+e− = 0.398 ± 0.007 pb. The uncertainty of each corrected prediction includes an

additional 0.8% uncertainty related to the modelling of proton absorptive corrections.

It is evaluated by varying the effective transverse size of the proton by 3%, according

to [68].

10.2 Control distributions

Kinematic distributions for muons after all cuts and best fit procedure are shown in Fig-

ures 10.1, 10.2 and 10.3. Here the additional acoplanarity requirement, 1−|∆φ`+`− | /π <
0.008, is also applied. This is done for additional cross-check and for illustration how

to further enrich the sample in elastic events. Similar plots for the electrons are pre-

sented in Figures 10.4, 10.5 and 10.6. For distributions from Figures 10.2 and 10.5, the

acoplanarity requirement is imposed, instead of standard elastic selection. A very good

agreement between the data and MC simulations is observed for each kinematic variable.

1The statistical uncertainties on the measured exclusive cross sections are symmetrized with respect
to the uncertainties on the exclusive scale factors
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Figure 10.1: Control distributions of kinematic variables in the muon channel for
events passing the exclusivity veto together with the other selection criteria, and satis-
fying a cut on the dilepton acoplanarity (1− |∆φ`+`− | /π < 0.008). Data are shown as
points with statistical error bars, while the histograms represent the simulated exclusive
signal (solid red line), and the single-dissociative (green dashed line), double-dissociative
(orange) and DY (blue) backgrounds. Systematic uncertainties on the signal events are
shown by the black-hashed regions. The exclusive and single-dissociative yields are

determined from the fit described in the text.
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Figure 10.2: Control distributions of (a) the dimuon transverse momentum and (b)

the muon transverse momentum difference (|pµ
+

T − pµ
−

T |) for events passing the exclu-
sivity veto together with the other selection criteria, and passing a cut on the dilepton
acoplanarity (1 − |∆φ`+`− | /π < 0.008), instead of the total transverse momentum.
Data are shown as points with statistical error bars, while the histograms, in top-
to-bottom order, represent the simulated exclusive signal, and the single-dissociative,
double-dissociative and DY backgrounds. Systematic uncertainties on the signal events
are shown by the black-hashed regions. The exclusive and single-dissociative yields are

determined from the fit described in the text.
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Figure 10.3: Additional control distributions of dimuon event variables for events
passing the exclusivity veto together with the other selection criteria, and satisfying
a cut on the dilepton acoplanarity (1 − |∆φ`+`− | /π < 0.008). Data are shown as
points with statistical error bars, while the histograms represent the simulated exclusive
signal (solid red line), and the single-dissociative (green dashed line), double-dissociative
(orange) and DY (blue) backgrounds. Systematic uncertainties on the signal events are
shown by the black-hashed regions. The exclusive and single-dissociative yields are

determined from the fit described in the text.
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Figure 10.4: Control distributions of kinematic variables in the electron channel for
events passing the exclusivity veto together with the other selection criteria, and satis-
fying a cut on the dilepton acoplanarity (1− |∆φ`+`− | /π < 0.008). Data are shown as
points with statistical error bars, while the histograms represent the simulated exclusive
signal (solid red line), and the single-dissociative (green dashed line), double-dissociative
(orange) and DY (blue) backgrounds. Systematic uncertainties on the signal events are
shown by the black-hashed regions. The exclusive and single-dissociative yields are

determined from the fit described in the text.
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Figure 10.5: Control distributions of (a) the dielectron transverse momentum and (b)

the electron transverse momentum difference (|pe+T −pe
−

T |) for events passing the exclu-
sivity veto together with the other selection criteria, and passing a cut on the dilepton
acoplanarity (1 − |∆φ`+`− | /π < 0.008), instead of the total transverse momentum.
Data are shown as points with statistical error bars, while the histograms, in top-
to-bottom order, represent the simulated exclusive signal, and the single-dissociative,
double-dissociative and DY backgrounds. Systematic uncertainties on the signal events
are shown by the black-hashed regions. The exclusive and single-dissociative yields are

determined from the fit described in the text.
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Figure 10.6: Additional control distributions of dielectron event variables for events
passing the exclusivity veto together with the other selection criteria, and satisfying
a cut on the dilepton acoplanarity (1 − |∆φ`+`− | /π < 0.008). Data are shown as
points with statistical error bars, while the histograms represent the simulated exclusive
signal (solid red line), and the single-dissociative (green dashed line), double-dissociative
(orange) and DY (blue) backgrounds. Systematic uncertainties on the signal events are
shown by the black-hashed regions. The exclusive and single-dissociative yields are

determined from the fit described in the text.
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10.3 Event displays

Figure 10.7 shows a reconstructed candidate for exclusive γγ → µ+µ− event in data with

the overlaid model of the ATLAS detector prepared using the VP1 event display soft-

ware [69]. Two back-to-back muons with reconstructed invariant mass of 25.6 GeV have

no additional charged-particle tracks associated with its vertex. Tracks and vertices

originating from pile-up interactions are also visible.

Similar visualization prepared for exclusive γγ → e+e− event candidate is presented in

Figure 10.8. Here the energy deposits in the ATLAS Electromagnetic Calorimeter are

visualized as yellow boxes.

10.4 Comparison with CMS results

Exclusive two-photon production of muon pairs have been recently studied by the CMS

experiment in pp collisions at
√
s = 7 TeV. For muon pairs with invariant mass greater

than 11.5 GeV, transverse momentum pT > 4 GeV and pseudorapidity |η| < 2.1 the

exclusive cross section is measured and compared with the Lpair predictions. In par-

ticular, the CMS exclusive signal yield ratio is 0.83+0.14
−0.13(stat.). However, one cannot

compare the results directly, before imposing the correction due to the finite-size effects

of the proton. Indeed, the CMS dimuon exclusive yield scale factor is measured in much

lower invariant mass range, where the proton absorptive effects are smaller.

The ratio of measured exclusive signal scale factor (fexcl) to predicted proton survival

factor (S2
γγ) is directly related with the ratio of measured (σexcl.) to predicted (σEPA, corr.)

exclusive cross section:

σexcl. / σEPA, corr. = f excl / S2
γγ . (10.2)

Figure 10.9 shows a comparison between the scale factors for both analysis channels and

the CMS measurement after imposing the proton absorptive correction for the exclusive

event scale factor. Here the corrected exclusive and uncorrected2 single-dissociative scale

factors are presented.

Figure 10.10 presents the ratios of the measured and predicted cross sections to the

uncorrected EPA calculations. The measurements are in agreement with the predicted

values corrected for absorptive effects. The figure also includes a similar CMS cross

section measurement.

2There are currently no theoretical models of absorptive corrections available for single-dissociative
reactions



228 Chapter 10. Results

F
ig
u
r
e
1
0
.7
:

E
ven

t
d

isp
lay

for
ex

clu
sive

γ
γ
→

µ
+
µ
−

ca
n

d
id

a
te.

E
ven

t
9
4
5
2
6
5
0
0

fro
m

ru
n

183081
record

ed
on

2011.06.05
at

16:37:10
is

sh
ow

n
.

T
w

o
b

ack
-to

-b
a
ck

m
u

o
n

s
w

ith
a
n

in
va

ria
n
t

m
a
ss

o
f

2
5
.6

G
eV

h
av

e
n

o
a
d

d
itio

n
a
l

ch
a
rg

ed
-p

a
rticle

track
s

asso
ciated

w
ith

its
vertex

.
T

rack
s

an
d

vertices
origin

a
tin

g
from

p
ile-u

p
in

tera
ctio

n
s

a
re

a
lso

v
isib

le.
T

h
e

fi
g
u

re
is

p
rep

ared
u

sin
g

V
P

1
[69].



Chapter 10. Results 229

F
ig
u
r
e
1
0
.8
:

E
ve

n
t

d
is

p
la

y
fo

r
ex

cl
u

si
ve

γ
γ
→

e+
e−

ca
n

d
id

a
te

.
E

ve
n
t

5
1
4
2
2
0
8
5

fr
o
m

ru
n

1
9
0
6
4
4

re
co

rd
ed

o
n

2
0
1
1
.1

0
.0

9
a
t

1
6
:2

9
:2

0
is

sh
ow

n
.

T
w

o
b

ac
k
-t

o-
b

ac
k

el
ec

tr
on

s
w

it
h

an
in

va
ri

an
t

m
as

s
o
f

1
5
0
.7

G
eV

h
av

e
n

o
a
d

d
it

io
n

a
l

ch
a
rg

ed
-p

a
rt

ic
le

tr
a
ck

s
a
ss

o
ci

a
te

d
w

it
h

it
s

ve
rt

ex
.

T
ra

ck
s

a
n

d
ve

rt
ic

es
or

ig
in

at
in

g
fr

om
p

il
e-

u
p

in
te

ra
ct

io
n
s

a
re

a
ls

o
v
is

ib
le

.
T

h
e

fi
g
u

re
is

p
re

p
a
re

d
u

si
n

g
V

P
1

[6
9
].



230 Chapter 10. Results

2
γγExclusive scale factor / S

0.4 0.6 0.8 1 1.2 1.4

S
in

gl
e-

di
ss

oc
ia

tiv
e 

sc
al

e 
fa

ct
or

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

)µµData 2011 (

Data 2011 (ee)

)µµCMS (

68% C.L.

95% C.L.

 
-1 = 7 TeV, 4.6 fbs

Figure 10.9: 68% and 95% CL contour plots for the signal vs. single-dissociative
yield scale factors in the fitted parameter plane. The contours represent the statistical
uncertainties on the measurement and the points indicate the best-fit values. Results
for muon and electron channels are compared with the similar CMS measurement after

imposing the proton absorptive correction for exclusive yield scale factor.
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the theoretical uncertainty of 1.8% (1.7%) on the predicted (uncorrected EPA) cross

sections, assumed to be uniform in the phase space of the measurements.



Chapter 10. Results 231

10.5 Unfolded acoplanarity distributions

In order to allow comparison of data with the external single-dissociative models, rel-

evant acoplanarity distributions have to be corrected for detector effects. Due to the

detector resolution in lepton azimuthal-angle reconstruction, the measured acoplanarity

spectrum is slightly smeared causing migrations between the bins with respect to the

generator-level spectrum. Figure 10.11 shows distributions of true acoplanarity over the

reconstructed acoplanarity bins due to detector resolution effects. They are called the

response matrices. Acoplanarity bins purity, defined as a fraction of the reconstructed

MC events that originate from the same acoplanarity bins at the generator-level, is

shown in Figure 10.12. One can observe that the effect of bin migrations is very small.
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Figure 10.11: Detector response matrix for the acoplanarity variable for (a) the muon
and (b) the electron channel. The exclusive and single-dissociative MC events after all

selection criteria applied are used to extract the matrices.
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Figure 10.12: Acoplanarity bins purity for muon and electron channels.
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The RooUnfold [58] package is used to perform the unfolding of acoplanarity distri-

bution for detector resolution effects. In the unfolding procedure both exclusive and

single-dissociative MC distributions are added together according to the scaling factors

obtained from the fit procedure. Drell–Yan and double-dissociative γγ → `+`− contri-

butions are treated as the background processes and are subtracted from the data.

Figure 10.13 shows unfolded data acoplanarity distributions, corrected also for the lepton

pair trigger, reconstruction and identification efficiencies. One can notice that it is im-

possible to further unfold these distributions from the effect of exclusivity veto efficiency.

This is related with the precise knowledge of underlying nature of single-dissociative re-

actions, that remains still unknown. Obviously, to determine experimentally the detailed

nature of proton-dissociative processes, one can use single-proton tagging to measure ac-

curately the single-dissociative part. This would also give the access to the photon-PDFs

of the proton - a quantities that are still poorly known at the LHC energies.

For additional information, the exclusivity veto efficiencies for signal and single-dissociative

MC events are provided as a function of dilepton invariant mass m`+`− and rapidity

|y`+`− |, as shown in Figures 10.14 and 10.14, respectively.
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Figure 10.13: Acoplanarity distributions for the selected data sample unfolded for
detector resolution, and lepton pair trigger, reconstruction and identification efficiencies
for (a) the muon and (b) the electron channel. Drell–Yan and double-dissociative
background events are subtracted from the data. Statistical uncertainties are shown as

bars and systematic uncertainties as dark regions.
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Figure 10.14: The lepton pair exclusive selection efficiency in the fiducial region for
signal MC events as a function of m`+`− and |y`+`− | for (a) muons and (b) electrons.
The efficiency includes Z region (70 GeV < m`+`− < 105 GeV) removal. The total

uncertainties on these efficiencies are also shown (c, d).
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Figure 10.15: The lepton pair exclusive selection efficiency in the fiducial region for
single-dissociative MC events as a function of m`+`− and |y`+`− | for (a) muons and (b)
electrons. The efficiency includes Z region (70 GeV < m`+`− < 105 GeV) removal. The

total uncertainties on these efficiencies are also shown (c, d).



Summary and conclusion

As a significant part of the thesis, measurement of exclusive γγ → `+`− (` = e, µ)

production in proton–proton collisions at a center-of-mass energy of 7 TeV is presented

using 4.6 fb−1 of data collected by the ATLAS experiment at the LHC. The exclusive

production of lepton pairs represents an essential class of reactions at the LHC, mediated

through photon–photon interactions. The interest of such processes is due to their well-

known initial conditions and simple final state. For these reactions, it is known that

the proton absorptive corrections have a sizeable impact on the predicted cross sections,

encoded in what one can call the survival factor. The effect is larger when the dilepton

invariant mass becomes larger. A better experimental understanding of such effects

is essential for all photon–photon interactions in proton–proton collisions at the LHC

energies. This is the main conclusion of the measurement detailed in this thesis.

The resulting fiducial cross section for exclusive two-photon production of muon pairs

is measured to be

σexcl.
γγ→µ+µ− = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb ,

for mµ+µ− > 20 GeV, pµT > 10 GeV and |ηµ| < 2.4. This value is found to be in

good agreement with the theoretical predictions, including proton absorptive corrections:

σEPA, corr.
γγ→µ+µ− = 0.638 ± 0.013 pb. For the electron channel, the fiducial cross section is

measured to be

σexcl.
γγ→e+e− = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb ,

with me+e− > 24 GeV, peT > 12 GeV, |ηe| < 2.4. A direct comparison to the theory

predictions with absorptive corrections gives also a reasonable agreement with the uncer-

tainties: σEPA, corr.
γγ→e+e− = 0.398 ± 0.007 pb. In addition, these results are in good agreement

with previous measurement of exclusive γγ → µ+µ− production in pp collisions realized

by the CMS collaboration.
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236 Summary and conclusion

A possible future improvement of the analysis can be reached using dedicated, very

forward proton taggers. The AFP project promises a significant extension to the physics

reach of ATLAS by tagging and measuring the momentum and emission angle of very

forward protons during nominal LHC runs. This enables even more precise measurement

of a range of (photon-induced) processes, where one or both protons remain intact.

Here the significant work has been made in order to simulate the performance of fully

integrated ATLAS+AFP detector setup. The results of theses studies were crucial for

approval of the AFP project as an official ATLAS upgrade.
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Introduction

Une fraction importante des collisions proton–proton à haute énergie au LHC (Large

Hadron Collider) impliquent des réactions médiées par des photons. Cette fraction est

dominée par des collisions élastiques avec un seul photon échangé lors de la réaction

proton–proton. Des photons quasi-réels peuvent aussi être émis par chacun des deux

protons. Ces photons peuvent ensuite interagir pour générer une large variété d’états

finals. Pour ces processus, les collisions proton–proton peuvent ainsi être considérées

comme des collisions photon–photon. Au LHC, ce type de réactions peut être étudiée

expérimentalement avec une bonne précision.

Ce travail de thèse présente ma contribution dans le développement de la compréhension

des processus photon–photon à haute énergie en utilisant les données du LHC. La

thèse est divisée en trois grandes parties. Ce document est une synthèse en langue

française, évidemment courte, qui reprend les résultats importants du travail de thèse.

Les différentes étapes des analyses n’y sont que brièvement mentionnées. L’ensemble du

travail est décrit beaucoup plus largement dans la thèse originale en langue anglaise.

La partie 1 décrit le LHC et ses principales caractéristiques. Je détaille particulièrement

les détecteurs dits à l’avant, en particulier le projet AFP (ATLAS forward protons).

Ces détecteurs permettent de mesurer la trajectoire des protons issus de la collision

(primaire) proton–proton lorsque ceux-ci ressortent quasiment intacts de cette collision.

C’est le cas lorsque les deux protons émettent des photons, lesquels interagissent ensuite

dans une réaction photon–photon. Mon travail de qualification en tant qu’auteur de

ALTAS a consisté dans l’écriture du code de simulation pour les détecteurs AFP.

La partie 2 contient une introduction théorique. En plus d’une présentation rapide

du Modèle Standard de la physique des particules, le cadre théorique des interactions

photon–photon en collisions proton–proton est expliqué. En particulier, un aspect délicat

est discuté en détail: il concerne les effets de taille finie du proton (autrement appelées

corrections d’absorption). Cette étude a constitué l’une de mes contributions à cette

physique au travers d’une publication théorique.
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La partie 3 décrit les résultat de la mesure expérimentale de la production exclusive de

paires de leptons lors d’une collision photon–photon au LHC, avec toutes les données

accumulées en 2011 par l’expérience ATLAS, à une énergie dans le centre de masse de
√
s = 7 TeV. J’ai conduit cette analyse au sein de la collaboration. Avec une luminosité

de 4.6 fb−1, les sections efficaces fiducielles de la production exclusive de paires de

leptons on été mesurées et comparées aux prédictions théoriques, telles que décrites

dans la partie 2.

Tous ces travaux ont été publiés:

� ATLAS Collaboration (G. Aad et al.), Measurement of exclusive γγ → `+`− pro-

duction in proton–proton collisions at
√
s = 7 TeV with the ATLAS detector,

.

� M. Dyndal and L. Schoeffel, The role of finite-size effects on the spectrum of equiva-

lent photons in proton–proton collisions at the LHC, Phys. Lett. B741 (2015) 66-70.

� ATLAS Collaboration (G. Aad et al.), Technical Design Report for the ATLAS

Forward Proton Detector, CERN-LHCC-2015-009; ATLAS-TDR-024.

� M. Dyndal (on behalf of the ATLAS Collaboration), Standard Model measure-

ments with ATLAS, The XXII International Workshop High Energy Physics and

Quantum Field Theory, 24 Jun – 01 Jul 2015, Samara, Russia, ATL-PHYS-SLIDE-

2015-353.

� M. Dyndal (on behalf of the ATLAS Collaboration), The tracking system of the

AFP detector, 2nd Workshop on Detectors for Forward Physics at LHC, 28–30 May

2014, La Biodola, Isola d’Elba, Italy, ATL-FWD-SLIDE-2014-231.

Phys. Lett. B749 (2015) 242-261



Partie 1

L’expérience ATLAS au LHC

Le LHC Large Hadron Collider [1] est actuellement le plus grand et le plus puissant

accélérateur au monde. Il est situé au CERN, à coté de Genève, au voisinage des

frontières suisse et française.

C’est un collisionneur circulaire de protons placé à 40–170 m sous la surface du sol,

logé dans un tunnel de 27 km de circonférence, construit à l’origine pour les expériences

du LEP [2], conduites entre 1989 et 2000. Le LHC peut produire des collisions de

protons jusqu’à une énergie dans le centre de masse de
√
s = 14 TeV avec une luminosité

instantanée de 1034 cm−2s−1. De plus, il permet aussi de réaliser des collisions entre

ions lourds.

Le complexe d’accélérateurs du CERN est représenté sur la figure 1.1. Le LHC en est

le dernier élément.

L’expérience ATLAS (A Toroidal LHC ApparatuS) [3] est l’une des expériences de

physique des particules installée sur l’anneau du LHC. Sa conception est usuelle pour ce

type d’expérience avec des détecteurs de traces, des calorimètres, des chambres à muons

etc. Une représentation schématique est illustrée sur la figure 1.3.

L’expérience ATLAS dispose de plusieurs sous-détecteurs localisés à grand angle (dans

le système de référence de ATLAS), dans la direction de vol des protons. Ces détecteurs

sont par nature dédiés à la mesure des trajectoires des protons lorsque ceux-ci resor-

tent quasiment intacts de la collision proton–proton. La couverture angulaire de ces

détecteurs est illustrée sur la figure 1.2.

Mon travail de qualification en tant qu’auteur de ATLAS a été dédié à la simulation d’un

groupe de ces détecteurs à l’avant, le projet AFP (ATLAS Forward Proton) [9], dont

l’installation est prévue à la fin de l’année 2015 pour une première prise de données en

3
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2016. Ces détecteurs sont indiqués sur la figure 1.4, où l’on peut voir leurs positions par

rapport à l’ensembe des autres composants dits à l’avant de ATLAS (dans la direction

de vol des protons).

Figure 1.4

Ci-dessous, un résultat de ce travail sur la simulation des détecteurs AFP. La figure 1.5

présente un histogramme 2D des positions en x, y pour les traces des protons dans les

stations AFP (à 212 m) avant et après sélection d’une bonne trace.
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Partie 2

Eléments théoriques

Le Modèle Standard

Le Modèle Standard (MS) de la physique des particules est la théorie la plus complète qui

résume notre compréhension des constituants fondamentaux de la matière et de leurs in-

teractions. Les forces fondamentales décrites par la théorie sont la force électromagnétique,

la force faible et la force forte. Le MS est une théorie quantique relativiste des champs,

c’est-à-dire qu’il associe les principes fondamentaux de la mécanique quantique avec ceux

de la relativité restreinte. Notons que la gravité est la seule force fondamentale non in-

cluse dans le MS. Il n’y a actuellement pas de théorie quantique pleinement satisfaisante

de gravité.

Dans ce résumé de la thèse, je ne rentre pas plus avant dans la description des particules

et de leurs interactions. Rappelons simplement que le MS a été étudié expérimentalement

avec une très grande précision, voir par exemple [1]. Au LHC, en plus de la découverte

du boson de Higgs, de nombreuses mesures ont été effectuées pour tester la compatibilité

des mesures expérimentales avec le MS. Elles sont résumées dans la figure 2.1.

Interactions photon–photon au LHC

Les interactions photon–photon (γγ) au LHC peuvent être rangées dans la classe des

processus pour lesquels les photons sont émis à partir des deux particules chargées

relativistes qui entrent en collision, les deux protons dans le cas du LHC. Le proton

qui émet un photon peut rester quasiment intact et, dans cette hypothèse, il est diffusé

9
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∫
L dt

[fb−1] Reference

ts−chan
total

95% CL upper limit 0.7 ATLAS-CONF-2011-118
95% CL upper limit 20.3 arXiv:1410.0647 [hep-ex]

W±W±jj EWK
fiducial

20.3 PRL 113, 141803 (2014)

Wγγ
fiducial, njet=0 20.3 arXiv:1503.03243 [hep-ex]

H→γγ
fiducial

20.3 Preliminary

Zjj EWK
fiducial

20.3 JHEP 04, 031 (2014)

t̄tγ
fiducial

4.6 arXiv:1502.00586 [hep-ex]

t̄tZ
total

95% CL upper limit 4.7 ATLAS-CONF-2012-126

20.3 ATLAS-CONF-2014-038

t̄tW
total

20.3 ATLAS-CONF-2014-038

Zγ
fiducial

4.6 PRD 87, 112003 (2013)
arXiv:1407.1618 [hep-ph]

WW+WZ
fiducial

4.6 JHEP 01, 049 (2015)

Wγ
fiducial

4.6 PRD 87, 112003 (2013)
arXiv:1407.1618 [hep-ph]

ZZ
total

4.6 JHEP 03, 128 (2013)

20.3 ATLAS-CONF-2013-020

WZ
total

4.6 EPJC 72, 2173 (2012)

13.0 ATLAS-CONF-2013-021

Wt
total

2.0 PLB 716, 142-159 (2012)

20.3 ATLAS-CONF-2013-100

γγ
fiducial

4.9 JHEP 01, 086 (2013)

WW
total

4.6 PRD 87, 112001 (2013)

20.3 ATLAS-CONF-2014-033

tt−chan
total

4.6 PRD 90, 112006 (2014)

20.3 ATLAS-CONF-2014-007

t̄t
fiducial

4.6 Eur. Phys. J. C 74: 3109 (2014)

20.3 Eur. Phys. J. C 74: 3109 (2014)

Z
total

0.035 PRD 85, 072004 (2012)

W
total

0.035 PRD 85, 072004 (2012)

Dijets R=0.4
|y |<3.0, y∗<3.0 4.5 JHEP 05, 059 (2014)0.3 < mjj < 5 TeV

Jets R=0.4
|y |<3.0 4.5 arXiv:1410.8857 [hep-ex]0.1 < pT < 2 TeV

pp
total 8×10−8 Nucl. Phys. B, 486-548 (2014)

σ [pb]
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observed/theory
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Figure 2.1

dans sa ligne de vol (émission élastique), ou bien ce proton peut se dissocier en un

état hadronique (émission inélastique). Un seul ou les deux protons peuvent subir une

dissociation inélastique lors d’une collision. Si les deux protons sont émis élastiquement

(i.e. qu’ils restent intacts lors de la collisions) on parle de processus exclusif. Ces

différentes possibilités sont représentées sur la figure 2.2. Ensuite, c’est une interaction

photon-photon qui se produit, pour donner un ensemble de particules que l’on note

collectivement X. De plus, la section efficace du processus microscopique γγ → X peut

être calculée dans le cadre de la théorie électrofaible (Modèle Standard).

p

pp

p p

p p p

p
X 'X '

X "

X X X

(a) (b) (c)

Figure 2.2
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Les réactions les plus simples dans les catégories ci-dessus concernent la production de

paires de leptons chargés (électrons ou muons) [3–5]. On peut écrire leurs sections

efficaces comme:

σ(γγ → `+`−) =
4πα2

em

W 2
γγ

[(
1 +

4m2
`

W 2
γγ

− 8m4
`

W 4
γγ

)
2 ln

(
Wγγ

2m`
+

√
W 2
γγ

4m2
`

− 1

)

−
(

1 +
4m2

`

W 2
γγ

)√
1− 4m2

`

W 2
γγ

]
Θ
(
W 2
γγ − 4m2

`

)
, (2.1)

où m` est la masse du lepton et Wγγ la masse invariante du système photon–photon.

Cette relation (2.1) inclus les diagrammes à l’ordre dominant illustrés sur la figure 2.3.

γ

γ

`+

`−

γ

γ

`−

`+

Figure 2.3

Une complication intervient lorsque l’on doit prendre en compte le fait que le proton

est de taille finie (au contraire d’un lepton qui est un constituant élémentaire ponctuel).

Alors, la section efficace ci-dessus (2.1) doit être modifiée. En pratique, cela revient à

la multiplier par un terme (dit de suppression) qui s’écrit comme suit en fonction des

nombres de photons équivalents pour chaque proton:

S2
γγ =

∫
b1>rp

∫
b2>rp

d2~b1d
2~b2 n(~b1, ω1)n(~b2, ω2) Pnon-inel(|~b1 −~b2|)

∫
b1>0

∫
b2>0 d2~b1d2~b2 n(~b1, ω1)n(~b2, ω2)

, (2.2)

où le numérateur contient les effets de taille finie incorporés dans la fonction Pnon-inel(b)

et les bornes d’intégration sur les paramètres d’impact ~b1 and ~b2 [6]. Ce terme S2
γγ est

bien évidemment plus petit que l’unité. Nous le représentons sur les figures 2.4 (haut et

bas) en fonction de plusieurs variables cinématiques.

L’obtention de cette formule (2.2) ainsi que son étude en fonction de différentes variables

cinématiques (figure 2.4) est une contribution personnelle [6]. Comme on le voit sur la

figure 2.4, lors d’une mesure au LHC, on s’attend à une réduction d’environ 20 % de

la section efficace par rapport à celle prédite par la théorie. Et ceci, du fait des effets

de taille finie du proton. C’est ce que l’analyse expérimentale qui va suivre (chapitre 3)

nous permettra de vérifier.
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Partie 3

L’analyse expérimentale avec les

données de ATLAS

Dans ce court résumé de la thèse, je ne rentre dans aucun détail de l’analyse expérimentale.

Cette analyse et ses résultats, qui constituent le coeur de la thèse sont publiés dans:

ATLAS Collaboration (G. Aad et al.), Measurement of exclusive γγ → `+`− production

in proton–proton collisions at
√
s = 7 TeV with the ATLAS detector,

.

La base de l’analyse est d’effectuer une sélection des événements de type Drell-Yan (DY)

avec deux leptons dans l’état final, ceci avec une paire de muons et une paire d’électrons.

Des distributions de contrôle pour diverses variables cinématiques sont représentées sur

les figures 3.1 pour le canal en muons et 3.2 pour le canal en électrons.
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Figure 3.2

Ces deux analyses (pour les canaux en muons et électrons) sont en fait indépendantes du

fait des critères de déclenchement (triggers) pour chaque cas. Ceci étant, les figures 3.1

et 3.2 donnent le résultat de cette pré-sélection de type DY. On observe le pic du boson

Z0 très largement dominé par les interactions DY (en bleues) sur les figures. Ce que l’on

doit ensuite sélectionner, ce sont les événements exclusifs (interactions photon–photon)

qui correspondent aux parties (rouges) des figures ci-dessus (3.1 et 3.2).

Le principe de la sélection repose sur une observation très simple: les événements is-

sus des réactions de DY ont en général de très nombreuses traces associées au point

d’émission des deux leptons (appelé le vertex de l’interaction), alors que les événements

produits par des réactions exclusives (interactions photon–photon) n’ont que deux (et

seulement deux traces) associées à ce vertex Ce sont les deux traces associées aux deux

leptons émis. Le principe général de l’analyse est donc celui-ci: repérer les événements

qui ont deux traces (et seulement deux traces) associées à un vertex bien défini. Cette

topologie d’événement n’est possible que dans le cas d’une interaction photon–photon.

De plus, même s’il y a d’autres événements (issus d’autres interactions proton–proton

du même bunch de protons) qui se superposent à l’événement exclusif identifié, ces

événements présenteront un vertex d’interaction différent de l’événement de physique

qui nous intéresse. Ainsi, si ce taux d’événements supplémentaires n’est pas trop élevé,

le principe général de sélection mentionné ci-dessus restera valide et très robuste.

Après la sélection exclusive (2 traces associées à un vertex bien identifié), des distri-

butions de contrôle pour des variables cinématiques standards sont représentées sur les

figures 3.3 et 3.4, pour les canaux en muons et électrons respectivement. La masse

invariante des deux leptons ainsi que l’impulsion transverse de la paire de ces deux

leptons sont illustrées pour chaque canal. Ce que l’on remarque c’est que sur les
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masses invariantes (pour les canaux en muons et électrons), on peut supprimer encore

beaucoup d’événements de type DY en supprimant le domaine en masse autour de la

masse du boson Z0, comme indiqué sur les figures 3.3 et 3.4. De plus, on observe que

l’impulsion transverse pour le système des deux leptons est dominée par les réactions

inélastiques dès que cette impulsion transverse est plus grande que 1.5 GeV/c. Comme

nous nous intéressons essentiellement aux interactions photon–photon élastiques, nous

allons sélectionner les événements à petite impulsion transverse pour le système des deux

leptons.

Après ces deux nouveaux critères de sélection, on obtient les distributions de masse

invariante présentées sur la figure 3.5. On constate que cette fois-ci, que nous avons

très clairement enrichi la sélection en événements exclusifs élastiques, ce que cherchions

depuis le début de l’analyse. Avec les événements où un seul proton est dissocié, ils

dominent la sélection ainsi effectuée (figure 3.5). Ceci est illustré également sur la

distribution dite d’acoplanarité (figure 3.6).
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Une fois la sélection d’événements exclusifs réalisées dans les canaux en muons et en

électrons, il est possible d’en déduire la mesure de la la section efficace exclusive. Lorsque

la paire de leptons est une paire de muons, on trouve:

σexcl.γγ→µ+µ− = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb

pour le domaine cinématique suivant: mµ+µ− > 20 GeV, pµT > 10 GeV, |ηµ| < 2.4.

Cette valeur doit être comparée aux prédictions théoriques (de la partie précédente), qui

incluent les effets de taille finie des protons: σEPA, corr.
γγ→µ+µ− = 0.638 ± 0.013 pb.

Lorsque la paire de leptons est une paire d’électrons, nous avons obtenu:

σexcl.γγ→e+e− = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb

pour me+e− > 24 GeV, peT > 12 GeV and |ηe| < 2.4. La prédiction théorique (corrigée

des effets de taille finie des protons) étant: σEPA, corr.
γγ→e+e− = 0.398 ± 0.007 pb.
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La figure 3.8 montre un exemple d’événement exclusif tel qu’enregistré par les détecteurs

de ATLAS.

Conclusion
Si maintenant nous calculons le rapport entre les sections efficaces exclusives mesurées

(en canal muons ou en canal électrons) et les prédictions théoriques nominales (sans

prendre en compte les effets de taille finie des protons), nous devrions obtenir environ

un résultat d’environ 0.8. En effet, si la théorie du chapitre 2 est correcte, on devrait ob-

server que le rapport entre la section efficace exclusive mesurée et la prédiction nominale

est proche du facteur de suppression (S2
γγ) introduit au chapitre précédent. Soit:

σexcl.,mesure / σEPA,nominale ' S2
γγ .

Avec les valeurs expérimentales obtenues plus haut, nous avons tout ce qui est nécessaire

pour cette vérification. Les résultats sont présentés sur la figure 3.7. Cette figure

confirme que la mesure que nous avons brièvement décrite dans ce chapitre 3 est en

accord avec ce que l’on attend de la théorie que nous avons développée au chapitre 2.

Cette figure 3.7 inclut également les résultat de l’expérience CMS en canal muons.

Enfin, un événement exclusif tel qu’enregistré dans les différents détecteurs de ATLAS

est illustré sur la figure 3.8.

nominal
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Appendix B

Phenomenological paper

Here follow the phenomenological studies presented in this thesis as published in

Phys. Lett. B741 (2015) 66–70.
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1. Introduction

A significant fraction of proton–proton collisions at large ener-
gies involves quasi-real photon interactions. This fraction is dom-
inated by elastic scattering, with a single Born-level photon ex-
change. The photons can also be emitted by both protons, where a 
variety of central final states can be produced. The proton–proton 
collision is then transformed into a photon–photon interaction and 
the protons are deflected at small angles. At the LHC, these reac-
tions can be measured at the energies well beyond the electroweak 
energy scale. This offers an interesting field of research linked to 
photon–photon interactions, where the available effective luminos-
ity is small, relative to parton–parton interactions, but is com-
pensated by better known initial conditions and usually simpler 
final states. Indeed, for high energetic proton–proton collisions, at a 
center of mass energy s, the idea is to search for the exclusive pro-
duction of a final state X through the reaction p + p → p + p + X . 
Therefore, the initial state formed by both photons is well-defined, 
while the final state formed by X with no other hadronic activity 
is much simpler than in a standard inelastic proton–proton inter-
action. In the following, we write this reaction as pp(γ γ ) → pp X .

* Corresponding author.
E-mail address: laurent.schoeffel@cea.fr (L. Schoeffel).

In order to compute the cross section for the process pp(γ γ ) →
pp X , we need to consider that each of the two incoming protons 
emits a quasi-real photon which fuse to give a centrally produced 
final state X (γ + γ → X). This calculation relies on the so-called 
equivalent photon approximation (EPA) [1–5]. The EPA is based on 
the property that the electromagnetic (EM) field of a charged par-
ticle, here a proton, moving at high velocities becomes more and 
more transverse with respect to the direction of propagation. As 
a consequence, an observer in the laboratory frame cannot dis-
tinguish between the EM field of the relativistic proton and its 
transverse component, which can be labeled as the transverse EM 
field of equivalent photons. This implies that the total cross section 
of the reaction pp(γ γ ) → pp X can be approximately described as 
a photon–photon fusion cross section (γ γ → X) folded with the 
equivalent photon distributions f (.) for the two protons

σ(p + p → p + p + X)

=
∫ ∫

f (ω1) f (ω2)σγ γ →X (ω1,ω2)
dω1

ω1

dω2

ω2
, (1)

where ω1,2 represent the energies of the photons and are inte-
grated over. For each photon, the maximum energy is obviously 
the energy of the incident proton 

√
s/2. However, there is also 

the constraint that the highest available energy for one photon is 
of the order of the inverse Lorentz contracted radius of the pro-
ton, γ /rp , where rp represents the proton radius. Let us note that 

http://dx.doi.org/10.1016/j.physletb.2014.12.019
0370-2693/© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/3.0/). Funded by 
SCOAP3.
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the two photon center-of-mass energy squared is W 2
γ γ = 4ω1ω2, 

and the rapidity of the two photons system is defined as yγ γ =
0.5 ln[ω1/ω2].

In Eq. (1), the photon distributions f (.) are already integrated 
over the virtuality (Q 2

1,2) of the photons. As this dependence is 
of the order of 1/Q 2

1,2, this justifies the approximation that both 
photons are quasi-real.

We can remark that for practical issues, the situation may be 
more complex. Indeed, each proton can either survive and, then, 
is scattered at a small angle, as considered above. This is the case 
of elastic emission. Elastic two-photon processes yield very clean 
event topologies at the LHC: two very forward protons measured 
away from the interaction point and a few centrally produced par-
ticles (forming the final state X). But, it is also possible that one 
or both protons dissociate into a hadronic state. This is the case of 
inelastic emission. In this paper, we restrict the discussion to the 
elastic case.

Let us note also that the calculations presented in this paper are 
commonly used for heavy-ion collisions, where the EPA approxi-
mation can be applied similarly. Only the charges and the radii of 
the incident particles are modified in this case.

Previous studies have been done using Eq. (1) in order to com-
pute cross sections at LHC energies for various photon–photon pro-
cesses in proton–proton collisions, pp(γ γ ) → pp X , corresponding 
to different final states X [6,7]. Some results are displayed in Fig. 1. 
The exclusive production of pairs of muons and pairs of W bosons 
have been generated using the Herwig++ generator [8]. The ex-
clusive production of pairs of photons has been generated using 
the FPMC generator [9] at large Wγ γ where the γ γ → γ γ cross 
section is dominated by one-loop diagrams involving W bosons 
[10]. Finally, the exclusive production of the Higgs boson is com-
puted according to higgs effective field theory (HEFT) [11]. Obvi-
ously, this last reaction appears as a point in Fig. 1, representing 
the total cross section, at the Higgs mass.

In this paper, our purpose is to generalize Eq. (1) to the physics 
case where the impact parameter dependence of the interaction 
cannot be neglected [12]. In particular, we show that this approach 
is needed when we take in consideration the finite size of colliding 
protons (or heavy-ions) in the calculations. This is not new in the 
sense that these finite size effects have already been encoded in 
the Starlight Monte Carlo [13] dedicated to heavy-ion collisions. 
Let us note that Starlight is not restricted to photon–photon inter-
actions but can also be used in photon–Pomeron configurations, as 
it is done at LHCb [14]. However, Starlight is focused mainly on 
the low invariant mass domain around the mass of the J/Ψ , which 
justifies some approximations made for example by neglecting the 
magnetic form factors.

In the following we develop some calculations that are valid 
also for the exclusive production of high masses final states in 
proton–proton collisions, like the production of a pair of W bosons 
or the Higgs boson. Therefore, our purpose in this paper is to pro-
pose a complete treatment of the finite size effects of incident 
protons irrespective of the mass range explored in the collision. 
In Section 2, these calculations are presented extensively. Then, 
results are discussed in Section 3 and compared to existing mea-
surements.

2. Impact parameter dependent equivalent photon method

Deriving the expression of the equivalent photon distribution 
of the fast moving proton without neglecting the impact param-
eter dependence means that we determine this distribution as a 
function of the energy of the photon and the distance �b to the 
proton trajectory. This distance is defined in the plane transverse 
to the proton trajectory. Therefore we speak of transverse distance. 

Fig. 1. Cross sections of various processes pp(γ γ ) → pp X , differential in the 
photon–photon center of mass energy. For the exclusive Higgs production, the total 
cross section is shown. The exclusive production of pairs of photons has been gen-
erated at large Wγ γ where the cross section is dominated by one-loop diagrams 
involving W bosons.

This last dependence is not present in the approach based on for-
mula (1). Following calculations presented in [15,16], the general 
equivalent photon distribution read

n(b,ω) = αEM

π2ω

∣∣∣∣
∫

dk⊥k2⊥
F
(
k2⊥ + ω2

γ 2

)
k2⊥ + ω2

γ 2

J1(bk⊥)

∣∣∣∣
2

(2)

where γ is the Lorentz contraction factor, ω and �k⊥ represent the 
energy and transverse momentum of photons respectively. In this 
expression, F (.) is the proton form factor, electric and magnetic, 
that we develop explicitly below. Let us note that n(b, ω) depends 
only on the modulus of the impact parameter as obviously this 
quantity does not depend on the orientation of �b. We can in-
troduce the virtuality of the photon Q 2 = −k2 = k2⊥ + ω2

γ 2 . Then, 
expression (2) becomes

n(b,ω) = αEM

π2ω

∣∣∣∣
∫

dk⊥k2⊥
F (Q 2)

Q 2
J1(bk⊥)

∣∣∣∣
2

, (3)

After developing the complete expression of the form factor F (.), 
we get

n(b,ω) = αEM

π2ω

∣∣∣∣
∫

dk⊥k2⊥
G E(Q 2)

Q 2

×
[
(1 − x)

4m2
p + Q 2μ2

p

4m2
p + Q 2

+ 1

2
x2 Q 2

k2⊥
μ2

p

] 1
2

J1(bk⊥)

∣∣∣∣
2

,

(4)

where x is the energy fraction of the proton carried by the photon, 
given by x = 2ω/

√
s. Let us note that the electromagnetic cou-

pling strength αEM is taken to be αEM(Q 2 � 0 GeV2) = 1/137.036
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Fig. 2. Equivalent photon distributions of the fast moving proton for different ener-
gies of the photon, as function of the transverse distance b (see text).

throughout our calculations, following the property that the pho-
tons entering the interaction are quasi-real (see Section 1).

The relation (4) for n(b, ω) corresponds to the equivalent pho-
ton distribution (for one proton) when the impact parameter de-
pendence is taken into account. Equivalent photon distributions 
are presented in Fig. 2, as a function of the impact parameter for 
different energies of the photon. The overall shapes of these dis-
tributions can be understood easily. At very large b values, n(b, ω)

behaves asymptotically as 1
b e−2ωb/γ for what concerns its b depen-

dence. At very small b values, the photon distributions are damped 
due to the effects of form factors and finite size of the proton. We 
can remark that Eq. (1) can be re-derived from expression (4) after 
replacing f (ω1) by the integral of n(�b1, ω1) for all �b1, and simi-
larly for the second photon variables independently. Indeed

f (ω) = e2

πω

∫
d2�k⊥
(2π)2

( F
(
k2⊥ + ω2

γ 2

)
k2⊥ + ω2

γ 2

)2

|�k⊥|2,

where we have used the generic expression for the form factor of 
the proton, as in Eq. (2).

The full expression (4) is necessary when we want to take into 
account effects that depend directly on the transverse space vari-
ables of the reaction. Therefore, when we consider the finite sizes 
of colliding protons, we need to do the replacement

f (ω1) f (ω2) →
∫ ∫

n(�b1,ω1)n(�b2,ω2)d
2�b1d2�b2, (5)

where the bounds of integrations on the transverse distances �b1
and �b2 prevent from performing the integrations independently. 
Indeed, there are important geometrical constraints to encode: 
the two photons need to interact at the same point outside the 
two protons, of radii rp , while the proton-halos do not overlap. 
This implies minimally that b1 > rp , b2 > rp and |�b1 − �b2| > 2rp

(see Fig. 3). The last condition clearly breaks the factorization in 
the variables �b1 and �b2 of the integral (5). In these conditions, 
the proton radius rp is the two-dimensional radius, determined 
in the transverse plane, that will be taken to be 0.64 ± 0.02, as 
measured in the H1 experiment [17]. Let us note that it would be 
possible to keep the factorization by imposing stronger constraints, 
like b1,2 > 2rp . However, this last condition prevents configurations 
where the two protons are very close and produce very energetic 
photon–photon collisions. This is not what we want.

Fig. 3. Schematic view of the two protons and the transverse distances �b1 and �b2. 
The difference �b = �b1 − �b2 is also pictured. This is clear from this view that the ge-
ometrical non-overlapping condition of the two protons corresponds to |�b1 − �b2| >
2rp .

Fig. 4. Function Pnon-inel(b) = |1 − Γ (b)|2 compared with the step function 
Θ(b − 2R). P (b) represents the probability for no inelastic interaction in a proton–
proton collision at impact parameter b.

Eq. (5) is a first step towards encoding finite size effects. It can 
be refined by including the proton–proton interaction probability, 
which depends explicitly on the transverse variables, Pnon-inel(|�b1 −
�b2|). Then, Eq. (5) becomes

f (ω1) f (ω2)

→
∫ ∫

n(�b1,ω1)n(�b2,ω2)Pnon-inel
(|�b1 − �b2|

)
d2�b1d2�b2, (6)

where the bounds of integrations are still b1 > rp , b2 > rp . The 
non-overlapping condition |�b1 − �b2| > 2rp is not needed any 
longer. It follows as a consequence of the effect of the function 
Pnon-inel(|�b1 − �b2|). Indeed, this function represents the probability 
that there is no interaction (no overlap) between the two collid-
ing protons in impact parameter space. Following [18], we make 
the natural assumption that a probabilistic approximation gives a 
reasonable estimate of the absorption effects. Then, we can write 
[18]

Pnon-inel(b) = ∣∣1 − exp
(−b2/(2B)

)∣∣2
,

where the value of B = 19.7 GeV−2 is taken from a measurement 
at 

√
s = 7 TeV by the ATLAS experiment [19] (see Fig. 4). At 

√
s =

13 TeV, we will use the extrapolated value B = 21 GeV−2. In Fig. 4, 
we compare Pnon-inel(b) with the step function Θ(b −2rp), which is 
the first approximation that we have described above to quantify 
a non-overlapping condition between both protons. We see that 
both functions are roughly comparable. However, we can expect 
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Fig. 5. The survival factor as a function of the energy fractions of the protons carried 
by the interacting photons, x1 and x2.

some deviations when performing more accurate computations of 
cross sections using Pnon-inel(b) in Eq. (6), and then in Eq. (1).

3. Results

Following the previous section, the first important issue is to 
quantify the size of the correction when we take into account the 
finite size of colliding protons. We define the survival factor as

S2
γ γ =

∫
b1>rp

∫
b2>rp

n(�b1,ω1)n(�b2,ω2)Pnon-inel(|�b1 − �b2|)d2�b1d2�b2∫
b1>0

∫
b2>0 n(�b1,ω1)n(�b2,ω2)d2�b1d2�b2

,

(7)

where the numerator contains the finite size effects encoded in the 
function Pnon-inel(b) and dedicated bounds of the integrations over 
�b1 and �b2, whereas the denominator represents the integral over 
all impact parameters with no constraint.

Trivially, this factor will always be smaller than unity. Then, 
the deviation with respect to unity will quantify the overestima-
tion done when the finite size effects are neglected. This is first 
illustrated in Fig. 5, where we present the two-dimensional de-
pendence of S2

γ γ as a function of x1 and x2, the energy fractions 
of the protons carried by the interacting photons. Then, the sur-
vival factor is displayed as a function of experimentally measurable 
variables in Figs. 6 and 7. Fig. 6 presents the behavior of the sur-
vival factor as a function of the center of mass energy of the 
photon–photon system (Wγ γ ) at zero rapidity. Different curves are 
displayed corresponding to the different center of mass energies 
for the proton–proton collision. We observe a common feature. 
For all curves, the survival factor is decreasing as a function of 
Wγ γ , to reach values of 0.3 at Wγ γ = 1 TeV for 

√
s = 7 or 8 TeV

and 0.43 at Wγ γ = 1 TeV for 
√

s = 13 TeV. This is a large ef-
fect, due to the fact that for larger values of Wγ γ , smaller values 
of b = |�b1 − �b2| are probed, and thus the integral at the numer-
ator of the survival factor (7) becomes smaller. Indeed, when the 
photon–photon energy becomes larger and larger, this is under-
standable that the probability of no inelastic interaction becomes 
smaller and smaller. Fig. 6 illustrates the behavior of the survival 
factor as a function of the rapidity of the photon–photon system, 
for different Wγ γ . Obviously, we observe the same effect as in 
Fig. 6, that when Wγ γ increases the survival factor decreases. In 
addition, this figure shows the small dependence as a function of 
the rapidity yγ γ . Let us note that for possible measurements at 
the LHC, the rapidity domain covered is close to zero. Therefore, 
the dependence in yγ γ is a marginal effect.

Fig. 6. The survival factor at zero rapidity as a function of the photon–photon center 
of mass energy.

Fig. 7. The survival factor for different the photon–photon center of mass energies 
displayed as a function of the rapidity of the photon–photon system.

Table 1
Comparison of total cross sections at √s = 13 TeV for different processes pp(γ γ ) →
pp X with and without proton survival factor applied.

Process σtot σtot ⊗ S2
γ γ 〈S2

γ γ 〉
γ γ → H (MH = 125 GeV) 0.15 fb 0.11 fb 0.74
γ γ → μ+μ− (Wγ γ > 40 GeV) 12 pb 10 pb 0.8
γ γ → μ+μ− (Wγ γ > 160 GeV) 36 fb 25 fb 0.7
γ γ → W +W − 82 fb 53 fb 0.65
γ γ → γ γ (Wγ γ > 200 GeV) 0.06 fb 0.04 fb 0.64

As a second step, we can compute cross sections for various 
processes pp(γ γ ) → pp X taking correctly into account the fi-
nite size effects of incident protons and thus the survival factor. 
As discussed in the previous section, this requires Eq. (1) with 
the replacement (6). A set of predictions is presented in Table 1, 
where total cross sections are shown, cumulative in Wγ γ above 
the bounds indicated in Table 1. For the exclusive production of 
pairs of W bosons, this is the natural bound which applies of 
2MW .

Finally, we can compare our results with the experimental mea-
surements available. Recently, the CMS experiment has measured 
exclusive pair of muons production [20] and has reported the value 
of S2

γ γ to be 0.83 ± 0.15 for invariant masses of the photon–
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photon system above 11.5 GeV. This is consistent with our expec-
tations from Fig. 6, which, convoluted with the elementary cross 
section in this kinematic range, gives a survival factor of 0.84. In 
addition, in the analysis of the exclusive production of pairs of 
W bosons by the CMS experiment [21], using exclusive muons 
production as a benchmark, the measured survival factor S2

γ γ is 
found to be about 10% smaller that the one above for invariant 
masses above 40 GeV. This is also consistent with our expectations 
(S2

γ γ = 0.76 in this kinematic domain).

4. Conclusion

The exclusive production of a final state X , pp(γ γ ) → pp X , 
represents an essential class of reactions at the LHC, mediated 
through photon–photon interactions. The interest of such processes 
is due to their well-known initial conditions and simple final state. 
In this paper, we have presented a complete treatment of finite 
size effects of colliding protons, needed to compute the corre-
sponding cross sections for these reactions. We have derived a 
survival factor that quantifies the deviation of the complete treat-
ment with respect to no size effect.

We have shown that the survival factor is decreasing as a func-
tion of mass of the photon–photon system (Wγ γ ), to reach val-
ues of 0.3 at Wγ γ = 1 TeV for 

√
s = 7 or 8 TeV and 0.43 at 

Wγ γ = 1 TeV for 
√

s = 13 TeV. This is a large effect, due to the 
fact that for larger values of Wγ γ , the probability of no inelastic 
interaction becomes smaller and smaller and so the survival fac-
tor. The key point of our approach is that it is valid for the full 
spectrum of invariant masses produced in the final state, and thus 
for high masses final states, like the production of a pair of W
bosons or the Higgs boson. This allows a direct comparison with 
experimental results already obtained at the LHC beyond the elec-
troweak scale, where a very good agreement has been observed 
between our expectations and the measurements.

Finally, we remind that these calculations are commonly used 
for the physics case of heavy-ion collisions. For example, this al-
ready exists with some approximations in the Starlight Monte 
Carlo, mainly focused on the low invariant mass domain around 
the mass of the J/Ψ . A complication, properly taken into account 
in Starlight, arises in such collisions, due to the large value of 
the charges of the ions. Then, photon–photon interactions may 

be accompanied by additional electromagnetic reactions, such as 
photo-nuclear interactions, and the ions that come out from the 
collisions may be produced with some neutrons.
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Experimental paper
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Abstract

This Letter reports a measurement of the exclusive γγ → `+`− (` = e, µ) cross-section in
proton–proton collisions at a centre-of-mass energy of 7 TeV by the ATLAS experiment
at the LHC, based on an integrated luminosity of 4.6 fb−1. For the electron or muon pairs
satisfying exclusive selection criteria, a fit to the dilepton acoplanarity distribution is used to
extract the fiducial cross-sections. The cross-section in the electron channel is determined to
beσexcl.

γγ→e+e− = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb for a phase-space region with invariant
mass of the electron pairs greater than 24 GeV, in which both electrons have transverse
momentum pT > 12 GeV and pseudorapidity |η| < 2.4. For muon pairs with invariant mass
greater than 20 GeV, muon transverse momentum pT > 10 GeV and pseudorapidity |η| <
2.4, the cross-section is determined to beσexcl.

γγ→µ+µ− = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb.
When proton absorptive effects due to the finite size of the proton are taken into account in
the theory calculation, the measured cross-sections are found to be consistent with the theory
prediction.
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1 Introduction

A considerable fraction of proton–proton (pp) collisions at high energies involve reactions mediated
by photons. This fraction is dominated by elastic scattering, with a single photon exchange. Quasi-real
photons can also be emitted by both protons, with a variety of final states produced. In these processes the
pp collision can be then considered as a photon–photon (γγ) collision. At the LHC, these reactions can
be studied at energies well beyond the electroweak energy scale [1]. The cross-section of the pp(γγ) →
`+`−X process has been predicted to increase with energy [2] and constitutes a non-negligible background
to Drell–Yan (DY) reactions [3].

The exclusive two-photon production of lepton pairs (pp(γγ) → `+`−pp, referred to as exclusive γγ →
`+`−) can be calculated in the framework of quantum electrodynamics (QED) [4, 5], within uncertainties
of less than 2% associated with the proton elastic form-factors. Exclusive dilepton events have a clean
signature that helps discriminate them from background: there are only two identified muons or electrons,
without any other activity in the central detectors, and the leptons are back-to-back in azimuthal angle.
Furthermore, due to the very small photon virtualities involved, the incident protons are scattered at almost
zero-degree angles. Consequently, the measurement of exclusive γγ → `+`− reactions was proposed
for precise absolute luminosity measurement at hadron colliders [5–8]. However, this process requires
significant corrections (of the order of 20%) due to additional interactions between the elastically scattered
protons [9, 10].

At hadron colliders exclusive γγ → `+`− events have been observed in ep collisions at HERA [11], in pp̄
collisions at the Tevatron [12–14] and in nucleus–nucleus collisions at RHIC [15, 16] and the LHC [17].
The exclusive two-photon production of lepton pairs in pp collisions at the LHC was studied recently by
the CMS collaboration [18, 19].

This Letter reports a measurement of exclusive dilepton production in pp collisions at
√

s = 7 TeV. The
measurement of exclusive dilepton production cross-section is compared to the QED-based prediction
with and without proton absorptive corrections.

2



2 The ATLAS detector

The ATLAS experiment [20] at the LHC is a multi-purpose particle detector with a forward-backward
symmetric cylindrical geometry and nearly 4π coverage in solid angle.1 It consists of inner tracking
devices surrounded by a superconducting solenoid, electromagnetic and hadronic calorimeters, and a
muon spectrometer. The inner detector (ID) provides charged-particle tracking in the pseudorapidity
region |η| < 2.5 and vertex reconstruction. It comprises a silicon pixel detector, a silicon microstrip
tracker, and a straw-tube transition radiation tracker. The ID is surrounded by a solenoid that produces a
2 T axial magnetic field. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM)
energy measurements with high granularity. A hadron (iron/scintillator-tile) calorimeter covers the central
pseudorapidity range |η| < 1.7. The end-cap and forward regions are instrumented with LAr calorimeters
for both the EM and hadronic energy measurements up to |η| = 4.9. The muon spectrometer (MS) is
operated in a magnetic field provided by air-core superconducting toroids and includes tracking chambers
for precise muon momentum measurements up to |η| = 2.7 and trigger chambers covering the range
|η| < 2.4.

A three-level trigger system is used to select interesting events. The first level is implemented in custom
electronics and is followed by two software-based trigger levels, referred to collectively as the High-Level
Trigger.

3 Theoretical background and event simulation

Calculations of the cross-section for exclusive two-photon production of lepton pairs in pp collisions
are based on the Equivalent Photon Approximation (EPA) [4, 5, 21–24]. The EPA relies on the property
that the EM field of a charged particle, here a proton, moving at high velocity becomes more and more
transverse with respect to the direction of propagation. As a consequence, an observer in the laboratory
frame cannot distinguish between the EM field of a relativistic proton and the transverse component of the
EM field associated with equivalent photons. Therefore, using the EPA, the cross-section for the reaction
above can be written as

σEPA
pp(γγ)→`+`−pp =

"

P(x1) P(x2)σγγ→`+`−(m2
`+`−) dx1 dx2 ,

where P(x1) and P(x2) are the equivalent photon spectra for the protons, x1 and x2 are the fractions of the
proton energy carried away by the emitted photons and m`+`− is the invariant mass of the lepton pair. These
variables are related by m2

`+`−/s = x1x2 where s is the pp centre-of-mass energy squared. The symbol
σγγ→`+`− refers to the cross-section for the QED sub-process. As discussed previously, the photons are
quasi-real, which means that their virtuality Q2 is very small compared to m2

`+`− . In this kinematic region
the EPA gives the same predictions as full leading-order (LO) QED calculations [4, 5].

In the reaction pp(γγ) → `+`−X the protons scattering can be: elastic, X = pp; single-dissociative, X =

pX′; or double-dissociative, X = X′X′′ (the symbols X′, X′′ denote any additional final state produced in

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector and
the z-axis coinciding with the axis of the beam pipe. The x-axis points from the interaction point to the centre of the LHC
ring, and the y-axis points upward. The pseudorapidity is defined in terms of the polar angle θ as η = − ln tan(θ/2), and φ is
the azimuthal angle around the beam pipe with respect to the x-axis. The angular distance is defined as ∆R =

√
(∆η)2 + (∆φ)2.

The transverse momentum is defined relative to the beam axis.
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the event). Unless both outgoing protons are detected, the proton dissociative events form an irreducible
background to the fully elastic production.

Such photon-induced reactions, in particular exclusive γγ → `+`− production, require significant correc-
tions due to proton absorptive effects. These effects are mainly related to pp strong-interaction exchanges
that accompany the two-photon interaction and that lead to the production of additional hadrons in the
final state. Recent phenomenological studies suggest that the exclusive γγ → `+`− cross-section is
suppressed by a factor that depends on the mass and rapidity of the system produced [10]. For the kin-
ematic range relevant for this measurement the suppression factor is about 20%. This factor includes both
the strong pp absorptive correction (∼8% suppression) and the photon–proton (γp) coherence condition
(bγp > rp, where bγp is the γp impact parameter and rp the transverse size of the proton).

Simulated event samples are generated in order to estimate the background and to correct the signal
yields for detector effects. The signal event samples for exclusive γγ → `+`− production are generated
using the Herwig++ 2.6.3 [25] Monte Carlo (MC) event generator, which implements the EPA formalism
in pp collisions. The dominant background, photon-induced single-dissociative dilepton production, is
simulated using Lpair 4.0 [26] with the Brasse [27] and Suri–Yennie [28] structure functions for proton
dissociation. For photon virtualities Q2 < 5 GeV2 and masses of the dissociating system, mN < 2 GeV,
low-multiplicity states from the production and decays of ∆ resonances are usually created. For higher Q2

or mN , the system decays to a variety of resonances, which produce a large number of forward particles.
The Lpair package is interfaced to JetSet 7.408 [29], where the Lund [30] fragmentation model is im-
plemented. The Herwig++ and Lpair generators do not include any corrections to account for proton
absorptive effects.

For double-dissociative reactions, Pythia 8.175 [31] is used with the NNPDF2.3QED [32] parton distribu-
tion functions (PDF). The NNPDF2.3QED set uses LO QED and next-to-next-to-leading-order (NNLO)
QCD perturbative calculations to construct the photon PDF, starting from the initial scale Q2

0 = 2 GeV2.
Depending on the multiplicity of the dissociating system, the default Pythia 8 string or mini-string frag-
mentation model is used for proton dissociation. The absorptive effects in double-dissociative MC events
are taken into account using the default multi-parton interactions model in Pythia 8 [33].

The Powheg 1.0 [34–36] MC generator is used with the CT10 [37] PDF to generate both the DY Z/γ∗ →
e+e− and Z/γ∗ → µ+µ− events. It is interfaced with Pythia 6.425 [38] using the CTEQ6L1 [39] PDF
set and the AUET2B [40] values of the tunable parameters to simulate the parton shower and the un-
derlying event (UE). These samples are referred to as Powheg+Pythia. The DY Z/γ∗ → τ+τ− process
is generated using Pythia 6.425 together with the MRST LO* [41] PDF. The transverse momentum of
lepton pairs in Powheg+Pythia samples is reweighted to a Resbos [42] prediction, which is found to yield
good agreement with the transverse momentum distribution of Z bosons observed in data [43, 44]. The
production of top-quark pair (tt̄) events is modelled using MC@NLO 3.42 [45, 46] and diboson (W+W−,
W±Z, ZZ) processes are simulated using Herwig 6.520 [47]. The event generators used to model Z/γ∗,
tt̄ and diboson reactions are interfaced to Photos 3.0 [48] to simulate QED final-state radiation (FSR)
corrections.

Multiple interactions per bunch crossing (pile-up) are accounted for by overlaying simulated minimum-
bias events, generated with Pythia 6.425 using the AUET2B tune and CTEQ6L1 PDF, and reweighting
the distribution of the average number of interactions per bunch crossing in MC simulation to that ob-
served in data. Furthermore, the simulated samples are weighted such that the z-position distribution
of reconstructed pp interaction vertices matches the distribution observed in data. The ATLAS detector
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response is modelled using the GEANT4 toolkit [49, 50] and the same event reconstruction as that used
for data is performed.

4 Event reconstruction, preselection and background estimation

The data used in this analysis were collected during the 2011 LHC pp run at a centre-of-mass energy of√
s = 7 TeV. After application of data-quality requirements, the total integrated luminosity is 4.6 fb−1

with an uncertainty of 1.8% [51]. Events from these pp collisions are selected by requiring at least one
collision vertex with at least two charged-particle tracks with pT > 400 MeV. Events are then required
to have at least two lepton candidates (electrons or muons), as defined below.

Events in the electron channel were selected online by requiring a single-electron or di-electron trigger.
For the single-electron trigger, the transverse momentum threshold was increased during data-taking from
20 GeV to 22 GeV in response to the increased LHC instantaneous luminosity. The di-electron trigger
required a minimum transverse momentum of 12 GeV for each electron candidate. Electron candidates
are reconstructed from energy deposits in the calorimeter matched to ID tracks. Electron reconstruction
uses track refitting with a Gaussian-sum filter to be less sensitive to bremsstrahlung losses and improve
the estimates of the electron track parameters [52, 53]. The electrons are required to have a transverse
momentum pe

T > 12 GeV and pseudorapidity |ηe| < 2.4 with the calorimeter barrel/end-cap transition
region 1.37 < |ηe| < 1.52 excluded. Electron candidates are required to meet “medium” identification
criteria based on shower shape and track-quality variables [54].

Events in the muon channel were selected online by a single-muon or di-muon trigger, with a transverse
momentum threshold of 18 GeV or 10 GeV, respectively. Muon candidates are identified by matching
complete tracks in the MS to tracks in the ID [55], and are required to have pµT > 10 GeV and |ηµ| < 2.4.
Only isolated muons are selected by requiring the scalar sum of the pT of the tracks with pT > 1 GeV in
a ∆R = 0.2 cone around the muon to be less than 10% of the muon pT.

Di-electron (di-muon) events are selected by requiring two oppositely charged same-flavour leptons with
an invariant mass me+e− > 24 GeV for the electron channel and mµ+µ− > 20 GeV for the muon channel.
After these preselection requirements 1.57× 106 di-electron and 2.42× 106 di-muon candidate events are
found in the data.

The background to the exclusive signal includes contributions from single- and double-proton dissociative
γγ → `+`− production, as well as Z/γ∗, diboson, tt̄ and multi-jet production. The contribution from γγ →
W+W− and γγ → τ+τ− processes is considered negligible. Single- and double-dissociative background
contributions are estimated using MC simulations. The electroweak (Z/γ∗, diboson) and top-quark pair
background contributions are also estimated from simulations and normalised to the respective inclusive
cross-sections calculated at high orders in perturbative QCD (pQCD), as in Ref. [56]. Scale factors are
applied to the simulated samples to correct for the small differences from data in the trigger, reconstruction
and identification efficiencies for electrons and muons [54–56]. MC events are also corrected to take into
account differences from data in lepton energy, momentum scale and resolution [55, 57].

The multi-jet background is determined using data-driven methods, similarly to Refs. [44, 58]. For the
e+e− channel, the multi-jet sample is obtained by applying the full nominal preselection but requiring the
electron candidates to not satisfy the medium identification criteria. For the µ+µ− channel, it is extracted
using same-charge muon pairs that satisfy the remaining preselection criteria. The normalisation of the
multi-jet background is determined by fitting the invariant mass spectrum of the electron (muon) pair
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in the data to a sum of expected contributions, including MC predictions of the signal and the other
backgrounds.

5 Exclusive event selection and signal extraction

In order to select exclusive γγ → `+`− candidates, a veto on additional charged-particle track activity is
applied. This exclusivity veto requires that no additional charged-particle tracks with pT > 400 MeV be
associated with the dilepton vertex, and that no additional tracks or vertices be found within a 3 mm
longitudinal isolation distance, ∆ziso

vtx, from the dilepton vertex. These conditions are primarily motivated
by the rejection of the Z/γ∗ and multi-jet events, which typically have many tracks originating from the
same vertex.

The charged-particle multiplicity distribution in Z/γ∗ MC events is reweighted to match the UE observed
in data, following the same procedure as in Ref. [59]. Uncorrected Z/γ∗ MC models overestimate the
charged-particle multiplicity distributions observed in data by 50% for low-multiplicity events. In order
to estimate the relevant weight, the events in the Z-peak region, defined as 70 GeV < m`+`− < 105 GeV,
are used. This region is expected to include a large DY component. The correction procedure also
accounts for the effect of tracks originating from pile-up and ID track reconstruction inefficiency. The
requirement of no additional tracks associated with the dilepton vertex completely removes multi-jet, tt̄,
and diboson backgrounds.

The ∆ziso
vtx distribution for events with no additional tracks at the dilepton vertex is presented in Figure 1(a).

The structure observed at small ∆ziso
vtx values is due to the vertex finding algorithm, which identifies the

vertex as two close vertices in high-multiplicity DY events: the two-track vertex formed from the lepton
tracks and the vertex from the UE tracks. The 3 mm cut significantly suppresses the DY background, at
the cost of a 26% reduction in signal yield. The inefficiency is related to tracks and vertices originating
from additional pp interactions.

Contributions from the DY e+e− and µ+µ− processes can be further reduced by excluding events with a
dilepton invariant mass in the Z-peak region. The invariant mass distribution of muon pairs for events
satisfying the exclusivity veto (exactly two tracks at the dilepton vertex, ∆ziso

vtx > 3 mm) is presented
in Figure 1(b) (where the excluded Z-peak region is indicated by dashed lines). The figure shows that
the MC description of the mµ+µ− distribution is satisfactory. To further suppress the proton dissociative
backgrounds, the lepton pair is required to have small total transverse momentum (p`

+`−
T < 1.5 GeV).

This is shown in Figure 1(c), which displays the di-muon transverse momentum distribution for events
outside the Z region that satisfy the exclusivity veto. The p`

+`−
T resolution below 1.5 GeV is approximately

0.3 GeV for the electron channel and 0.2 GeV for the muon channel.

The result of each step of the exclusive selection applied to the data, signal and background samples is
shown in Table 1. After all selection criteria are applied, 869 events remain for the electron channel,
and 2124 events are selected in the muon channel. From simulations, approximately half are expected to
originate from exclusive production. The number of selected events in the data is below the expectation
from the simulation, with an observed yield that is approximately 80% of the sum of simulated signal and
background processes (see discussion in Section 7).

After the final exclusive event selection, there is still a significant contamination from DY, single- and
double-dissociative processes. Scaling factors for signal and background processes are estimated by a
binned maximum-likelihood fit of the sum of the simulated distributions contained in the MC templates
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Figure 1: Illustration of exclusive event selection in the muon channel (see text). (a) Longitudinal distance between
the di-muon vertex and any other tracks or vertices, (b) di-muon invariant mass, and (c) transverse momentum
of the di-muon system, after application of subsequent selection criteria (indicated by the dashed lines). Data are
shown as points with statistical error bars, while the histograms represent the expected signal and background levels,
corrected using the scale factors described in the text.

for the various processes, to the measured dilepton acoplanarity (1 − |∆φ`+`− | /π) distribution. The fit
determines two scaling factors, defined as the ratios of the number of observed to the number of expected
events based on the MC predictions, for the exclusive (Rexcl.) and single-dissociative (Rs-diss.) templates.
The double-dissociative and DY contributions are fixed to the MC predictions in the fit procedure. Con-
tributions from other background processes are found to be negligible.

Figure 2 shows the e+e− and µ+µ− acoplanarity distributions in data overlaid with the result of the fit to
the shapes from MC simulations for events satisfying all selection requirements. The results from the
best fit to the data for the electron channel are: Rexcl.

γγ→e+e− = 0.863 ± 0.070 (stat.) for the signal scaling
factor and Rs-diss.

γγ→e+e− = 0.759 ± 0.080 (stat.) for the single-dissociative scaling factor. Similarly, for the
muon channel the results are: Rexcl.

γγ→µ+µ− = 0.791 ± 0.041 (stat.) and Rs-diss.
γγ→µ+µ− = 0.762 ± 0.049 (stat.).
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Table 1: Effect of sequential selection requirements on the number of events selected in data, compared to the
number of predicted signal and background events for electron and muon channels. Predictions for exclusive and
single-dissociative event yields do not take into account proton absorptive corrections.

γγ → `+`− Z/γ∗ Multi- Z/γ∗ Di- Total
Selection Signal S-diss. D-diss. → `+`− jet → τ+τ− tt̄ boson predicted Data

Electron channel (` = e)
Preselection 898 2096 2070 1 460 000 83 000 3760 4610 1950 1 560 000 1 572 271
Exclusivity veto 661 1480 470 3140 0 9 0 5 5780 5410
Z region removed 569 1276 380 600 0 8 0 3 2840 2586
p`

+`−
T < 1.5 GeV 438 414 80 100 0 2 0 0 1030 869

Muon channel (` = µ)
Preselection 1774 3964 4390 2 300 000 98 000 7610 6710 2870 2 420 000 2 422 745
Exclusivity veto 1313 2892 860 3960 3 8 0 6 9040 7940
Z region removed 1215 2618 760 1160 3 8 0 3 5760 4729
p`

+`−
T < 1.5 GeV 1174 1085 160 210 0 3 0 0 2630 2124
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Figure 2: (a) Di-electron and (b) di-muon acoplanarity distributions for the selected sample after exclusivity re-
quirements. Data are shown as points with statistical error bars. The stacked histograms, in top-to-bottom order,
represent the simulated exclusive signal, and the single-dissociative, double-dissociative and DY backgrounds. The
exclusive and single-dissociative yields are determined from the fit described in the text.

The central values and statistical uncertainties on Rexcl. are strongly correlated with the central values and
uncertainties on Rs-diss., respectively.

6 Systematic uncertainties and cross-checks

The different contributions to the systematic uncertainties are described below. The dominant sources of
systematic uncertainty for both the electron and muon channels are related to background modelling.

The uncertainty on the electron and muon selection includes uncertainties on the electron energy or muon
momentum scale and resolution, as well as uncertainties on the scale factors applied to the simulation
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in order to reproduce the trigger, reconstruction and identification efficiencies for electrons or muons
measured in the data. The lepton energy or momentum scale correction uncertainties are obtained from a
comparison of the Z boson invariant mass distribution in data and simulation, while the uncertainties on
the scale factors are derived from a comparison of tag-and-probe results in data and simulations [54–57].
The overall effect on the exclusive γγ → `+`− cross-sections is approximately 1–3%, where the dominant
electron uncertainties originate from the electron reconstruction and identification and the dominant muon
uncertainty originates from the trigger.

The uncertainty on the contribution of DY processes mainly accounts for disagreements between data and
simulations which are related to the reweighting procedures of the charged-particle multiplicity (10%) and
p`

+`−
T (5%) distributions. It also includes a 5% contribution for the PDF and scale uncertainties in model-

ling DY processes, as well as a 5% statistical uncertainty on the Z/γ∗ MC samples after event selection.
An overall normalisation uncertainty of 20% is assigned to cover all these effects. Because of the similar
shapes of the DY and single-proton dissociative γγ → `+`− components in the fitted acoplanarity distri-
bution, this uncertainty on the DY normalisation is partly absorbed by the single-dissociative contribution.
The 20% uncertainly has a 1.2% effect on the exclusive cross-section for the electron channel and 1% for
the muon channel.

In order to estimate the double-proton dissociative γγ → `+`− uncertainty, this contribution is var-
ied according to the photon PDF uncertainties, defined at 68% confidence level and evaluated using
NNPDF2.3QED replicas [32]. The photon PDF are affected by sizeable uncertainties, typically of the
order of 50%. The resulting uncertainty on the exclusive cross-sections related to double-dissociative
background uncertainty is 1.9% for the electron channel and 1.7% for the muon channel.

The uncertainty arising from the choice of acoplanarity shapes in the fit procedure is evaluated by refitting
the data with different template distributions. A small deviation of the proton elastic form-factors [60]
from the standard dipole parameterisation used in the simulations has a 0.2% effect on the exclusive
cross-sections. This effect is estimated by reweighting the equivalent photon spectra in signal MC events
to agree with the model predictions. The impact of the shape uncertainty in the single-dissociative tem-
plate is evaluated by reweighting the corresponding MC events with an exponential modification factor
∝ exp

[
−a(p`

+`−
T )2

]
. A value of a = 0.05 GeV−2 is extracted from the data (before the p`

+`−
T < 1.5 GeV

selection) to improve the shape agreement with the simulation, shown in Figure 1(c). Propagating these
weights to the acoplanarity distribution and the signal extraction results in a 0.9% change of signal
yields.

Possible mis-modelling of the angular resolution of the tracking detectors [61] measuring the lepton tracks
could also distort the shape of the signal template, and leads to uncertainties of up to 0.3% (0.2%) in the
electron (muon) channel.

The systematic effect related to the pile-up description is estimated from data-to-MC comparisons of the
pT- and η-dependent density of tracks originating from pile-up, as in Ref. [59]. The resulting uncertainty
on the cross-sections is 0.5%.

The dilepton vertex isolation efficiency is studied by comparing the spatial distribution of tracks origin-
ating from pile-up in MC simulations and in data. The effect of mis-modelling of the vertex isolation
efficiency is determined by comparing the efficiency in data and simulations for different ∆ziso

vtx values
(varied between 2 mm and 5 mm, where the sensitivity of the measurements to the level of background is
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Table 2: Summary of systematic uncertainties on the exclusive cross-section measurement for the electron and
muon channels. The data statistical uncertainties are also given for comparison.

Uncertainty [%]
Source of uncertainty γγ → e+e− γγ → µ+µ−

Electron reconstruction
and identification efficiency 1.9 -
Electron energy scale
and resolution 1.4 -
Electron trigger efficiency 0.7 -
Muon reconstruction efficiency - 0.2
Muon momentum scale
and resolution - 0.5
Muon trigger efficiency - 0.6
Backgrounds 2.3 2.0
Template shapes 1.0 0.9
Pile-up description 0.5 0.5
Vertex isolation efficiency 1.2 1.2
LHC beam effects 0.5 0.5
QED FSR in DY e+e− 0.8 -
Luminosity 1.8 1.8
Total systematic uncertainty 4.3 3.3
Data statistical uncertainty 8.2 5.1

maximal). The relative variations between the data and simulations are found to be at most 1.2%, which
is taken as a systematic uncertainty.

The LHC beam energy uncertainty is evaluated to be 0.7%, following Ref. [62]. This affects the exclusive
cross-sections by 0.4% and is considered as a systematic effect. The impact of the non-zero crossing
angles of the LHC beams at the ATLAS interaction point is estimated by applying a relevant Lorentz
transformation to generator-level lepton kinematics for signal MC events. This results in a 0.3% variation
and is taken as a systematic uncertainty.

The effect of QED FSR is predicted to be small (below 1%) in exclusive γγ → `+`− reactions [63].
However, as experimental corrections for electrons are derived from Z/γ∗ → e+e− and W → eν processes
including significant QED FSR effects, these corrections may not be directly applicable to the exclusive
dilepton signal MC events without QED FSR simulation. A possible bias in the electron efficiencies
is studied by comparing DY e+e− MC events with and without QED FSR photons being emitted. The
observed difference in the efficiency to trigger, reconstruct and identify electron pairs is 0.8%, which is
taken as a systematic uncertainty.

Additional tests of the maximum-likelihood fit stability are performed by comparing different bin widths
and fit ranges. Starting from the nominal number of 30 bins in the fit range 0 ≤ 1 − |∆φ`+`− | /π ≤ 0.06,
variations of the bin width (0.002 ± 0.001) and fit range from [0, 0.03] to [0, 0.09] produce relative
changes of at most 0.9%. Since these variations are strongly correlated with the statistical uncertainties,
no additional systematic uncertainty is assigned in this case.

Table 2 summarises the contributions to the systematic uncertainty on the exclusive cross-sections from
the different sources. The total systematic uncertainty is formed by adding the individual contributions

10



in quadrature for each analysis channel, including the uncertainty on the integrated luminosity. Control
distributions of the dilepton transverse momentum for events satisfying the selection criteria listed in
Table 1 are shown in Figure 3, with the exclusive and single-dissociative yields normalised according
to the fit results. Here an additional cut on the dilepton acoplanarity (1 − |∆φ`+`− | /π < 0.008) is used,
instead of the cut on total transverse momentum (p`

+`−
T < 1.5 GeV). The MC predictions for the shapes

of dilepton distributions are found to be in good agreement with the data.
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Figure 3: Control distributions of (a) the di-electron and (b) the di-muon transverse momentum for events passing
the exclusivity veto together with the other selection criteria described in Section 5, and passing a cut on the dilepton
acoplanarity (1 − |∆φ`+`− | /π < 0.008), instead of the total transverse momentum. Data are shown as points with
statistical error bars, while the histograms, in top-to-bottom order, represent the simulated exclusive signal, and
the single-dissociative, double-dissociative and DY backgrounds. Systematic uncertainties on the signal events
are shown by the black-hashed regions. The exclusive and single-dissociative yields are determined from the fit
described in the text.

7 Results and comparison to theory

The exclusive γγ → `+`− cross-sections reported in this article are restricted to the fiducial regions
defined in Table 3. The event selection results in an acceptance times efficiency of 19% for the electron
channel and 32% for the muon channel. The fiducial cross-sections are given by the product of the
measured signal scale factors by the exclusive cross-sections predicted, in the fiducial region considered,
by the EPA calculation:

σexcl.
γγ→`+`− = Rexcl.

γγ→`+`− · σEPA
γγ→`+`− .

For the e+e− channel,

Rexcl.
γγ→e+e− = 0.863 ± 0.070 (stat.) ± 0.037 (syst.) ± 0.015 (theor.) ,

σEPA
γγ→e+e− = 0.496 ± 0.008 (theor.) pb .

The theoretical uncertainties are fully correlated between Rexcl.
γγ→e+e− and σEPA

γγ→e+e− , and cancel each other
in the cross-section extraction procedure. They are related to the proton elastic form-factors (1.6%) and to
the higher-order electroweak corrections [63] not included in the calculations (0.7%). The proton form-
factor uncertainty is conservatively estimated by taking the full difference between the calculations using
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Table 3: Definition of the electron and muon channel fiducial regions for which the exclusive cross-sections are
evaluated.

Variable Electron channel Muon channel
p`T > 12 GeV > 10 GeV
|η` | < 2.4 < 2.4
m`+`− > 24 GeV > 20 GeV

the standard dipole form-factors and the improved model parameterisation including pQCD corrections
from Ref. [60]. The latter includes a fit uncertainty and the prediction furthest away from the dipole
form-factors is chosen.

Similarly, for the µ+µ− channel,

Rexcl.
γγ→µ+µ− = 0.791 ± 0.041 (stat.) ± 0.026 (syst.) ± 0.013 (theor.) ,

σEPA
γγ→µ+µ− = 0.794 ± 0.013 (theor.) pb .

The resulting fiducial cross-section for the electron channel is measured to be

σexcl.
γγ→e+e− = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb .

This value can be compared to the theoretical prediction, including absorptive corrections to account for
the finite size of the proton [10]:

σEPA, corr.
γγ→e+e− = 0.398 ± 0.007 (theor.) pb .

For the muon channel, the fiducial cross-section is measured to be

σexcl.
γγ→µ+µ− = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb ,

to be compared with [10]:
σEPA, corr.
γγ→µ+µ− = 0.638 ± 0.011 (theor.) pb .

The uncertainty of each prediction includes an additional 0.8% uncertainty related to the modelling of
proton absorptive corrections. It is evaluated by varying the effective transverse size of the proton by 3%,
according to Ref. [64]. Figure 4 shows the ratios of the measured cross-sections to the EPA calculations
and to the prediction with the inclusion of absorptive corrections. The measurements are in agreement
with the predicted values corrected for proton absorptive effects. The figure includes a similar CMS
cross-section measurement [18].

8 Conclusion

Using 4.6 fb−1 of data from pp collisions at a centre-of-mass energy of 7 TeV the fiducial cross-sections
for exclusive γγ → `+`− (` = e, µ) reactions have been measured with the ATLAS detector at the
LHC. Comparisons are made to the theory predictions based on EPA calculations, as included in the Her-
wig++ MC generator. The corresponding data-to-EPA signal ratios for the electron and muon channels
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Figure 4: Comparison of the ratios of measured (red points) and predicted (solid green lines) cross-sections to the
uncorrected EPA calculations (black dashed line). Results for the muon and electron channels are also compared
with a similar CMS measurement [18]. The inner red error bar represents the statistical error, and the blue bar rep-
resents the total error on each measurement. The yellow band represents the theoretical uncertainty of 1.8% (1.7%)
on the predicted (uncorrected EPA) cross-sections, assumed to be uniform in the phase space of the measurements.

are consistent with the recent CMS measurement and indicate a suppression of the exclusive production
mechanism in data with respect to EPA prediction. The observed cross-sections are about 20% below the
nominal EPA prediction, and consistent with the suppression expected due to proton absorption contri-
butions. The MC predictions for the shapes of the dilepton kinematic distributions, including both the
exclusive signal and the background dominated by two-photon production of lepton pairs with single-
proton dissociation, are also found to be in good agreement with the data. With its improved statistical
precision compared to previous measurements, this analysis provides a better understanding of the phys-
ics of two-photon interactions at hadron colliders.
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