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Spécialité : Informatique

The vehicle as a source and consumer of
information:

Collection, dissemination and data processing for sustainable mobility
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1
INTRODUCTION

1.1/ CONTEXT AND MOTIVATION

Nowadays, the recent development of tablets, smartphones and other connected devices
make the use of wireless networks more and more common and increasingly demand-
ing for various purposes and in several contexts. In particular, in transportation sector,
new communication interfaces and technologies (e.g., WiFi, Bluetooth 802.11p/G5, 3G,
4G/Long Term Evolution (LTE)) allow the apparition of the ”connected car” concept with
intra- and inter-vehicle communications capabilities. This new concept stimulates also
the emergence of a large amount of new applications and services that aim to bring
efficient traffic management, road safety and infotainment. Over the last few years, it
has garnered a significant attention of industry, government authorities, automotive and
communication standardization organizations. Their main objective is to contribute to the
transformation of the automotive industry to achieve low cost and safe transportation.
By the year 2025, connected vehicles will integrate the first 5G network, which uses a
meshed network topology to provide low latency, high throughput and a better routing de-
livery [193]. Furthermore, over a twenty to thirty-year horizon, we expect that connected
vehicles will be able to drive autonomously on roads without human intervention. In ad-
dition, for many years, the international community has been committed to reduce or at
least contain anthropogenic environmental pollution. In this field, an other objective that
triggered numerous worldwide initiatives, is to reduce greenhouse gas emissions. These
new initiatives open up the door to new research areas in transportation that consider the
environment, the energy and the use of information exchange to ensure safe, comfortable
and sustainable mobility.

These promising technologies and directives aim to have efficient and sustainable trans-
portation systems with Connected and Energy efficient cars. Therefore, this thesis fo-
cuses on one hand on communication and data collection and exchange in vehicular
context and on the other hand, on processing the collected data in order to provide in-
novative services for a green transportation system. The first part of this manuscript
focuses on enhancing vehicular communication at the network layer under different re-
alistic scenarios, considering both Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure
(V2I) communications. Existing solutions as well as some of the most critical issues
in the field of vehicular communication along with new research directions to optimize
broadcasting, routing and data collection are presented and analyzed. The second part
of this manuscript discusses new ecological transportation systems. First, an overview of
current projects and challenges in this field are exposed with a focus on electric vehicles

1



2 CHAPTER 1. INTRODUCTION

(Electric Vehicles (EVs)) as they are expected to replace conventional gasoline and diesel
vehicles. Clean energy electric vehicles are technologically feasible, economically viable
and will be the next paradigm shift toward green transportation. Then, new solutions and
services for electric vehicles are proposed. The next section introduces our contributions.

1.2/ METHODOLOGY AND CONTRIBUTIONS

We proposed in this thesis to take advantages of interoperability and interchangeability
between communication and transportation technologies to design new protocols, new ar-
chitectures and new deployment strategies to make transportation more intelligent, more
efficient and more sustainable. Each contribution in this thesis focuses on a particular
research field and aims to address the relevant defiance of nowadays transportation tech-
nologies. All proposed solutions are extremely beneficial to many emerging challenges in
transportation, energetic and ecologic contexts.

In this thesis, we took a closer look to communication technologies in transportation
systems and especially vehicular networks. In fact, vehicles can communicate directly
among vehicles (i.e. vehicle-to-vehicle) or between each vehicle and the infrastructure
(i.e. vehicle-to-infrastructure). However, both paradigms, V2V and V2I, exhibit connectiv-
ity problems due to special characteristics of vehicular scenario such as quick topology
network changes, random vehicle speed, and traffic density (i.e. sparse, dense, or totally
disconnected nodes). Many efforts have been made to cope with these particular lim-
itations. Nevertheless, current contributions still require further investigations. Thus, in
the first part of this thesis, we focused on connected mobility with the aim to enhancing
vehicular communications under various realistic scenarios. We explored both vehicle
to vehicle communication and vehicle to infrastructure communication. We studied the
possibility of data disseminating in a vehicular network without the use of any additional
infrastructure, and the possibility of data routing while taking into account several con-
straints such as delay for time-sensitive applications. In our first contribution regarding
data dissemination, we implemented a new dissemination protocol called Dissemination
protocol for Heterogeneous Cooperative Vehicular Networks (DHVN). DHVN aims to in-
crease the delivery ratio of broadcasted data when confronted within different scenarios.
To that end, DHVN considers the non-homogeneous topology and connectivity character-
izing urban vehicular environment. It also takes into consideration the non-homogeneity
of the vehicles in terms of communication capabilities. The discussion of the obtained
results in DHVN has allowed us to identify the undesired impact of network fragmentation
on communication delays. This, helped us to define new strategies to route data using
Road-Side Units (RSUs). Thus, in our second contribution, we proposed two comple-
mentary solutions: an Optimized Road-Side Units (RSUs) placement for DELay aware
applications (ODEL) and a new Routing protocol for DELay aware applications (RDEL).
ODEL is a two-steps solution that optimizes RSUs deployment for vehicular networks
applications with high delay sensitive constraints. In the first step, we developed a strat-
egy to find the most relevant RSUs candidate locations based on network connectivity
and hence avoiding the useless positions with high density where vehicles can commu-
nicate with each other’s without using any additional infrastructure. In the second step
we mathematically modeled the RSUs placement problem and we included application
delay requirement. Then, we solved it using heuristic and short path algorithms. RDEL
uses the optimally deployed RSUs using ODEL to optimally deliver information to the fi-
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nal destination. To find the best paths to send data, RDEL incorporates density, location
and lower layer information while making the routing decision. While we was working
on connected mobility, we observed that the new innovative trends in transportation field
require to meet the needs of society to move freely, efficiently, more sustainably and with-
out sacrificing other essential human and ecological requirements. In fact, suistainable
mobility is one big part of the smart city objectives. In addition, since the ongoing in-
vestigations in this area are still at an early stage, we dedicated the second part of this
thesis to tackle sustainable mobility. We extended our study to consider new constraints
related to environment and energy efficiency and we focus our interest on EVs. Indeed,
electric vehicles are new transportation alternatives toward green and less-polluting mo-
bility. However, they still require further investigations due to short autonomy limitations.
Thus, we proposed new solutions and services to cope with these limitations. In our third
contribution, we proposed an advanced electric vehicles’ fleet management architecture
called Ev-Drive. This architecture considers the most important factors that can affect
the traveling mode of electric vehicles, in order to offer different services to fleet manage-
ment companies for an efficient monitoring and management of their fleets. One of the
most important services, considered in this contribution, consists on providing economic
itineraries planning for electric vehicles. In Ev-Drive, we collect using our protocol RDEL
information about road topology, weather conditions, vehicle characteristics, driver pro-
file, traffic conditions and electric charging stations positions. Then, we processed these
collected information in order to compute and provide the best routes, in term of electric
power consumption. In case of battery drop, new routes passing through the nearest
available charging stations are recalculated and provided again to the driver. During Ev-
Drive development, we noticed another important sustainable challenge related to energy
balance. Consequently, we studied drivers’ energy demand and considered electric sup-
plies’ maximum capacity and we proposed as final contribution an Optimized Location
Scheme for electric charging stations (OLoCs). OLoCs is a heuristic solution; in which
we adapted a genetic algorithm to solve the charging stations location problem to find the
best positions to place the charging stations while taking into account energy balance. In
the next section, we describe the structure of our thesis report.

1.3/ ORGANIZATION OF THE THESIS

This manuscript includes two main parts. The first one aims to enhance communication
in connected vehicles context and the second one deals with sustainable mobility and
green transportation.

In the first part, we gave in chapter 2 an overview of connected vehicles, we detailed
their major characteristics and challenges and we provide an in-depth description of the
standardization effort and projects dedicated to promote connected vehicles. In chapter
3, we presented the design of our Dissemination protocol for Heterogeneous cooperative
Vehicular Networks (DHVN). DHVN is a dissemination protocol that avoids bandwidth
waste by considering the best relay to broadcast information. In this chapter we provide
the simulation results to evaluate the DHVN performance. In chapter 4, we proposed two
complementary contributions, in the first one, we presented an Optimized RSUs place-
ment for Delay-sensitive applications (ODEL) that optimally deploys RSUs to improve
connectivity and reduce delays. In the second contribution, we described a new routing
protocol called routing for Delay-sensitive applications (RDEL) that routes information us-
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ing the optimally deployed RSUs. We included in this chapter a performance evaluation
for both contributions.

For the second part, in chapter 5 we gave an overview of sustainable mobility. We sur-
veyed basic transportation technologies and components, studied current contributions
and projects in the field of green transportation, defined the main challenges and open
research area that still need a further investigations and finally we presented an integrated
architecture for sustainable transportation management systems.

In chapter 6, we described a new architecture for electric vehicles’ fleet management
called Ev-Drive. EV-Drive collects, explores and processes traffic information in order to
provide new services for electric vehicles such as fleet management and itinerary plan-
ning. In chapter 7, we presented OLoCs that optimally deploys charging stations in order
to satisfy the electric vehicles’ drivers demand and maintain a balance between the de-
mand and the available energy. We provided in this chapter the performance evaluation
of OLoCs.

Finally, in chapter 8, we concluded the thesis with a discussion of open issues and future
work concerning connected and sustainable mobility applications. This is followed by a
list of our publications, acronyms and the bibliography.
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2
BACKGROUND AND RELATED WORK

2.1/ INTRODUCTION

Transport market has known a tremendous development in recent decades; the trans-
portation means grew by more than thousand times after the World War [57] [58]. This
development has made life easier for peoples and accelerated economic growth around
the world. However, this transport revolution involved many disadvantages such as con-
gestion and jams that impact the drivers behavior and traffic efficiency. In addition, high
velocity and weather conditions led sometimes to dramatic events, fatal accidents and
heavy economics loss. In 2010, the road crash caused the death of 1.24 million people
and around 50 million sustain non-fatal injuries on the world’s roads [69]. Moreover, the
means of transportation entailed dangerous environmental degradation due to the use of
non-renewable fossil fuels. In order to fit with these problems, governments, researchers
and standardization organizations initiate urgent programs and projects with the main ob-
jectives safety of drivers, measurement and alleviation of traffic congestion and reduction
of greenhouse gas emission. These objectives require an exchange of a huge amount of
traffic information collected from vehicles and their environment such as average speed
of vehicles, velocity limits, events warning, parking availability, etc. Thanks to transport
and communication innovations that led to introduce the smart and connected vehicles by
adding communication capabilities, smart processors and controllers. This development
is also known as connected mobility where connected vehicles assist drivers and offers
them more comfort and safety.

Connected and assisted navigation, for fleet management, was the first application that
implements connectivity. Subsequently, many other applications have emerged as the
emergency call (e-Call), the breakdown call (B-Call) in case of failure), tracking stolen
vehicles, community applications such as ”COYOTE” for info traffic, etc. Furthermore and
responding to the rapid emergence of in-vehicle technologies and taking advantage of
the rise of smartphones, many companies launch different innovative projects [42] [45]
[139] [127] to monitor, self-monitor and interact remotely with the car at any distance,
like: Open Automotive Alliance (OAA) [38] by Google on 2014 where they integrate a
new android platform inside vehicles with the collaboration of automakers (Jeep, Audi,
Ford, Fiat, Honda, Nissan, Hyundai and Nividia...). Apple introduces a new system called
“Carplay” [2] to connect iPhone iOS7 operating system to the dashboard of the cars us-
ing Lightning connectors. The system allows eyes-free and hands-free operation mode,
satellite navigation, telephony instruction and control, music control, etc. We believe that
the development of cooperative vehicular networks will be a catalyst for the development

7



8 CHAPTER 2. BACKGROUND AND RELATED WORK

of new applications like safety applications, autonomous vehicle, real-time info traffic,
etc. Nevertheless, connected vehicles are still in the initial phase and they would require
extensive new standardizations, tests and procedures for qualifying and approving ap-
plications and devices and ensuring their interoperability. To that end, researchers must
explore the area where technology and regulatory policy meet and develop strategies for
testing and certifying connected vehicle technology.

In this chapter, we aim to present current communication technologies, protocols,
projects, issues and challenges in transportation communication field in order to propose
novel solutions. To that end, we first introduce the connected vehicle concept, the differ-
ent communication technologies and modes to exchange information between connected
car and its surrounding environment. Then, we classify the mainstream and trending ap-
plications of connected vehicles. After that, we cite the major characteristics, challenges
and requirements, and we present an overview of major standardizations efforts along
with recent projects in the field of emerging connected vehicles. Finally, we outline a
short survey on data dissemination and routing protocols since we are dealing with these
challenges in this thesis.

2.2/ CONNECTED VEHICLE: AN OVERVIEW

Earlier vehicle drivers had to manually control the majority of the car components to be
able to drive safely. In fact, microprocessors have been introduced inside the cars since
the 1960s to improve the stability of the car, control it and bring new features such as:
port injection system, electronic spark ignition, cruise control, navigation using Global
Positioning System (GPS) [196], etc. Modern port fuel injection system [25] sends fuel
directly to the individual cylinders and uses sensors to detect airflow, vacuum, tempera-
ture and exhaust. Electronic Spark Timing (EST) [14] replaces the mechanical contact
breaker in older cars to optimize spark timing for better control of exhaust emissions and
for fuel economy improvements. Global Positioning System (GPS) was first introduced
in military vehicles prior to its use with a less precise version in private and companies
cars in the 1990s. During the last decade, other electronic components have been inte-
grated to vehicles forming a whole embedded system on board [186] [95] to make cars
more intelligent. Today, many common tasks have been automated; for example, cars
may be equipped with assisted steering equipment and gearbox, automatic and remote
opening and closing car’s doors, etc. The concept and operating philosophy of connected
vehicle is founded on two main parts: first, on the embedded system inside the vehicle
itself, and secondly on telecommunication technologies and infrastructures. The inter-
operability between these two parts constitute an Intelligent Transportation System (ITS)
and allows several features like data collection and routing, data processing and deci-
sion making. Indeed, connected vehicle explores different kind of data such as: traffic
information, weather conditions, road state, emergency warning and several infotainment
data. We detail the embedded system and communication technologies in the following
subsections.
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2.2.1/ CONNECTED VEHICLE: EMBEDDED SYSTEM

An embedded system is an autonomous electronic system designed for a specific task,
often with real-time constraints. An embedded system in a connected vehicle includes
various software and hardware like sensors, control units, human machine interface, etc
[95]. Sensors measure and collect information about vehicles’ state and its surrounding
environment. We can find different sensors within a modern car such as speed sensor for
automatic door locking when the vehicle moves, battery sensor to measure the state of
charge, rain sensor for automatic switch of wipers, humidity sensors and thermostats in
the engine to avoid that temperature and humidity affects the engine performance [166].
Control units whether recover and process locally collected information or send it to a
remote server according to type of data and the environment affected by these data.
Some information is stored if necessary in the vehicles’ memory. For example, the car
collect the driving information during different trips and send those information to a remote
server to study and optimize the driver’s behavior in the future travels. Embedded system
contains several control units [78] like Body Control Module (BCU) that controls door and
windows locks, Brake Control Module (BCM) that allows to maintain tractive contact with
the road surface according to driver inputs while braking, Engine Control Unit (ECU) and
Transmission Control Unit (TCU) that optimizes the use of internal combustion engine to
ensure the best performance and save fuel, etc.

Vehicle’s embedded system becomes more advanced. It requires to manage some im-
portant information by using Human Machine Interface (HMI) [197] that allows drivers
to interact with their vehicles and to view the performance and condition of the vehi-
cle. As indicated before, a hole operating system has been integrated to the car by
Google. Google’s driverless (OAA) [38] car is a very prominent innovation in automated
transportation. The system facilitates machine-to-machine (M2M) communication, data
process and manages efficiently events inside and outside the car to prevent crashes,
improve traffic flow, and share information.

In addition, sometimes connected vehicles must react in real time to exchange delay sen-
sitive information i.e. each reported event must be processed in a very short time. An
additional delay can involve dangerous incidents. Let’s take the example of the detection
of a pedestrian crossing the road via an embedded camera; the reaction time must be
short to avoid a dramatic accident. The hardware components of the embedded system
are connected by an on-board network, which is mostly wired and sometimes wireless.
Connected vehicles communicate to each other directly or through an additional infras-
tructures. We provide below more details of vehicles communication technologies and
communication modes in vehicular network.

2.2.2/ CONNECTED VEHICLE: COMMUNICATION TECHNOLOGIES AND MODES

Connected vehicle aims to provide continuous connectivity for drivers and passengers
while they travel. Thus, it employs heterogeneous communication technologies: embed-
ded in the vehicle to communicate among components (micro-controllers, sensors and
devices) or outside the car to communicate with the infrastructure or with other vehi-
cles. Inside the car, wired and wireless communication are used. Common examples
of embedded communications technologies are summarized in table 2.1. Wired medium
includes Local Interconnect Network (LIN) [31], Ethernet [103], FlexRay [186], Controller
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Area Network (CAN) [216], Media Oriented Systems Transport (MOST) [33], Domestic
Digital data Bus (D2B) [3], etc. Vehicles also use wireless medium inside the car, such as
Bluetooth [167], Zigbee (802.15.4) [104], Radio-Frequency Identification (RFID) [76], etc.

Figure 2.1: Embedded vehicle networks

Table 2.1: Comparison between different embedded communica-
tion technologies

Embedded network Medium Speed Usage

Domestic Digital Bus
(D2B) [101]

Optical fiber 12 Mbit/s Digital audio transmission

Media Oriented Systems
Transport (MOST) [162]

Optical fiber 24,8 Mbit/s Multimedia: audio, video,
control

FlexRay [162] Bus 10 Mbit/s Enable applications with
high data rates and
time constraint, enable
fast adaptive damp-
ing system, x-by-wire
applications

Byteflight [186] BUS 10 Mbit/s Preallocate slots for criti-
cal messages

Time-Triggered Architec-
ture (TTA), TTA-Bus [186]

Bus 20-1000 Kbit/s Safety-critical applica-
tions

Bluetooth [167] Radio waves 1.5 Mbit/s Multimedia and short
range services

Continued on next page
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Table 2.1 – continued from previous page

Embedded network Medium Speed Usage

CAN [216] Bus 1 Mbit/s Accommodate vehi-
cle control signals and
communicate between
different subsystem
inside the car.

LIN [31] Bus 20 kbit/s Enable low-cost, single-
wire network for data
transfer

Ethernet [103] Connecteur
RJ45

10 Mbit/s à 10
Gbit/s

Enable communication to
camera and transmit mul-
timedia data

For wide coverage, the connected vehicle utilizes WiFi (802.11.a, b,n) [24], WAVE
(802.11p) [60], and WiMAX (802.16) [64] technologies to communicate with other cars
or to transmit the collected data like road traffic conditions to remote servers. In addi-
tion, 3G [1] and 4G/LTE [85] technologies are used for high performance, to ensure rapid
communication in case of low network density, or to deliver a highest Quality of Service
(QoS). In the recent years, mobile communication allows to combine cellular and vehic-
ular communication technologies and use each one to the best of its ability. Table 2.2
shows the relative positioning of leading candidates technologies based on macroscopic
criteria.

Figure 2.2: Communication modes

Vehicles communicate using three communication modes as depicted in figure 2.2: (i)
Vehicle to Vehicle communication (V2V) or Inter-Vehicle communication (IVC) where the
network is self-organized as an ad hoc network and vehicles communicate with each
other without any access to a fixed infrastructure, (ii) Vehicle to infrastructure (V2I), it
may use Road-Side Units (RSUs) or a mobile telecommunication network infrastructure.
In this mode, vehicles communicate only through the infrastructure that allows to route
information to the final destination, and (iii) Hybrid communication (Vehicle-to-X (V2X))
where vehicles may communicate with both other vehicles in the same coverage or with
a fixed infrastructure.
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Wireless characteristics
Technology

802.11p
WAVE

WiFi Cellular Infrared

Bit rate 3–27 Mb/s 6–54 Mb/s <2 Mb/s <1 Mb/s, <2
Mb/s

Communication range <1000 m <100 m <15 km <100 m
(CALM IR)

Transmission power for
mobile maximum)

760 mW
(US), 2 W
EIRP (EU)

100 mW 2000 mW
(GSM), 380
mW (Univer-
sal Mobile
Telecom-
munications
System
(UMTS))

12800 W/Sr
pulse peak

Channel bandwidth 10 MHz 20
MHz

1–40 MHz 25 MHz
(GSM),
60 MHz
(UMTS)

NA (optical
carrier)

Allocated spectrum 75 MHz
(US), 30
MHz (EU)

50 MHz @
2.5 GHz,
300 MHz @
5 GHz

(Operator-
dependent)

N/A (optical
carrier)

Suitability for mobility High Low High Medium

Frequency band(s) 5.86–5.92
GHz

2.4 GHz, 5.2
GHz

800 MHz,
900 MHz
1800 MHz
1900 MHz

835–1035
nm

Standards IEEE, ISO,
ETSI

IEEE ETSI, 3GPP ISO

Table 2.2: Comparison between different leading candidates technologies

2.3/ CONNECTED VEHICLE: APPLICATIONS

Connected vehicles bring new promising and growing business area. They garner a huge
attention for the services that can be offered to the drivers. Connected vehicles’ applica-
tions have different purposes and some common requirements. Vehicular applications
can be classified into three categories [162]: safety, traffic efficiency and infotainment or
comfort applications. Herein, we detail these three applications classes and give some
use cases:

2.3.1/ SAFETY AND EMERGENCY APPLICATIONS

The first class, i.e. the safety applications, plays a key role in drivers protection. It is
primarily developed to avoid collision and accidents and keep driver and passengers safe
during their trips by providing information about vehicle state, roads and weather, etc. We
give below some use-cases:
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- Intersection and lane change assistance: In roads with many lanes or in intersections,
drivers move from lane to lane or from road to road which increase the risk of accidents.
Intersection and lane change assistance services help to avoid crash by informing drivers
if adjacent lane is clear or not.

- Collision risk warning: When a car exceeds the speed allowed on the road or ignores
a traffic signal, surrounding vehicles or roadside units will send a warning message to
prevent the car driver in order to avoid the collision.

- Road’s events warning: When cameras, radars or an effective visual route monitoring
system detect obstacles on road, it is important to warn drivers to avert a crash or inform
the following cars that a collision has already happen on this road. This will significantly
reduce the accidents mortality rate and economic damages.

- Weather event warning: A vehicle informs the following and the upcoming cars that there
is visibility problem due to fog or any other driving problems caused by the presence of
ice in order to reduce their velocity and to be prudent.

- Rescue warning: When an emergency car (e.g. police car, ambulance,...etc.) is ap-
proaching toward other vehicles, it sends a warning message to ask the driving vehicles
to move across lanes to yield the way and let it pass.

2.3.2/ TRAFFIC RELATED APPLICATIONS

This second class of applications aims to inform drivers about traffic flow to efficiently
manage the traffic and avoid congestion. As use-cases, we can mention:

- Congestion management services: Vehicles and monitoring infrastructure collect traffic
information, predict congestion and optimize the traffic light signals to manage the traffic
flow. Traveling vehicles could choose best routes and avoid highly congested ones.

- Autonomous navigation:

Vehicle platooning is one of the innovations solutions in the automotive industry that en-
ables vehicles to travel together closely yet safely. In fact, platooning aims to reduce the
amount of space used by vehicles. Thus, more cars can share the roads without traffic
congestion. Moreover, new advance embedded platforms such as Google OAA enable

Figure 2.3: Autonomous vehicle

self-driving without human support. As depicted in figure 2.3, an autonomous car is able
to sense its environment using radars, cameras and navigation information. It is able to
detect obstacles and avoid them or reduce its velocity depending on traffic signals.
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- Parking managements: In this use-case, the aim is to efficiently use parking resources
and get pricing and availability information of the parking slots. In addition, a lot of modern
vehicles are able to assist drivers when they park.

- Green itinerary planning services: Itinerary planning services provide recommended
itinerary to the drivers in order to reduce the traveling time by avoiding congested routes.
In addition, new itinerary applications deal with pollution and power consumption. They
allow more sustainable mobility by computing the most economic itinerary as our solution
Ev-Drive proposed in chapter 6.

2.3.3/ COMFORT APPLICATIONS

Finally, this third class of application aims to bring comfort to drivers and passengers
during their trip. Comfort applications represent the future convergence of computers and
Smartphone applications. They provide travelers with needed information support and
entertainment to make the journey more pleasant. Through inter-vehicle communications,
passengers could download road map, share music, photos or enjoy shared gaming.
They also give the possibility to control automatically the air conditioning and windows
depending on the sensed temperature and collected information about pollution. Comfort
applications do not require a hard delay criterion as safety applications. However, they
may need large bandwidth resources depending on the amount of exchanged information.
Many relevant applications are proposed in this field including:

- Infotainment and advertisement applications: Vehicles or roadside infrastructure broad-
cast announcement about shows, parties and spectacles and disseminate commercial
advertisements around outlets and stores [144].

- Internet access and services: These services aim to connect to remote web pages,
download files and video gaming, and to use social networks,...etc. At present, passen-
gers uses internet through cellular communication (3G, 4G, etc). However, a full ability to
access web on vehicles in motion is still under development to adopt the characteristics
of vehicular context (see section 2.4).

2.4/ CONNECTED VEHICLE: CHARACTERISTICS AND REQUIRE-
MENTS

A set of connected vehicles forms a Vehicular Ad-hoc Network (VANET). Indeed, VANET
network is a particular case of ad hoc networks in which the connected nodes are highly
mobile. These nodes may use infrastructures in addition of the mobile nodes to increase
connectivity in wide area. In VANET, the traffic density is either very dense or sparse. In
case of sparse network, no direct end-to-end path between communicating entities exists.
In case of high dense network, a direct end-to-end path requires to send frequent update
messages due to highly dynamic topology.

This section describes first the different characteristics of vehicular networks and then,
the main requirements that this network must satisfy.
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2.4.1/ CHARACTERISTICS OF A CONNECTED VEHICLE

Herein, we explain in details some unique characteristics of vehicular networks [195]:

- Highly dynamic topology and frequently disconnected network: Vehicular nodes move
so fast building a high dynamic network. Thus, the network topology changes frequently
causing links break between nodes. Continual disconnection implies data losses and
additional computations and delay to retransmit data,

- Large scale: The size of vehicular networks is very important and researchers need
to consider a large scale network in the design and the development phases. In fact,
the number of connected vehicles is increasing over time especially in large cities. The
exchange of a high amount of data between entities could create a bottleneck/collision
and therefore the network may go down,

- Energy and processing capacities: Unlike traditional wireless networks where the en-
ergy constraint represents an important limiting factor, vehicular networks’ nodes have
large energy capacities since they have the ability to use vehicle’s energy supply. Even
if the engine stops and turns off the supply system, it is always possible for a board to
use the vehicle’s batteries. So, the vehicle’s embedded system can be fully fed and the
different required processing can be done,

- Mobility modeling and prediction: Vehicles move on predefined trajectory on highways,
roads, and streets; therefore, it is possible to predict the future position of the moving
vehicle based on the velocity, the density on the traffic, and the road map. Positions
prediction helps to design more efficient protocols and deduce the connectivity between
nodes,

-Intermittent connection: A vehicular network is a Delay-Tolerant Network (DTN) ; which
means lack of continuous connectivity and frequently disconnected network especially in
low-density scenarios due to the high mobility of vehicles and frequent topology changes,

- Hard delay constraints: Through buffering and Store aNd Forward (SNF), the message
can eventually be delivered to the destination even if a path does not immediately exists
between source and destination. However, the SNF introduces a long delay. Thus, the
delay does no meet applications latency requirements. For example, in an highway sce-
nario, when a car crashes, a warning message must be transmitted to the surrounding
vehicles to avoid collision. In this case, the maximum delay is more vital and extremely
short,

- Interaction with various communication environments: In the vehicular network, vehic-
ular nodes communicate with each other in different environment scenarios to collect,
route and disseminate information. In urban scenarios, buildings, bridges, tunnels repre-
sent barriers and obstacles that decrease the connectivity of mobile nodes,

- Interaction with infrastructures and with on-board sensors: Vehicular nodes communi-
cate with internal on-board sensors using wired or wireless communication technologies
to collect information about location, battery state of charge, etc. Also, each vehicle com-
municates to other vehicles or road side units (RSUs) using wireless links to exchange
data,

- Communication based on geographic location: In VANET, most of existing protocols
send data to the destination using geographic routing and broadcasting instead of using
only destination address to fit with the high mobility of vehicular nodes and the network
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disconnection. Therefore, it requires location services to establish path toward the desti-
nation,

- Security: VANET transmits information via radio communication. Consequently, an
attacker could eavesdrop, misbehave, change and drop messages or introduce a wrong
routing information. Thus, the network is vulnerable and requires additional mechanisms
to ensure the security and privacy in each node during data exchange.

2.4.2/ REQUIREMENTS OF A CONNECTED VEHICLE

Applications for connected vehicle are subject to technical and scientific requirements.
These requirements are difficult to meet in an environment where the radio link is not
always reliable, and the high mobility of vehicles affects the Quality of Services (QoS).
These requirements include:

- Economical requirements: To achieve a required level of connectivity for connected
vehicles, we need to deploy a required communication infrastructures and outfit vehicles
with sophisticated embedded system. This will introduce heavy costs. Thus, we need also
a good business plan to ensure the balance between the investment cost and customers
billing,

- Organizational requirements: A plethora of applications, communication technologies
and different architectures and standardization are proposed for vehicular networks. How-
ever, many solutions are incompatible with common vehicle market. Thus, standardiza-
tion organizations along with research institutions around the world need to deal with
such conflicts such as: unifying IPv6 or IPv4 address allocation schemes, manage the
interoperability between different communication technologies, etc. [139],

- Latency-related requirements: In case of sparse network, no direct end-to-end paths
between communicating entities exists. Thus, communication in this context falls into
the category of Vehicular Delay Tolerant Network (VDTN). In figure 2.4 , we summarize
the time and distance requirements based on the application’s category. For example,
safety applications have higher priority and lower latency requirements than infotainment
or advertisement applications,

- System performance requirements: In order to use some applications, some system
performance and resources availability are required such as sufficient bandwidth, reliable
radio channel, accurate navigation system, etc. In addition, applications design claims
considerable attention to support the size of the network as the number of nodes may
increase in case of traffic jam which exhausts the network resources.

2.5/ CONNECTED VEHICLE: PROJECTS AND STANDARDIZATIONS

EFFORTS

Many research programs and industrial projects focus their efforts on connected mobility
and its applications. In addition, standardization organizations works on new emerging
communication technologies in vehicular networks. We give a further details of those
projects and standardizations efforts bellow.
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Figure 2.4: Latency-related requirements

2.5.1/ ON GOING PROJECTS

Vehicular networking has great potential to enable diverse applications. Different coun-
tries and international organizations initiate a lot of programs and launched many projects
concerning traffic safety, traffic efficiency and infotainment such as: CAMP/VSC-21, Cal-
ifornia PATH, IntelliDrive, PLATA-PROTON, Co-Drive, DRIVE C2X, etc. In table 2.3, we
summarize some of recent initiatives to build a robust intelligent transportation system
with connected vehicles as central component.

Table 2.3: VANET projects

Project Year Objectives

IntelliDrive (USA) [26] 2004-2011 To develop an architecture and standards to
provide an open platform for wireless com-
munications between vehicles and roadside
infrastructure,
To establish test beds to support operational
tests and demonstrations for public and pri-
vate sector use,
Study liability and privacy issues.

SKY (JAPAN) [50] [175] 2004 -XXXX To reduce traffic accidents, shorten travel
times, and increase fuel savings by using in-
vehicle technology.

Intelligent access
program (IAP) (AUS-
TRALIA) [23]

2006-XXXX To improve access to the Australian road net-
work and remotely monitor heavy vehicles.

Continued on next page
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Table 2.3 – continued from previous page

Project Year Objectives

Secure Vehicular Com-
munication (SeVeCom)
(EUROPE) [182] [48]

2006-2008 To improve road safety and optimize road traf-
fic,
To identify and investigate IPv6 security is-
sues,
To specify an architecture and security mech-
anisms to provide the right level of protection.

CARWINGS (JAPAN) [7] 2008-2011 To develop an on-board computer naviga-
tion system to make car navigation systems
more convenient by connecting them to mo-
bile phones,
To provide a range of services to support eco-
driving and ease congestion.

Intelligent Speed Adap-
tation Trial (ISA) (AUS-
TRALIA) [27]

2009-XXXX To provide an advanced systems that assist
drivers to improve road safety,
To inform drivers about changes of speed
zones in order to decrease the proportion of
time drivers spent traveling over the speed
limit.

GeoNet - INRIA
(FRANCE) [20]

2009-2010 To specify the architecture to combine C2C-
CC’s geographic routing with ISO’s CALM
(see section standardization 2.5.2) IPv6 fea-
tures.

hline
Cooperative Vehicle-
Infrastructure Systems
(CVIS) (EUROPE) [9]

2010-XXXX To improve the road traffic by using V2I com-
munication,
To define and validate an open-architecture
and system concept for a number of coopera-
tive system applications (real-time exchange
of traffic information, road safety, security and
privacy),
To develop and test the technologies for V2V
and V2I communication.

European Field Opera-
tional Test on Safe, In-
telligent and Sustainable
Road Operation (FOTsis)
[42] (EUROPE)

2010-2014 To provide a large scale field testing of the
road infrastructure management systems,
To secure a proper connectivity from the traf-
fic control centers,
To contribute to the safety, mobility and sus-
tainability challenges that face transport sys-
tems.

Platform télématique
multistandard pour
l’automobile (PLATA) [41]
(EUROPE)

2010-2013 To propose a multistandard telematic platform
to improve road information system,
To provide navigation systems that receive
the navigation maps along with traffic infor-
mation via the TMC (Traffic Message Chan-
nel).

Continued on next page
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Table 2.3 – continued from previous page

Project Year Objectives

DRIVE C2X - Accelerate
cooperative mobility [10]
[47] (EUROPE)

2010-2014 To improve road safety using V2V, V2I and
I2V communications,
To test the design of cooperative driving and
other proposed applications,
To deploy the required communications in-
frastructures,
To contribute to the standardization process
ongoing at ETSI TC ITS,
To exchange important information that en-
hance safety and enable sustainable mobility.

New Traffic Informa-
tion System Model
Project [35] (CHINA)

2012-XXXX Alleviate traffic congestion and reduce fuel
consumption using recorded driving data.

Platform for Smart Car
to Car Content Deliv-
ery (CARCODE) [5] (EU-
ROPE)

2012-2015 To design and implement a open platform
to explore the Information and communica-
tions technology (ICT) of modern vehicles.
This platform autonomously collect and ex-
change information to provide safety, comfort
and environment-friendly applications.
To propose different services such as fleet
management, itinerary planning...etc,
To enhance the security and detect threats
while exchanging information.

California Partners for
Advanced Transportation
Technology (PATH) [40]
(USA)

Over 25 years To provide a vehicle automation solution to
reach to a fully automated system and get au-
tonomous driving,
To create an advanced traffic signal controls
using connected vehicle data,
To provide several services like truck platoon-
ing, congestion management, etc,
To propose sustainable transportation solu-
tions.

Open Automotive Alliance
(OAA) (GOOGLE) (USA)
[38]

2014 To propose an android platform for vehicle
self-driving.

2.5.2/ STANDARDIZATION EFFORTS

Major standardization organizations, companies and research laboratories in different
countries make a great efforts by launching projects and proposing new standardiza-
tion architectures that meet the special characteristics of Vehicular Ad-hoc Networks
(VANETs). In fact, the high mobility of the nodes break the wireless link in short time.
Thus, robust wireless protocols and architectures that ensure reliable communication
across the vehicles are being proposed by standardization organizations.

In the united state, a collaboration between government transportation agencies, private
businesses, and academia has developed in 1992 Intelligent Vehicle Highway Systems
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(IVHS) program to alleviate many transportation problems [206]. In the field of commu-
nication technologies, the program proposed to utilize 902–928 Mhz frequency for ITS
services such as automatic tolling. However, this frequency band is insufficient and inad-
equate for the needs of major ITS services. Thus, in 1999 FCC (Federal Communications
Commission) [19] has allocated the 75 MHz frequency of 5.9 GHz band called DSRC in
USA to vehicular communication. The European Telecommunications Standards Institute
(ETSI) [18] has allocated 30 MHz of spectrum in the 5.9 GHz band for ITS communica-
tions in 2008. The DSRC radio technology is essentially IEEE 802.11a adjusted for low
overhead operations in the DSRC spectrum, and it is being standardized as IEEE 802.11
p [99]. U.S. Department of Transportation (USDOT) proposed a set of standards and
specifications for the protocol stack WAVE depicted in figure 2.5. The WAVE architecture
gathered IEEE802.11p and IEEE1609 standards.

Figure 2.5: WAVE architecture

IEEE802.11p is the lower layer standard that uses OFDM (Orthogonal Frequency Division
Multiplex) technique. OFDM uses multiple carrier signals at different frequencies to send
out data. In general, 802.11p explores the spectrum of 5.8GHz, 5.9GHz, 700MHz and
900MHz is used depending on the geographic location. IEEE 1609 is the higher layer
standard that defines V2V and V2I communication architecture and a complementary set
of applications and interfaces. It aims to provide safety services, enhanced navigation,
traffic management and many other services dedicated to transportation environment.

In Europe, European Telecommunications Standards Institute (ETSI) [18] [114] group
for Intelligent Transport Systems proposed ETSI-ITS architecture standard depicted in
figure 2.6. This framework is composed of four horizontal protocol layers (application,
facilities, networking and transportation, access to medium) with two vertical protocol
entities: management and safety plans. ETSI introduced ITS-G5 technology based on
802.11p to consider geographic protocols for V2V and V2I communication. In ETSI- ITS,
the access medium layer covers various communication media and related protocols for
the physical and data link layers. The network and transport layer comprises both network
protocols stack and transport protocols stack. The network stack includes data routing
from source to destination through intermediate nodes and the efficient dissemination of
data in geographical areas. Transport stack is adapted to the high dynamic vehicular
network. It provides the end-to-end delivery of data and, depending on requirements
of ITS facilities and applications, additional services, such as reliable data transfer, flow



2.5. CONNECTED VEHICLE: PROJECTS AND STANDARDIZATIONS EFFORTS 21

Figure 2.6: ETSI-ITS architecture

Figure 2.7: Facilities layer

control and congestion avoidance.

Facilities layer is a new layer introduced by ETSI (see figure 2.7). It exchanges data
with lower layers and with management and security entities of the ITS architecture. It
is considered as a middleware that provides multiple functionalities and services such as
updating the geographic dynamic map (LDM) to be used by upper application layer. The
LDM reflects the dynamic events occurring on the road. Facilities (services and func-
tionalities) provided by facility layer can be classified into two categories: (I) Common
facilities: basic services to support the reliable operation such as time service, position-
ing service...etc. (ii) Domain facilities: provide services and functions for one or several
specific applications such as cooperative road hazard warning applications,...etc. The ap-
plications layer refers to ITS applications and use cases for road safety, traffic efficiency,
infotainment and business. Management entity is responsible for configuration of an ITS
station, cross-layer information exchange among the different layers and others tasks.
Security entity provides security and privacy services, including secure messages at dif-
ferent layers of the communication stack, identities management and security credentials,
and aspects for secure platforms (firewalls, security gateway, tamper-proof hardware).

At world level, International Organization for Standardization (ISO) established in 1993
ISO/TC204 standard covering activities on ITS, excluding information and control in the
transport vehicle system covered by ISO/TC22 standard. ISO/TC204 proposed the gen-
eral communication system including all types of ITS communications ITS and a normal-
ized related protocols called CALM (Continuous Air-interface Long and Medium Range)
as depicted in figure 2.8. The aim of CALM is to develop an embedded software platform
that incorporates multiple communication mediums 2G, 3G, UMTS, 5GHz DSRC, MWB
(802.16e, 802.20 and HC-SDMA) and manages the handover between these technolo-
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gies to allow continuous connectivity. In addition, CALM allows to use always the most
appropriate available physical access medium.

ISO/TC204 is working closely with ETSI. Moreover, a task force between the united
states, Europe and Asia is working to ensure harmonization between standards, iden-
tify areas which are not yet covered and report experimentation results of the different
standards organization.

Figure 2.8: CALM architecture

2.6/ CONNECTED VEHICLE: TECHNICAL CHALLENGES - FOCUS

ON DATA DISSEMINATION AND ROUTING

Transportation modernization promises to bring enormous numbers of applications and
services to automotive industry customers. Those applications requires to exchange in-
creasing amount of data using routing protocols. In addition, vehicular networks emerge
as a mobile adhoc network with specific requirements and characteristics as we already
explain in section 2.4. Those characteristics deeply impact the information communica-
tion. Thus, we focus in this subsection on network layer by giving an overview of the
different routing protocols classes. This helps us to design a novel routing protocol that
fits with the vehicular network requirements. Several surveys describe many vehicular
routing protocols [195] [194] [88] [156] [87] [77] [139]. We briefly survey below the main
strategies proposed in the literature and include further details in the next two chapters 3
4.

As shown in figure 2.9, we can classify vehicular routing protocols into different cate-
gories based on various criteria: (i) Destination: we can classify them also into three
types: dissemination (brodcasting), multicast and unicast routing protocols, (ii) Forward-
ing strategies: we can classify them into topology-based routing, geo-routing and density-
aware protocols, (iii) Requirements and kind of the provided services: we can clas-
sify them into vehicle-to-vehicle-based (V2V) routing protocols, vehicle-to-infrastructure-
based (V2I) routing protocols, and vehicle-to-x (V2X) protocols, (iV) Network organization:
we can classify them into hierarchical and non-hierarchical protocols.
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Figure 2.9: Connected vehicle: routing protocols classification

Broadcast protocols are used by source vehicle to send messages to a set of close vehi-
cles or to all other vehicles in the network. This category of protocols are usually used to
send infotainment messages or to disseminate warning messages in limited area. How-
ever, since too many vehicles can simultaneously send messages in the same time using
the same wireless link, packets will be lost and this will eventually cause the whole net-
work to melt down and lead to the failure of network communication. This phenomenon is
called broadcast storm problem. To avoid this problem, many works proposed to alleviate
the number of vehicles that retransmit the packets by using a set of selected relays.

Unicast (resp. multicast) routing protocols communicate data from a single source to a
single destination (resp. multiple destinations) via wireless multi-hop forwarding mecha-
nism using intermediate vehicles. Intermediate vehicles act as data relays between the
source and the destination (resp. destinations). To build the routes, different approaches
are proposed. The earlier routing schemes use topology-based routing protocols from
MANETs networks and build a route to destinations. However, this kind of protocols
are no longer efficient in high dynamic topologies due to frequent link breaks and the
high generated overhead to maintain and update routing tables. A better approach called
georouting or position-based routing is more appropriate for vehicular environment. It per-
forms data routing by using an extra knowledge of physical position that allows to perform
data routing. It uses geographic position information instead of using network address
only to overcome the limitation of the dynamic destination. A more efficient approach
establishes a routing path from source to destination by choosing intermediate nodes in
junctions with high connectivity to reduce the impacts of link breaks and sparse network.
Further detailed section about broadcast and unicast routing protocols is given in chapter
3 and chapter 4.

Strong constraints of VANET imply the need of the organization of the connected nodes
to provide advanced services to the drivers and constitute a virtual backbone. Indeed,
the organization in small groups of vehicles (clusters) facilitate data exchange for the
applications. Each cluster has a cluster head (CH), and potentially one or more clus-
ter members. In general, cluster members have common characteristics such as speed,
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coordinates and/or similar directions. These clusters are dynamic due to high changing
topology and need a frequent update. This hierarchical organization can be decentralized
(self-organization), in which vehicles cooperate together to decide the cluster topology or
centralized, in which an external entity (e.g., a remote server) organizes the clusters and
updates the network topology. This organization may help to enhance reliability but it
does not meet all VANET’s requirements. In fact, VANET suffers from network partition-
ing because of high mobility. More sophisticated service as Internet access require a
higher rate, a longer distance and continuous connectivity. Thus, current research tends
to combine between pure V2V communication and infrastructures to enable a higher per-
formance and reduce the end-to-end delays. One approach is to deploy the roadside
units along the road to enhance the reliability [195]. Another solution, is to use the cel-
lular network. The incorporation of new cellular technologies (3G, 4G/LTE, etc) grantees
a better coverage especially in sparse regions. Nevertheless, the deployment of cellular
and roadside infrastructure incurs high costs and requires an extensive study to find the
best deployment positions. This problem is well detailed in 4.

To summarize this section, we notice that a wide range of routing protocols for VANETs
are proposed in literature. Each protocol is designed to support one or various archi-
tectures, applications and requirements and usually aims to maximize throughput while
reducing packet losses and controlling bandwidth utilization. As mentioned in section 2.4,
the major technological challenges faced by VANET are to conceive efficient communica-
tion protocols that stand the highly changeable topology. Thus, we focus in chapter 3 on
challenges related to dissemination process in vehicular networks and we introduce our
proposed protocol that aims to optimize the information dissemination in both high and
sparse network scenario. Then, in chapter 4, we deal with delay-sensitive requirements
and present two approaches: the first one aims to optimally deploy roadside units and the
second approach addresses the routing using these optimally deployed roadside units to
route data.

2.7/ CONCLUSION

The main goal of this chapter is to give an overview of connected vehicles that differ
considerably from ordinary vehicles by incorporating communication and intelligence ca-
pabilities. Connected vehicles bring a plethora of new services to an enormous number of
customers including drivers, passengers, governments, companies, etc. These services
include warning dissemination, congestion avoidance, fleet management, file sharing,
etc. However, providing those services in vehicular network is not an easy task due to
different technical, socio-economic constraints. In this chapter, an investigation about the
different applications and services as well as innovative projects carried out to fit with
those constraints is presented. In addition, a short survey about vehicular routing pro-
tocols is provided in order to cover the main research directions in the field of vehicular
communication. Indeed, till today the vehicular network is undergoing experimentation
and development and still need further investigations and this is the purposes of the next
two chapters.
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EFFICIENT DATA DISSEMINATION

STRATEGY FOR VEHICULAR
NETWORKS CONSIDERING VEHICLES

HETEROGENEITY AND ROAD
TOPOLOGY

3.1/ INTRODUCTION AND PROBLEM STATEMENT

Connected vehicles play a key role in information dissemination on roads; they prop-
agate data in limited to a wide geographic area and allow to distribute these data to
one or several destinations without direct feedback or acknowledgment in order to de-
crease the bandwidth utilization. These data include driving-assistance data, emergency
and safety warning and commercial advertisement, etc. However, dissemination engen-
ders two main problems: on one hand, it is difficult to ensure messages delivery due to
frequent disconnection in vehicular networks. On the other hand, collisions’ probability
grows significantly as the number of nodes sending messages increases (e.g. collision
warnings). To meet these problems, we dedicate this chapter to study new dissemination
strategies that allow to alleviate these problems. Hence, we first present an overview
of the main existing work on information dissemination. Then, we present our new pro-
tocol called Dissemination protocol for Heterogeneous Cooperative Vehicular Networks
(DHVN) that aims to improve data dissemination in vehicular networks.

There exists a plethora of proposed broadcasting protocols for vehicular ad hoc networks.
Several surveys describe many of them [137] [224] [195]. In [137], the authors classify
the broadcast mechanisms into two categories: (i) flooding protocols and (ii) single relay
protocols.

In flooding protocols [141], each node receiving a packet retransmits it at most once;
if the message is already received, it will be ignored. Flooding method engenders an
enormous number of redundant packets, increases the risk of collisions and entails data
losses. Thus, flooding can not be applied on vehicular network. To reduce message col-
lisions, different broadcasting schemes that use single relay were proposed in literature.
In this category of broadcasting protocols only one selected node takes over the rebroad-
cast. The relay node can be chosen randomly, based on its location (Position-based), ac-
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cording to a given probability (probability-based), depending on density (density-based),
hierarchically (cluster-based) or using a hybrid selection mechanism that combines the
different mechanism cited above. Herein we give some examples of single relay broad-
casting protocols:

Authors in [125] [126] eliminated the redundant messages forwarding using probabilistic
broadcasting. This means that when a message is received the first time, not all receivers
rebroadcast it, but it is only disseminated with probability P, otherwise it is dropped. The
probability can be random [125], depends on neighbors counts [126] [172], or depends
on the number of received copy of the broadcasted message [86].

Later works proposed a more intelligent position-based strategies in which one relay is
selected to rebroadcast based on the location of the sender and the receiver. In [204],
the authors proposed Distance Defer Transfer (DDT) protocol that uses only the farthest
receiver to rebroadcast the message. When a node receives a packet the first time, it ini-
tializes a backoff timer that is inversely proportional to the physical distance. Farther is the
node, shorter is the backoff timer. The receiver checks first the validity of time-to-live of
the message and resends it in his coverage if the previous sender does not already cover
almost the same area. Therefore, the message is rebroadcasted by the best relay. This
method ensures better coverage with minimum transmissions, which permits to save the
bandwidth resource. In [116], the authors proposed Contention Based Forward (CBF),
in this protocol a timer is also triggered before rebroadcasting the message. This timer
is calculated using two methods: (i) Distance-based where the timer is inversely propor-
tional to the distance between transmitter and receiver. With this method, the selected
relay node is the farthest one, and (ii) Random-based where a random node is selected
as relay. In UMB [148], the authors aimed to use efficiently the channel and solve the
problem of hidden terminal. They introduce new request and reply messages exchange
(RTB/CTB: Ready to Broadcast/ Clear to Broadcast) between the sender and the farthest
node. This mechanism is similar to RTS/CTS and it concerns the sender and the farthest
chosen node for rebroadcasting only. In addition, in each intersection they use repeaters
to rebroadcast the disseminated message in order to reach all the directions. In [108],
the authors proposed BROADCOMM to improve the broadcast in flooding protocol by us-
ing hierarchical relay selection. In BROADCOMM, the road is divided into virtual mobile
cells and the nodes are organized in a hierarchical way. The first level includes all nodes
in a cell, and the second level represents vehicles in the center of the cell that handles
emergency messages sent by the members of the same cell or by a nearby neighbors.

Since vehicular networks are also highly partitioned networks, continuous connectivity
may not be assumed in a protocol design. Thus, all the methods described above suffer
from message losses when no relay is available. To bypasses this problem and allow
long-range information dissemination beyond the extension of a single network partition,
concepts from delay-tolerant networking can be applied. This concept allows to retransmit
messages periodically in constant or irregular interval. In particular, when no relay node
is available, it uses store-and-forward (SNF) approaches. In a SNF approach, nodes do
not immediately forward messages, but carry the information as they move from a road
to another. When opportunities arise, e.g., by meeting other vehicles, the information is
transmitted to forward it further. The SNF depends on applications requirements.

In [164], the authors proposed enhanced Multi-Hop Vehicular Broadcast (MHVB) by re-
transmitting the packet periodically until the node leaves the dissemination area. Re-
transmission period is modulated by some parameters (e.g. traffic density). In MHVB the
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node stores the information and calculates the waiting time before retransmission based
on the distance from the source of the received packet, and by counting the number of
neighbor vehicles. If congestion is detected, MHVB changes the retransmitting period to
a new value that is inversely proportional to the number of vehicles around the receiver.
In [164], the authors proposed some MHVB improvements that use an angle to focus
the rebroadcast in the forwarding direction and dynamically schedule the backoff timer.
In [145] also, the receiver node decides to rebroadcast the message or not depending on
the coverage threshold and angle between the sender and receiver. In [98], the authors
proposed a directional and distance-based protocol called Road Oriented Dissemination
(ROD). ROD takes into account roads’ directions and intersections and uses SNF mech-
anism. It assumes that each car is equipped with a positioning system (e.g. GPS) and
the dissemination origin is a fixed bridge on Road-Side Unit (Road-Side Unit (RSU)).
Messages are propagated in one direction of the road. Only nodes with the same road
and direction can rebroadcast the received messages. When a sender reaches an in-
tersection, it broadcasts the messages in all directions. Consequently, the cars on other
roads receives and retransmit data in new directions. When no relay is available, pack-
ets are stored and forwarded periodically to avoid packet losses in case of a partitioned
network. Our protocol is based on some of the concepts defined in ROD. However, the
relay selection and rebroadcast conditions are different. We give further details of our
protocol DHVN in the next section. In [158], the authors designed Direction Propagation
Protocol DPP where vehicles are organized in clusters to propagate messages. It uses
the SNF mechanism to solve disconnection issues due to network partition. In [210], au-
thors developed Distributed Vehicular Broadcast (DV-CAST) with the main goal to solve
the broadcast storm in VANET broadcast techniques. DV-CAST is a broadcast mecha-
nism in which each node periodically sends out beacon messages (Hello messages) to
continuously collect its local vicinity state. The broadcast decision varies based on the
connectivity state. In case of dense network, a node that receives a broadcast message
retransmits it according to probability P. In normal traffic conditions, vehicles can instantly
retransmit the broadcasted message within vehicles moving in the same and opposite
directions. In a sparse density scenario, nodes use SNF mechanism until another vehicle
enters the transmission range. Otherwise, the packet is discarded when the time-to-live
expires.

Nowadays, emerging trend to improve data broadcast are driven by the use of new cellular
networks. Authors in [123], developed LTE4V2X, a novel framework for a centralized
vehicular network organization based on LTE technology. LTE4V2X uses a centralized
clustering mechanism where the eNodeB is responsible for organizing the distributed
vehicular network into clusters and maintaining this structure. When no LTE coverage is
available for example in tunnels, a multi-hop extension is proposed. This latter is based on
Clustered Gathering Protocol (CGP) [188] where the road is divided into fixed short length
segments and each segment corresponds to a cluster in order to ensure reachability of
an adjacent cluster using a single-hop communication.

We noticed that the majority of existing dissemination protocols fail to reach good delivery
ratios in case of low-density network or within an urban environment. In fact, using the
farthest vehicle as a relay in an intersection leads to a retransmission of the message
but not in all the directions. In addition, random-based technique has a drawback as the
selected relay is not necessarily the best relay for the dissemination. However, it does
not need information about the network topology or the geographical position. Moreover,
some of these approaches require the knowledge of local network topology to organize
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the network into clusters. However, building and maintaining such structure needs fre-
quent update messages exchanges and consumes a big part of bandwidth resources
especially in high dynamic networks. Furthermore, these approaches are adapted only in
some particular situations. Indeed, they have been developed for an environment fulfilling
the following three conditions: (I) homogeneous topology where all vehicles are uniformly
distributed in space, (ii) homogeneous connectivity where the information reception prob-
ability is equal in space, and (iii) homogeneous communication capabilities where all
vehicles have equal transmission capabilities. Unfortunately, the vehicular environment
does not fulfill any of them. Hence, in this chapter we present a new efficient approach
for data dissemination called Dissemination protocol for Heterogeneous Cooperative Ve-
hicular Networks (DHVN). We focus on information dissemination for infotainment appli-
cations. DHVN permits to: (i) avoid the waste of bandwidth by optimizing the number of
vehicles that have to rebroadcast the packets, taking into account roads architecture as
well as network density, (ii) use a store and forward module to limit disconnection effects
in a partitioned network, and (iii) deliver the information as promptly as possible with a
high delivery ratio.

3.2/ DISSEMINATION PROTOCOL FOR HETEROGENEOUS COOPER-
ATIVE VEHICULAR NETWORKS (DHVN)

Broadcasting protocols deliver information to a set of nodes in a given geographic area.
They propagate data through multi-hop relaying. In contrast to routing techniques, they do
not use a unicast path to a destination. Thus, there is no need to routing table and topol-
ogy update. Nevertheless, to ensure a high efficiency of data dissemination in vehicular
networks, a broadcasting protocol must guarantee the adaptability to different vehicular
scenarios. Regardless whether the network is highly crowded (e.g. urban area at rush
hours) or extremely sparse (e.g. small rural area at night), the protocol should ensure high
network coverage and perform better in terms of data delivery and average delay at the
expense of the least possible transmissions. As aforementioned in the previous section,
different approaches to disseminate information have been proposed for VANETS with
good characteristics and acceptable performance. Nevertheless, those approaches can
be improved by considering other characteristics of vehicular networks. In this section we
introduce our dissemination protocol called DHVN that aims to support an effective and
optimized way to propagate infotainment information in both highway and urban environ-
ments. To that end, we first present the assumptions that we consider in the implementa-
tion of DHVN and then we detail the three main modules of DHVN: (i) relay selection, (ii)
topology-aware broadcast (iii) Store aNd Forward period (SNF) computation.

3.2.1/ DHVN ASSUMPTIONS

In our work, we consider that each vehicle is equipped with a positioning system such as
GPS device that enables positioning and time synchronization. In addition, each vehicle
can identify the intersections on the road through preloaded digital map. We consider both
urban and highway environments. So, velocity ranges from 30 km/h to 110 km/h. More-
over, in our DHVN protocol, we do not use infrastructure to disseminate the messages,
we only use V2V communication to exchange and broadcast information in a given area.
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Furthermore, vehicles communicate using IEEE 802.11p as wireless technology. Finally,
we assume that the vehicle amplifies the signal before rebroadcasting the message, so
only coherent messages are sent.

3.2.2/ DHVN DESCRIPTION

Figure 3.1: Radio coverage vs. vehicle’s height

DHVN is a distance-based protocol; instead of flooding the network, we chooses a relay
based on distance and vehicles’ height. Indeed, the vehicles on roads are heterogeneous,
20% of them are at least one meter higher than regular vehicles such as buses and trucks,
etc. As shown in figure 3.1, a higher vehicle covers a large area and therefore improves
the communication range compared to a regular vehicle.

When the vehicle disseminates a packet, it includes in the packet different information as
shown in figure 3.2 e.g., Sender-location field is used to trigger the timer and disseminate
the data, Origin-location field helps to prevent dissemination outside the area of interest,
Outgoing-Zone field contains the intersection identifier, it helps to calculate the driving
direction of the sender, the time-to-live (TTL) field represents the lifetime of data message.
Vehicles stops rebroadcasting once the TTL expires.

Figure 3.2: DHVN header

Each receiving vehicle on the same road triggers a timer based on the distance from the
sender and its height. It retrieves the sender position information from the packet header
and calculates the backoff timer using equation (3.1).

TimerT = 1/(distance + Car height ∗ (MD)) (3.1)

where distance is the distance between the sender and the receiver, Car height is the
receiver vehicle’s height, MD is the maximum additional distance when the node is one
meter higher (in our case, we find MD equal to 125m after simulation). An illustration
is given in figures 3.3(a) and 3.3(b) to explain how to choose the best relay. In this



30CHAPTER 3. EFFICIENT DATA DISSEMINATION STRATEGY FOR VEHICULAR NETWORKS CONSIDERING VEHICLES HETEROGENEITY AND ROAD TOPOLOGY

(a) Receiver height

(b) Timer computation

Figure 3.3: Illustrative example of relay selection in DHVN using vehicles with heteroge-
neous communication capabilities

example the truck is higher than the vehicle, they have radio range equal to 375m and
250m respectively; we compute the backoff timer and we find that the truck backoff timer
is shorter than the vehicle one even if it is not the farthest, so the truck retransmits the
message, and the vehicle cancels transmission. Based on relay selection process, DHVN
provides a higher chance for vehicles with good dissemination properties to broadcast the
packets to a larger area.

DHVN is a topology-based protocol; it considers roads’ topology to avoid message losses
especially for low-density networks. In DHVN, we specify two methods to broadcast pack-
ets based on the position of the sender as in ROD protocol [98] i.e. broadcast inside or
outside the ”Outgoing-Zone” as follows:

- Dissemination inside the Outgoing-Zone

An Outgoing-zone is near the intersection as shown in figure 3.4. The Outgoing-Zone
depends on the road section length ’l’, the velocity ’v’, the maximum allowed velocity on
the road ’vmax’ and the mean wireless coverage range ’r’ as expressed in equation (3.2)

Outgoing − Zone(l, v, r) = Min[0.15 ∗ l ∗ (1 + v/v max), 0.9 ∗ r] (3.2)

Once the relay node arrives to the Outgoing-Zone and broadcasts the message, all vehi-
cles receiving the message take it into account. One relay is elected for each road and
each direction to propagate the message. This should enhance the delivery ratio and
latency and avoid packet losses if obstacles are around roads. Figure 3.5 illustrates this
concept, where vehicle 1 broadcasts a message. Vehicles 2 and 3 receive it. Vehicle 2
retransmits the packet as it is the farthest vehicle from vehicle 1. Vehicle 3 receives a
second copy from vehicle 2 of the packet but it does not cancel the transmission as they
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Figure 3.4: Vehicle 1 moves from Ingoing intersection (A) to the Outgoing intersection (B)

Figure 3.5: Illustrative example of broadcast in Outgoing-Zone

are not on the same road. Then, vehicle 3 rebroadcasts the packet and vehicle 4 receives
it.

- Dissemination outside the Outgoing-ZONE

In this case, when a vehicle receives a packet, it checks if the sender is on the same road
using Sender-location and Outgoing-Zone fileds and verifies that it receives the message
for the first time and then it triggers a timer as explained in equation (3.1). Otherwise, the
received message is considered as a duplicated copy and the receiver cancels retrans-
mission. An example of this scenario is given in figure 3.6 where vehicle 1 broadcasts
a message. Both vehicles 2 and 3 receive the message, vehicle 3 rebroadcasts it and
vehicle 2 cancels retransmission as it receives a second copy of the same message. -
Store and Forward (SNF) Mechanism Since vehicular networks are also highly partitioned
networks, continuous connectivity is not guaranteed. To allow long-range information dis-
semination beyond the extension of a single network partition, we used the store-and-
forward SNF approach. In our SNF approach, nodes carry the information along with
their movement and transmit it periodically. In DHVN, the choice of the SNF period is
crucial. Indeed, a small period causes a bandwidth waste and a high period implies a
high delay. Therefore, to choose our SNF dissemination period, we use an analytical
model described in [99]. This mathematical model represents the probability of connec-
tion between two vehicles. Then, based on this model, we determined the most appro-
priate value for the SNF retransmission period. According to many works [105] [219], the
inter-vehicle distance in vehicular networks can be modeled mathematically with an expo-
nential distribution. Thus, in [105], the authors define the probability to have a multi-hop
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Figure 3.6: Illustrative example of broadcast outside the Outgoing-Zone

connection between two x-distant vehicles, Pc(x), given by equation (3.3):

pc(x) =

 1 if 0 <= x <= R

(
∑[x/R]

i=0
(−αe−αR(x−iR))i

i! ) − (e−αR ∑[x/R]
i=0

(−αe−αR(x−(i+1)R))i

i! ) if x > R
(3.3)

where r, α, x denote respectively the radio range, traffic density, and inter distance be-
tween vehicles, [x/R] is the largest integer smaller than or equal to x/R. In [99], the prob-
ability of connection of two disconnected vehicles is given by equation (3.4):

P(x) = (1 − Pc(x)) ∗ Pc(x − (S NF ∗ ∆V)) (3.4)

equation (3.4) permits to calculate a minimal necessary SNF period to have an acceptable
probability of connection between two disconnected vehicles. This probability depends on
the network density, the radio coverage, and the average standard deviation of velocity.
Using Scilab software [46], we plot P(x), the variation of the probability of connection of
two disconnected vehicles as a function of SNF period in figure 3.7.

Figure 3.7: Connectivity vs. SNF period

We can notice that the probability to meet a new vehicle increases as function of SNF; for
example, when SNF equals to 0 seconds, the probability of multi-hop connection is 0.2
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Figure 3.8: DHVN diagram

and it reaches more then 0.5 when SNF is about 20 seconds. - Summary In figure 3.8
and algorithm 3.1, we summarize the DHVN protocol with its three main modules: relay
selection, topology-aware broadcast, SNF period computation.
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Algorithm 3.1 DHVN Pseudo-code
while (Position is in the dissemination area and new msg) do

FunctionReceive(msg)
end while

FunctionReceive(msg)
if Same road then

if First reception then
Trigger timer

else
if (duplicated reception and sender is before receiver) then

Cancel timer
end if

end if
end if
if position in Outgoing Zone then

if First reception then
Trigger timer

else
if (duplicated reception and sender is not in the same road) then

Ignore the reception and continue to disseminate
end if

end if
end if
EndFunction {End function receive}
Function TimerFired()
Trigger timer with SNF period
EndFunction
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3.3/ PERFORMANCE EVALUATION

In this section, we present the performances study conducted on DHVN. In the first sub-
section, we introduce the programming environment and the different metrics used in
simulation. After that we present and analyze the simulation results.

3.3.1/ SIMULATION ENVIRONMENT AND PARAMETERS

We evaluate the performances of our protocol using NS-3 simulator [36]. We conducted
simulations in 3000x3000m2 Manhattan grid map, with 36 intersections. In our simulations,
we vary the velocity from 30kms/h to 120kms/h (urban area) and the number of vehicles
varies from 50 to 650. We use the two-ray ground propagation model; this model consid-
ers both the direct path and a ground reflection path and takes into account the node’s
height. We notice that higher is the node or the antenna, larger is the radio coverage. We
repeat simulation with at least ten separate mobility patterns to reach a 95% confidence
interval. We summarize the simulation parameters in table 3.1

Parameter Value

Simulation area 3000 ∗ 3000m2

Simulation time 350 s

Road length 500 m (2 lanes)

Number of nodes 50-550

Initial position Random

Vehicle speed 30-50 km/s

Propagation model Two ray ground

Car height 1m (regular vehicle) - 2m (truck)

Rate of vehicles with highest height 20%

Regular vehicle rate 80%

Radio range 250m (regular vehicle) -375 m (truck)

Table 3.1: Simulation parameters

To evaluate the performances of our protocol, we focus on three performance metrics: (i)
Packet Delivery Ratio (PDR), representing the average number of packets successfully
received divided by the total number of sent packets, (ii) Transmission duplication de-
fined as the average number of transmissions of each unique message for each sender,
and (iii) Reception duplication which is the average number of receptions of each unique
message for each receiver. We evaluate each metric as function of density and velocity.
We also compare DHVN performances to those of different protocols: a simple distance-
based protocol that uses the farthest receiver as a relay (Farthest Relay), Distance Defer
Transfer (DDT) (see section 3.1), DDT with a store and forward mechanism that we call
DDTSNF, and an enhancement of this later that takes into account the ability to choose
relays based on their height and relaying capabilities that we call EDDTSNF.
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3.3.2/ SIMULATION RESULTS AND ANALYSIS

In this section, we present simulation results and analyze them in order to show the
performance of our DHVN protocol. Figure 3.9 shows the PDR when varying the number

Figure 3.9: PDR vs. Number of nodes

of nodes from 50 to 550 (low to high density). As expected, the delivery ratio in DHVN,
DDTSNF and EDDTSNF is higher than DDT or Farthest Relay. Indeed, in both DDT and
Farthest Relay the dissemination stops at the first connectivity break, i.e. when no relay
is available. Protocols that use SNF continue rebroadcasting till they reach the border
of the dissemination area. In low density (50 nodes), DHVN gives more than 60% of
delivery ratio. This shows that DHVN is more efficient because it takes into account
roads’ topology and the message could be sent in all directions within an intersection.
With SNF technique, DDTSNF and EDDTSNF give less than 40% of delivery ratio. This
is due to message losses especially in intersection zones where the message is often
propagated in some directions only. To see that, we depict in figures 3.10(a)3.10(b) the
PDR evolution versus time for 150 and 550 nodes. In both figures DDT and Farthest -
Relay stop sending message after 100 seconds because each message is sent only
once and it could be lost when node is alone or all of its neighbors have already received
a message as previously explained. We note also that DHVN is faster than the other
protocols and it can reach a higher delivery ratio very quickly. In fact, the choice of the
highest relay reduces the necessary time to achieve farthest nodes in the broadcasting
area. This metric is evaluated instead of the end-to-end delay because this delay is not
bounded in the Vehicular Delay Tolerant Networks and especially in case of broadcast
protocols where the number of destination vehicles is unknown [189].

Figure 3.11 shows the transmission duplication. Both DDT and Farthest Relay transmit
the packet exactly once since they do not have the SNF module. We notice that the
average transmission in DHVN is higher. In fact, in a low-density network each vehicle
sends the packet more frequently until it finds another relay. The transmission decreases
when the network is dense because farthest neighbors cancel the transmission and take
over the message forward. This result shows a tradeoff between high packet delivery
ratio and transmission overhead.

We can see in figure 3.12 representing the reception duplication that the number of use-
less receptions increases when the network is dense. In DHVN, vehicles receive more
messages since they are transmitted in all directions at intersections.
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(a) 150 nodes

(b) 550 nodes

Figure 3.10: PDR vs. Time

Figure 3.11: Transmission duplication vs. Number of nodes

In figure 3.13, we show the delivery ratios of the five protocols as a function of velocity.
We vary the speed of 300 vehicles between 30 and 130 kms/h. DHVN gives the best
results whatever the speed. This is very encouraging, since we can state that DHVN can
be used not only in urban environment but also on highways. Figure 3.14 shows the PDR
when varying the ratio of higher nodes between 10% and 40% using 300 vehicles. The
PDR increases when the ratio of higher nodes increases. We can observe that with 40%
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Figure 3.12: Reception duplication vs. Number of nodes

Figure 3.13: PDR vs. Vehicles’ speed (300 vehicles)

(respectively 20%) of higher vehicles (bus, truck, etc.) to improve the delivery ratio of
DHVN that can reach 99% (respectively 90%). A scenario with 20% of higher vehicles
reflects a real life urban scenario.

Figure 3.14: PDR vs. Higher nodes ratio (300 nodes)
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3.4/ CONCLUSION

To achieve high reliability and delivery ratio when broadcasting data, we developed a
dissemination protocol called Dissemination protocol for Heterogeneous Cooperative Ve-
hicular Networks (DHVN). DHVN optimizes the bandwidth usage by using the same prin-
ciple as distance-based protocols where the farthest node is selected as relay to propa-
gate data. However, DHVN selects one vehicle for each direction in order to accelerate
the propagation. It also accommodates with the vehicular environment and roads archi-
tecture: DHVN uses a specific algorithm to optimize the packets retransmission within
intersections that makes it suitable especially for urban environment. To fulfill the second
requirement, DHVN adds a store and forward mechanism used when no vehicle is able to
further disseminate the packets. An important characteristic of DHVN is its ability to se-
lect relays based on their relaying capabilities. Indeed, it is more appropriate to use taller
vehicles with higher antenna than regular vehicles since their radio range are larger. The
proposed algorithm, DHVN, requires neither prior neighbor’s information nor any road-
side units and it is robust in a city and a highway for any node density. Even though it is
not the best one for the overhead; it solves the message losses problem and enhances
the delivery ratio. Moreover, it takes into account the heterogeneity of vehicles that helps
to have a best coverage. DHVN improves the delivery delay and make the data delivery
faster than other protocols. However, when no relay is available after SNF period. The
delivery delay increases which make DHVN not adequate for delay-sensitive applications.
Thus, in the next chapter, we propose to optimally place Road-Side Units (RSUs) in order
to route data for such applications that have delay constraints.





4
DELAY-SENSITIVE ROUTING BASED
ON OPTIMIZED RSU-DEPLOYMENT

4.1/ INTRODUCTION AND PROBLEM STATEMENT

Over the last few years, a lot of applications have been developed for VANETs to ex-
change information between vehicles. Many of them require to respect some constraints
such as maximum end-to-end delay (E2E). However, VANET is basically a Delay Tolerant
Network (DTN) [192] or opportunistic network characterized by periods of connectivity
interspersed with periods where nodes are largely disconnected (see subsection 2.4.1).
VANET requires the use of an infrastructure such as Roadside Units (RSUs) that per-
mits to enhance the network connectivity. Nevertheless, due to their deployment cost,
RSUs need to be optimally deployed. Many works are proposed in the literature that
focus on RSUs placement and routing through RSUs. The main purpose of this deploy-
ment is to communicate information to a large number of vehicles. In these work, the
authors either consider intersections as potential positions to place RSUs or simply dis-
tribute RSUs randomly or uniformly within the roads. Nonetheless, they do not cope with
the intermittent property of vehicular networks and they may place RSUs in useless lo-
cations. Thus, many roads with low density are not covered which makes the routing
inefficient, especially for delay-sensitive applications. As indicated before, it is important
that only necessary RSUs need to be placed. Hence, the main objective of this chapter
is to improve the end-to-end delay when routing data. Thus, we propose two novel and
complementary contributions: (i) an Optimized RSUs placement for Delay-sensitive appli-
cations (ODEL) that optimally places RSUs in order to improve the network connectivity,
and (ii) Routing with delay-sensitive constraints (RDEL) that optimally routes information
to final destination through the most reliable paths.

ODEL is a two-steps technique that places RSUs only in useful locations and it allows
both vehicle-to-vehicle and vehicle-to-infrastructure communication: (i) the first step is
comprehensive study that looks for the RSUs candidates locations based on connectivity
information, and (ii) the second step uses genetic algorithm [163] and Dijkstra algorithm
[102] to reduce the number of RSUs based on the deliverance time requirement and the
deployment cost.

RDEL is a new routing protocol designed to improve information routing through both ve-
hicles and infrastructure. In fact, RDEL considers V2X communication on an area where
RSUs are optimally deployed to cover all low-density road segments. RDEL incorpo-
rates density information, position and lower layer information to make the best routing

41
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decision.

In this chapter, we cover and survey major work on RSUs deployment and routing with
delay-sensitive constraints. Then, we present our two contributions ODEL and RDEL. We
expose after that the results of the optimized deployment of RSUs using ODEL, followed
by the simulation performance results of the routing protocol RDEL.

4.1.1/ BACKGROUND AND RELATED WORK ON RSUS DEPLOYMENT

Road-side units positioning is a covering location optimization problem. In covering loca-
tion problems, the goal is to find the optimal positions to cover all the clients (vehicles),
while taking several constraints into account such as deployment cost and applications
Quality of Services (QoS) requirements. A plethora of work is done to cover the field of
RSUs optimized siting. In [94], [84], [205], [159], [100], the authors aimed to place RSUs
optimally in order to enhance connectivity. They consider intersections as best locations
in urban scenarios since the density in intersections is usually higher and information can
propagate in all directions.

In [94], the authors aimed to improve data dissemination in an urban area. They mod-
eled the location problem as a Maximum coverage with Time Threshold Problem (MCTTP
[211]). To optimally deploy RSUs to cover the maximum vehicles in the road, they used
a genetic heuristic to solve the MCTTP and get the best RSUs’ placement. In [83], the
goal was to find the optimal positions to cover the vehicles in urban roads and reduce the
delay of safety messages propagation. The authors considered intersection positions as
potential locations to deploy RSUs. They mathematically modeled the problem and use
two methods to resolve it: (i) analytical Binary Integer Programming (BIP) [80] to find best
time to broadcast in the whole area, and (ii) Balloon Expansion Heuristic (BEH) method
to find best time over each route. In [205], the authors proposed a cost-efficient RSUs
deployment scheme. They aimed to update security certificates in urban area within
short delay using the deployed RSUs. In this scheme, they supposed that each vehicle
can communicate with RSUs in bounded driving time whatever its actual position, and
the extra overhead time used for adjusting routes to update certificates. They modeled
the problem as a set-covering problem and use the polynomial-time approximation algo-
rithm called ”Greed Set Cover” [79] to solve it. In [159], the authors propose an RSUs
siting strategy for file downloading in the case of urban scenario. The main goal is to
guarantee file downloading success ratio and delay requirement with the lowest deploy-
ment cost. They also use intersections as RSUs initial placement and consider only V2I
communications. To improve file downloading success ratio, they first model the inter-
meeting time between vehicles and RSUs as a time continuous homogeneous Markov
chain with two states (disconnected and connected to RSU). Then, they deduce the ob-
jective function that relates RSUs deployment and file download ratio success and delay.
After that, they model the road network as a weighted undirected graph where each edge
represents the average passing time on the corresponding road. Finally, they use the
depth-first traversal algorithm to get optimal placement to deploy RSUs. However, the
authors in [84, 94, 159, 205] consider only V2I communications, which introduce a large
delay when no car is available to drive toward the RSUs.

In [223], the authors studied the problem of deploying gateways to provide the required
coverage while minimizing the deployment cost in urban area. They formulate the prob-
lem as a Maximum Coverage Problem (MCP) [81]. They extracted and analyzed traffic
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data over several hours in a given area. They divided the studied area in uniform zones
and count the number of vehicles entering and leaving each zone for each time unit to
obtain the distribution of transition probability between two zones. The later is used to
find the candidate zones to deploy gateways. Finally, they developed their own heuristic
algorithm called “MobGDeploy” to find the optimal gateways locations. However, the au-
thors tried to cover the maximum clients by choosing to put gateways in the zones with
high density; so the solution does not take into account the delay requirement especially
in low-density cases. Such a solution is also not efficient to transmit safety messages
for example. In [161], the authors aimed to optimize the travel time between neighbors
landmarks. They tried to optimally find the best RSUs positions in urban area in order to
efficiently aggregate traffic information on the road and use it to improve route planning.
They used genetic algorithm to find best positions. For each iteration of the genetic algo-
rithm, they use NS2 [56] simulator to evaluate the current solutions and to estimate the
required travel time by simulation. However, they choose a random candidates deploy-
ment positions, which increases the solution complexity and does not take into account
density information.

In [181], the authors’ goal is to study the size of the gaps between RSUs to improve data
collection and delivery ratio in highway scenario. They initially distributed RSUs along the
road equidistantly and formulated the distance upper bound between RSUs. Then, they
used Omnet++ simulator [37] to evaluate the considered system under realistic settings
to find the best gap between every two successive RSUs. In [84], the authors’ goal
was to minimize the average reporting time of information to a given RSU. To effectively
collect data in highway scenario, they proposed to use a uniform initial RSUs distribution
(each twice radio range distance). To reduce the deployment cost and get the best RSUs
placement, they developed a heuristic based on balloon expansion method. However, the
authors in [181] and [84] proposed their solution only for a single road. In addition, the
uniform distribution is not the best initial distribution, as it does not take into account the
density of the cars in the road and increase the delivery delay of information.

In [130], the authors modeled the network connectivity using a composite of fluid model
and stochastic model. They proposed RSUs assignment as an application of their model.
The fluid model is used to compute the network density. The stochastic model takes
into account the vehicles’ random behavior. This model is different than the Poisson-
arrival-location model (PALM) described in [165]. In fact, this model is designed for urban
scenarios; it takes into account traffic-light and interactions between vehicles. It allows
determining the connectivity degree in a given road. Then, the connectivity degree helps
to assign the RSU where the number of connected nodes is lower than a threshold in
order to enhance the connectivity. However, the authors found the best positions to place
RSUs although they did not optimize the number of RSUs. In [138], the authors studied
the connectivity in VANETs based on results of percolation theory [214]. They considered
cars density, the rate of equipped vehicles, and communication coverage to study the
distribution of isolated nodes and the impact of putting the RSU in intersections. The
authors showed that RSUs placement in crossroads does not impact significantly the
proportion of isolated cars.

In Table 4.1, we summarize and compare existing work based on: Applications type
(safety, security, multimedia, etc.), Initial candidate location (intersection, uniform, ran-
dom, etc.), Connected (RSUs connected or not) Communication mode (V2I or V2X),
Scenarios (Urban, Highway).
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Work Scenario Communication mode Connected Initial location Application

[94] Urban V2X Yes Intersection Broadcast

[83] Urban V2I Yes Intersection Broadcast

[205] Urban V2I Yes Intersection Security certificate

[159] Urban V2I Yes Intersection File download

[223] Urban V2I Yes High density zone NA (Coverage)

[161] Urban V2X Yes Random Traffic information collection

[181] Highway V2I Yes Equidistantly Floating car data collection

[84] Highway V2X No Uniform Data collection

[130] Urban V2X Yes connectivity NA (Coverage)

[138] Urban V2X Yes Intersection NA

Table 4.1: Comparison between RSUs deployment existing contributions

From the related work and the comparison in the table above, we can observe that the
problem of RSUs deployment depends on the application. Many works considered only
V2I communication i.e. the vehicle must be in the RSUs’ radio range to communicate.
In addition, the authors usually chose to use intersections in the case of urban scenario
and uniform distribution in the case of highway scenario, which are not the best RSUs
positions. In fact, these solutions did not cope with the intermittent property of vehicu-
lar networks since random and intersection-based deployment do not cover low density
roads and uniform distribution may place RSUs in useless locations and increase the de-
ployment cost. In subsection 4.2.1, we detail our proposed solution for RSUs deployment.

4.1.2/ BACKGROUND AND RELATED WORK ON DELAY-SENSITIVE ROUTING

The characteristics of vehicular network make data-exchange more challenging and more
complex. Many works have been done in literature in the field of data routing by adopting
different approaches based on forwarding strategies, network organization, communica-
tion mode, etc. (see section 2.2.2). Several studies worth to be mentioned as background
for routing in vehicular network. Herein, we present them based on communication mode:
(i) V2V routing protocols, (ii) V2I and V2X routing protocols and we discuss the major
challenges in protocol design for vehicular networks.

V2V routing protocols perform vehicle-to-vehicle communication that depends mainly
on the forwarding strategies between vehicles (e.g., topology-based, geo-routing and
density-aware see section 2.6). Topology based routing protocols also called table-driven
routing protocols are derived from conventional ad hoc routing protocols. In this ap-
proach, each node establishes the path toward the destination using proactive or reactive
approaches. Proactive routing protocols (link state routing) require a knowledge about
the whole network. They build all possible paths toward destination nodes by broadcast-
ing link state messages (e.g., DSDV, OLSR, GSRP, etc.) [195]. Reactive routing proto-
cols (on-demand routing) broadcast a route discovery request in the network to find the
destination. Then, the destination chooses the shortest path toward the source node and
replies back to the request (e.g., AODV, DSR, TORA, etc.) [195]. However, due to the high
mobility, established paths require frequent updates. Thus, a topology-based strategy is
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not efficient and consumes a large amount of the available bandwidth by exchanging
control messages (route request and route reply, etc.).

Unlike topology-based routing protocols that establish routes based on hop count metric,
the position-based or geo-routing protocols utilize distance metric. They use global posi-
tion systems to get location and distance information in order to make the routing decision.
Position-based protocols do not require to create and maintain a global route from the
source node to the destination node. They use instead a greedy routing approach where
each node sends packets to its closest neighbor to the destination [140] [171] [160] [191].
Thus, they are more efficient than topology-based protocols especially in large scale net-
works. However, the forwarding strategy might be unsuccessful if the neighbors are not
nearer to the destination than the sender; this case is also called local maximum. In [140],
the authors proposed Greedy Perimeter Stateless Routing (GPSR). In GPSR, each node
forwards a packet to a direct neighbor that is closest to the destination by using informa-
tion about the position of immediate neighbors. When, the node reaches a local maxi-
mum, it uses perimeter forwarding as a recovery mode by routing around the perimeter
of the local maximum region and forwards a packet to a node that is further from the
destination but may have a path to the destination. In [171], the authors proposed Ad-
vanced Greedy Forwarding (AGF) to improve GPSR protocol. In AGF, the source and
destination nodes exchange information about their moving directions and speeds inside
the beacon packets. Every node forwarding a data packet adds its own processing time
into the packet header to calculate travel time. With travel time, each forwarding node
can better compute the divergence of the destination’s original position and approximate
its current location. Location, velocity and travel time information are stored in the neigh-
bors table. These information help to select and forward the packet to the next neighbor
and fiLTEr the out-of-dated neighbors. In [143], the authors proposed a Cross-Layer Op-
timized Position Based Routing Protocol for VANETs (CLWPR). CLWPR uses the lower
layer information in weighted function to optimize the routing decision. It uses PHY and
Medium Access Control (MAC) layer (Signal to Interference plus Noise Ratio (SINR) and
bit rate error (BER)) to estimate the link quality. It uses queuing information to get a
traffic balancing and also E-map loaded in each node and speed information to predict
the neighbors positions. In case of local maximum, it uses the store and forward (SNF)
mechanism. In [160], the authors proposed Geographic Source Routing (GSR). GSR
combines geographical information and urban topology (street awareness). In GSR, the
sender calculates the shortest path to the destination using Dijkstra algorithm and the
street map. GSR selects a sequence of intersections (anchors) by which the data packet
has to travel by using reactive location service (RLS) [142]. RLS is a position discovery
mechanism, like the route discovery procedure used in reactive ad hoc routing proto-
cols, in which the querying node floods the network with a position request for some
specific node identifier. When the node that corresponds to the requested identifier re-
ceives the position request, it sends a position reply back to the querying node. To send
messages from one intersection to another, GSR uses the greedy forwarding approach.
A greedy approach is a scalable solution. However, it is not efficient when the chosen
relay to transmit the packet is the closer node to the destination and there is no route to
reach the destination as the density information is not considered. Thus, new density-
aware protocols have been presented to efficiently route information to the destination.
Like GSR, the authors in [191] proposed Anchor-based Street and Traffic Aware Rout-
ing (A-STAR). A-STAR uses anchor through which data packets need to be transmitted.
However, it uses connectivity rate in addition of traditional metrics (distance, number of
hops, latency) when making routing decisions. Connectivity rate is assigned to the roads
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depending on the capacity and the number of bus crossing them. In [135], the authors
improved Greedy Traffic Aware Routing protocol (GyTAR) in the same way of A-STAR.
GyTAR calculates traffic information for each segments using Infrastructure-Free Traffic
Information System mechanism (IFTIS) [134]. IFTIS is a decentralized approach that ex-
changes traffic information between vehicles in the roads in order to estimate road traffic
density information. GyTAR takes a routing decision based on traffic information provided
by IFTIS and distance toward the destination. When no route is available, it uses the
store and forward mechanism. In [221], the authors proposed a map-based stateless
VANET routing (GeoSvr). GeoSvr is a routing protocol that uses a greedy forwarding
strategy. GeoSvr restricts the maximum signal strength when choosing the farthest relay
in order to avoid the packets loss and enhance reliability. It considers the vehicle den-
sity on every road in order to avoid sparse paths and optimally route messages to the
destination. However, it calculates the density based on the road width, which does not
reflect a real scenario as it is possible that no vehicle passes through some roads what-
ever their width. In [170], the authors proposed Connectivity-Aware Routing (CAR). CAR
protocol combines between topology routing, geo-routing and density-aware routing. In
fact, it uses path discovery request and reply to get path from the source to the desti-
nation; it uses greedy forwarding to transmit packets and it selects best path based on
density information. CAR broadcasts continuously a Hello messages to get information
about direct neighbors. The beaconing messages include information about moving di-
rections and speeds of the nodes. The hello interval changes according to the number
of the registered nearby neighbors to reduce the overhead. CAR protocol disables MAC
address filtering to implicitly collect information about neighbors and reduce the number
of Hello messages. In addition, it uses a new type of multi-hop information called “Guard”
as new field in the Hello message or in the data packet headers. It contains an identifier,
a time-to-live (TTL) counter, a guarded position and radius, and some other information
to track the position of destinations. To estimate the connectivity on a routing path, each
forwarder node updates hops count, average neighbors number and minimum neighbors
number fields.

From previous work, it is clear that position-based along with density-aware routing pro-
tocols as opposed to topology-based routing protocols are more suitable for VANETs.
They improve packets delivery, reduce significantly data losses and circumvent several
problems in vehicular context. However, many of them do not consider the required de-
lay to collect traffic information and still have a serious matter with data delivery delay.
In fact, in case where source node and destination node are separated by a large gap,
the only way to deliver packets is to meet the destination or a relay that can handle the
packets; this could come after a long store and forward period. Thus, V2X communica-
tion can be more promising and the most adequate for all possible scenarios. In fact,
the infrastructure provides more reliability and flexibility. In [177], the authors presented
Roadside-Aided Routing protocol (RAR). RAR uses the RSUs for advertisement purpose.
It routes data in a single hop of RSUs and no multi-hop is allowed. In fact, vehicles are af-
filiated to an area bounded by RSUs. This protocol ameliorates data delivery. However, it
is expensive to deploy as each area must have a full coverage and direct communication
to RSUs. In [152], the authors proposed a Static-Node Assisted Adaptive Routing Proto-
col in Vehicular Networks (SADV). SADV uses a static node at intersections to improve
connectivity. It uses several management strategies to schedule messages such as First
In First Out (FIFO), First In Last Out (FILO), etc. In intersections, it routes messages
through the best multi-path (two best paths) to load balance the traffic and improve data
delivery. In case of sparse network, messages are stored in the static node. In [91], the
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authors proposed Infrastructure-assisted Geo-routing for cooperative vehicular networks.
This solution uses V2X communication. It routes messages through the closest RSUs to
the source (resp, destination) using greedy algorithm. SADV and Infrastructure-assisted
Geo-routing improve data delivery ratio. Nevertheless, they do not reduce the delivery
delay, as they keep packets stored in the RSUs until a new mobile node passes through
its radio range. In addition, they consider that the RSUs are in the intersections and they
do not consider the traffic density information out of intersections. So, routing takes larger
delays to reach RSUs in the intersection when no relay is available.

Other studies proposed to use cellular infrastructures such as 3G and LTE [122] [123]
[184] [131] [176]. These solutions achieve a better performance comparing to the de-
centralized solution. Nevertheless, cellular communication technologies have a high cost
as they generally require a direct communication and full coverage to optimize the de-
lay delivery. In [133], the authors proposed a cross-layer position-based communication
protocol for delay-aware vehicular access networks (PROMPT). PROMPT is designed to
allow V2X communications. It uses base stations installed at fixed locations along the
road. Vehicle can communicate to each other’s and with the base stations through multi-
hop communication. PROMPT uses beaconing to collect statistic information to build
paths and applies G/G/1 to estimate the end-to-end delay (E2E) for each path. It uses
lower layer information to reduce the impact of high mobility. It uses a position-based MAC
function to search the next relay. To further reduce the average delay, relay nodes try to
bundle different packets with the same path and send them in a single batch. The authors
claimed that PROMPT outperforms many other vehicular routing protocols in term of the
end-to-end delay. However, no details about the location and the distribution of base
stations and vehicular nodes are given. In fact, it is obvious that a full coverage of the
studied area by base stations and uniform distribution of vehicular nodes improve the de-
lays results; moreover, the distribution of the base stations has a huge impact on network
connectivity; using simple deployment assumptions they do not reflect real scenario.

Some other studies utilize mobile infrastructures with cellular infrastructures. Mobile in-
frastructures exploit the concept of mobile gateways where RSUs are replaced with mo-
bile vehicles that function as mobile gateways. In [176], the authors presented Mobile-
Gateway Routing for Vehicular Networks (MGRP). MGRP combines V2V and V2I com-
munications, and utilizes certain vehicles as mobile gateways. Each mobile gateway con-
nects with a base station through a 3G interface and communicates with other vehicles
through an IEEE 802.11 interface. Mobile getaway is a good alternative but these get-
aways have a limited capacity comparing to RSUs and they are not efficient in extra traffic
jam as they move very slowly and thus cover a very small zone. In [154], the authors
presented Intelligent Adjustment Forwarding (IAF) as a compromise between end-to-end
and hop-by-hop transmissions in VANET environments. IAF is an application layer for-
warding that uses segment to segment transmission to enhance data delivery. It explores
both mobile Intermittently Connected Points (ICP) and static points (non-cellular) within
intersection as relay. The ICP node ensures the store function in sparse network. IAF
establishes partial of full path toward the destination. Then, it chooses the ICP based on
downstream links. IAF shows that there is a trade-o between delivery delay and delivery
ratio.

From the related work we conclude that previous routing protocols can improve data
delivery and end-to-end delays for some scenarios but not all real-life scenarios. Most of
them use greedy forwarding optimized with density information to find best paths. These
approaches work perfectly in dense scenario or for non delay-sensitive applications. In
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case of sparse network, store and forward mechanism increases the delays. Even for
solutions that use RSUs to enhance reliability the delays can be very high when RSUs
are deployed only in the intersections and no connectivity is available within the rest of
the roads (outside the intersections). Thus, we propose in subsection 4.2.2 our protocol
RDEL that aims to improve data delivery, enhance reliability, reduce routing delays by
using our first contribution ODEL that optimizes deployment of RSUs for delay-sensitive
applications.

4.2/ ODEL AND RDEL DESCRIPTIONS

In this section, we propose two novel solutions ODEL and RDEL. In the first one, we deal
with RSUs deployment in both urban and highway scenarios for delay-sensitive applica-
tions. We use V2X communications to enhance the network connectivity and reduce un-
necessary infrastructures. Our solution ODEL provides the best positions to deploy RSUs
based on the road connectivity while taking into account applications delay requirements
and deployment cost constraint. In the second contribution RDEL, we propose a new
routing protocol that optimally routes data and reduces the delivery delays through vehi-
cles and RSUs especially deployed to improve delay delivery using our ODEL solution.
RDEL takes full advantage of RSUs connectivity, position information, density information
and other lower layer information to find best relays to reach the final destination as short
as possible delay.

For the two solutions, we suppose a decentralized communication architecture as de-
picted in figure 4.1. This architecture allows us to delimit the general context and the
applications of our contributions. Among these applications, we focus on data collection
and information routing from vehicles to remote infrastructure such as fire station, police
station fleet management systems, electric charging stations, etc. We explore both V2V
and V2I communication modes in order to ensure short delays and consider real-time
applications.

In our two contributions, we take into account the following assumptions: we consider
V2X communications i.e. messages are transmitted through both vehicles and RSUs;
we assume that all RSUs are connected to each other through wired links Therefore, we
considered only the message delivery delay to the closest RSU. The delay from this RSU
to the final destination – a server within the cloud – is supposed fixed.

4.2.1/ OPTIMIZED RSUS PLACEMENT FOR DELAY-SENSITIVE APPLICATIONS
(ODEL)

For our RSUs siting problem, we aim to find the best RSUs locations in urban or highway
scenarios. The challenges consist on ensuring the application delay constraint and re-
ducing the deployment cost. In fact, our objective is to find the best RSUs placement and
respect the delay required to transmit a message while minimizing the number of RSUs.

For initial distribution positions, we consider roads with low connectivity as best RSUs lo-
cation candidates, so our solution could be applied to both urban and highway scenarios;
then, for final placement, we reduce the delay constraint and deployment cost by mod-
eling the location problem and solving it. Herein we give our mathematical modeling of
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Figure 4.1: V2X communication architecture

RSUs siting problem followed by the complexity details of the exact solution.

4.2.1.1/ RSUS DEPLOYMENT: PROBLEM MODELING

Let I = {1, . . . ,m} be the set of candidate positions to install the RSUs, ai be the RS Ui

deployment cost, J = {1, . . . , n} be the set of all road segments in the studied area and t j

be the required delay to route the message from road segment j to the closest RSU. Let
also yi be the variable that indicates if the RS Ui is open or not. All variables used in the
problem modeling are summarized in Table 4.2.

To solve the RSU placement problem, we model it using equations (4.1) to (4.6).

equation (4.1) represents the objective function to minimize. It is a weighted function com-
posed of two sub-functions: (i) F1 (4.2) representing the RSUs installation cost and (ii) F2
(4.3) representing the delay to reach the closest RSU.

F = αF1 + βF2 (4.1)

Where α and β represent the weight of each sub-function. We choose α=1/3, β =2/3 as
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Variable Notation

Deployment cost to build RS Ui ai

Decision variable to open or not the RSUi yi

Minimum delay to transmit a message from a vehicle in road segment j to the closest RSU t j

The number of RSU candidates m

The number of road segments n

Vehicles’ radio range r

Application delay threshold Tthreshold

Table 4.2: Notation

the delay constraint is the most important.

F1 = min
m∑

i=1

ai · yi (4.2)

F2 = min
n∑

j=1

t j (4.3)

t j = min
1<s<m

t js (4.4)

Equation (4.4) indicates the shortest delay t j to send messages from road segment j to
any RSU and t js is the required delay to send a message from segment j to the RSU
number s. The solution feasibility must respect the constraints given by equations: (4.5)

to ensure that delay t j to transmit message from road segment j is lower than a given
application threshold Tthreshold; (4.6) and (4.7) represent the integrity constraints.

t j < Tthreshold∀ j ∈ {1, . . . n} (4.5)

m∑
i=1

yi ≤ m (4.6)

yi ∈ {0, 1} (4.7)

Exhaustive solution complexity

RSUs placement is a NP-hard problem [82] and it requires huge computation capacities
to find the best solution. We give in equation (4.8) the complexity of exhaustive solution to
show the number of possible combinations to solve it. In fact, in this problem, we need to
find the optimal number of RSUs to be deployed and their optimal positions. Therefore,
we need to find the optimal number of k RSUs from m possible initial positions (see table
4.2) (k ≤ m). We can write it as a mathematic combination

(
m
k

)
. However, k is unknown

and it is in the interval {1...m}. Consequently, the problem complexity becomes
m∑

k=1

(
m
k

)
.

In addition, to calculate the time to the closest RSU, we need to apply a short path al-
gorithm to evaluate the delay to send messages to nearest RSUs for each solution com-
bination. Therefore, for each possible solution, we add the complexity of the short path
algorithm that is given by o(n2), where n is the number of total segments on the studied
area (see table 4.2). We get finally equation (4.8).
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m∑
k=1

(
m
k

)
∗ o(n2) (4.8)

Equation (4.8) is equivalent to 2m by using the generalized hypergeometric function [109].

Due to the problem complexity and the heavy computation required by the exhaustive
method, we propose to use a heuristic to solve it in order to reduce the resolution com-
putation time and get the best solution. In the next subsection, we explain in details our
proposed solution ODEL and the several adaptations introduced to the genetic heuristic
to solve the delay-sensitive RSUs placement problem.

4.2.1.2/ RSUS DEPLOYMENT: 2-STEPS SOLUTION

In our work, the objective is to find the optimal number of RSUs to be deployed and their
optimal positions while respecting the application delay requirements and the deployment
cost constraint. To do that, we propose two processing steps as depicted in 4.2.

Figure 4.2: ODEL 2-steps solution

To apply ODEL, we need to introduce several parameters such as: the map of the studied
area, the traffic information, the application delay constraints and deployment cost infor-
mation. Then, we apply the two steps solution 4.2.1.3 4.2.1.4 as follows: (i) we proposea
first processing in order to choose the best candidate positions based on the road con-
nectivity. We select as candidate road segments with lower connectivity. In roads with
higher connectivity we use V2V communication capability instead of installing RSUs, (ii)
we propose the second processing in order to optimize RSUs siting taking into account
the delay requirements of the application and the deployment cost constraint.
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4.2.1.3/ FIRST-STEP RESOLUTION: INITIAL SELECTION OF RSUS’ CANDIDATE POSI-
TIONS

In this phase, we calculate RSUs initial positions. In contrast to related work that choose
initial positions randomly, uniformly or in intersections, we study the area and find the
strategic positions based on the probability of connectivity. In fact, several works use the
connectivity to optimize the information collection and dissemination between vehicles or
mobile nodes [107] [153] [73] [158] [75]. Though, the connectivity information is not used
to determine best RSU positions except in [130]. However, the authors did not optimize
the number of RSUs candidates. Herein we explain how to get the initial candidates’
positions. For a given area, we extract information about density and speed in each
segment of length 2*r meters using SUMO (Simulation of Urban Mobility) [150] [53]. Then,
we use some scripts that we developed to calculate the connectivity probability. For urban
scenario we use formula of connectivity probability in equation (4.9) and (4.10) proposed
in [138]. Due to lack of space, the formula for a highway scenario is not described in this
manuscript; but readers can refer to [138] for more details.

pu =

⎧⎪⎪⎨⎪⎪⎩
1 if 0 <= L <= R

(
∑[L/R]

i=0
(−λe−λR(L−iR))i

i! ) − (e−λR
∑[L/R]−1

i=0
(−λe−λR(L−(i+1)R))i

i! ) if L > R
(4.9)

pl =

⎧⎪⎪⎨⎪⎪⎩
1 if 0 <= L <= R

(
∑[L/R]+1

i=0
(−λe−λR(L−(i−1)R))i

i! ) − (e−λR
∑[L/R]

i=0
(−λe−λR(L−iR))i

i! ) if L > R
(4.10)

Where pu is the probability that there is a sequence of connected nodes in the road seg-
ment, pl is the sufficient condition to have a distance between two consecutive vehicles
at most equal to the radio range r. λ is the vehicle arrival rate and L is the road segment
length. After that, we choose the segment with lower connectivity probability as best
candidate locations as depicted in 4.3.

Figure 4.3: Example of RSUs candidate locations

Also, based on the traffic information and road topology, we deduce the adjacency matrix.
This matrix contains the neighborhoods of all road segments and the propagation delay
in each road segment.
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4.2.1.4/ SECOND-STEP RESOLUTION: OPTIMAL PLACEMENT

As mentioned above, our solution takes into consideration both the application delay re-
quirement and the deployment cost related to RSU deployment. To ensure that, we imple-
ment two optimization algorithms: (i) Dijkstra to find best routing time from any segment
on the road to the closest RSU, and (ii) Genetic algorithm to find the best deployment
positions for RSUs that satisfies the application time constraints and takes into account
the deployment cost. This cost includes RSUs and network installation costs. The main
entries of the second-step are: the adjacency matrix, the RSUs candidates table and
related deployment cost. We explain here our optimization algorithm with the different
adaptations introduced to resolve RSUs locations problem.

Genetic algorithm

We apply the Genetic algorithm illustrated in Algorithm 4.1. We run this algorithm many
times. Each iteration consists of natural operations: selection, crossover, mutation and
recombination [163]. In order to enhance the efficiency of the genetic algorithm, we use
the Gaussian mutation [209] to create a new chromosome by modifying one or more
genes value and Roulette-wheel selection [157] to stochastically choose new offspring
chromosomes from the pool for the new generation. Where Pc is the crossover probability

Algorithm 4.1 Genetic algorithm
Genetic algorithm (Adjacency matrix Madj, RSU Candidate Tcand, deployment cost)
Pop.Create (random, initial population)
Pop.CalculateFitness();
while (!MaxIterations) do

Offspring = Select (Roulette-wheel,Pop, Nb-chromosoms)
Offspring.Crossover(uniform, Pc);
Offspring.Mutation(Gaussian, Pm);
Offspring.Permut();
Recombination(Keep-Best, Offspring, Pop)

end while
Pop.BestSolution(Nb CS, position CS)

and Pm is the mutation probability. The genetic algorithm generates and evaluates many
solution combinations coded as a genetic chromosome or code and look for the best one
as final results.

Genetic code

We code each solution combination using a suitable binary code as depicted in figure
4.4. The binary code is composed of m bits; each bit is equal to one if the RSU is ”ON”
(deployed), else it takes the value 0. We evaluate the chromosome using the objective
function detailed below.

Figure 4.4: Binary-chromosome
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Objective function

Equation (4.1) is equivalent to equation (4.11). This formula is used in the genetic algorithm
to evaluate each chromosome. In this equation, we calculate the deployment cost and
the delay required to transmit messages to the closest RSU using our adapted Dijkstra
algorithm as further explained below.

F = min (
n∑

j=1

α

m∑
i=1

ai + β min
i=1,...m

(Di jkstra( j, i))) (4.11)

Dijkstra algorithm adaptation

We adapt the Dijkstra algorithm to our problem to reduce its complexity from o(n2) to
o(Nb ∗ n). In fact, each vertex has at most Nb neighbors as shown in figure 4.3. Given
the adjacency matrix Mad j got from the first-step of the solution, we construct a graph
G to apply Dijkstra algorithm, each edges E in the graph G is the distance in term of
delay from road segment v1 to its neighbor v2. Dijkstra calculates the delay from a given
source vertex to all other vertices in the graph G. Only the shortest path toward the RSUs
candidates is used to evaluate the solution. The Dijkstra adaptation is mainly done in line
9 of algorithm 4.2.

Algorithm 4.2 Dijkstra algorithm
Dijkstra algorithm(Adjacency matrix Madj, RSU Candidate Tcand, Source vertex s)
for i = 0 to V - 1 do

Tdistance [i] = INFINITY
Previous [i] = NULL

end for
dist[s] =0;
while (List.size() !=Nbvertex) do

pick vertex v1 with shortest path to s from Unvisited and add it to List
for each edge of v1, ( v1 to neighbor v2) do

if (Tdistance[v1] + length(v1, v2) ¡ Tdistance[v2]) then
Tdistance [v2] = Tdistance [v1] + length(v1, v2)
Previous[v2] = v1

end if
end for

end while

Where Tdistance is an array of distances from the source s to each vertex in V, Previous
is an array of vertices’ predecessors, List is the list of visited vertices and Unvisited is a
set of remaining vertices.

We present and analyze bellow the different ODEL’s results.

4.2.1.5/ ODEL PERFORMANCES EVALUATION

In order to evaluate our optimized solution ODEL , we develop automatic scripts in order
to generate different maps, traffic scenarios and to extract density and speed information
in each road segments using Sumo traffic simulator [53], awk, shell and xml. The density
changes over the time and from one road segment to another. Then, we implement
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Dijkstra, Genetic algorithms and the different adaptations inside evolutionary framework
proposed in [174] using C++. We run several tests with different scenarios for both low
and high density. We carry out all the performance tests on virtual machine with Intel i5
64Bits processor and 3 Gb of memory.

In Table 4.3 we present the parameters used in our tests and we summarize the optimiza-
tion results in Table 4.4.

Parameter Value

Radio range r 250

Number of total road segments 60-500

Number of RSU candidates 25-150

Road density (vehicle/km) 1-30

Vehicles average speed (km/s) 15-50

Road segment length (m) 500

Tthreshold (s) 0.1-10

Crossover probability Pc 0.3-0.5

Permutation probability Pm 0.8

Population size 50

Table 4.3: ODEL parameters Table

To evaluate our solution performances, we choose three criteria: (i) the delivery delay
required to send messages from any road segment toward the nearest RSUs, (ii) the
number of necessary RSUs to guarantee applications delay requirements and (iii) the
computation performance in term of number of iterations to find best solutions.

In RSUs siting problem, we want to activate only some RSUs candidates. In fact, we
do not need to cover the whole area. Table 4.4 illustrates 9 different examples; for each
example we give the total number of segments, the number of possible candidate’s po-
sitions found in step 1, and the number of RSUs found as best solution in step 2. The
cost efficiency is obtained by dividing the number of RSUs ”off” (non-deployed) resulting
from step 2 by the number of RSUs candidates resulting from step 1. These results show
that our solution could meet the requirement of the application without siting unnecessary
RSUs. We note that the optimization results depend on the delay constraint Tthreshold of
the application given in the third column of table 4.4 (e.g. in example 1,the total number
of segments in the studied area is 60, it requires 15 RSUs candidates by applying step
1 and 11 RSUs “On” (deployed) by applying step 2 to ensure that the application thresh-
old of 3 seconds is satisfied. In example 2 (respectively 3), the number of RSUs “On”
(deployed) after the step 2 is 26 (respectively 7) to have a delay lower than the Tthreshold

of 1 second (respectively 5 seconds.)). The cost efficiency results show that our solution
reduces at least 23% of the deployment cost comparing to the deployment cost without
the optimization of step 2. And it could reach 79% of efficiency if the delay constraint are
larger (see example 3).
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For the same examples, we compare between the number of iterations (complexity) of
our Genetic algorithm and those required by the exhaustive solution explained further
above in equation (4.8). The number of iterations depends on the number of total road
segments and the number of candidate positions. We can see in table 4.4 that the num-
ber of iterations in our solution is significantly lower. We note that the number of iterations
increases at expense of the total number of segments in the studied examples as the
delay is measured in each road segment and not only in candidate ones. However, it is
always lower than the number of iterations of the exhaustive resolution method (e.g. In
the example 1, the genetic solution requires 31 time units and 1000 iterations while the
exhaustive solution for the same scenario requires 32768 iterations, which corresponds
to 215 combinations in exact solution). We calculate then the delay efficiency of our solu-
tion; we compare the minimum delay to deliver messages from all road segments to the
destination with and without using RSUs. These results show that our solution is a much
more effective (e.g. for example 1, the average delay required to transmit data to the
destination is 0.31 second which is lower than 340 seconds when no RSU is used and
only V2V communication is employed to forward messages). Finally, simulation results
show that our solution ODEL achieves desirable efficiency in term of delay requirement,
while preserving necessary coverage in the whole area using both V2I and V2V commu-
nication capabilities. In addition, our solution is designed to support large scale scenarios
and reduce significantly the computation operation.

We note that ODEL aims to improve the delay by deploying RSUs in road with low density
unlike the related works that improve connectivity only in the intersections. However,
when the density is lower than the density considered in our study, neither our solution,
nor the related work contributions achieve a low delay. In fact, our solution optimizes
the number of deployed RSUs to ensure a full covered area over V2X communication.
Moreover, when density is very low, it is more interesting to use 3G or LTE solutions
as the number of messages is very low and does not consume huge cellular network
resources.
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4.2.2/ ROUTING FOR DELAY-SENSITIVE APPLICATIONS (RDEL)

We present in this subsection our new routing protocol called routing for delay-sensitive
applications (RDEL). Unlike the related work that do not consider roads with large discon-
nection or use store and forward mechanism that increases the routing end-to-end delays,
RDEL routes information through RSUs optimally placed based on our first contribution
ODEL. In RDEL, vehicles communicate between each other’s via multi-hop retransmis-
sion or directly with the RSUs that are in the same radio range. To further improve delay
delivery we utilize RSUs that are connected via wired link. Thus, when information is sent
from source, RDEL retransmits it through best relays until it reaches the final destinations.
In addition, RDEL fits with special characteristic of vehicular network. In fact, to choose
the best relay, RDEL incorporates traffic information, position information and other lower
layer metric (MAC information). Herein we describe in details our routing protocol.

4.2.2.1/ RDEL ROUTING ALGORITHM

In RDEL, we virtually divide the studied area to uniform segments as described in the first
step of ODEL . The segment’s length is twice the radio range of vehicles. To implement
the optimal information exchange and the best forwarding strategy, we route information
through both vehicles (V2V) and infrastructure (V2I). We choose the best relay based
on information collected from beacons messages. In fact, each node sends periodically
(HelloMsg) beacons to inform its direct neighbors (1-hop neighbors) about its position,
velocity and direction information and one node is selected periodically within the center
of road segment or beside an intersection to broadcast local density information (Densi-
tyMsg). For each reception of HelloMsg or DensityMsg packets, we update the routing
table. The routing table contains the following information fields (DestAddress, Nexthop,
Weight). The DestAddress field is the IP address of the destination node, Nexthop field
indicates which neighbor relay to use to reach the destination and finally, weight field that
is calculated using weighted function based on: (i) the distance that separates the re-
lay node and the destination node (Euclidean distance), (ii) the connectivity information
from DensityMsg and (iii) MAC information from MacInfo field in HelloMsg. The weighted
function is given by equation (4.12)

Weight = α ∗ Distance + β ∗ Density + γ ∗ MacIn f o (4.12)

with α, β, γ are the weighting factors according to the importance of each metric (density
information, MAC information and distance toward the destination). In RDEL, we add
a routing entry for each neighbor toward the destination. In fact, it is possible that one
of the neighbors has an optimal route toward the destination in term of weight. When
node sends data message, it checks the routing table to find a relay to the destination
with lowest weight field. Then it sends the message to the chosen relay. This relay
repeats the same process until a message reach a RSU that routes the packet directly
to the destination through wired link in a shorter time than a whole multi-hop wireless
communication.

An example of this mechanism is depicted in figure 4.5. Figures 4.5(a)4.5(b) show one
scenario where the information is routed through a RSU instead of multi-hop path. Using
orange arrows, we show the route that greedy routing protocols use to route the warning
message. The blue arrows represent the route that RDEL uses to route the warning
packet to the police station. Using RDEL (blue path), the warning message reaches the
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destination in shorter time and a lower hop counts. The source node has the RSU and
the node number 1 as a neighbors. The weight field for the entry corresponding to the
RSU is lower than the weight field of node 1 as the RSU is more reliable than node 1.
Thus, node one chooses the RSU as a relay, uses the RSU as a gateway and routes data
to the final destination (police station) via wired link.

(a) Routing scenario

(b) Multi-hop communication VS V2X communication using RDEL

Figure 4.5: An example to illustrate the V2X communication
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In diagram 4.6 we summarize RDEL routing protocol.

Figure 4.6: RDEL diagram

Herein we describe each routing control messages.

4.2.2.2/ RDEL MESSAGE TYPES

As above mentioned, in the RDEL protocol, each node periodically sends two types of
beacon messages HelloMsg packet and DensityMsg packet. The first one holds informa-
tion about position and velocity in order to maintain the neighbors table and the second
one is used to exchange density information of each road in a distributive way. The Hel-

Figure 4.7: Hello message (HelloMsg)

loMsg packet format is depicted in figure 4.7. The Originator Address represents the IP
address of the sender. Timetolive(ttl) and the SequenceNumber(seq) indicate whether
the message is fresh or not. The position vector field defines the current position of the
sender. This information is used to calculate distance between neighbors and also to
compute the distance to a distant nodes. Velocity and heading fields indicate the velocity
and direction of the node; these information help to predict its position over time. Mac-
Info field gives the MAC frame bit error rate, which is used also in the routing process
to find the most robust path and avoid routes with high interferences. When a neighbor
node receives a HellowMsg, it processes the message, retrieves relevant information and
check whether an entry in the routing table for the sender exists to update it. Otherwise, it



4.2. ODEL AND RDEL DESCRIPTIONS 61

creates a new entry, computes a distance to reach the message’s sender and inserts the
new entry in the routing table. HellowMsg packets are sent to 1-hop neighbors and they
are utilized to compute the local density (i.e. the number of neighbors). The DensityMsg

Figure 4.8: Density message (DensityMsg)

packet format is depicted in figure 4.8. This message type is inspired from IFTIS [134]
mechanism in GYTAR [135] protocol. To get density information, we divide each road
into a set of segments; the size of each segment is equal to twice the radio range of a
vehicular node. Then, in each segment we select a node to inform the other vehicles
about the local density using DensityMsg. The local density is calculated using the num-
ber of neighbors. When the road segment contains a RSU, the local density is equal
to the maximum number of nodes that can drive on this segment e.g. if the length is
equal to 500m and safety distance between vehicles is 5m, then, the density is equal to
500 divided by 5m which gives 100 vehicles. The density message contains beside den-
sity information field, the originator address, the corresponding segment identifier (Seg
ID), road identifier (Road ID), a sequence number SequenceNumber (seq) and TimeTo-
Live (ttl) to get the freshness of the information. DensityMsg is not broadcasted to only
direct neighborhood (1-hop neighbors) but it is rebroadcasted along a road where the
sender’s segment belong. These information are used to update the routing table with
exact density information. When a RSU covers a segment, it makes the segment the
best candidate to transmit data packet. In fact the RSUs are connected to each other by
wired link, which helps them to transmit information to further node in very short delays.
The density computation in RDEL is inspired from IFTIS mechanism [135]. However, in
RDEL density messages are sent in the two directions and not only toward one junction
of the road as in IFTIS. RDEL also considers the connectivity of RSUs. When a segment
contains a RSU, the density of this segment is higher than segments without RSU where
data is simply routed in V2V to the destination.

In the next subsection we give the performance results of our protocol RDEL.

4.2.2.3/ PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed routing protocol ODEL. We
chose two widely spread simulator to simulate our protocol: SUMO [53] that provides real-
traffic scenarios and NS3 network simulator [36]. The mobility traces provided by SUMO
are injected into NS3 simulator to evaluate real vehicular mobility. In the following, we
focus on the impact of our routing technique on delays. Findings corroborate the efficiency
of our proposal compared to a simple routing without using additional infrastructure.

To simulate our proposed routing protocol, we consider that all nodes have the same
transmission/receiving range, which is denoted by r and equal to 250 m. For the road
topology, we have different scenarios and we varied the area size from 12 segments to
120 segments. The number of vehicles varies from 300 to 1500. The number of RSUs
varies from 3 to 30. The application delay threshold varies from 0.5 to 1 sec.

All details of the simulation setup parameters are listed in table 4.5
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Parameter Value

Radio range r 250

Number of segments in the area 12-120

Number of nodes 300-1200

Application delay threshold 0.5-5 sec

Simulation duration 50-100

Table 4.5: Simulation parameters of RDEL routing protocol

As depicted in figure 4.9, we plot the end-to-end delay results for the same scenario using
RSUs and without using RSUs. We plot three scenarios: road with 12 segments, 24 seg-

Figure 4.9: End-to-End delay results for RDEl with and without RSUs

ments, and 120 segments. We apply ODEL on each scenario, which gives the following
results: the first scenario requires only 3 RSUs, the second scenario requires 10 RSUs
and the last scenario requires 30 RSUs. The histogram shows that our protocol RDEL
(+ODEL) improves the end-to-end delay when it uses the optimized deployed RSUs. This
also due to the fact RDEL uses adequate metrics to choose the next relay candidate like
the geographic position, density and lower layer information.

Finally, we remind that these work is still under development to provide further results
such as overhead and delivery ratio. We also intend to compare it with existing solutions
especially those using random-based or intersection-based RSUs placement.
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4.3/ CONCLUSION

In this chapter, the purpose of our study is to deal with delay requirements for delay-
sensitive vehicular networks applications. We outlined the major challenges for network-
layer protocols in vehicular networks and discuss the different research contributions and
strategies corresponding to these challenges. Then, we gave the weaknesses of these
existing solutions. To fit with these weaknesses, we proposed two novel contributions
that aim to reduce the message communication delay and cope with intermittent connec-
tivity in vehicular context. The first solution ODEL optimizes the infrastructure (roadside
units) deployment and the second one is a new routing protocol called RDEL. RDEL aims
to optimally route data and allows to further test the applicability and the efficiency of
the first contribution. In order to optimize RSUs location, we mathematically model the
problem as an optimization problem. Then, we propose to solve it using ODEL solution.
ODEL first finds strategic locations candidates based on a study of traffic information in
the studied area. Then, it optimizes the number of final RSUs locations using two opti-
mization algorithms Genetic and Dijkstra algorithms. We proposed after that RDEL. This
routing protocol routes information through both vehicles and infrastructures. It integrates
density, distance and lower layer information to make a routing decision. Comparing
to existing work that are designed without considering application delay constraints and
usually place RSUs randomly, uniformly or in intersections, ODEL and RDEL provide
very interesting delay boundaries and could be applied in different scenarios. From these
results, we conclude that in the design of vehicular routing protocols, it is extremely im-
portant to pay attention to the position of the infrastructure in order to ensure reliability
over the network, guarantee high delivery ratio and respect delay constraints.

Finally, to conclude the first part of this thesis, we remind that connected vehicles are
the key of future transportation systems as they can provide a large amount of new ap-
plications and services that aim to bring efficient traffic management, road safety and
infotainment. In the next part of this thesis, we show how to use connected vehicles to
provide new services for sustainable transportation system.
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5
BACKGROUND AND RELATED WORK

5.1/ INTRODUCTION AND PROBLEM STATEMENT

Recently, several efforts have been focusing on leveraging Internet and communication
technologies to access sensitive and important information that helps to manage trans-
portation systems and power consumption efficiently. For example, real time traffic infor-
mation can reduce power consumption and greenhouse gaz emission while renewable
energy can help us to achieve energy independence and a green transportation system.
In fact, the widespread ownership of vehicles causes unwanted effects on flora and fauna
due to increased fuel consumption and greenhouse gas emissions. The US Department
Of Transportation (US DOT) [57] and the European Commissioner for Climate Action [44]
reported that the average fleet emission is 158.7 g/km, and the US Environmental Pro-
tection Agency (EPA) reported that the annual greenhouse gas emissions per passenger
vehicle is 4.8 tons of CO2 per vehicle per year (based on average daily mileage in the
US) [63]. Fuel consumption increases the rate of hydrocarbons, carbon dioxide and ni-
trogen oxides in the atmosphere and introduces toxic particles that make fresh air poi-
sonous. Consequently, pollution of the atmosphere by greenhouse gas emissions [169]
has generated significant environmental degradation and respiratory diseases.

In addition, the petrol production rate has reached a critical threshold, and it is expected to
decrease over time as the world’s crude oil dwindles [121]. In a few decades, we will very
likely face serious shortages of almost all petrol and gas sources [121] [225] [151] [74].
The lack of energy is a serious problem for transportation systems because it could freeze
mobility in large urban areas and affect the economy and industrial activities of the world.
For these reasons, sustainable mobility is now a real requirement rather than an op-
tion. Researchers have dedicated increasing attention to sustainable transportation [93]
in an effort to improve long-term mobility by monitoring vehicle emissions, reducing gas
consumption and introducing new alternative energy resources. The US Electric Power
Research Institute (EPRI), the Natural Resources Defense Council (NRDC), the Electro-
chemical Energy Laboratory (EEL) and the European Commissioner for Climate Action
studied the environmental impact of the manufacturing and deployment of large fleets of
Plug-in Hybrid Electric Vehicles (PHEVs) and found that they emit less greenhouse gas
by using cleaner energy sources to produce energy and replacing pollutant and expen-
sive raw materials during the cars’ fabrication processes [213] [44]. Thus, in this part of
this thesis, we tackle sustainable mobility paradigm; in particular, electric vehicles with
the main goal to make a better use of energy based on data collection and processing.

The rest of the chapter is organized as follows. In Section 5.2, we define sustainable
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mobility and we present the background of alternative transportation. Then, in section
5.3, we describe the basic components of a smart transportation management system
by focusing on the required infrastructures, communication technologies and value chain
of electric vehicle integration into the Smart Grid. In section 5.4, we analyze various
transportation management systems to classify them into three main categories: (i) fleet
management system that optimally schedules the fleet to optimize the energy consump-
tion, (ii) itinerary planning that chooses the most economic route in terms of energy, and
(iii) Grid to Vehicle (G2V) and Vehicle to Grid (V2G) regulation solution that aims to bal-
ance the power utilization load. After that, in sections 5.5 and 5.6, we present some
standardization efforts and challenges in the area of green transportation systems that
still need to be addressed in the future. We also propose our complete STMS integration
framework. The latter considers all the factors that impact power consumption, the Smart
Grid load management and electric vehicles fleet management. Finally, we offer some
concluding discussion and remarks.

5.2/ SUSTAINABLE MOBILITY: AN OVERVIEW

Promoting mobility is an integral part of our profession and business. However, this goal
require to meet the overall demand for transportation in term of safety and cost, while re-
ducing their side effects on the environment and using the most advanced technologies.
Over the past few years, major international automotive and energy companies, have
reflected together about the possible evolution strategies to improve the sustainability in
transportation. To understand the concept of sustainable mobility, we give a brief defi-
nition and we present its main roles and goals. Then, we present current transportation
technologies and we compare between them.

5.2.1/ SUSTAINABLE MOBILITY: DEFINITION AND ROLE

There is a tendency to frame definitions of sustainable mobility. In fact, the concept of
transport sustainability is related to ecologic, socio-economic and political contexts: it
depends on power resources types, gas emission rate, energy costs, people habits and
needs and equity within and between the present and future generations. Thus, it is
difficult to give a universal definition of sustainable mobility as sustainability targets level
can vary depending on context and over time. We choose a basic definition of World
Business Council for sustainable development as part of Mobility Project 2030 [119] [218]
which defines sustainable mobility as: ”mobility that meets the needs of society to move
freely, gain access, communicate, trade and establish relationships without sacrificing
other essential human or ecological requirements today or in the future”.

The key roles of sustainable mobility that can be drawn from the definition above include
that the environment should not be degraded by transport-related activity, and should
maintain human health and safety by reducing direct and indirect impact of transport
systems. Moreover, sustainable mobility should meet the travel needs of the population
as reliability and comfort and ensure the carriage of goods between different locations.
Furthermore, to achieve sustainability and independence from fossil fuels; it is important
to grantee fair prices of sustainable means of transportation and renewable energy in
order to prompt the usage of those less-polluted transportation means. Finally, to ensure
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long-term viability of sustainable transport system; transport infrastructure and services
need to be continuously maintained; and as an integrated system, all components must
work together for optimum effectiveness.

5.2.2/ SUSTAINABLE MOBILITY: BACKGROUND ON TRANSPORTATION TECH-
NOLOGIES

Many solutions have been proposed to reduce transportation pollution (carplatooning,
carsharing, carpooling, electric rail transportation, etc.). Car platooning is a solution that
involves a group of vehicles that follow a lead driver along the trip unless the platoon is
dissolved. It aims to increase road capacity and reduce traffic congestion and pollution
[13]. Carsharing and carpooling systems [14] are car rental models in which many clients
share a car. These systems are used today in many countries such as: France (AutoLib
carsharing), the USA (City Carshare), the UK (City Car Club), etc. Optimizing the cars’
allocation reduces congestion and air pollution. alternative means of transportation are
attractive solutions that can decrease the level of harmful gas emissions. Nowadays,
there are several types of vehicles (fuel-based, electric and hybrid vehicles). Herein, we
review the main characteristics (such as operating mode, power consumption, etc.) of
fuel- based, electric, and hybrid cars.

5.2.2.1/ FUEL-BASED CARS

Fuel-based cars use an internal combustion engine to produce power. In a combustion
chamber, air and fuel are mixed, compressed and burned to produce forces that transform
chemical energy into useful mechanical energy. This process suffers from high energy
losses because only between 15 % to 40 % of the fuel power is transformed; more than 60
% of the energy is lost [124]. The more efficient the engine, however, the more effectively
it produces mechanical power and reduces CO2 emission and fuel consumption. CO2
emission depends on the quantity of energy that is used to produce the required roll
forces, the type of fuel and the driving cycle mode [124]. Electric and hybrid cars are
more energy efficient than fuel-based cars. We note that hydrogen cars produce energy
either by burning hydrogen in an internal combustion engine, or by reacting hydrogen with
oxygen in a fuel cell to run electric motors [200] [117]. However, it does not produce CO2.
In this subsection, we refer to fuel-based vehicles that does not use hydrogen.

5.2.2.2/ ELECTRIC VEHICLES

Electric cars have a small electric motor rather than a combustion engine. Electric cars
can reach an energy efficiency around 90% [110] [132] and have many benefits for both
the economy and the environment. They enable energy independence by using locally
generated electricity rather than relying on imported fossil resources. In addition, elec-
tricity is cheaper than fuel and can be generated using various natural and renewable
resources. Multiple studies have shown that renewable energy has the potential to meet
the vast majority of our energy needs and to minimize air pollution. The first electric car
called ”La Jamais Contente (The Never Satisfied)” was invented in 1899 [96]. It was able
to achieve a speed of about 100 km/h. However, due to some batteries’ limitations and
low fuel costs, electric motors were used only in rail transportation and small bicycles.
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In fact, batteries have limited the progress of electric vehicles. The distance that electric
cars can cover is limited; electric vehicles (e.g., Tesla electric cars) can travel at most 450
kilometers with a fully charged battery [55]. Moreover, the electric battery needs a long
time to charge depending on the charging type. There are three types of charging for
Electric Vehicles (EVs) [61] [113]: (i) Slow charge requires between four and eight hours,
(ii) Normal charge requires around two to four hours, and (iii) Fast charge requires at least
thirty minutes.

5.2.2.3/ HYBRID VEHICLES

Hybrid vehicles are a compromise between gasoline and electric vehicles. Baker and
Woods introduced hybrid vehicles in 1916 in the United States [117]. Since the creation
of the first commercial gasoline-electric engine, several hybrid models, from small cars
to Sport Utility Vehicle (SUVs) have been made. A hybrid car combines an internal com-
bustion engine with an electric battery. The vehicle starts working on battery power, and
it switches the power source to the internal combustion engine as the speed of the car
increases. The electric battery is also used when the car needs more power to climb
a hill or to move at a higher speed. The advantage of hybrid cars is the fact that they
have two power sources, which means they can use the appropriate power source when
needed. Additionally, hybrid cars have very low emissions and high fuel efficiency. How-
ever, some of the disadvantages of hybrid vehicles include their price, the environmental
hazards associated with recycling their batteries and CO2 emission. There are many dif-
ferent types of hybrid vehicles detailed in [61] [113] [117], but only the gasoline-electric
hybrid is currently commercially available.

5.2.2.4/ COMPARISON OF FUEL, ELECTRIC, HYBRID CARS

In Table 5.1 1, we summarize the features of the three types of cars [11] [124]. As we can
see from the table, there is a compromise between using cheap fuel cars and expensive
clean electric and hybrid vehicles. As electric vehicles are still in the development phase,
we can assume that the prices are likely to fall in future years.

5.3/ SUSTAINABLE MOBILITY: BASIC COMPONENTS

Today, new communication technologies, high speed information access and large stor-
age capacities all enable the design of new and complex systems such as: smart build-
ings, smart cities, smart grids, smart transportation systems, smart clients, and many
others. To enable long-term smart, safe, and sustainable mobility, it is important to guar-
antee a balance between energy, environment and transportation, which leads to a smart
Sustainable Transportation Management System (STMS). A STMS is a combination of
several smart entities such as smart vehicles, sensors, Road Side Units (RSUs), charg-
ing stations, and traffic lights, all of which are usually connected via a communication
network to each other and to centralized or distributed control centers. The term ”smart”
here is used because the devices are managed in order to collect, analyze and process

1Miles per gallon gasoline equivalent (MPGe) in Table 5.1 is used to measure the distance traveled per
unit of energy consumed for fuel and electric vehicles. Here, each gallon is equivalent to 33.7 kW.
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Table 5.1: Fuel cars vs electric cars vs hybrid cars
Fuel cars Electric cars Hybrid cars

Gas Emission 25 kg/100km 0 kg/100km 12-21 kg/100km

Power con-
sumption

<40 MPGe =7.1
L/100km

<50 MPGe = 5.6
L/100km

47-76 MPGe = 3.7-
6L/100km

Maximum dis-
tance

>320km Between 160-
480km

Between 320-800
km

Charge duration Fuel: <5 min Electricity: 30 min to
8 hours

NA

Energy price 5-6.25 $/100km 0.62-1.25 $/100km NA

Car price >9.500$ >$35.000$ >25.000$

information to provide various transportation services such as traffic light management,
fleet management and others. The term ”sustainable” is related to the use of renewable
sources of energy to make transportation green and cleaner.

Figure 5.1: Basic Components of a Smart Sustainable Transportation Management Sys-
tem

Figure 5.1 depicts the main system entities of STMSs (such as customers, Smart Grid, fa-
cilities, decision-making system, data, and network) and the relationship between them.
The Smart Grid acts as the power provider and power manager. The customers (ve-
hicles) and facilities (charging stations and RSUs) collect information (energy load and
road traffic). The network is the backbone of the system and ensures communication and
interoperability among all STMS’ entities. Operation centers analyze and process infor-
mation and make decisions based on various factors and criteria (e.g., energy cost and
greenhouse gas emission). Thus, the role of a STMS is to provide a required set of flex-
ible components to collect information, communicate requests, organize resources and
integrate services effectively. However, until today traffic information is not fully consid-
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ered by existing transportation management systems. Additionally, existing solutions and
projects view the Smart Grid and transportation management system as two independent
systems.

In this section, we introduce the basic required infrastructures (power generation facilities,
electric vehicles supplies, Smart meters, etc.). The wired and wireless communication
technologies of connected vehicles is already discussed in sub-section 2.2.2; we briefly
to introduce communication technologies used between vehicles and electric supplies.
Then, we explain the value chain of electric vehicles and supplies markets. In fact, an
early phase in any management system is to take into account the financial considera-
tions.

5.3.1/ INFRASTRUCTURE AND BASIC REQUIRED FACILITIES

In this part of work, we focus on electrical vehicles. Fuel-based vehicles are not con-
sidered in this work because our goal is to promote alternative and clean transportation.
Electric motors consume a large amount of electrical energy and require mainly basic
resources and hardware such as electricity factories and utility, charging stations, sen-
sors, metering devices, etc. Electricity generation and supplies together with energy
management utilities constitute the Smart Grid, which uses communication technologies
to collect and analyze the state of electric grids in order to monitor the production and
the consumption of electricity. It defines how energy is transmitted, distributed, and mea-
sured efficiently. In addition, Smart Grid technologies aim to keep grid load balanced and
promote the utilization of renewable grid resources. The Smart Grid produces energy
from several resources (wind, solar, water, nuclear, bio-energy, coal, fuel, etc.), carries
electricity and delivers it to consumers by using transmission and distribution units. When
consumption is lower than production, the additional energy is stored in storage units.
The Smart Grid uses metering units (also known as Smart Meters) to record electricity
consumption and evaluate the usage of electric energy. Communication units integrated
into the Smart Grid facilitate remote control by communicating information to all other
units. Finally, the Smart Grid uses security units to prevent and control damage.

Electric cars come with a new type of charging station or Electric Vehicle Supply Equip-
ment (EVSE) to charge the cars’ batteries. Indeed, an important element of charging
stations is the chargers’ efficiency. Electric vehicles can be recharged from a domestic
wall socket or external charging station. Other solutions, such as mobile charging stations
and battery replacement stations, have been introduced recently to the charging market.
IEC 61851 [61] is the international standard of the electric vehicle charging system. This
standard describes all circuit and protective device requirements. As mentioned previ-
ously, there are three types of recharging, which are summarized in table 5.2.

We note that the charging voltage and current for an electric vehicle depend on the design
and setting of the on-board charger of the electric vehicle manufacturer, which may cause
the charging time to vary [61]. A higher charging current shortens the charging time.
Sheneider electric provides a full list of commercial charging station facilities designed for
north American commercial and residential end-users [49].

Many research programs and industrial projects focus their efforts on optimally deploying
electric utilities, especially charging stations, to balance the load of the Smart Grid so
that electric vehicles do not overload the electric grid. The first deployment solution for
charging stations used fuel charging stations at specific parking locations. Next, people
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Table 5.2: Recharging Types
Charging Voltage
and Current

Charging Power Charging Time Re-
quired

Slow charge 220V, 13A* 2.9 kW 6-7 hours

Normal
charge

220V, 16A* 3.5 kW 4-5 hours

220V, 32A* 7.0 kW 2-3 hours

Fast charge DC Quick Charging
400 A

50 kW ' 30 min

began installing charging stations in their homes. These home charging stations can
potentially cause instability in the electric grid. To optimize the deployment of charging
stations and balance the energy consumption and production loads, many studies were
proposed. They take into account the energy load in the roads and financial cost of
building electric utilities and charging stations [207] [220]. In addition, the Electrical and
Mechanical Services Department has specified and revised technical regulations in order
to satisfy the requirements needed to deploy electric charging facilities [61]. Charging
infrastructures can be categorized as follows:

• Public charging station (e.g., in public parking, outlet and commercial area).

• Private charging station (e.g., home, company’s parking, etc.).

• Private-shared charging station (e.g., shared electric taxi).

Smart Grid infrastructures and facilities are summarized in [147] [89].

5.3.2/ COMMUNICATION TECHNOLOGIES

Smart networks open up many possibilities to make an electric power transmission sys-
tem smart. Many technologies cooperate to ensure real-time communication to transmit
crucial data (demand load, road traffic information, client location, and charging duration
information) and to provide various transport applications and services (charging station
reservation request and reply, safety control information, battery state, path planning, and
authentication).

As shown in figure 5.2, several wired and wireless communication technologies could be
used. We focus in this subsection on communication technologies between vehicle and
electric supplies as we already introduce all communication technologies used by the
connected cars in Section 2.2.2:

Communication is possible over power lines, telephone lines, coaxial cables, and un-
shielded twisted pair or optic fibers. These technologies are used to communicate be-
tween fixed facilities, and they offer reliable data transmission to the energy manage-
ment system. Wired networks are also used to communicate among components (micro-
controllers, sensors and devices) inside the vehicle (see 2.2.2). Wired installation is ex-
pensive and does not support mobile communication between vehicles and infrastruc-
tures; wireless technologies, in contrast, are more flexible and cheaper to use. The smart
transport management systems also use many wireless technologies depending on the
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Figure 5.2: Communication Technologies

services being supported. For example, to achieve low power monitoring, they utilize
Radio-Frequency Identification (RFID) to authenticate the car for parking or charging.
Bluetooth is used to monitor charging remotely, and Zigbee (802.15.4) is used to send
information about the battery state to the charging station. For long range communication
and highest QOS, it uses WiFi, WAVE, wimax, 3G, 4G/LTE (see sec:concomtech). These
technologies plays key role and facilitate communication between mobile vehicles and
energy management systems and facilities.

5.3.3/ FACILITIES VALUE CHAIN (BUSINESS MODEL OF ELECTRIC VEHICLES AND
SUPPLIES MARKET)

Figure 5.3: Simplified value chain of electric vehicles and supplies market

Depending on the infrastructure deployment model and the provided services, the total
cost of deployment includes one or all of the investments and service costs shown in fig-
ure 5.3. The total cost covers: (i) the deployment of infrastructure, which includes electric
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utility deployment and generation as well as the cost of metering devices which enable
power management, (ii) the fee for the charging process and the fee for renting the bat-
tery. Given that the battery is more expensive than a car today, car vendors rent a battery,
and clients pay a monthly bill, (iii) the network infrastructure and maintenance costs, and
(iv) Management services costs which include power grid management, charging oper-
ation management, etc. These fees depend on government policies in place during the
construction of the charging infrastructure. The government could finance the projects,
or funding could be sought from private companies.

Europe has created a high-speed electric rail network that joins almost all of its coun-
tries together. Other electric vehicle projects are currently under progress. EURELEC-
TRIC [17] is the European electricity industry association that has 32 European coun-
tries as members. Its mission is to cover issues affecting the electricity industry, energy
policy, renewable power and the environment. [66] presents two models to deploy charg-
ing infrastructures to be used for electric vehicles and to organize the Electric Market
(E-Market). Two possible charging station models have been proposed: (i) in the inde-
pendent e-mobility market model, the infrastructure investment is recovered only by the
electric-mobility (e-mobility) customers. This model is currently being implemented in
Germany, France, Spain and Denmark. When customers want to use a charging station
operated by a different e-Mobility service provider, access can be granted via a roaming
agreement. In (ii) the integrated infrastructure market model, the infrastructure invest-
ment is included in the grid fees. Thus, all grid clients pay for the construction of the
charging stations and a multi-vendor platform with competitive offers among e-Mobility
service providers and continue to have access to the public charging infrastructures. This
market model is already being implemented in Italy, Ireland and Luxembourg.

5.4/ SUSTAINABLE MOBILITY: MANAGEMENT ARCHITECTURES

AND ON GOING PROJECTS

Through connected vehicles; collecting and processing information that affects energy
consumption is now possible. These information help manufacturers and drivers to cope
with some of the electric vehicles’ limitations (such as short battery autonomy). By using
such information, we can achieve, for example, most efficient itineraries. In this section,
we first review some recent research efforts and projects on transportation management
systems, focusing on data acquisition and processing. Then, we describe three types of
applications: (i) fleet management systems, (ii) G2V and V2G management systems and
charging stations’ reservation solutions, and (iii) itinerary planning applications.

5.4.1/ FLEET MANAGEMENT SYSTEM

Fleet management systems and architectures are designed mainly to collect useful infor-
mation and to support several services. Those systems aim to improve driving efficiency,
perform smart resource allocations, reduce traffic jams, etc. The provided services de-
crease pollution and the amount of consumed energy. Several research efforts cover the
fleet management system [208] [120] [201] [203].

The authors in [208] implemented a fleet management system that collects data such as
mileage, fuel consumption, and driving speed via General Packet Radio Service (GPRS)
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and Short Message Service (SMS). The information collected is used to obtain more ac-
curate location information while tracking the fleet. The tracking system receives real-time
vehicle positions by combining two technologies such as a Global Positioning System
(GPS) and Global System for Mobile Communications (GSM) and by using a Kalman
fiLTEr to improve the location accuracy. To be able to perform autonomous decisions
(e.g., avoid congested roads and decelerate if an obstacle blocks the road), cars are
equipped with front-end intelligent technology, which makes them less dependent on re-
mote backend servers that are usually used to calculate the cars’ positions and send
them back to the cars’ GPS (e.g., a Tomtom GPS device receives positioning informa-
tion from a remote server). In addition to vehicle tracking, this solution provides other
features such as driver assignment, maintenance alert, etc. In [120], the authors devel-
oped a health management system for military vehicles. To verify a vehicle’s state, the
architecture collects data using the engine’s internal sensor and axle measurements and
sends them via Zigbee to a central computer. The latter uses a fuzzy model developed
on expert knowledge and a linear damage model in order to obtain accurate vehicle di-
agnostic information and to locate axle fatigue damage. In [201], the authors designed
a multi-agent traffic management system. Each agent in this system collects real-time
traffic information and sends it to a centralized controller. The centralized controller re-
trieves optimum green light duration information in order to reduce traffic jams by using
the traffic information and a genetic optimization algorithm. In [203] and [202], the authors
proposed a web information system for fleet management and transport telematics. The
architecture collects information using GPRS, Wireless Application Protocol (WAP), and
SMS. This information is used to provide several services in addition to vehicle tracking,
fleet management, itinerary generation, and vehicle rerouting.

5.4.2/ FLEET MODEL FOR CHARGING REGULATION AND SCHEDULING

The regulation service monitors electricity consumption in order to ensure the Smart
Grid’s stability even during peak hours. For example, by reducing the power price at
night, customers are encouraged to modify their charging habits and pushes them to
choose the off-peak periods for charging. Vehicle to Grid (V2G) is a regulation solution
that encourages individuals to sell electricity stored in the vehicle to the Smart Grid rather
than buying from it. This solution helps to support the Smart Grid in peak load hours. It
requires to recover a large quantity of energy from many charged cars that are parked
for a long time. However, the disadvantage of frequent charging and discharging is to
damage the battery and reduce its lifetime. In [129], the authors studied the financial
impact of battery degradation. To avoid the case in which the V2G gain is lower than the
investment cost, the fleet company forecasts the V2G revenue and studies the impact of
parameters such as battery cycle life and regulation requests (request to generate more
or less power). In addition, the authors considered a fleet of trucks instead of private cars
because the fleet company can manage the truck fleet efficiently and pay for the battery
recycling costs. The results show that the battery life duration is one of the critical param-
eters in the V2G financial model; therefore, to make such a model profitable, it needs to
be supported with higher energy rates (higher renewable energy penetration). In [198],
the authors proposed a multi-charging station. A multi-charging station is a set of charg-
ing stations that are connected to the same electric distribution node in residential, office
and commercial areas. The idea is to monitor a large fleet of electric vehicles using a
Fuzzy logic model in order to balance the electric charging load and to keep the Smart
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Grid stable. Thus, it manages electric vehicle charge/discharge decisions depending on
time, the client’s charge/discharge preferences, and the studied area type (residential,
market, and office). Simulation results show that this model is easy to implement and that
it can give the available power in the charging stations, the charging demands, and the
total unused energy in cars in each area. The unused energy could be used to supply the
Smart Grid and balance the load in the charging points.

Recent efforts described in [92] [222] [185] [180] [228] [212] aim to reduce energy cost
and usage and to increase the stability of the local power system by managing the charg-
ing and discharging operations of electric vehicles. In [92], the authors implemented a
hardware-based, three-layered architecture for a Battery Management System (BMS).
The BMS estimates the battery charging status and helps to extend battery life by includ-
ing a fully integrated active charge equalizer. The charge equalizer balances the voltage
between the battery cells during the charge/discharge periods and ensures the full charge
of all cells while charging and the full discharge of all cells while discharging. In [222], the
authors studied the characteristics of charging station loads. To forecast daily electric ve-
hicles’ charging load, they proposed three models: the back-propagation neural network
model, radial basis function neural network model, and grey model. In [185], the authors
proposed the Reliable Broadcast for Electric vehicle Charging Assignment (REBECA) .
REBECA aims to determine the number of electric vehicles that can be served efficiently
using queuing theory (M/M/1) and statistical analysis to keep the latency and the proba-
bility of EVSE overloads as low as possible. In [180], the authors analytically modeled the
waiting time in charging station queues. They proposed a distributed solution to charging
station scheduling in order to minimize the waiting time in the charging queue and to bal-
ance the power utilization among several stations. To do so, each electric vehicle sends
a reservation request to the nearest charging stations. The charging stations exchange
reservation information via the internet and 3G. This information helps to estimate the
current waiting time at each charging station. The results of this estimation are sent to
the clients who later choose the best station for the next charging process to reduce the
waiting time and minimizing air pollution at the same time. Below, we cite examples of
ongoing projects regarding electric transportation.

5.4.3/ GREEN ITINERARY PLANNING

Green itinerary planning is a type of route planning based on energy consumption. Un-
fortunately, green itinerary planning is an underexplored area of research. In [183]the
authors described a green fleet management architecture called EcoDrive. EcoDrive pro-
vides a route planning service and supplies a wide range of real-time services based on
the information collected from the road traffic and high precision fuel consumption. As
depicted in figure 5.4.3, Ecodrive consists of a global server (a server from the company
Orange in this work), the company’s server, and a vehicular network. The client books
a car on a company server that sends the request to the global server. This server then
computes the best itinerary using: (i) road cartography information based on informa-
tion such as elevation and speed limits, (ii) the vehicle’s feature, including its weight and
engine efficiency; and (iii) weather conditions, including wind speed, temperature, etc.
During the trip, the Floating Car Data (FCD) and ”special vehicle” notifications are sent
and stored on the global server database for further use. At the end of the process, the
economic itineraries are sent to the company fleet, and the best one is uploaded into the
GPS device or into the smart phone of the driver. However, this solution considers fuel
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vehicles only.

Figure 5.4: EcoDrive green fleet management system [183]

In the next chapter 6, we details electric vehicle itinerary planning solutions and we
present our novel solution that optimizes the energy utilization and consider the battery
short autonomy.

5.4.4/ ONGOING PROJECTS ON ELECTRIC TRANSPORTATION

ECOtality, a leader in clean electric transportation technologies, has deployed chargers
in major cities across the United States as a part of its electric vehicle project [67] [21].
ECOtality has three charging station solutions: (i) Blink for consumers and businesses,
(ii) Minit Charger for industrial applications, and (iii) ETEC LABS for research testing to
improve battery technology and the use of electric vehicles. Through the Blink member-
ship program and free charge rewards, the ECOtality EV project obtains information from
electric vehicle drivers and charging stations about the consumption patterns of elec-
tric vehicles in any weather condition. This collected information is analyzed in order to
evaluate the effectiveness of charging facilities, the evolution of the green transportation
system, and the commercialization of electric vehicles. The Electric Drive Transportation
Association (EDTA) is a US industry association working on hybrid and electric vehicles
and transportation technologies. The EDTA works with policymakers to promote electric
drive transportation [12]. The Edison Electric Institute (EEI) (a member of EDTA) fo-
cuses on increasing the awareness, acceptance, and adoption of electric transportation
by enhancing the management of the power grid, promoting electric power generation,
and providing strategic business information. To optimize the energy use, the company
Southern California Edison [52] provides useful guidelines for safe and reliable electric
vehicle charging installations. The company proposes equipment upgrades to achieve
energy savings in current facilities, and it organizes workshops and classes to teach how
to manage the power usage.

European countries, such as Spain, Ireland, France, and Italy, have also started to use
renewable energy through many projects. For example, the ENDESA company started
the SmartCity project in Malaga, Spain. This project is the largest eco-efficient city ini-
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tiative in Europe. It relies on a renewable energy generation and management system,
a charging infrastructure, smart meters, and advanced communication to optimize the
energy distribution for the charging of electric vehicles. The project also allows clients to
monitor their energy consumption habits online [51]. In the city of Saitama, Japan, Honda
launched the Smart home system in collaboration with other companies. As an efficient
home energy management system, the Smart home system manages the urban use of
electric vehicles. The project manages the urban use of electric vehicles. It aims to re-
duce CO2 emissions and to optimize the generation and consumption of power through
electric car sharing, commercial use of electric cars, strategic implementation of electric
supplies in Saitama, and infrastructure and car maintenance to ensure compatibility and
long life-cycles [30].

5.5/ SUSTAINABLE MOBILITY: STANDARDIZATION EFFORTS

STMS is a green intelligent transportation system that aims to address economic and eco-
logical issues. However, STMS is composed of many complex sub-systems (Smart Grid
for power generation, distribution and metering, fleet management systems, communica-
tion network) and is the result of the integration of efforts from many different countries,
companies and research institutes (see sub-section 5.4.4). Thus, it is important that we
get a set of standards to follow in the next decades to ensure interoperability and growth.

5.5.1/ STANDARDIZATION REQUIREMENTS

A successful STMS design and deployment needs to satisfy the following requirements:

• Guarantee the interoperability and integration between heterogeneous sub-systems
(Smart Grid, fleet management system, charging reservation, authentication and
payment systems),

• Unify the framework and schemes to fabricate compatible universal devices (cars,
batteries, charging stations),

• Define guidelines to develop the required electric and network equipments (inlet,
connector, plug and socket-outlets, wired or wireless devices to connect the cars to
the charging stations, etc.),

• Design user-friendly interfaces to simplify the utilization of new equipment and tech-
nologies related to green transportation,

• Ensure safety of all electric installations (define the maximum current and voltage
to use in domestic or commercial charging stations),

• Introduce a set of rules and best practices for many situations and conditions (e.g.,
advice for electric battery maintenance, safety caution after a collision when driving
an electric vehicle, etc.),

• Define economic models for the electric-transportation market in which standard
organizations define how to deploy publicly accessible charging infrastructures, or-
ganize electric cars and electric charging stations investment in order to ensure
balance between reducing costs and getting a profitable gain,
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• Define priority actions to ensure the long-term system utilization and upgrade (for
example recycling the battery instead of throwing it away).

5.5.2/ STANDARDS

Automotive and power generation companies proposed a wide variety of products and so-
lutions to meet the highly diverse needs of green transportation trends. The standardiza-
tion of those solutions presents a growing need in the transportation sector. International
standard organizations such as SAE, ISO/IEC, IEEE, have started to create a set of stan-
dards for electric and hybrid vehicles and charging utilities to avoid incompatibility among
products, to simplify the production of various components, and to ensure safety as high
voltage is used in ESVE to feed electric and hybrid vehicles [59] [62] [70] [22] [28] [71].
As shown in Table 5.2, we can classify these standards into three categories: (i) Electric
component connectors, inlet standards and EVSE standards, which specify connectors
(inlet, connectors, plug and socket-outlets, etc.) and the different charging modes and
describe general design requirements for electric and hybrid vehicles, (ii) Communica-
tion standards, which describe the communication between vehicles’ internal components
(CAN bus, sensors, etc.), communication between electric vehicles and the EVSE, net-
work and application protocol requirements for V2G communication interface, physical
and data-link layers requirements for V2G communication interface, etc.; and (iii) Safety
standards, which specify safety features to cover all life-cycle phases (design require-
ments, test units, recycling programs, etc.). These features help to prevent hardware
and software failures in the automotive system, estimate potential system hazards, and
specify installation protection for electric telecommunication facilities for electric supply
locations.

In addition to electric and hybrid standards, there is another standard for renewable en-
ergy called the Renewable Portfolio Standard (RPS) which specifies the required rules to
increase renewable energy production by power companies [65].

5.6/ SUSTAINABLE MOBILITY: CHALLENGES AND ISSUES

The increasing shortage of fuel expected in the future is motivating researchers, design-
ers, car manufacturers, and transportation agencies to seek alternative sources of power,
such as electric power, for vehicles. In table 5.4, we present some of the benefits of green
transportation and the main drawbacks that can delay a large-scale deployment of this
kind of transportation. Then, we discuss some of the issues and challenges associated
with the deployment and management of electric vehicles:

5.6.1/ THE COST

The raw materials needed to manufacture electric batteries are scarce and costly. In ad-
dition, the battery state degrades quickly with poor or inconsistent charging habits or in
case of frequent fast charging. Thus, many additional maintenance fees are needed to
keep electric vehicles operational. Moreover, new innovative engineering solutions are
needed to improve the efficiency of electric vehicles, to increase the amount of battery
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Table 5.3: SAE, ISO/IEC Standards
Type SAE Standard ISO/IEC Standard

Connector, inlet &
EVSE

J1772TM: PEV conductive
charge coupler,
J2954: PEV wireless charge,
J2894: Power quality
requirements for plug-in electric
vehicle chargers,
J2894:
1) Requirements,
2) Test methods,
J2990: Design preferences
identification, systems and
components descriptions,
testing procedures definition.

IEC62196:
1) Industrial plugs and
socket-outlets,
2) Plug types,
3) DC fast charging (draft
standards),
IEC61980-1: Inductive charging
safety coupler supply
equipment.

Communication J2836TM: General information
(use cases),
J2836/1TM:
1) Utility programs,
2) Off-board charger
communications,
3) Reverse energy flow,
4) Diagnostics,
5) Customer and Home Area
Network (HAN),
6) Wireless charging,
discharging,
J1939 Vehicle’s internal
communication components.

ISO, IEC15118:
1) Vehicle to grid
communication interface,
general information and
use-case definition,
2) Network and application
protocols requirements for V2G
communication interface,
3) Physical and data-link layers
requirements for V2G
communication interface.

Safety J2344: Electric, HEV and
Plug-in, Vehicle Safety,
J1766: Crash integrity testing.

ISO6469: EV safety.
IEC61851: Operating conditions
and safety requirements.

charge, and to reduce the charging duration to increase maximum driving distances. Fur-
thermore, the Smart Grid and fleet management systems require more funds to maintain
and manage the currently deployed infrastructures for electric vehicles.

5.6.2/ STANDARDS

Another challenge is the lack of universal standards and regulations for electric facili-
ties and electric vehicle markets. Indeed, many vehicle manufacturers, renewable power
producers, researchers, and governments simultaneously started many initiatives and
projects to improve the electric cars’ efficiency and to deploy them to ensure cleaner
transportation. This led to the development of many different types of electric motors,
charging stations, electric plugs, communication technologies, and pricing models. Thus,
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Table 5.4: Benefits and Drawbacks of Green Transportation
Advantages Drawbacks

- Highly efficient vehicles that reduce the
power consumption,
- Clean vehicles with low CO2 emission,
- Uses renewable energy sources such as
solar, water, wind, etc,
- Allow sustainable mobility.

- Electric and hybrid cars are still expensive,
- Electric vehicles are not useful for long
trips and limited to daily driving profile,
- Battery charging takes a long time,
- Initial deployment is still expensive and
needs a deep financial study to organize it.

the electric car has many charging modes (see Table 5.2) and, most of the time, an elec-
tric car bought from one manufacturer cannot be charged automatically in any charging
station except the one designed for its model (Section 5.5.2) [128]. In addition, most of
the solutions presented in earlier sections assume that electric vehicles and charging sta-
tions share the same characteristics (same plug type, charging mode, capacities, etc.).
As a result, a common standard must be specified to support a variety of devices as
well as battery types (Lead-acid, Nickel metal hydride, and Zebra Lithium ion), chargers
(fast, slow, and normal), traction motors (induction motor, interior permanent magnet syn-
chronous motor, and spoke-type interior permanent magnet synchronous motor), power
converters, and vehicle types (small car, truck, or bicycle), each of which has its own
constraints and charging preferences. Moreover, standardization will play a paramount
role in the future of electric vehicles. It motivates manufacturers to produce electric vehi-
cles and encourage drivers to buy them. In fact, standards help to open up competition
and reduce the manufacturing and deployment costs. Additional work is still needed in
the standardization area to address the following emerging issues: updating the current
standards to include the electric distribution network of electric cars, developing energy
efficiency measurement capabilities for on-board chargers, standardizing voltage levels
in all types of electric vehicles in addition to the standardization established for industrial
vehicles (personnel and burden carriers, scrubbers and sweepers, etc.). The develop-
ment of a future standard will require closer collaboration between the standardization
organizations (SAE, IEC, and ECE), researchers, and manufacturers.

5.6.3/ POWER GENERATION AND SMART GRID

Given that electric vehicles consume a large amount of electric energy, the Smart Grid
faces a considerable challenge in that it must ensure the generation and management
of the required energy. Currently, we face two issues: limited power production if we
use only renewable resources (such as wind, solar, etc.) and environment pollution if
fuel is transformed to produce electricity. In addition, power transmission is limited to the
capacity of the distribution grid (transmission lines). Consequently, it is difficult to build
a distribution grid to address the need of charging on a large scale due to substantial
costs and high load safety considerations [227]. Unlike fuel-based cars, electric cars are
mainly designed to drive over short distances. To get the required charge for daily driving
profiles, they could use only the home plug to charge. However, home charging capacities
are limited to one or two cars at most, which can become an issue for customers and for
the Smart Grid if many cars need to be charged simultaneously every day.
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Additionally, although electric vehicles owners are able to sell back the power stored in the
electric battery, as we pointed out earlier (Subsection 5.4.2), the battery has a low quantity
of power, and we need many cars to feed and support the Smart Grid during peak usage
periods. Furthermore, retrieving the power stored in the battery may harm the battery
and reduce its life cycle. However, the power recovery depends on the preferences of
the car’s owner and requires metering and discharging terminals which heavily increase
the investment costs. Thus, no guarantee is provided to obtain the required energy from
cars, and we risk exceeding the power lines’ capacities if the power retrieval pulls from
too many cars in a limited area [227].

5.6.4/ INCENTIVE EFFORTS

The high costs of electric vehicles, charging stations and the associated infrastructure re-
main a challenge because the market penetration of electric cars is still not very high. To
fund future transportation projects, cooperation is needed between the electric car indus-
try, electricity companies, and the government. Several previously proposed initiatives
have attempted to promote the manufacturing, marketing, and sale of electric vehicles.
Many governments have proposed customer incentives to increase electric vehicle sales.
These governments reimburse a part of the electric vehicle’s purchase price. Electric ve-
hicle manufacturers rent electric batteries to costumers rather than including the battery
cost in the final price of the car, thereby decreasing the cost of electric cars. Finally, elec-
tric companies propose lower electricity prices in off-peak times to encourage clients not
to charge their electric vehicles during peak periods in order to ensure the stability of the
Smart Grid and to minimize the charging cost of cars.

5.6.5/ COMMUNICATION SECURITY

The Smart Grid and fleet management systems exchange a large quantity of informa-
tion, such as charging station load, electric vehicle battery states, traffic information, and
unexpected events and accidents in the Smart Grid, in real-time. Most of the available so-
lutions neglect the security of data transmission when communicating information to and
from the Smart Grid, electric cars, and charging stations. Any security attack may affect
the operation of the Smart Grid, the charging stations, and electric cars. For example,
falsification and alteration of voltage or current level information may burn the electronic
components in both electric vehicles and charging stations. Likewise, the transmission
of unencrypted information about customers’ personal and location information threatens
the customers’ privacy [226], and middle man attacks can change information in order to
control billing information. More effort is required to ensure secure, reliable data trans-
missions among the various entities of the management system.

5.6.6/ DISCUSSION

As shown in previous sections, the major barriers for electric vehicle consumers include
both the high prices of the vehicles and the lack of infrastructure to support them. For
green transportation to become reality, we cannot focus on one specific aspect of trans-
portation and ignore other factors that can affect energy management. A fully integrated
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framework where all entities are energy-aware is required to enable sustainable trans-
portation. A complete smart transportation management system is illustrated in figure
5.5. The STMS integration is not possible without the cooperation and collaboration of
car manufacturers, scientists, electricity companies, governments, and standardization
organizations.

Figure 5.5: Toward a Smart Sustainable Transportation Management System (STMS)

We depict the STMS integration in layers in figure 5.6. We summarize the interaction
between the different layers as follows: first, collaborative organizers studied the actual
deployment state of electric vehicles and supplies, considered all previous experiments
and leakages, and then suggested universal standards and policies. After that, the man-
ufacturers should product the required components, such as electric batteries, charging
stations, plugs, etc., by following the organizers’ specifications. At the same time, the
electric power industry should build the required power infrastructure to support the elec-
tric vehicles’ charging load. The next step is the most important. The cycle of power
production and consumption should ensure: (i) real-time communication that has a cru-
cial role in delivering and exchanging sensitive information (such as energy load from
Advanced Metering Interfaces (AMI), the vehicle’s battery state, charging requests and
replies, etc.) between electric utility companies and customers, (ii) load balancing and op-
timized energy management (production, distribution, and consumption) that scale with
the new transportation market’s energy demands, (iii) efficient fleet management (fleet
assignment, itinerary planning, etc.), and (iv) charging station management that sched-
ules electric vehicles’ reservations and charging. Finally, each layer sends feedback re-
garding its functionality (for example: charging stations efficiency, energy production and
consumption information, etc.) to the upper layers to improve the STMS.
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Figure 5.6: STMS: Layers’ interaction

5.7/ CONCLUSION

The main goal behind this chapter is to present sustainable mobility concept as a new
paradigm in the research fields. The chapter gives an overview of sustainable mobility
and future transportation systems that aims to reduce pollution by using new commu-
nication technologies to manage energy consumption. Indeed, transport and mobility
constitute one of our main priorities. Many countries are seeking to solve sustainability
equation to increase mobility while reducing the side effects of transport on our quality
of life. To achieve these two objectives an intensive investigation about different possible
solutions decisions and choices need to be done. Therefore, in this chapter, different
transportation technologies, communication technologies that form sustainable mobility
are introduced. In addition, several transportation architectures and systems as well as
innovative projects carried out to fit with energy consumption constraints and pollution
problems are presented. Moreover, recent standardization efforts in regard to various is-
sues related to electric transportation are reviewed. Furthermore, challenges and issues
that still need be addressed in the future to have a fully functional and cost-effective green
transportation system are discussed. Finally, this chapter aims to introduce the next two
chapters, where we address two problems related to sustainable mobility. In chapter 6,
we present our first solution for electric vehicle itinerary planning and in chapter 7, we
present another solution that optimally deploys electric charging stations.





6
ITINERARY PLANNING FOR ELECTRIC

VEHICLES IN SMART CITIES

6.1/ INTRODUCTION AND PROBLEM STATEMENT

As shown in chapter 5, great efforts are invested in reducing emissions of greenhouse gas
at a world scale. The use of electric vehicles (EVs) is considered as one of the best green
transportation alternative. In fact, the utilization of electric vehicles is impacting both
economy and ecology; they allow achieving energy independence by using domestically-
generated electricity rather than relying on foreign oil. In addition, electricity is cheaper
than fuel, and can be generated using natural renewable resources, such as solar or
wind power, and hence helps to limit pollution [15]. Furthermore, electric vehicles are
more efficient and consume less energy than fuel vehicles, even for the same weight.
We should therefore elaborate new global solutions in which fleets of electric vehicles are
heavily contributing.

Today, electric vehicles face the same battle that any new technology must overcome:
hype and skepticism. According to the EDTA, there are nearly 90,000 EVs on the road in
the United States [72], with each auto maker introducing their own electric vehicle model
to the marketplace. From the vision of future smart transportation, electric vehicles are
expected to gradually replace gasoline-powered vehicles. In fact, electric vehicle sales
grew about 10 times from 2011 to 2013, and they represent 0.3% of total vehicle sales
in the united states [72]. In Europe, diesel and gasoline cars account for 97% of all new
car registrations. Electrics and natural gas and ethanol-fueled vehicles combine to make
up the remaining 3%. Electric vehicles make up about 0.2% of vehicle registrations, with
the Netherlands being the front-runner at about 0.8% of vehicle registrations in 2012 [68].
However, electric batteries limitations have contributed to hindering their progress. In fact,
the autonomy is at most close to 400 kms for a full charged battery (see table 5.1). In
addition, the electric battery needs long charging duration that depends on the charging
type 1 as shown in table 5.2. These limitations lead us to think about more practical way
to drive electric vehicles, for example by choosing the most economic itinerary in term
of power consumption and considering the battery drop. As already described in section
5.4, few works have addressed the economic itinerary for fuel vehicles. For electric ve-
hicle itinerary planning, one solution is to use the Dijkstra algorithm. It uses a weighted
directed graph to determine the shortest path between the source and the destination
node [115]. However, the Dijkstra algorithm does not solve a graph with negative edges;

1An alternative solution is to replace the battery instead of charging it for long duration [97]
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for electric vehicles, some path costs are negative because electric vehicles regenerate
the energy when they decelerate (e.g., along the way down). To address the issue of
negative path cost, the authors in [136] calculated the shortest path by using the Johnson
algorithm or an adaptation of the Bellman Ford algorithm [168]. In addition, the vehicle’s
weight, air friction, and road elevation are considered while computing the most efficient
path. The green navigation solution [187] [111] extended the shortest path algorithm as
follows: (i) energy-consumption and recharge are formalized as a particular case of the
constrained shortest path problem, (ii) an adaptation of the four shortest path algorithms
(i.e., Dijkstra, First in First Out (FIFO), expand, and expand-distance) is proposed to eval-
uate the negative path cost in the case of charging or regeneration of the power, and (iii)
a prototype software system for energy efficient routing is implemented based on open
source libraries, including OpenStreetMap (OSM) [39] and NASA Shuttle Radar Topo-
graphic Mission (SRTM). Other solutions are proposed to provide the positions of charg-
ing stations. For example, CarStations [6] is a web application that shows the positions
of the charging stations on a map. This application does not provide itinerary or power
consumption computation. The electric vehicle charging station location application [13]
displays the shortest itinerary based on distance and the number of charging stations
on the road, but it provides no alternative route if the shortest path does not have any
close charging station. Almost all previous studies calculate the most economic itinerary.
However, they neglect to consider that drivers may not follow the planned route to find
a charging station when the battery power level drops. In [106], the authors designed a
framework that collects data (position, speed, state of charge, weather, etc.), transmits
them via GPRS to a central server, and performs the following analyses on electric fleet
vehicles: (i) road utilization statistics to calculate road usage in order to locate charg-
ing points optimally, (ii) trip statistics to report information about battery State-Of-Charge
(SOC) and the trip duration, (iii) determination of charging intervals in order to define
charging intervals and durations.

All previous solutions may help to find best itinerary in term of distance or consumption.
However, in case of battery drop, the driver has to leave the already planned route to find
an electric charging station.

Accordingly, we propose an extension of green fleet management architecture for fuel
cars (EcoDrive) [183] described in section 5.4. The new extension: Electric vehicle fleet
management architecture (Ev-Drive) aims to cope with the limitations of existing solu-
tions. The most important challenge in case of electric vehicles itinerary planning is the
consideration of battery limitations and hence the obligation to include battery charging
in the trip calculation.

This chapter includes three sections. Section 6.2 describes Ev-Drive architecture and
details the process of itinerary planning. Section 6.2.2 explains the power consumption
procedure for electric vehicles. Section 6.3 introduces a proof of concept through a de-
scription of the performed implementation. Finally, 6.4 concludes this chapter.

6.2/ ELECTRIC VEHICLE FLEET MANAGEMENT ARCHITECTURE

(EV-DRIVE)

We propose in this section our advanced fleet management architecture for electric vehi-
cles. This architecture considers the most important factors that can affect the traveling
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mode of electric vehicles, in order to offer different services to fleet management com-
panies for an efficient monitoring and management of their fleets. In addition, one of
the most important service of our architecture, consists on providing economic itineraries
planning for electric vehicles. Best routes, in term of electric power consumption, are
computed based on the collected information about road topology, weather conditions,
vehicle characteristics, driver profile, traffic conditions and electric charging stations posi-
tions. In case of battery drop, new routes passing through the nearest available charging
stations are calculated and provided to the driver.

Herein, we present the architecture of the solution, primary entities, communication tech-
nologies and necessary steps to compute the best economic itinerary for electric vehicles.

6.2.1/ EV-DRIVE ARCHITECTURE DESCRIPTION

As shown in figure 6.1(a), the architecture is mainly composed of: (i) one global server,
(ii) several companies’ fleet servers, and (iii) electric charging stations. The main server
collects data about roads events and charging stations availabilities, processes them and
stores them in three databases. The first database contains technical characteristics for
both fuel and electric vehicles, the second database contains electric charging stations
information (address, capacity, efficiency, prices, availability, etc.), and the third database
contains other information about road state (road works, race or any show days dates,
etc.). The main role of the global server is the computation of best itinerary using all
available data.

The company’s fleet server provides web interface to its clients, to book a vehicle and
enter the trip information (source, destination, chosen vehicle). After that, the fleet server
requests the global server to compute the best route. It also sends the collected traffic
information and anonymous information about driver behavior to improve the accuracy
of the results. Vehicular communications (V2V and V2I) are used to transmit data (e.g.
itinerary update) from the fleet server to the vehicles, and to transmit information mes-
sages from the vehicles to the fleet server. The messages can contain information about
accidents or road works notifications.

In our work, we suppose that charging stations are connected to Internet through a wired
or wireless connection and can send their real time availability information to the global
server.

Thereby, to plan a trip, a client books a vehicle from the available fleets of the company
using the web application as shown in figure 6.2. The fleet server sends the request to
the global server. Then, the global server uses Google Maps API and Yahoo Weather
API to get the possible routes from the source to the destination, the road elevation and
road speed limits, the vehicle’s characteristics and all the weather conditions that can
impact the computation. It uses the replies and all cashed data to compute the electric
power consumption using a process detailed in the next section. We have two cases:
(i) Non-drained battery: the battery charge is insufficient to complete the whole trip and
there is no need to recharge, and (ii) Drained battery: the battery power is lower than a
certain threshold (we choose third of full capacity) and the global server has to provide a
route that includes an electric charging station; the charging station should be close to the
drop position. Figure 6.1(b) summarizes the communication steps between the different
system components. Figure 6.3 represents the energy computation algorithm used by the
global server. In the case of non-drained battery, the main server calculates the needed
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(a) Ev-Drive: architecture

(b) Ev-Drive: communication sequence diagram

Figure 6.1: Electric vehicle fleet management architecture Ev-Drive

power for each route segment. In the case of drained battery, the global server requests
the nearest charging stations from its local database and recalculates the routes from the
draining point to the final destination. At the end, sub-routes’ consumption are added to
the main routes and the results are sent back to the fleet server. This later displays the
different possible itineraries in a map with different details of consumption, and suggests
the most economic one to the driver. Upon the validation of one of the itineraries by
the driver, the planned trip is sent on the GPS of the chosen vehicle, or on the driver’s
Smartphone.

During the trip, the vehicle collects information about the route and sends periodic feed-
back messages (Floating Car Data, FCD) and event-triggered messages (special vehicle,
road works, accident, etc.) using RDEL protocol (see section 4.2.2) to the fleet server.
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Figure 6.2: Web interface to book electric vehicle

Notation Meaning
S Source
D Final Destination
C Chosen vehicle
R Routes retrieved with Google Maps API
W Weather retrieved by Yahoo API
E Elevations values retrieved with Google Maps API
CS Charging Station

Figure 6.3: Electric power computation diagram

For example, in figure 6.1 when vehicle V1 receives accident notification from vehicle
V2 via V2X communication using RDEL, it sends an event to the fleet server. The fleet
server retransmits the information to the global server, which calculates itinerary updates.
Then, the fleet server transmits the received itinerary updates from the global server to
the affected vehicles via LTE or using RDEL depending on current density of the road.
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Later, the vehicle stores an aggregated trip information and driver behavior in a black box
and sends it to its fleet server using RDEL when they get back to the company. This
information helps to enhance fleet management and monitoring.

In the next subsection, we explain the electric power consumption calculation and clarify
how weather condition and road topology impact electric consumption.
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6.2.2/ ENERGY CONSUMPTION PROCESS

To reduce power consumption, it is important to understand all the factors that can affect
the vehicle’s driving performance and energy utilization. As with an internal combustion
engine (ICE) vehicle, drive range for an electric vehicle is affected by elevation, temper-
ature, speed, use of climate control, and so on. As shown in figure 6.4, many forces act
upon the vehicle when it moves at any given speed: Fd, Fr and Fp are the aerodynamic
force, the rolling force and the force due to the gravity, respectively.

Figure 6.4: Power Consumption

To compute the electric power consumption, we perform the following steps:

First of all, we calculate the force F to drive a car as shown in equation 6.1. The definitions
of the variables are given in Table 6.1.

F = Fd + F p + Fr

Fd =
1
2
· ρair · S Cx · v2

relative

F p = m · g · sin(θ)

Fr = Cr · m · g · cos(θ) (6.1)

The second step consists in computing the needed power P that overcomes the force
resistance. P is given by equation 6.2.

P = F · v, where v is the speed (6.2)

After that, we need to calculate the effective power Pe. Indeed, the real power consump-
tion or the effective power Pe depends on the efficiency of the engine i.e. the useful engine
power that the driver has. Compared to fuel cars, electric propulsion systems are charac-
terized by the presence of an electrochemical or electrostatic energy storage system, and
the electric motor is totally responsible of the vehicle’s propulsion. There are two cases
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Table 6.1: Variables’ Definition
Variable Definition

m mass (KG)

g gravity value

θ inclination of the road

v velocity of the vehicle (m/s)

vrelative (m/s) relative velocity (difference between vehicle’s and wind speeds)

S vehicle’s frontal surface

air air friction

Cx aerodynamic coefficient

Cr rolling coefficient

WEM electric motor angular speed

TEM electric motor torque

ρ engine’s global efficiency

P power provided by the engine

Pe effective power provided by the engine

for the effective power computation of electric vehicles, depending on torque and angular
speed values (see equation 6.3 if the torque value is positive and 6.4 otherwise).

Pe =
P
η

if (ωEM > 0andTEM > 0) (6.3)

Pe = P · η if (ωEM > 0andTEM < 0) (6.4)
where Tork T = ω · I

(where ω is the angular speed

and Inertia I =
m
r2

where r is the wheel radius)

The overall efficiency η indicates the percentage of the input power used from that is
actually available as propulsion power, taking all losses into consideration. It is a limiting
factor on the performance, a higher overall efficiency means that the battery capacity is
used more effectively. η could be retrieved directly from the efficiency map and in this
case (see equation 6.5, where equations 6.3 and 6.4 are combined in one level curve
map [124]). Further details on power consumption are given in [117].

Pe = P · η (6.5)

At the end, the power consumption is divided by 36 · 105 to get the consumption in kW.

Finally, we can sum all the total power consumption of each route i, Pe(i, j, k) being Pe for
the k sub-segment of the segment j of the route i (see equation 6.6), then we can deduce
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what is the most economic route and provide the results to the driver.
nS eg∑
j=0

nS ubS eg∑
k=0

Pe(i, j, k) (6.6)

6.3/ PROOF OF CONCEPT

This section describes how we implemented a part of the previously presented archi-
tecture. This implementation consists of the most important and complex entities of the
system: the global and company’s fleet server.

On the global server’s side, all databases are created, the first one is filled in with vehicles’
characteristics (name, weight, S, Cx, battery capacity, battery type, etc), in second one we
add all information about charging stations (address, recharge type, prices, etc.), and we
are currently collecting information about roads and drivers profiles for the third database
(work in progress within the European CarCoDe project).

All API requests required to calculate the power consumption are implemented, and the
primary server is able to keep the cached results for later reuse. Our solution uses three
main types of API requests: in the first one, we obtain using Google map API all possible
path between any source and a destination. Indeed, Google map API already offers a
free route computation service, and it would have been pointless and unnecessary for
us to do our own route computation algorithm in this context. In the second request and
using the same API, we get more details about each segment of the road such as speed
limits, road elevation, etc. In the last API request, we obtain using Yahoo API weather
conditions such as temperature, wind speed, etc.

After obtaining all information using API requests and local databases (vehicle character-
istics), we calculate in the global server the power consumption for each possible route
in order to know which is the most economic. The consumption computation process
presented in Section 6.2.2 is also fully programmed on the global server. In the com-
pany’s fleet server we developed the web application using PHP and JavaScript to effi-
ciently book electric vehicles and display the routes’ computations results received from
the global server. To illustrate the results, we give an example of the economic itinerary
calculation in both non-drained battery and drained battery cases. In both cases, the pos-
sible routes are displayed on a map and all consumption, duration and distance details
are given in the right side as shown in 6.3.

In case of critical battery state, the Ev-planning application generates alternative routes
that include the nearest charging station, as depicted in 6.3, where the green circle marker
is the drop position, the pink and the green pins markers are nearest charging stations;
with pink color to indicate that the charging station is chosen in one of alternative path.
From the position where the battery drops, we see that three routes are provided to
charge the battery and reach the final destination. The final power consumption is the
sum of the consumption from the source to the drop position and from the drop position
to the final destination, passing through the charging station.

The majority of the previously architecture blocks are implemented, and we are working
on additional services, such as Smartphone notification and charging station reservation.
A real fleet of vehicles is not yet tested, but the architecture is functional and can be soon
fully deployed.
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Figure 6.5: Result in case of non-drained battery

Figure 6.6: Result in case of drained battery

6.4/ CONCLUSION

In this chapter we proposed an advanced fleet management architecture for electric ve-
hicles. This architecture offers several real time services to the fleet management com-
panies in order to enhance the fleet monitoring. It collects data from fleet vehicles to
provide the best economic itinerary. The electric power consumption is computed based
on the moving force of vehicles and the effective power needed to overcome the force
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resistance. In case of battery drop, it generates routes passing through nearest avail-
able charging stations. This architecture is the first solution that considers both electric
vehicle short autonomy and all factors that can impact the power consumption. Also,
the collected information helps to locate unexpected events and improve accuracy of the
planned itinerary. This architecture fit with an important sustainable mobility challenges
related to energy efficiency. However, we noticed that the random distribution of charging
stations may lead to energy imbalance, especially when energy demand exceeds electric
supplies’ capacity. Thereby, we propose in the next chapter a new Optimized Location
Scheme for electric charging stations (OLoCs) that aims to grantee equilibrium of energy
distribution based on drivers demands.





7
OPTIMIZED DEPLOYMENT OF

ELECTRIC VEHICLES’ CHARGING
STATIONS

7.1/ INTRODUCTION AND PROBLEM STATEMENT

As mentioned in previous chapters 5 and 6, the introduction of alternative vehicle tech-
nologies such as electrical vehicles aims to achieve a sustainable mobility. However, it
brings new challenges such as a balance between vehicle recharging and available en-
ergy. Indeed, charging infrastructures are paramount for the imminent organization of
large-scale electric vehicles systems, and they need be in place prior to the introduction
of a electric vehicles. To that end, a lot of efforts are done to install the necessary infras-
tructure and facilities such as charging station, electricity factory and solar panel, etc. In
this chapter we focus on electric vehicles’ charging stations deployment. We first present
existing solutions and then, we propose our new deployment solution.

Charging stations placement is a location optimization problem. In this field, many works
are proposed and the most known are facilities location and covering location. In facilities
location problem, each facility [112] [163] has to be placed optimally in order to distribute
goods to the clients with a minimum cost. The considered criteria are relative to the client
position and investment cost. In covering location problem, the goal is to find the optimal
positions to cover the clients demand (e.g. RSUs location as seen in chapter 4).

For the charging stations placement problem, the goal is to satisfy the clients’ energy
demands while taking into account the capacity of energy resources. Many works are
done to optimally place the charging stations. In [118] the authors proposed a method
of locating and sizing charging stations for electric vehicles. The idea is to divide a Man-
hattan area into a small identical grid. In each grid, they calculated the traffic sum of all
intersection, and then deduced the cost of the transportation power consumed toward the
charging station. They estimated the number of initial partitions based on the charging
demand of the electric vehicles in the planning area and the maximum and minimum ca-
pacity of a charging station. They supposed the cost of power loss equal to the sum of
weighted distance from the charging station to the demand nodes in the service area. A
Genetic algorithm (GA) is used to get the best solution to minimize the loss. In each step
of GA, they adjusted the partition depending on demand. At the last iteration, the GA
gives the final number of charging stations with the best distribution. However, this solu-
tion does not take into account the investment constraint. Also, the traffic density of the
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road is not considered in the formation of the initial partition. This implies that the solution
is not global and depends on the chosen scenario. In [155], the authors’ goal is to find
the optimum placement of portable charging stations to serve electric vehicles in case of
peak hours and overload demand or outage. The architecture of the solution is composed
of portable energy storage stations and the operation center to manage the distribution
of these stations. Each electric vehicle sends the battery’s state to the operation center
periodically or in demand. Based on the collected information, the operation center cal-
culates the optimum point for deploying a single portable charging station that has the
maximum total reward (successful travel). The portable charging stations are equipped
with sensors to measure their remaining energy level to be replaced when they are out
of energy. The exchanged messages between operator center and electric vehicle are
transmitted with optional communication protocols, using a peer-to-peer or centralized
approach. This method allows EVs to a better load balancing of the power. However, this
solution is not well detailed; it suggests using sufficient number of mobile charging sta-
tions and then calculates the rate of electric vehicles’ travel without draining. It supposes
that the best position to place charging stations is the points that maximize the rate of suc-
cessful travel. However, no method is proposed to get these optimal points. In [207], the
authors proposed an optimization model of charging station planning for electric vehicles.
This solution combines the global searching ability of the particle Swarm Optimization
and weighted Voronoi diagram. The area is partitioned with Voronoi diagram and then
the Swarm Optimization is applied to get the best distribution of charging stations.

We notice that most of these works focus on some parameters and ignore others. Usually
only the distance between clients and the charging station parameter is considered. In
addition, the details of the solutions are not sufficient and no performance evaluations
are given. In next subsection 7.2, we describe how we solve charging stations location
problem using our optimization location scheme for electric charging stations (OLoCs)
that takes into account energy demand and energy availability for a given area.

7.2/ AN OPTIMIZATION LOCATION SCHEME FOR ELECTRIC CHARG-
ING STATIONS (OLOCS)

Our aim is to minimize the deployment costs of new charging stations in order to satisfy
the customer demands. We take into account many factors and constraints to have a real
model that can be used in any area or topology. In our work, we consider the following
parameters:

• Area traffic density (helps to deduce the energy demand),

• Land cost, infrastructure cost, investment cost,

• Transportation cost toward the charging station,

• Charging station’s capacity (Capacity),

• Electric grid capability (Total Capacity).
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7.2.1/ OPTIMIZATION PROBLEM MODELING

In our work, we need to answer these questions: how many charging stations are needed
in a given area? Where can we deploy them? How to assign clients to the charging
stations and respect constraints? So, we propose to model this problem as follows:

Let I = {1, ...,m} be the set of possible locations to establish a charging station, J =

{1, . . . , n} be the set of customers, Ci j denoting the amount of transportation from charging
station i to customer j, d j be the demand of customer j and ai be the opening cost of
charging station i. Let yi be a decision variable that is not null if the charging station i is
opened and Xi j a binary variable not null if the client j is assigned to charging station i,
and Wi is the ith charging station capacity. These variables are summarized in the table
7.1.

Variable Notation

Investment cost to build charging station i ai

Capacity of the charging station i Wi

Binary decision variable of affecting client j to charging station i Xi j

Decision variable to open or not charging station i yi

Transportation cost of client j toward charging station i Ci j

Client j demand d j

Max charging station m

Client number (Demand cluster number in our case) n

Table 7.1: OLoCs mathematic notation

In order to optimize the placement of charging stations, we must minimize two objectives
functions: F1 minimizes the investment cost equation (7.2) and F2 minimizes the trans-
portation cost (7.3). We combine the two functions into a single objective function F (7.1):

F = αF1 + βF2 (7.1)

F1 = min
m∑

i=1

ai · yi (7.2)

F2 = min
m∑

i=1

n∑
j=1

Ci j · xi j (7.3)

Where α and β represent the weight of each function. We choose α=β = 1 to give equitable
importance to the investment and transportation costs.

The solution feasibility depends on different constraints represented by the following
equations: (7.4) ensures that client j is affected only to one charging station; (7.5) guar-
antees that the sum of energy demand d j is smaller than the charging station capacity;
finally, (7.6) and (7.7) are the integrity constraints.

m∑
j=1

xi j = 1 (7.4)
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n∑
j=1

d j · xi j < Wi (7.5)

xi j ∈ {0 − 1} (7.6)

yi ∈ {0, 1, 2, ...n} (7.7)

In the next sub-section, we explain how to apply our solution to solve the charging station
location problem.

7.2.2/ OLOCS RESOLUTION

Figure 7.1: OLoCs steps

Our objective is to find the necessary number of charging stations and the best positions
to locate them in order to satisfy the clients demand. Thus, we resolve the mathematical
model defined in 7.2.1 in two steps as shown in figure 7.1. The first step preprocesses
the input data (traffic scenario and the map of studied area). Indeed, instead of using
a big number of clients (thousands of vehicles), we gather them into groups using a
hierarchical clustering algorithm. Then, we calculate the energy demand for each cluster
to use it as an input of the second step. The second step, solves the location problem
using our optimized genetic algorithm called OLoCs. In fact, the location problem is
Np-hard problem; thus, we use heuristic solution instead of an exact solution, which is



7.2. AN OPTIMIZATION LOCATION SCHEME FOR ELECTRIC CHARGING STATIONS (OLOCS)103

not adequate for a big number of variables and constraints. In the genetic algorithm,
we introduce a new operator ”permute” that helps to find the optimal solution and avoid
premature convergence, using some intelligent permutation. Hence, the preprocessing
step and the optimized genetic algorithm reduce the execution time and get the optimal
solution rapidly. Herein we give more details about the two resolution steps.

7.2.2.1/ FIRST-STEP: PREPROCESSING

In this step, we get real time traffic in a peak hour; we subdivide the studied area into n
square (e.g. 1km2); we use Matlab [32] Dendrogram to split data and form n hierarchical
clusters; after that we calculate the one hour demands for each cluster using equation
(7.8) and table 7.2. This demand depends on the rate of electric vehicles, traffic, charging
station capacity and daily driving trip [149] [118].

dk =

nb∑
k=1

Tk · Er ·CsCapacity · dur · Dr (7.8)

Parameter Value

Electric vehicles rate (Er) 6%

Charging demand rate (Dr) 3%

Charging station capacity (CsCapacity) 22Kva

Daily driving 30km

Sufficient charging duration (dur) for daily driving 1/4 hours

One hour traffic in sub zone k Tk

Table 7.2: Charging demand parameters

Where dk is the demand in cluster k, and nb is the number of clusters. We summarize the
area partitioning and energy demand calculation in algorithm 7.1.

Algorithm 7.1 pseudo-code of OLOCs prepocessing
Input (traffic trace, Area map)
Subdivide the area in a small sub-grid;
Merge the sub-grid into hierarchical clusters using Dendrogram;
Calculate the Energy demand in each Demand cluster using (7.8);
Output: (Area partitioning, Charging demand)

7.2.2.2/ SECOND-STEP: GENETIC ALGORITHM

To understand this step , we first define a classical genetic algorithm. Then, we give below
the suitable genetic code for our problem and explain the different adaptation introduced
to resolve charging stations location problem.
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• Genetic algorithm definition
A genetic algorithm is one of the evolutionary algorithms developed to resolve op-
timization complex problems. It encodes a specific problem on a simple chromo-
some structure, applies to the population genetic operators (crossover, mutation,
recombination) to generate new offspring individuals, and using a fitness function it
preserves the best individuals. At the end, it gives the best solution to the problem.
In fact, we use a genetic algorithm instead of an exact solution as the location prob-
lem is Np-hard problem and the exhaustive resolution is inefficient and requires a
lot of memory resources for a big number of variables. A heuristic algorithm such
as genetic algorithm reminds the better than exhaustive way to consider time and
resource constraints simultaneously.

• Genetic code
An important step in genetic algorithms is the individual code (chromosome). As
depicted in figure 7.2, the chromosome is divided into two parts of information,
the first part is the Charging Station (CS) state and the second part is the Clients’
iDentifier (CD).

Figure 7.2: OLoCs chromosome (genetic code)

When the state of CS i is null, this means that the CS is closed. Otherwise, CS i

gives the index of the first assigned client to the CSi. Each CS i has many clients;
the number of clients is deduced when we subtract the current index value from the
smallest index bigger than the current one. For example in figure 7.2, CS 1= 3, so
the first client is in CD3, the next smallest index bigger than the current is CS 4=5.
Hence, clients CD3 and CD4 are assigned to CS 1. In the same way, CD2=1 and
the next smallest index bigger than the current is CS 1=3. Hence, CD1 and CD2 are
assigned to CS 2. CS 4=5 and the next smallest index bigger than the current is the
maximum number of client 5 so, CD5 is assigned to CS 4. CS 3=0 which means that
this charging station is closed.

• Crossover
The cross over is done on a selected part of population. We use the roulette wheel
[157] selection method to stochastically select from one generation to create the
basis of the next generation. We chose to use the two-point crossover [173].

• Mutation
This operation is a random change in the population. In our solution, we use a
Gaussian mutation [209] that modifies one or more gene values in a chromosome
to have a new chromosome value in the pool.

• Permute
As we use two-point crossover on non-ordered chromosomes, the offspring chro-
mosomes may contain some individual with repeated affections. We add this step
to delete the repeated affectations and ensure that each client is affected at most
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one time to any charging station. This operator also corrects the non-feasible solu-
tions, when the capacity constraints are not respected or when some clients are not
affected at all. To do this, we use permutation and change the clients’ assignments
to ensure that the charging station’s capacity is not violated and that the clients are
affected to the nearest charging station.

• Recombination
Recombination combines the chromosomes from the initial population and the new
offspring chromosomes.

• Objective function
In order to calculate the cost of each chromosome configuration, we use equation
(7.1), which is equal to (7.9) by replacing F1 and F2 by equations (7.2) and (7.3) respec-
tively. The objective function helps to find the chromosomes with the best fitness
value (i.e. the best solution).

F = min

 m∑
i=1

ai · yi +

m∑
i=1

n∑
j=1

Ci j · xi j

 (7.9)

• OLoCs algorithm
After the definition of all operations, we apply the OLoCs genetic algorithm 7.2. With

Algorithm 7.2 pseudo-code of OLoCs genetic algorithm
Input: (Clusters of demand, Area coordinates, initial position)
Population.Create(”random”, initial population)
Population.CalculateFitness()
while (!stop condition) do

Offspring = Select(”Roulette- wheel”, Population, Nb-chromosoms)
Offspring.Crossover (”2-point”, Pc) ;
Offspring.Mutation(”Gaussian”, Pm) ;
Offspring.Permut() ;
Recombination(”Keep-Best”, Offspring, Population);

end while
Population.BestSolution()
Output: (Nb CS, position CS)

Pc (resp. Pm) is the crossover probability (resp. mutation probability).

7.3/ PERFORMANCE EVALUATION

In this section, we study ”Tapas Cologne” town scenario and we present the results of
charging station deployment after applying our solution.

7.3.1/ CASE-STUDY: TAPAS COLOGNE

The ”TAPAS Cologne” simulation scenario describes the traffic within the city of Cologne
(Germany) from 6:00 to 8:00 am, which is considered as peak hour. This scenario is
generated based on information about traveling habits in this city [54] (see figure 7.3).
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Figure 7.3: Tapas Cologne city’s map

As described in the first step 7.2, we subdivide the studied area (64Km2) using algorithm
7.1 in order to reduce the number of variables. Instead of 26 000 clients, we use 30 clus-
ters (the number of clusters is variable and depends on the maximum allowed capacity
by a cluster). To calculate the number of charging stations, we divide the total charg-
ing demand by the minimum charging stations capacity. In the second step, we use our
OLoCs algorithm 7.2 to get the best location. As shown in figure 7.4, we can see that 11
stations out of 16 were chosen. Figure 7.5 shows the final partition where we mark out
the clusters assigned to the solution charging station.

7.3.2/ RESULTS

All the tests were carried out on Intel i5 64Bits with 4 Go of memory. We summarized in
table 7.3 the results of 100 simulations for each scenario. Each scenario is represented
by 3 rows: Best solution, Average solution and Worst solution. For example, Best solu-
tion in scenario1 (16:30) is the best solution to plan 16 charging stations for 30 demand
clusters. Column Fitness represents the final cost of the solution; Time column is the
execution time, NbIter column is the number of necessary iteration and NBCsFinal is the
number of charging station to deploy. As no benchmark scenarios are available in the
Internet for charging station deployment, we generate different scenarios, where we vary
the chromosomes size, the cost constraints’ value and charging capacity. We repeated
the tests 100 times and in each test we run the algorithm for 4000 to 9000 iterations or
less if we get the same fitness after 400 iterations. The size of initial population is 100
chromosomes.
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Figure 7.4: The CS optimized location with aggregated clients (clusters)

Figure 7.5: The CS optimized location with real clients (clusters zoom)

Even if the initial population is completely random, the results show that OLoCs algorithm
is able to find the optimal solution after a short time. The variation in the results is due to
the fact that in our scenario the demand clusters have no equitable load, which results to
more computation. To validate our approach, we compare our approach to an exact so-
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Sol NbCsInit Nb clients’ clusters NbCsFinal NbIteration Fitness Time

Best solution in sce-
nario1 (16:30)

16 30 12 183 4620 0.06

Average solution in
scenarion1 (16:30)

16 30 12 682 5354 0.25

Worst solution in sce-
nario1 (16:30)

16 30 13 3850 5909 1.27

Best solution in sce-
nario2 (25:64)

25 64 16 350 9858 0.24

Average solution in
scenarion2 (25:64)

25 64 16 4240 11720 2.3

Worst solution in sce-
nario2 (25:64)

25 64 17 8055 13325 4.46

Table 7.3: OLoCs performance results

lution generated by Cplex [8]. The results, represented in table 7.4, correspond to a new
scenario with 9 charging stations for 15 demand clusters. For this simple scenario, we

Approach NbCsFinal Fitness Type Time

OLoCs 7 2732 Optimal 0.01

CPLEX: MIP 7 2732 Optimal 0.03

Table 7.4: Comparison between OLoCs and exhausted solution

can notice that the exact solution is slowest and we can clearly state that it is expected to
worsen with more complex scenarios. We remind that it is possible to use only exhausted
solution to solve the location problem. However, exhausted solution is limited in term of
scalability and requires a huge amount of memory and processing resources. The per-
formance results confirm that OLoCs finds the optimal fitness more rapidly than the exact
solution, which evaluates all possible solutions and hence, our solution allows us to de-
ploy a mobile charging stations or a battery replacing stations in real-time to support the
already deployed one when the demand outstrips the available energy.
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7.4/ CONCLUSION

In this chapter, we propose an optimized deployment scheme to optimally place the elec-
tric vehicles’ charging stations based on traffic data processing. We first mathematically
model the problem. Then, we applied a pre-process phase to reduce the complexity of the
problem by creating clusters of energy demand from traffic data. After that, we solve the
location problem using an optimized genetic algorithm. In this algorithm, we introduced
a ”Permutation operator” that helps to respect the problem’s constraints and to converge
to the optimal solution. The results show OLoCs’ efficiency in terms of time and optimal-
ity. The optimized placement of electric vehicle charging station is very important for new
generation of electric cars to ensure a balance between energy demand and energy avail-
able capacity. In addition, OLoCs allows to deploy a new charging station or to distribute
a portable charging station in case of overload of the existing deployed charging station.
Finally, to conclude this second and last part of this thesis, we underline the fact that the
emergence of technologies such as the Smart Grid and electric vehicles promise to pave
the way toward green transportation management systems. As we shown in these three
chapter many projects and standardization efforts are done in regard to various issues
related to electric transportation. We presented two of contributions to tackle some in-
herent challenging problems related energy efficiency and balance. However, as shown
in challenges subsection 5.6, various architectural components still need to be designed,
implemented, or deployed to make a green transportation system a reality.

In the next chapter we conclude this thesis and we present out future work.





III
CONCLUSION AND PERSPECTIVES

111





8
CONCLUSION AND PERSPECTIVES

8.1/ CONCLUSION

Transportation has greatly evolved through time to make our travel faster, safer and more
comfortable. Today, it embeds several electronic entities and integrates different commu-
nication interfaces inside vehicles to make them smart and connected. In addition, new
vehicles may include electric motors that provide a clean and safe alternative to the in-
ternal combustion engine. These innovative technologies make transportation more and
more sophisticated. However, they still require to be efficiently incorporated together in
order to draw the maximum benefits in the future. Thus, we focused our attention in this
thesis on how to overcome new transportation challenges to meet the ever-increasing
levels of complexity and efficiency of this domain. Hence, we dealt on two main as-
pects: connected mobility and sustainable mobility. For the first aspect, we proposed new
information dissemination and routing strategies that fit perfectly with the special charac-
teristics of vehicular context. Then, for the second aspect, we proposed new architecture
and applications that mainly provide energy efficiency and balance for sustainable means
of transportation by processing relevant information collected using our routing protocol.
Below we conclude our contributions for both connected and sustainable mobility.

We dedicated the first part of our thesis to cover different ways to exchange information
in the context of connected mobility. We first presented new communication technolo-
gies, standardization efforts and the challenges that face information dissemination and
routing in this context. Then, we analyzed the major dissemination contributions and we
proposed a new dissemination protocol (DHVN). DHVN’s performance results confirm
that choosing a relay based on his height, his positions and related traffic density im-
proves significantly data delivery and reduce the required time to spread information in
the whole area of broadcast.

After that, we studied the existing routing protocols which focused mainly on increasing
data delivery ratio while they missed to consider intermittent connectivity in a vehicu-
lar environment, which impacts considerably the end-to-end delay. Thus, we proposed
two complementary contributions to improve data routing based on infrastructure. In
the first contribution, we proposed a new strategy to deploy roadside units (RSUs) for
delay-sensitive applications based on traffic information. In the second contribution we
implemented a new routing protocol that uses both vehicle to vehicle and vehicle to infras-
tructure communication to route information toward destinations. The results of these two
contributions show that routing information through the optimally deployed RSUs and us-
ing extra traffic information enhance reliability and reduce significantly the delay. Hence,
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our solutions are more adequate to delay-sensitive applications.

As we mentioned above, in the second part of this thesis, we addressed sustainable mo-
bility, we described the architectural components of a future sustainable means of trans-
portation, and we reviewed current solutions, projects and standardization efforts related
to green transportation with particular focus on electric vehicles. We also highlighted
the main issues that face the deployment of electric vehicles such as short autonomy,
lack of necessary charging infrastructures, energy unbalance, etc. Thus, we proposed
new solutions and services to cope with these limits. As first solution, we proposed fleet
management architecture for electric vehicles (Ev-Drive). Ev-Drive considers vehicles
as source of traffic information and as a consumer of services. Ev-Drive offers several
real-time services to fleet management companies based on data collection, exchange
and processing. It mainly provides the best itinerary planning in term of energy consump-
tion for electric vehicles. Ev-Drive allows electric vehicle to travel long-distances and to
charge its battery when needed and it adjusts the planned itinerary in real time when an
event is registered during the trip. From this work, we noticed that the electric battery can
impact the electric grid when charging demands increase in high density areas. There-
fore, to further ensure an energy balance, we proposed in the second solution OLoCs
to optimally deploy electric vehicle charging stations based on traffic density processing,
related charging demands and available energy resources in the studied area. This solu-
tion helps to share efficiently the energy and avoid the charging concentration on single
charging station.

To conclude these two parts, the key issue of this intensive work is to use efficiently com-
munication technologies to meet new transportation systems requirements such as delay
constraints and energy efficiency. We believe that we achieve our goal in one hand by
implementing robust dissemination and routing protocols that consider the special char-
acteristics of vehicular context, and in a the other hand by proposing new application
and services for sustainable transportation based on data exchange and processing. Our
work can be extended to address new related challenges and issues in the future to have
a fully functional and cost-effective transportation system. We tackle these points in our
future work described in the next section.

8.2/ PERSPECTIVES

In pursuit of our thesis projects, this chapter provides our perspectives for research or
direct applications of our contributions in this thesis. First of all, as a direct application of
our work, we start to work on a CarCoDe project’s platform to implement our routing pro-
tocols and test our Ev-Drive architecture. In addition, we envision to continue research on
our previous contributions to enhance both connected mobility and sustainable mobility.

In connected mobility, we aim to improve the DHVN protocol by adjusting transmission
frequency and using RSUs when no relays are available. Moreover, we plan to go further
in the delay analysis started in chapter 4 and to analytically study the impact of high data
traffic on ODEL and DHVN routing solutions to see how can we extend them to support
new real-time applications such as: file download, video transmission, etc. Furthermore,
in our thesis we focused on communication without taking into account security prob-
lems. Thus, we plan to include a security layer to protect data exchange from intruders
(DoS, selfish, etc.). Furthermore, we intend to evaluate our protocols using our simulation
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framework detailed in appendix A for applications that require an interaction between the
traffic generator and the network simulator such as an emergency warning dissemination,
where vehicles should change their itinerary to avoid a danger.

For sustainable mobility part, we aim to undertake more original investigations to better in-
tegrate the different sustainable transportation entities to gather. As we above mentioned,
the sustainable mobility sector is still in earlier stages, it brings many new challenges
which drive us to follow these challenges and seek to improve current advancement state
by proposing new management solutions and identifying measurements and best condi-
tions to deploy and use efficiently energy infrastructures and sustainable means of trans-
portations. We plan also to make intensive simulation and tests to validate our work
and consider new parameters such as drivers behavior, energy dissipation and battery
life-cycle.
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Vincent W.S. Wong, and Oliver Yang. Vehicular telematics over heterogeneous
wireless networks: A survey. Comput. Commun., 33(7):775–793, May 2010.

[132] Xiaosong Hu, Nikolce Murgovski, Lars Johannesson, and Bo Egardt. Energy ef-
ficiency analysis of a series plug-in hybrid electric bus with different energy man-
agement strategies and battery sizes. Appl. Energy J., 111:1001–1009, November
2013.

[133] Boangoat Jarupan and Eylem Ekici. PROMPT: A cross-layer position-based com-
munication protocol for delay-aware vehicular access networks. Ad Hoc Networks,
8(5):489–505, July 2010.

[134] M Jerbi, S M Senouci, T Rasheed, and Y Ghamri-Doudane. An Infrastructure-Free
Traffic Information System for Vehicular Networks. In Veh. Technol. Conf. 2007.
VTC-2007 Fall. 2007 IEEE 66th, pages 2086–2090, September 2007.

[135] Moez Jerbi, S.-M. Senouci, T. Rasheed, and Y. Ghamri-Doudane. Towards Effi-
cient Geographic Routing in Urban Vehicular Networks. IEEE Trans. Veh. Technol.,
58(9):5048–5059, November 2009.

[136] Donald B Johnson. Efficient Algorithms for Shortest Paths in Sparse Networks.
ACM J., 24(1):1–13, January 1977.

[137] K R Jothi and Ebenezer Jeyakumar A. A Survey on Broadcasting Protocols in
VANETs. (6):100–103, 2013.

[138] Mohamed Kafsi, Panos Papadimitratos, Olivier Dousse, Tansu Alpcan, and Jean-
pierre Hubaux. VANET Connectivity Analysis. IEEE AutoNet, New Orleans, LA,
USA, December 2008, 2008.

[139] Georgios Karagiannis, Onur Altintas, Eylem Ekici, Geert Heijenk, Boangoat Jaru-
pan, Kenneth Lin, and Timothy Weil. Vehicular Networking : A Survey and Tutorial
on Requirements ,. pages 1–33, 2011.

[140] Brad Karp and H T Kung. GPSR : Greedy Perimeter Stateless Routing for Wireless
Networks. 2000.

[141] N Karthikeyan, V Palanisamy, and K Duraiswamy. Performance Comparison of
Broadcasting methods in Mobile Ad Hoc Network. 2(2):47–58, 2009.

[142] M. Kasemann, H. Fubler, H. Hartenstein, and M. Mauve. A Reactive Location Ser-
vice for Mobile Ad Hoc Networks. Technical report, Department of Computer Sci-
ence, University of Mannheim, 2002.

[143] Konstantinos Katsaros, Mehrdad Dianati, Rahim Tafazolli, and Ralf Kernchen.
CLWPR — A novel cross-layer optimized position based routing protocol for
VANETs. In 2011 IEEE Veh. Netw. Conf., pages 139–146. IEEE, November 2011.



BIBLIOGRAPHY 127

[144] S. Khalfallah, M. Cherif M. Jerbi, SM. Senouci, and B. Ducourthial.
Expérimentations des communications inter-véhicules: Implémentation d’un ser-
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ACRONYMS AND GLOSSARY

• 2G: is the second generation of mobile telecommunications technology. 21, 141

• 3G: is the third generation of mobile telecommunications technology. 1, 11, 14, 21,
24, 47, 57, 74, 77, 139, 141

• 4G: is the fourth generation of mobile telecommunications technolog, also called
LTE.. 1, 11, 14, 24, 74, 139, 141

• 5G: is the fifth generation ofmobile telecommunications, the next major phase of
mobile telecommunications standards beyond the current 4G-Advanced standards..
1, 141

• BCM: Brake Control Module. 9, 141

• BCU: Body Control Module. 9, 141

• CAN: Controller Area Network . 9, 11, 141
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A
HINTS: A NOVEL APPROACH FOR

REALISTIC SIMULATIONS OF
VEHICULAR COMMUNICATIONS

A.1/ INTRODUCTION AND PROBLEM STATEMENT

One of the main challenges in the Vehicular Ad-Hoc Networks (VANETs) research domain
is the simulation of vehicular communications using realistic mobility models.

One simple way of evaluating protocols and applications in VANET is by using commu-
nication network simulators. However, this solution appears to be inadequate since ex-
isting mobility models, implemented in network simulators, are not realistic. To solve this
problem, an approach called offline simulation was introduced; it consists of integrating
realistic mobility traces into a network simulator. These traces are extracted from move-
ments of real vehicles that were collected by multiple monitoring systems like induction
loops and video surveillance cameras installed in real roads. Another way of extract-
ing these traces is by using a traffic simulator with realistic mobility patterns. The traffic
simulator generates the realistic mobility traces prior to the network simulator execution.
This approach allows the nodes in the network simulator, to move according to a realistic
mobility model that reflects the reality. However, this approach only solves the VANET
applications evaluation problem partially. In fact, it is suitable for large scenarios without
any unexpected events occurring during simulation time, as it allows the communication
between the simulators in one way but not in the opposite way. For example, in a traffic
efficiency application which informs the vehicles about the state of the road, a vehicle
can decide to change its route to avoid the traffic jam; hence, the need for a bidirectional
communication. We can think of a solution where mobility traces are generated after the
occurrence of each event, but this will require an enormous amount of time, as the gen-
eration of the mobility traces is very slow. The other major advance in this domain is the
online simulation approach. In this case, no static mobility traces are generated by the
traffic simulator, but instead, the latter is launched simultaneously with the network simu-
lator. Thus, all the alterations caused by the network simulation can be taken into account
in real time. This was made possible with the insertion of an efficient feedback loop which
consists in sending the required information (position, speed. . . ) to the network simula-
tor on each simulation step. In the following, we refer to the information sent for each
vehicle as a subscription for this vehicle. Although this approach seems to be a good
alternative to evaluate and validate Intelligent Transportation Systems (ITS) applications,
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it shows some major drawbacks. In fact, it is more suitable for small scenarios on account
of the large number of messages exchanged between the simulators on each time step
and their important lengths; not to mention the high computational cost and the conse-
quent long simulation times. As emphasized earlier in this section, the offline simulation
approach is suitable for large scenarios without any unexpected events occurring during
runtime; where the online simulation is more appropriate for smaller scenarios with a large
number of events. In this work, we advocate a novel simulation approach and develop
a corresponding optimized platform for realistic simulations of vehicular communications.
Our hybrid approach has the advantage of using both offline and online simulations so
it overcomes the limitations of one using the other and vice versa. The reminder of this
appendix is organized as follows: The next section is a quick review of the most popular
related works in the literature. We describe our approach and its architecture in sections
A.3 ; evidence of its performance is given in section A.4. Finally, section A.5 presents our
conclusion and future perspectives.

A.2/ BACKGROUND AND RELATED WORK ON NETWORK SIMULA-
TORS

The most common classification for the different integration approaches, briefly ad-
dressed in the previous section and referred to in [127] for coupling network and traffic
simulators, sort the literature solutions into three distinct categories: (i) isolated or offline
simulators, (ii) embedded simulators, and (iii) federated or online simulators. In the first
category, the interaction between the network and the traffic simulators is petty or non-
existent as the mobility model is bounded to a static mobility trace. MOVE (MObility model
generator for VEhicular networks) [34], is a dedicated open source tool that generates
mobility traces readable in network simulators like NS2 [56] and QualNet [43]. SUMO
Player and Trace Exporter [53] are also tools designed to convert netstate dump files
(XML files containing all the simulation’s details) generated from traffic microsimilators
like SUMO (Simulation of Urban MObility), into mobility traces interpretable by network
simulators like NS2 and VISSIM [190]. In the embedded approach, the traffic and the
network simulators are natively coupled as they are incorporated to form a unique entity.
MoVES [90], NCTUns [215] and VCOM [146] the embedded module in VISSIM fall into
this category. However, the major limitation of these platforms is the simplified network
or traffic capabilities. In fact, most of these platforms were initially meant either for traffic
or network simulations but not both; and were provided by additional modules to support
VANET simulations. To overcome this limitation, the third category was introduced. In
this case, a bidirectional communication is established between the simulators. The net-
work simulator takes control of the traffic simulator by sending commands to change the
nodes behavior. The latter responds to the former by reporting the positions of the loaded
nodes. In the following, this two-ways interaction will be referred to as feedback loop.
This approach is considered so far as the most suitable solution in the literature for vehic-
ular communications simulations offering an acceptable level of realism. TraNS [179], an
open-source simulation environment, was the first implementing a federated approach;
as it links the traffic simulator SUMO [150] and the network simulator NS2 using a spe-
cific interface called TraCI [217], which we will evoke further in Section 3. iTERIS [29]
project, also an online approach implementation, aims at providing a framework to com-
bine traffic mobility and network simulations for large scale testing of traffic management
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solutions. This framework uses SUMO as a traffic simulator and NS-3 [36] as a net-
work simulator. Although it was a promising project, iTERIS has not been updated in its
official website since 2010. Ovnis [178] and Veins [199] are the latest attempts to im-
plement an online simulation platform as it couples SUMO with NS-3, and SUMO with
OMNeT++ [37] respectively. The reason behind the miscarriage of the latest category,
even though it presents the most realistic results one can get from the literature tools, is
the long simulation times and the high computational cost. In fact, this constraint narrows
the scope of the correspondent platforms to small scenarios, unless a supercomputer is
used to perform the simulation. This will continue to restrain the progress of the ITS field
as long as VANET simulations are not trivialized enough. Our approach, named HINTS,
advances all state-of-the-art solutions in terms of performance as it uses resources more
efficiently and considerably reduces the computational cost and the simulation time. The
combination of the online and the offline approaches brought forth a new approach that
uses one full mobility trace and a feedback loop, for an active exchange and a real time
interaction between the network and the traffic simulators.

A.3/ HINTS DESCRIPTION

HINTS stands for Hybrid Integration of Network and Traffic Simulators. Our approach
combines all the benefits from state of the art solutions. We propose an approach that
is as flexible as the online approach, but with less computational cost and shorter simu-
lations times by taking advantage of the offline simulation approach benefits also. As a
result, our hybrid approach will be suitable for large scenarios simulations and will adapt
with the number of events to offer better simulation times and less computational cost.
This approach is inspired from the hierarchical approach for image and video compres-
sion, where a first image is stored entirely as a background and the next images are
obtained from storing the parts of the image that differ from the original one. We no-
ticed many similarities between our problem and the image/video compression problem
as both aim for reducing the computational cost and the size of data transferred in each
time step, and reducing the size of data stored respectively. We noticed also that if an
event occurs, this will be likely to alter the state of only a few nodes in the network while
the bigger percentage of nodes will not be affected by this event. This led us to come
up with a novel approach in this domain: the hybrid approach for realistic simulations of
vehicular communications. In brief, we use a mobility trace as a background image of
the network state, generated beforehand by the traffic simulator; and since the alteration
in our case comes from the network simulator, we can determine exactly the nodes for
which the behavior has changed. In this case, only the positions of the nodes concerned
by an event are sent to the network simulator, and these new values will come to overload
the values extracted from the original mobility trace.

A.3.1/ INTEGRATION PLATFORM

As pointed out above, the analysis of protocols and applications in VANET require a real
time bidirectional interaction between a network and a traffic simulator. HINTS consists
of three essential blocks which are the traffic simulator, the network simulator and the ITS
application. These three blocks interact with each other in real time via some dedicated
communication interfaces. To benefit from the best tools in the literature, we chose the
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Figure A.1: HINTS general integration platform

widely spread traffic simulator SUMO that has proved its reliability and performance within
the Intelligent Transportation Systems community; and the successor of the most used
network simulator: NS-3 also validated in the academia. The TraCI API accessible in
SUMO has confirmed our selection for the traffic simulator as it allows running SUMO as
a server and controlling it by any third-party application using a TCP socket connection.
NS-3 was chosen due to its accurate implementation of physical layers and communi-
cations standards, its improved scalability (including parallelization capabilities) and its
active development community. The accessibility of both simulators’ source code in C++
is a further reason that reinforced our choice for these two simulators.

A.3.2/ THE GENERAL HYBRID PLATFORM ARCHITECTURE

Our coupled platform uses SUMO in one hand to provide the required information about
the state of the network (position, speed, lanes. . . ) and supply the network simulator with
the necessary feedback. In the other hand, NS-3 is used to perform data dissemination
in order to inform the ITS applications embedded on each node about the surrounding
environment and the state of the network. It is now up to the ITS applications that takes
the role of the behavioral model to decide whether a node should change its behavior
or not. This efficient feedback loop is extended with the insertion of a mobility trace that
includes the movements of all nodes from the entire simulation duration, and which repre-
sents a background image of the network; and thereby, considerably reduces the amount
of data transferred between the traffic simulator and the network simulator in each time
step since only the positions of nodes concerned by a certain event are sent. Figure A.1
shows the general overview of the architecture. In this figure, the traffic simulator in the
leftmost box manages the nodes’ mobility and generates both static traces and dynamic
micro-traces. The middle box represents the network simulator whose role is handling the
data dissemination via wireless communications, in addition to translating received data
about the nodes movements; and that, in order to implement its own realistic mobility
model based on the decisions taken by the rightmost box, which represents the user level
model. This latter block represents the communication protocol or user VANET applica-
tion to be analyzed. The communication between these three blocks is provided by the
TraCI client/server interface, which allows real time, bidirectional communication between
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the network and the traffic simulators.

A.3.3/ SIMULATION FLOW OVERVIEW

Figure A.2: HINTS general integration platform

As the simulation starts, SUMO generates one complete mobility trace to constitute the
base structure of the mobility model. This mobility trace is injected into the network sim-
ulator and the two simulators are launched simultaneously with NS-3 as the client appli-
cation and SUMO as the server application. NS-3 reads from the previously generated
mobility trace and sends commands to SUMO via TraCI to execute simulation steps in
order to stay synchronized in time. Information about the surrounding environment of a
node (speed, route, destination, etc.) is provided by SUMO while the cooperative aware-
ness messages (CAM) [16] exchanged between these nodes (safety messages, traffic
state messages. . . ) are provided by NS-3. All these information are operated in the
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ITS application in order to decide whether a node should change its behavior (speed,
trajectory, route or destination). Once the decision is taken for a node to change its tra-
jectory, the corresponding information will be retrieved on each time step and until the
node reaches its destination, and overload the values given by the static mobility trace.
Figure A.2 shows the flow of events in HINTS.

A.3.4/ SUMO AND NS-3 IMPLEMENTATION DETAILS

A.3.4.1/ MODIFICATIONS AND ADDITIONAL MODULES

Note that the nodes in direct interaction with the nodes affected by a certain event are
likely to change their trajectory too and the corresponding positions need, therefore, to
be reported as well. To select these nodes, we used a simple technique that consists of
marking each node interacting directly with an altered behavior node. In other words, all
nodes in the same lane close enough from a marked node, and all nodes that want to
change lane but are blocked by a marked node, are themselves marked. At the end of
each time step, the positions of all marked nodes are reported to the network simulator.
One inconvenient of the offline approach is the time taken to parse the generated mobility
trace and convert it to a format understandable by the network simulator. For example, in
the case of one simple intersection simulation, the generation of the raw output produced
by SUMO for 1h30 scenario with 3400 nodes takes 10 seconds; while the conversion of
this raw trace to a tcl format with two of the most efficient tools for this purpose, SUMO
Player and Trace Exporter, takes 15 and 18 minutes respectively. To tackle this shortcom-
ing, we modified SUMO so it produces an optimized generic format of mobility traces (tcl
format) directly usable in NS-3. This way, the mobility trace generation is shortened to
the traffic microsimulation time, which is relatively short. In addition to that, we have opti-
mized NS-3 so it reads through the produced mobility trace more efficiently by preventing
it from parsing the file multiple times, and reading only the desired portions of the trace
instead, at each time step, allowing gaining considerable time. To furnish our platform
with an efficient feedback loop (figure A.1), we have provided NS-3 with a TraCI client
that takes control of the SUMO simulation via the TraCI server, and therefore, supplies
NS-3 and the ITS application with the needed data about the network and the nodes mo-
bility; with the help of value retrieval methods, state changing methods and control-related
methods. The latter category performs SUMO simulation steps, and subscriptions for the
concerned nodes (speed and value retrieval on each time step).

A.3.4.2/ SPECIFICATIONS ABOUT HINTS

We have classified the events that are susceptible to alter the behavior of a node into
two essential classes: primary events and secondary events. The first class touches the
infrastructure and affects the mobility of nodes in a major way, while the second class
only concerns a group of vehicles, and affects the traffic in a more microscopic manner.
The reason behind this appellation is due to the nature of the events. In other words, the
occurrence of a primary event will lead to the occurrence of multiple secondary events. As
an example for a primary event, we can cite a blocked road. This event will most probably
lead to traffic congestion and a number of vehicles changing their routes, which in this
case, are considered as secondary events. Based on this classification and the VANET
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application taxonomy proposed by the C2C-CC [4], we decided to provide the TraCI client
with five vehicle state changing mobility primitives: Stop, Change speed, Change lane,
Change route and Change target. These five primitives are sufficient to handle mobility
alteration in a microscopic level from any scenario, and thereby, increase the efficiency of
our feedback loop. HINTS was designed to reduce the simulation complexity procedure
from a developer point of view. Apart from the XML files needed to generate the mobility
trace in SUMO, and the ITS application written in C++ and executed in NS-3; no additional
files will be required for the simulation execution.

Also, most of this simulation process will be automated. From NS-3 side, a simple call for
the method “Install ()” which configures the positions of nodes, will trigger the synchro-
nized execution of SUMO time steps. In addition to that, subscription messages are sent
to SUMO automatically with each call for a state changing method of the corresponding
node. The novelty for the developer is the use of the methods provided by our platform
to supply the ITS application with the required data (get speed, get lane, get route, etc.)
and influence the mobility model (stop node, set speed, reroute, etc.) as wished.

A.4/ PERFORMANCE EVALUATION OF HINTS

(a) Grid topology (b) Zoom on the topology

Figure A.3: An illustration of topology used to evaluate HINTS

In order to prove the efficiency and the performance of the developed platform, we consid-
ered testing it on a modified Manhattan grid scenario depicted in Fig. 3 and representing
a city of 20000 inhabitants. We used a 2 km2 network with 3 types of roads (1 lane, 2 lanes
and 3 lanes) to show the importance of each road. The represented city has 4 main en-
trances. In the following, we will briefly introduce the operating mode of the tested ITS
application. The performance of HINTS is justified using the percentage of subscriptions
metric while the efficiency is substantiated using a metric called Mean Sojourn Time or
the Mean Travel Time metric in our case: the average time vehicles spend on the road
before reaching their destinations, calculated for the arrived vehicles at the end of each
simulation step.
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A.4.1/ APPLICATION’S OPERATING MODE

In the following, we assume that vehicles are equipped with interfaces for wireless com-
munications, and also with an onboard GPS that keeps track of the current road id. Each
vehicle follows its planned route; if any unexpected event occurs (accident, blocked road),
the vehicle in front will emit warning messages within a range of 250 meters. This warning
message is composed of the current road id and time. Vehicles that receive the warning
message can then check if this road is part of the initially planned route with the help of
the onboard GPS, and can then change their route if possible. Algorithm A.1 shows the
iterative behavior of the application embedded on vehicles.

Algorithm A.1 Iterative behavior of the application embedded on vehicles
if stop condition then

StopApplication();
end if
current road GetRoadId();
if (road is blocked) then

BroadcastPacket(time , current road);
end if
if eceivePacket(time, roadId) then

if (current road = roadId) then
ChangeRoute();

end if
end if

A.4.2/ RESULTS

The simulated scenario counts an overall of 7730 vehicles running for 5400 seconds.
The simulation starts at time 25000, which corresponds to the morning rush hour (around
7:00 AM). At time 26000 seconds, we block one of the main roads of the city. The road
remains blocked for 2000 seconds then it is opened again. In figure A.4, we show the
performance of our platform by illustrating the decreased number of subscribed vehicles
(vehicles for whom the speed and positions are retrieved from SUMO on each time step).

Figure A.4: Percentage of the subscribed vehicles
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We can notice that the number of subscriptions doesn’t exceed 25% of the loaded ve-
hicles over the event occurrence period; while an online implementation requires the
subscriptions of 100% of the loaded vehicles. This allows deceasing the simulations’
computational cost letting the simulation run faster.

(a) Without the application (b) With the application

Figure A.5: Mean travel time results

The efficiency of our platform is shown using the Mean Travel Time metric. The results
reflecting the fluidity of road traffic obtained after launching the tested application are il-
lustrated in figure A.4 The minimum interval between two packets sent by a vehicle was
set to 5 seconds and the time to live for a packet is 1 second. In the observed period,
the number of vehicles and the mean travel times increases starting from around 25600
seconds. Figure A.5(a) shows the mean travel time of vehicles without the application
reaching higher than 4000s in some cases. The enhancement can be observed in figure
A.5(b), showing the mean travel times with the application launched, as the maximum
travel time is slightly higher than 3000s. In other terms, vehicles spend less time on the
road and reach their destinations faster compared with the scenario wanting the applica-
tion.

A.5/ CONCLUSION

In this appendix, we introduced a novel approach for realistic simulations of vehicular
communications, and the design of the platform HINTS, the corresponding implementa-
tion. It reposes on SUMO for the realistic mobility of nodes, and on NS-3 for the wireless
communications. The goal of this new approach is to decrease the simulations’ times
and their computational costs in order to trivialize VANET application simulations. Fu-
ture works will focus on improving the open source platform HINTS, and using it for its
main purpose, that is, to evaluate VANETs protocols and applications especially those
proposed in this thesis.







Abstract:

Today, vehicles have become more sophisticated, intelligent and connected. Indeed, they are equipped with sensors, radars, GPS, communication interfaces and high processing and

storage capacities. They can collect, process and communicate information related to their working conditions and their environment forming a vehicular network. The incorporation

of communication technologies on vehicles garnered a huge attention of industry, government authorities and standardizations organizations and opened the way for innovative

applications that revolutionized the automotive market with the main goals to ensure safety on roads, increase transport efficiency and provide comfort to drivers and passengers. In

addition, transportation is still an actively evolving sector. More sustainable means of transportation such as electric vehicles are introduced progressively to the automotive market

with new challenges related to energy consumption and environment preservation that remain to be solved. Many research investigations and industrial projects are done to exploit the

advantages of information and communication technologies (ICT) to fit with transportation challenges. However, having connected and cooperative vehicles creates a highly dynamic

network characterized by frequent link breaks and message losses. To cope with these communication limitations, this thesis focuses on two major axis: (i) connected vehicle or

connected mobility and (ii) sustainable mobility. In the first part of this thesis, data dissemination, collection and routing in vehicular networks are addressed. Thus, a new dissemination

protocol is proposed to deal with frequent network fragmentation and intermittent connectivity in these networks. Then, a new deployment strategy of new communication infrastructure

is developed in order to increase network connectivity and enhance the utilization of the network resources. Finally, a new routing protocol, for delay-sensitive applications, that uses

the optimized infrastructure deployment is proposed. The second part focuses on sustainable mobility with a focus on electric vehicles and with the main objective is to reduce pollution

issues and make better use of energy. A new architecture for electric vehicles fleet management is proposed. This latter uses the implemented protocols of the first part of this thesis

in order to collect, process and disseminate data. It helps to overcome the limitations related to short autonomy of electric vehicles. Then, to meet energy balance challenges, a new

deployment scheme for electric vehicles charging stations is developed. This solution helps to satisfy drivers’ demands in term of energy while taking into account available resources.

Keywords: Connected mobility, infrastructure deployment, routing and dissemination, sustainable mobility, electric vehicle, energy
consumption

Résumé :

Aujourd’hui, les véhicules sont devenus de plus en plus sophistiqués, intelligents et connectés. En effet, ils sont équipés de capteurs, radars, GPS, interfaces de communication

et capacités de traitement et de stockage élevés. Ils peuvent collecter, traiter et communiquer les informations relatives à leurs conditions de travail et leur environnement formant

un réseau véhiculaire. L’intégration des technologies de communication sur les véhicules fait l’objet d’une immense attention de l’industrie, des autorités gouvernementales et des

organisations de standardisations; elle a ouvert la voie à des applications innovantes qui vont révolutionner le marché de l’automobile avec les principaux objectifs d’assurer la sécurité

sur les routes, augmenter l’efficacité des transports et offrir un confort aux conducteurs et passagers. En outre, le transport est un secteur en évolution active. Des moyens de transport

plus durables comme les véhicules électriques s’introduisent progressivement sur le marché de l’automobile tout en créant de nouveaux défis liés à la contrainte énergétique et la

protection de l’environnement qui restent à résoudre. De nombreux projets et études ont été initiés exploitant les avantages des technologies de l’information et de communication

(TIC) afin de répondre aux différents défis des systèmes de transport. Cependant, avoir des véhicules connectés et coopératifs crée un réseau hautement dynamique caractérisé

par des ruptures de lien et de pertes de messages très fréquentes. Pour résoudre ces problèmes de communication, cette thèse se concentre sur deux axes majeurs: (i) le véhicule

connecté (ou mobilité connectée) et (ii) la mobilité durable. Dans la première partie de cette thèse, la diffusion, la collecte et l’acheminement de données dans un réseau de véhicule

sont adressés. Ainsi, un nouveau protocole de diffusion est proposé afin de faire face à la fragmentation et la connectivité intermittente dans ces réseaux. Ensuite, une nouvelle

stratégie de déploiement d’infrastructure de communication est conçue afin d’améliorer la connectivité réseau et l’utilisation des ressources. Enfin, un nouveau protocole de routage,

pour applications sensibles au délai, utilisant cette nouvelle infrastructure de communication est proposé. La deuxième partie se concentre sur la mobilité durable avec un focus sur les

véhicules électriques et avec un objectif de réduire les problèmes de pollution et d’utiliser efficacement l’énergie. Une nouvelle architecture de gestion de flottes de véhicules électriques

est proposée. Cette dernière utilise les protocoles implémentés dans la première partie de cette thèse afin de collecter, traiter et diffuser les données. Elle permet de surmonter les

limitations liées à la courte autonomie des batteries des véhicules électriques. Ensuite, pour répondre aux besoins et défis d’équilibre énergétique, un nouveau schéma de déploiement

des stations de recharge pour véhicules électriques est proposé. Cette solution permet de satisfaire les demandes des conducteurs en terme d’énergie, tout en tenant compte les

capacités énergétiques disponibles.

Mots-clés : mobilité connecté, déploiement d’infrastructures, dissémination et routage dans les réseaux de véhicules, mobilité
durable, véhicule électriques, consommation d’énergie
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