
HAL Id: tel-01241123
https://theses.hal.science/tel-01241123v2

Submitted on 14 Feb 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

The Josephson mixer : a swiss army knife for microwave
quantum optics

Emmanuel Flurin

To cite this version:
Emmanuel Flurin. The Josephson mixer : a swiss army knife for microwave quantum optics. Quantum
Physics [quant-ph]. Ecole normale supérieure - ENS PARIS, 2014. English. �NNT : 2014ENSU0024�.
�tel-01241123v2�

https://theses.hal.science/tel-01241123v2
https://hal.archives-ouvertes.fr


Département de Physique Laboratoire Pierre Aigrain

École Normale Supérieure

THÈSE de DOCTORAT

Spécialité : Physique Quantique

The Josephson mixer
A Swiss army knife for microwave quantum optics

présentée par

Emmanuel Flurin

pour obtenir le grade de docteur de l'École Normale supérieure

sous la direction de Benjamin Huard et de Michel Devoret

Soutenue le 10 Decembre 2014
Devant le jury composé de :

Yasunobu Nakamura . . . . . . . . . . . . . . . . . . . . . . . . . . Rapporteur

Göran Johansson . . . . . . . . . . . . . . . . . . . . . . . . . . Rapporteur

Fabien Portier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Examinateur

Philippe Grangier . . . . . . . . . . . . . . . . . . . . . . . . . . . . Examinateur

Michel Brune . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Président

Benjamin Huard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Directeur de thèse



The Josephson Mixer,
a Swiss army knife for microwave quantum optics

2014
Emmanuel Flurin

The Josephson Mixer,
a Swiss army knife

 for microwave quantum optics

Emmanuel Flurin
Quantum electronics group

 LPA - École Normale Supérieure

# e-bit

 This thesis work explores unique features o�ered by the Josephson mixer in the upcoming �eld 
of microwave quantum optics. We have demonstrated three major roles the Josephson mixer could 
play in emerging quantum information architectures.
 First, we have designed and fabricated a state-of-the-art practical quantum limited ampli�er 
with the best quantum e�ciency achieved to date. This tool is crucial for probing mesoscopic 
systems with microwaves, and in particular superconducting circuits. Hence, it has enabled us to 
realize successfully the stabilization of quantum trajectories of a superconducting qubit by 
measurement-based feedback.
 Second, we have shown how this circuit can generate and distribute entangled microwave 
radiations on separated transmission lines at di�erent frequencies. Using two Josephson mixers, we 
have provided the �rst demonstration of entanglement between spatially separated propagating 
�elds in the microwave domain, the so-called Einstein-Podolsky-Rosen states.
 Finally, we have used the Josephson mixer as a frequency converter. Acting as a switch, it is able 
to dynamically turn on and o� the coupling to a low loss cavity. This feature allowed us to realize a 
quantum memory for microwaves. In combination with the ability to generate entanglement, we 
have measured the time-controlled generation, storage and on-demand release of an entangled 
state, which is a prerequisite for nodes of a quantum network.



Nous comprenons la Nature en lui résistant.

Gaston Bachelard

Le mauvais génie d’un roi, Giorgio de Chirico, 1914-15, l’harmonie cachée ou allégorie de
quatre années de thèse de physique
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1
INTRODUCTION

Electromagnetic modes are involved in almost all experiments probing the quantum
world. In the optical domain, they are good quantum systems at room temperature
owing to the large energy of their photons compared to kBT , which prevents thermal
excitations to develop. Similarly, pure states can be reached for their low energy mi-
crowave counterparts as long as they are cooled down below 100 mK, which is easily
reached in dilution refrigerators. Few facts currently enable delicate physics exper-
iments with quantum microwave modes. First, the telecommunication industry has
developed equipments with an unprecedented level of control and measurement reso-
lution of classical microwave signals up to tens of GHz. Second, their energy quanta
are smaller than the gap of many usual superconductors. Therefore, superconducting
materials can host microwave modes with so little decoherence that the quality factors
reach few 1010. Third, they couple to a variety of mesoscopic systems, like Rydberg
atoms, superconducting circuits, defects in diamond, mechanical resonators or quan-
tum dots [1, 2, 3, 4].
Using Rydberg atoms or superconducting circuits, whose coupling can overcome de-

coherence, it was recently demonstrated that a wide variety of non-classical states of
microwave modes can be prepare [5, 6, 7, 8, 9, 10, 11]. Given the success of these exper-
iments, the importance of preparing, manipulating and detecting microwave modes in
the quantum regime becomes critical. In this context, the group of Michel Devoret at
Yale University designed and realized in 2010 a quantum device called the Josephson
Ring Modulator (JRM) [12, 13], which implements the three-wave mixing of microwave
radiations. This mixing results from the coupling of three separated modes described
by annihilation operators â, b̂ and ĉ with an interaction term of the form

H = h̄χ(â+ â†)(b̂+ b̂†)(ĉ+ ĉ†). (1)

Importantly, these three modes can be addressed separately both in space and fre-
quency. In practice, one of the modes, say ĉ, acts as a classical signal called the pump so
that the interaction term effectively couples the â and b̂ modes with a dynamically tun-
able strength χ〈ĉ〉, whose effects depend on pump amplitude, phase and frequency. This
behavior offers versatility and extensive temporal control of the interaction through
the pump “knob”.
Although widely used in the optical domain, such a three-wave mixer was a miss-

ing component in the quantum microwave toolbox. This thesis explores unique
features offered by this powerful device in the rising field of microwave
quantum optics. We have identified and demonstrated three major roles
the Josephson mixer could play in emerging quantum information architec-
tures.

First, it is a crucial tool in the measurement setups of superconducting circuits.
We have designed and fabricated a state-of-the-art practical quantum limited am-
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(a)

(b)

(c)

parametric down-conversion

Noiseless frequency conversion

ampli�cation

entanglement
generation

Figure 1: (a) Electronic scheme of a shunted Josephson Ring Modulator (JRM) inductively
coupled to three modes â, b̂ and ĉ. (b) When the pump is operated at the sum
frequency Ω = ωa + ωb, the JRM performs a parametric down-conversion. It can
then be used for amplification and entanglement generation. (c) When the pump is
operated at the difference frequency Ω = |ωa − ωb|, the JRM performs a noiseless
frequency conversion.

plifier with the best quantum efficiency demonstrated to date. In particular, it has
enabled us to realize successfully the stabilization of quantum trajectories of a super-
conducting qubit by measurement based feedback.

Second, entanglement being instrumental in quantum machines, we have shown how
this circuit can generate and distribute entangled microwave radiations on sep-
arated transmission lines and different frequencies by spontaneous parametric down-
conversion. Using two Josephson mixers, we have provided the first demonstration of
entanglement between spatially separated propagating fields in the microwave domain.
Therefore, a new variety of entangled states, the so-called EPR states (after Einstein,
Podolsky and Rosen [14]), which are encoded on continuous variables, is now available
in this frequency range.

Finally, we have shown that it could constitute the central component of a potential
quantum network based on continuous-variable entanglement. The device essentially
acts as a regular mixer performing frequency conversion but without adding extra
noise. Used as a switch, it is able to open and close the coupling to a high-quality
factor cavity in time-controlled way. We have demonstrated how this feature leads to
a new kind of quantum memory. Coupled to its ability to generate entanglement,
we have demonstrated the time-controlled generation, storage and on-demand
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release of an entangled state, which is the prerequisite for the node of a quantum
network.

Following this path, this thesis describes my theoretical work and three experiments
I have performed during my PhD work.

1.1 the josephson ring modulator

0

5.5

5.6

�4 Π 4 Π�2 Π �Π 0 Π 2 Π

5.8

5.9

6.

Metastable

Stable  three-wave mixing

Stable  three-wave mixingsymmetry
breaking

symmetry
breaking

original JRM shunted JRM
(a)

(b)

(c)

(d)

Figure 2: (a) Electronic scheme of the original JRM [13]. (b) Measured resonance frequency of
a mode of the Josephson mixer as a function of the reduced magnetic flux threading
the loop. (one flux quantum corresponds to 2π). Blue (black) dots indicate a sweep
with decreasing (increasing) flux bias. The useful frequency range for amplification
is colored in red. (c) Electronic scheme of the shunted JRM. (d) Dots: Measured
resonance frequency of a mode of the Josephson mixer as a function of the reduced
magnetic flux threading the loop. Blue (black) dots indicate a sweep with decreasing
(increasing) flux bias. Line: theoretical expectation for the same. The useful flux range
is colored in red, the flux range corresponding to the symmetry breaking is colored
in green.

The Josephson mixer and its active component, the so-called Josephson ring modu-
lator (JRM), are introduced in chap. 2. It consists in a ring of four identical Josephson
junctions (Fig. 2a). This circuit was invented at Yale in 2010 [12, 13] with the ini-
tial purpose of being operated as a phase preserving quantum limited amplifier. This
original circuit was successfully demonstrated to operate as an efficient amplifier but
suffered from an intrinsic instability when the magnetic flux threading the loop exceeds
half a flux quantum. This instability limits the frequency tunability of the device, which
consists a serious drawback.
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During the beginning of my PhD work, we have proposed a way to solve this issue.
First, the source of this instability has been identified. Indeed, when a magnetic flux
is threading the loop, an average supercurrent develops in the ring across each of the
junctions (Fig. 2a). Such a current bias costs energy. Therefore, beyond half a flux
quantum, it is favorable for the system to rearrange its supercurrents by absorbing a
flux-quantum. Then, the JRM undergoes a spontaneous phase-slip and reaches a lower
energy state. This instability leads to a hysteretic behavior of the resonance frequency
when the flux is swept (Fig. 2b).

To solve this issue, we have proposed to divide the original loop in four sub-loops with
shunting linear inductors as shown in Fig. 2c. This slight modification adds constraints
on the possible repartition of supercurrents in the ring. In particular, the spontaneous
phase-slip is inhibited. Furthermore, this modification has the great advantage not
to corrupt the pure three-wave mixing character of the original JRM, as long as the
symmetries of the circuit are preserved.
Interestingly, for a range of values of the inductors, we have discovered that for

magnetic flux biases around two flux quanta threading the whole loop (ϕext = 4π),
this shunted JRM breaks the initial left-right symmetry of its supercurrents in the
loop. It becomes more favorable to decrease the super current flowing in two opposite
junctions at the expense of the two other junctions. This unexpected and beautiful
phenomenon can be perfectly modeled, understood and demonstrated.
In the end, the range of stability of the JRM has been highly extended despite

this symmetry breaking. Note that the latter is perfectly reversible as opposed to
spontaneous phase-slips and its flux threshold can be engineered by design of the
shunting inductors.
The physics of the shunted JRM and its symmetry breaking has also been probed

experimentally in chapter 3 (Fig. 2d). Indeed, the measurement of the dependence of
the resonance frequencies with the applied magnetic flux has enabled us to characterize
the JRMs and extract the values of their physical parameters.

1.2 phase-preserving amplifier at the quantum limit

With the advent of circuit QED architectures, a strong renewed interest in quantum
limited amplifiers rose in the last decade. Buidling on the seminal work of Yurke and
coworkers in the 1980’s [15, 16, 17], several new implementations of superconduct-
ing amplifiers were developed. Among the family of linear amplifiers, all implementa-
tions [18, 19, 20, 21, 8, 22, 23, 24, 25] used single modes until the Yale group introduced
the Josephson Ring Modulator [12, 13].
In the Josephson mixer, parametric amplification takes place when a continuous

wave, the pump, is sent to mode ĉ at the frequency Ω chosen to be at the sum of the
frequencies of the fields â and b̂, Ω = ωa + ωb. In the rotating frame, the fast rotating
terms in Eq. (1) average down to zero and the effective Hamiltonian reduces to the
so-called parametric down-conversion Hamiltonian

H = h̄χ(â†b̂†ĉ+ âb̂ĉ†) (2)

4



The elementary process associated with this Hamiltonian corresponds to splitting a
pump photon into a photon on â and b̂ modes as sketched in Fig. 1b.

phase-preserving
ampli�er

ampli�cation added noise

Figure 3: Contour of the Wigner function of a coherent state at the input of a quantum limited
phase preserving amplifier. After amplification, the amplitude of the state has been
multiplied by the amplitude gain

√
G. However, the signal to noise ratio has been

degraded by at least the minimum amount allowed by quantum mechanics. It corre-
sponds to an added noise of half a photon referred to the input (blue). This added
noise is provided by the vacuum fluctuations of another mode b̂, whose presence is
essential for phase preserving amplification.

Crucially, there is no restriction on the spatial and temporal extent of the three
modes involved in the three-wave mixing, except that they should be independent.
In particular, they can be both spatially and spectrally non-degenerate. It means
that their input channels can be distant and their resonance frequencies can be non-
commensurate. This reveals a big advantage to prevent the large pump power to affect
the dynamics of the system producing a signal worth amplifying. A practical conse-
quence is that the device acts as a phase-preserving amplifier since the three modes â,
b̂ and ĉ are never temporally matched.
In this case, the amplitude of the field at the input of mode â is linearly amplified

by
√
G whatever its phase as shown in Fig. 3. Due to the no-cloning theorem however,

it is in fact impossible to perform a phase preserving amplification without adding to
the signal at least half a photon of noise referred to the input (Fig. 3), which is known
as the quantum limit [26]. In the case of the Josephson mixer, the physical origin of
these extra-fluctuations is clear, they are provided by the vacuum fluctuations at the
input of the mode b̂. The Josephson mixer is thus a good candidate for implementing
a quantum limited phase preserving amplifier.
The stabilization of the JRM with the shunting inductors enabled us to realize a

practical quantum limited amplifier (Fig. 4a,b). By practical we mean an amplifier
whose frequency range can be conveniently matched to the system of interest despite
fabrication uncertainties. With this first realization, the working frequency can be
tuned over 400 MHz. Moreover, its gain (G > 20 dB) is large enough to overcome
the noise added by the following amplifier in the detection setup. At this gain, it has
a sufficiently wide bandwidth (3 MHz) compared to the dynamics of probed systems.
Finally, it can sustain few photons per bandwidth at its input (−116 dBm).
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Figure 4: (a) Optical microscope image of the Josephson mixer (b) The shunted JRM is located
at the crossing of two superconducting lambda/2 microstrip resonators hosting the
modes â, b̂ and ĉ. (c) Amplification gain as a function of frequency for an increasing
pump power. (d) As a widely tunable amplifier, the Josephson mixer can reach 20 dB
of amplification gain over a frequency span of 400 MHz.

We have also characterized the noise performances of three different Josephson mix-
ers using three independent types of calibration. The noise performance can be quan-
tified by the quantum efficiency which quantifies how large is the total signal to noise
ratio compared to the quantum limit. Two experiments are based on intrinsically cal-
ibrated noise source, the noise emitted by a temperature controlled load gives an effi-
ciency η = 72% and the noise emitted by a voltage biased tunnel junction indicates
η > 50%. The third experiment uses a superconducting qubit as a spectrometer to
calibrate the input signal and gives η = 82%. These figures corresponds to the best
demonstrated quantum efficiencies achieved to date in the microwave domain.

1.3 generating and witnessing entanglement

The possibility to couple various mesoscopic systems to microwave signals and the avail-
ability of high performance microwave instruments make microwave quantum optics a
cornerstone for future quantum machines. In this perspective, continuous variable en-
tanglement between microwave modes becomes highly desirable. Before our work, first
efforts in the microwave domain included the demonstration of entanglement between
sidebands of a single mode in 2011 by the Zurich group [8] and strong correlations
were observed between modes of a single transmission line in the same year by the
Chalmers group [22]. Strong correlations were also observed at the output of a Joseph-
son mixer in 2010 by the Yale group [27], but without demonstrating entanglement.
Finally, after our work, a collaboration between Munich, Tokyo and Bilbao lead to the
demonstration of entanglement between separated transmission lines [28] using path
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entanglement. I will now present how non local entangled microwave radiation can be
produced, manipulated and measured by the Josephson mixer.
As a quantum limited amplifier, the Josephson mixer leaves a non-classical imprint

on its environment that persists long enough to be observed experimentally. In paramet-
ric amplification regime, the circuit induces correlations between propagating modes
that cannot be explain classically. In particular when the input of â and b̂ modes
start in their vacuum state, entangled microwave radiations arise spontaneously from
parametric-down conversion (Fig. 1), as with optical parametric oscillators in the op-
tical domain.
This process generates a so-called Einstein-Podolsky-Rosen (EPR) state, or spatially

separated two-mode squeezed vacuum state. The entanglement between the output of â
and b̂ modes can be revealed in the cross correlations between well chosen quadratures
of the two fields which fall below the level of vacuum noise.
The experiment realizes the generation of continuous-variable entanglement and its

witnessing using a quantum circuit. Actually, this circuit is made of two parts as
shown in Fig. 5a. A first Josephson mixer generates an EPR state on two microwave
transmission lines. Each part of the EPR pair propagates along distinct transmission
line, at a distinct frequency and across a few microwave components. Then, a second
Josephson mixer, called the witness, collects the propagating radiations at its inputs
and recombines them. The measured fluctuations at one output of the second device
are presented in Fig. 5c as a function of the phase φ of the pump of the witness. As the
φ varies, the noise at the output of the witness exhibits interference fringes which go
under the level of amplified vacuum noise (solid grey line). Remarkably, such a drop
in the output noise level can only be observed if the input modes are entangled. The
entanglement is thus witnessed by the noise level on its outputs.
Furthermore, the contour of the Wigner function of the state at the input of the

witness can be inferred from this measurement (Fig. 5b). As expected from entangled
modes, when the modes are considered separately, each seems occupied by a thermal
state. But when considered together, strong correlations beyond the quantum uncer-
tainty develop.
All in all, we describe a non-classical interference experiment, which is by the way

the first implementation of an SU(1,1) interferometer, demonstrating that Josephson
mixers can entangle and disentangle usable EPR states of microwave light. The present
experiment realizes the first demonstration at microwave frequencies of the entangle-
ment between propagating fields on spatially separated transmission lines.

1.4 time-controlled generation, storage and on-demand release
of an entangled state.

Going one step further in the manipulation of entangled quantum microwaves, we
have demonstrated the efficient distribution and the time-controlled storage of an EPR
state of light. Replacing one of the two transmission lines above by a superconducting
3D cavity, and working with pulsed signals, we have realized a quantum memory for
microwave signals.

7



Entanglement
generator

0.5

1

2

5

10

20

0 Π 2 Π 3 Π

Entanglement
witness

4 Π

(a)

(b) (c)

e-bit

entangler
pump
power

Pump

Figure 5: (a) Scheme of the experiment. Two Josephson mixers are placed in series. The first
one generates the entangled state under study over two transmission lines. The second
Josephson mixer acts as a witness of entanglement at its inputs. (b) Contours of the
marginal distributions of the Wigner function of the state incoming on the two ports
of the witnessing mixer. Cross-correlations between a and b input modes appear as
tilted ellipses in the phase space with quadratures of different modes. (c) The noise at
the output of the witness probes directly the cross-correlations between modes. The
solid grey line corresponds to vacuum fluctuation amplified by the witnessing device.
A drop of the fluctuations below this limit can only be explained by non-classical
correlations.

Several implementations of quantum memories for microwave radiation have been
realized in the past few years. In order to store the state of microwave signals, some
use spin ensembles [29, 30, 31], or mechanical oscillators [32], while others use super-
conducting cavities with tunable input coupling [33, 34]. Our own implementation is
sketched in Fig. 6b, where the JRM allows an on-demand access to the long lived cavity
based on noiseless frequency conversion. Its main advantage consists in the ability to
generate entanglement between the memory and the output port.
Noiseless frequency conversion is another regime of the Josephson mixer. The fre-

quency of the pump tone is now chosen to be at the difference between the frequencies
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of the modes â and b̂, Ω = |ωa − ωb|. In the rotating frame, the effective Hamiltonian
reduces to a beam-splitter Hamiltonian with an implicit frequency conversion.

H = h̄χ(â†b̂ĉ+ âb̂†ĉ†) (3)

The elementary process corresponds to the conversion of photons between the mode
â and b̂ mediated by the pump at a rate χ|〈c〉| as sketched in Fig. 1c. Therefore, the
noiseless frequency conversion generates a coupling between the long lived cavity mode
b and the propagating modes at the input of mode a. This pump field can then be varied
in time to switch on and off the coupling.
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Figure 6: (a) Simplified schematics of the quantum memory. When the pump is driven at
Ω = |ωa − ωb|, the JRM behaves as a beam splitter with an implicit frequency
conversion whose transparency depends on the pump amplitude. (b) Schematics of
the device. The core of the device is similar to the usual design (Fig. 4) excepted
that one of the two transmission lines is replaced by a superconducting 3D cavity
that defines the memory mode. (c) Protocol of the capture, storage and release of a
incoming microwave pulse. (d) Measured output amplitude as a function of time. In
the first trace, the pump is always turned off and the measured amplitude corresponds
to the reflected incoming pulse. In the following traces, the pump is turned on and
varied in time as indicated in (c). The storage time is varied from 0 µs to 8 µs.

A first measurement consists in the capture, storage and retrieval of a microwave
pulse. The protocol is quite simple, we turn the pump tone on when the incoming
pulse reaches the memory input. The signal pulse has been designed such that it is
optimally absorbed by the memory. The pump tone is turned off after the absorption
and turned back on at a later time τ to retrieve the pulse in the transmission line. The
measured output amplitude in time shown in Fig. 6d demonstrate that this protocol
can be performed with a great efficiency for a few microseconds.
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However, the unique ability of this device lies the possibility to combine this stor-
age operation with the entanglement generation demonstrated previously. A second
measurement consists in the generation, storage and characterization of an EPR state
distributed between the memory and the transmission line. The protocol is sketched
in Fig. 7b. The pump is first applied at Ω = ωa+ ωb to generate an EPR state shared
between the memory and the propagating mode. The propagating mode complex ampli-
tude is measured and at a later time, the pump is turned on again at Ω = |ωa−ωb| to
activate the noiseless conversion. The memory mode is then retrieved in the transmis-
sion line and its complex amplitude is measured. By analyzing the cross-correlations
between these two measurements, we have been able to show that the memory pre-
serves the entanglement of the EPR state. Furthermore, the contours of the EPR state
Wigner function have been inferred from this correlation measurement (Fig. 7c) and
the entanglement quantified.

Entanglement Retrieval

(a) (b)

(c)

Figure 7: (a) When the pump is shined at Ω = ωa + ωb, an EPR state is distributed between
the transmission line and the memory. (b) Protocol for the entanglement distribution,
storage and retrieval. (c) Contour of the marginal Wigner distributions reconstructed
from the correlation measurements corresponding to the protocol (b).

1.5 perspective

The experiments performed during this thesis show that the Josephson mixer can be
used as a quantum limited amplifier, an entanglement generator and witness and a
quantum memory. All these capabilities can be combined in a single device which
makes it particularly useful for quantum information processing. The results open
various perspectives, which could be reached by tackling a few experimental challenges.
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One first needs to extend the lifetime of the quantum memory. With a proper 3D
microwave design, one should improve the few microseconds lifetime by one or two
orders of magnitude. Moreover, the quantum efficiencies achieved in this work could
be improved by replacing the commercial microwave components by optimized on-chip
designs or fully 3D designs based on superconducting waveguides.
Then, by combining the quantum memory with a superconducting qubit, one could

perform non-Gaussian operations. This paves the way to the realization of exotic quan-
tum information protocols, such as remote preparation of arbitrary Fock states and
quantum teleportation of Schrödinger cat states [35]. One can also consider the imple-
mentation of error correction protocols such as quantum distillation [36] in order to
overcome the inevitable decoherence. Furthermore, a new paradigm has recently been
introduced [37] for mapping the quantum state of a qubit onto two Schrödinger cat
states in a microwave cavity. Quantum error correction protocols seem to enable pro-
tecting this qubit from decoherence, while avoiding the hardware complexity of usual
error correction based on large qubit registers. There, a slightly modified version of the
memory could play a key role in the two-qubit gates and in the stabilization of such
qubits.

11





Part I

J O S E P H S O N M I X E R





2
JOSEPHSON RING MODULATOR

Mixers are instrumental components for microwave engineering, but they are dissipa-
tive. In this section, we introduce a superconducting circuit realizing lossless three wave
mixing.

2.1 classical double-balanced mixer

The double balanced mixer is a standard electronics component. It is a passive mixer
in which the local oscillator input (LO) and radio-frequency input (RF) are balanced.
The main non-linear element is the diode ring modulator, which consists in four diodes
placed in Wheatstone bridge configuration as shown in Fig. 8(a). The high symmetry
of the mixer leads to suppress all the odd harmonics from frequency modulation.
The first diode ring modulators are based on vacuum tube and were fabricated during

the First World War by the US Army Signal Corps. They are still widely used for radio-
transmissions; an example of radio-receiver is shown in Fig. 8(d). Surprisingly, diode
ring modulators are also valuable for vintage music effect [38], as shown in Fig. 8(e).
The diode ring modulator is today a central component for passive mixer in the

microwave range like the GaAs diode ring modulator shown in Fig. 8(a) or the familiar
Marki doubly-balanced mixers that we use everyday in the lab.

(a) (b) (c)

(d) (e)

Figure 8: (a) Electronic scheme of a passive doubly-balanced mixer based on diode ring modu-
lator. (b) Microscope image of a GaAs diode ring modulator chip for a 16− 22 GHz
mixer from Thomasnet (c) Package for microwave doubly balanced mixer from Marki.
(d) Picture of ring modulator as a radio-recever mixer. (e) Vacuum tube ring modu-
lator for vintage guitar effect.

However, these devices made of dissipative elements are far from being quantum lim-
ited. Instead of diodes, one can use superconducting tunnel junctions called Josephson
junctions. Crucially, such devices are the only non-linear dissipation-less elements avail-
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able in the microwave domain. Embedded in superconducting circuits, they represent
a key element for the implementation of such a mixer in the quantum regime.

2.2 the original josephson ring modulator

Figure 9: (a) The original Josephson Ring Modulator (JRM) from the work of the Yale group
[13, 12] consists in a ring of four Josephson junctions. (b) Schematic of the normal
modes of the ring X,Y and Z.

The Josephson Ring Modulator is constituted of four identical Josephson junctions
labeled a, b, c and d forming a close-loop thread by a magnetic flux Φext. The magnetic
flux provides a phase bias to the junctions which induces a super-current flowing in the
ring such that the screened magnetic flux threading the loop can only be an integer
number of flux quanta.
The phase difference between the order parameters of the superconductor on each

side of the junction is linked to the voltage across the junction by the first Josephson re-
lation, Vi = ϕ0∂tϕi where ϕ0 = h̄/2e is the reduced flux quantum and i = a, b, c, d. Be-
sides, when operated with a bias current lower than their critical current I0, Josephson
junctions behave as pure nonlinear inductors with inductance LJ (ϕi) = ϕ0/(I0 cosϕi) .
They are the only known nonlinear and non-dissipative circuit elements working at mi-
crowave frequencies.
The flux biasing of the junctions in the loop are related by

ϕa + ϕb + ϕc + ϕd = ϕext + 2nπ (4)

where ϕext = Φext/ϕ0 is the reduced magnetic flux and n the integer number of flux
quanta threading the loop.
The ring can be addressed by external circuits through the nodes 1,2,3 and 4 such

that weak oscillating currents can be applied. Given the symmetry of the ring, the
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magnetic flux is equally shared between the junctions. Hence, the phase difference
across them can be expressed as a function of the reduced fluxes at the nodes

ϕa = ϕ2 −ϕ1 +
ϕext

4 + n
π

2
ϕb = ϕ3 −ϕ2 +

ϕext
4 + n

π

2
ϕc = ϕ4 −ϕ3 +

ϕext
4 + n

π

2
ϕd = ϕ1 −ϕ4 +

ϕext
4 + n

π

2 .

(5)

Let us introduce the notation ϕ̃ext = ϕext + 2nπ.
The Hamiltonian of the system is simply given by the sum of the four junction

Hamiltonians

Hring = −EJ [cosϕa + cosϕb + cosϕc + cosϕd] (6)

where EJ = ϕ0I0 is the Josephson energy and I0 is the critical current of the junctions.

The normal modes of the circuit can be found by expanding the Hamiltonian up to
the second order in ϕ1,2,3,4. Then, it can be expressed as a function of the inductance
matrix L and the flux vector ϕ = ϕ0 (ϕ1 ϕ2 ϕ3 ϕ4)

Hring = ϕ
L−1

2 ϕT + o(|ϕ|2) (7)

where

L−1 =
I0
ϕ0

cos
(
ϕ̃ext

4

)


2 −1 0 −1
−1 2 −1 0
0 −1 2 −1
−1 0 −1 2

 . (8)

The normal modes of the Josephson ring are directly given by the eigenmodes of the
inductance matrix. They can be expressed as a combination of node fluxes1

ϕX = ϕ3 −ϕ1

ϕY = ϕ4 −ϕ2

ϕZ = 1
2 (ϕ2 + ϕ4 −ϕ3 −ϕ1)

(ϕW = 1
2 (ϕ2 + ϕ4 + ϕ3 + ϕ1))

⇐⇒



ϕ2 −ϕ1 = 1
2 ( ϕX −ϕY +2ϕZ)

ϕ3 −ϕ2 = 1
2 ( ϕX +ϕY −2ϕZ)

ϕ4 −ϕ3 = 1
2 ( −ϕX +ϕY +2ϕZ)

ϕ1 −ϕ4 = 1
2 ( −ϕX −ϕY −2ϕZ).

(9)

Note that the W mode is not coupled to the ring since its eigenvalue is zero. There-
fore, the ring is coupled to three orthogonal microwave modes: X and Y are differential
modes and Z is a common mode as represented on Fig 9.

1 The choice of normal modes prefactors is important. It is given by the terminal combination across
which the mode impedances is defined as shown in Fig. 9. Note that there is a mistake in the choice
of the Z mode prefactor in our published work [39] leading to a missing factor 4 on the Z impedance.
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Remarkably, the full ring Hamiltonian can be put under a very compact form when
expressed in terms of its normal modes thanks to its high symmetry.

Hring = −4EJ cos ϕX2 cos ϕY2 cosϕZ cos ϕ̃ext4 − 4EJ sin ϕX2 sin ϕY2 sinϕZ sin ϕ̃ext4 .

(10)

2.2.1 Three-wave mixing

At rest, no current is applied to the nodes ϕX,Y ,Z = 0. Then, small current modulations
around this equilibrium point can be considered. The third order expansion of the
Hamiltonian in ϕX,Y ,Z exhibits a very pure three-wave mixing term in the sense that
it is the only third order term.

Hring = −4EJ cos
(
ϕ̃ext

4

)
energy at rest

+ 1
2EJ cos

(
ϕ̃ext

4

) (
ϕ2
X + ϕ2

Y + 4ϕ2
Z

)
inductance

−EJ sin
(
ϕ̃ext

4

)
ϕXϕY ϕZ three wave mixing

+O(|ϕ|4).

(11)

This powerful result shows that the Josephson Ring Modulator can carry out the
operation of mixing three orthogonal modes while producing a minimal number of
spurious nonlinear effects. The Wheatstone-bridge type of symmetry eliminates most
of the unwanted terms in the Hamiltonian which would induce unwanted types of
mixing.
Therefore, by coupling the normal modes of the ring to resonant quantum fields

with the corresponding symmetries, differential for X and Y and common for Z, a
dissipationless circuit based on the Josephson ring implements a pure quantum mixer.
However, the strength of the mixing term depends on the magnetic flux applied.

It is optimum for ϕext = 2π, however this particular bias point is highly unstable. I
will demonstrate in section 2.2.3 that the best trade-off between stability and mixing
strength is in a short range around ϕext = π.

2.2.2 Tunability

Importantly, the Josephson ring embedded in a superconducting resonator contributes
to the total inductance of the circuit as can be seen from second order terms in 11.
Moreover, the inductance of the ring is modulated by the magnetic flux bias and is
given by

LX,Y =
ϕ0

I0 cos
(
ϕ̃ext

4

) and LZ =
ϕ0

4I0 cos
(
ϕ̃ext

4

) . (12)

Hence, by tuning the flux bias, one can tune the resonance frequency of the super-
conducting resonator embedding the ring. The potential frequency tunability is an
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essential requirement for practical devices. In particular, in amplification mode, the
mixer must match the frequency of the system under investigation within its limited
bandwidth.
However, the stability range of the device isn’t sufficient to offer an efficient three-

wave mixing on a wide frequency range as we will see in the following section.

2.2.3 Stability

In this section, we are investigating the unstability of the original Josephson ring and
eventually present a way for solving this issue.

0 2 Π 4 Π 6 Π 8 Π
�4

�2

0

2

4

unstable

metastable

stable

phase-slip

Reduced magnetic �ux

Figure 10: Energy state of the ring at rest, for the four configurations of the phases across
the junctions satisfying ϕa + ϕb + ϕc + ϕd = ϕext + 2nπ. Each configuration is
8π-periodic (four flux quanta) but the overall periodicity remains 2π (single flux
quanta). When the system enters the metastable zone, it can undergo a phase-slip
(orange arrow) to return in the lower energy state. It corresponds to the entrance
of a flux quantum in the ring through a junction. A phase-slip necessarily occurs
before reaching the unstable zone. Thus, the system behaves hysteretically when
the magnetic flux bias is swept.

Importantly, four distinct configurations of the flux across the ring coexist depending
on the number of flux quanta threading the loop. However, their energy at rest and
stability vary with the magnetic flux bias. The energy as a function of the number of
flux-quanta in the ring and of magnetic flux is given by

Erest = −4EJ cos
(
ϕext

4 + n
π

2

)
. (13)

The four distinct configurations correspond to quantum-flux number n = 4p, n =

4p+ 1, n = 4p+ 2 and n = 4p+ 3.
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Moreover, the flux configurations are unstable when at least one potential curvature
∂2H/∂ϕ2

X,Y ,Z is negative which is equivalent to say that the inductance of at least
one of the normal modes is negative, LX,Y ,Z < 0. Therefore, only two configurations
are stable simultaneously as shown on Fig. 10. These configurations are separated by
a single flux-quantum only.

2.2.4 Phase-slip

Two stable configurations can coexists. However when the magnetic flux is ramped
up so that the system transits from a global minimum to a local minimum of the
potential, the occupied configuration becomes metastable. The system can then tunnel
through the potential barrier to reach the global minimum. Such an event is called
phase-slip. It corresponds to the entrance of a flux-quantum in the loop through one
of the junctions of the ring, which are the weakest links.
We would like to understand the dynamics of the phase-slip and find the height of

the potential barrier. When a phase slip occurs, a flux-quantum enters in the ring, an
extra π/2-phase is incremented across each of the Josephson junction. However, the
junction across which the flux-quantum has slipped through, evolves in the opposite
way. It actually acquires a −3π/2 phase such that the overall phase across the ring is
kept constant during the process, according to Eq. (4). In the end, it leads to a π/2
phase and an extra-flux quantum.
For instance, let us say that the flux-quantum slips across the junction a then

ϕa → ϕa − 3π
2

[+2π]
≡ ϕa +

π
2

ϕb → ϕb +
π
2

ϕc → ϕc +
π
2

ϕd → ϕd +
π
2 .

(14)

Therefore the phase-slip corresponds to crossing the potential landscape along the
line −3ϕa = ϕb = ϕc = ϕd corresponding also to ϕX = ϕY = 2ϕZ . One can prove that
it is, indeed, the lowest potential barrier to cross in order to reach the global minimum.
The cut of the ring potential is represented on Fig. 11

Fig. 11(b) shows the ring potential when the system is initialized in the lower energy
configuration for magnetic flux bias at ϕext = 0. The bias is slowly swept up to ϕext =
2π. On can show that the potential barrier maximum is for −3ϕa = ϕb = ϕc = ϕd =

π/2− ϕext
4 . Therefore, the height of the barrier to pass during a phase slip is given by

∆Ebarrier = 4EJ cos ϕext4

(
1− sin ϕext4

)
. (15)

For mode frequencies around 9 GHz and critical current of 3 µA, at zero temperature,
one can show that the system undergoes a spontaneous phase-slip by tunneling across
the barrier when the magnetic flux bias reaches ϕPSext ∼ 1.7π.
Note that in parametric amplification mode, phase-slips can be induced by the strong

pump tone. Thus, the Josephson ring is actually unpractical for even smaller magnetic
flux biases.
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Figure 11: (a) A flux-quantum enters the ring through the junction a. (b) Schematics of the
phase trajectories during the phase-slip. (c) Cut of the Josephson ring potential
along the phase-slip path for different magnetic fluxes. Note that the two minima
coexists but are separated by a potential barrier.
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2.3 the shunted josephson ring modulator

A way to extend the stability range of the Josephson Ring modulator is to add con-
straints to the phases across the ring to prevent the entrance of flux-quanta by phase
slip. The strategy we have implemented consists in shunting the ring with inductors as
shown on Fig. 9(b). Four identical linear inductors link the four nodes together, hence
defining four sub-loops, one per junction. The ring dynamics then recovers a periodic-
ity of one flux quantum. Note that the circuit keeps the symmetry of the original ring
which is essential to preserve a pure three-wave-mixing Hamiltonian.

Figure 12: (a) The shunted Josephson Ring Modulator (JRM) consists in a ring of four identical
Josephson junctions shunted by four linear inductors. (b) Schematic of the normal
modes of the ring X,Y and Z

The circuit Hamiltonian reads

Hring = −EJ [cosϕa + cosϕb + cosϕc + cosϕd]
+ 1

2EL [ϕ2
α + ϕ2

β + ϕ2
γ + ϕ2

δ ]
(16)

where EL =
ϕ2

0
L

is the shunting inductance energy and ϕα,β,γ,δ the flux across each of
them.
The current across the inductances is ϕ0ϕ/L , hence the charge conservation leads

to
ϕ0
L
(ϕα + ϕβ + ϕγ + ϕδ) = 0 (17)

and the flux bias gives for each sub-loop, according to the faraday law,

ϕa + ϕα −ϕδ = ϕext
4 + 2naπ

ϕb + ϕβ −ϕα = ϕext
4 + 2nbπ

ϕc + ϕγ −ϕβ = ϕext
4 + 2ncπ

ϕd + ϕδ −ϕγ = ϕext
4 + 2ndπ.

(18)

2.3.1 Symmetric configuration

Given the symmetry of the ring, it is natural to consider a symmetric configuration
for which the super-current is equal in each loop at rest. Therefore, the super-current
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flowing in two neighboring loops cancels in each shunting inductance (Fig. 13(a)). Thus,
using Eq. (17), we get that

ϕα = ϕβ = ϕγ = ϕδ = 0. (19)

Therefore, the bias of the junction at rest is given by ϕa = ϕb = ϕc = ϕd ≡
ϕext/4 [2π], the magnetic flux is distributed equally between the four junctions as in
the original configuration. The shunting inductances do not contribute to the junctions
flux bias.
Out of equilibrium, the symmetric configuration leads to

ϕa = ϕ2 −ϕ1 +
ϕext

4 + 2naπ

ϕb = ϕ3 −ϕ2 +
ϕext

4 + 2nbπ

ϕc = ϕ4 −ϕ3 +
ϕext

4 + 2ncπ

ϕd = ϕ1 −ϕ4 +
ϕext

4 + 2ndπ.

(20)

Therefore, the flux biases of junctions are identical to the unshunted ring case Eq. (5).
However, the flux bias is now 2π-periodic on each junction, instead of π/2-periodic.
Thus, the coexistence of several symmetric configurations has disappeared.

Crucially, the normal modes of the shunted ring are identical to the unshunted ring
since the symmetry of the circuit is preserved. The out of equilibrium bias of the
shunting inductance is given by

4ϕα = −3ϕ1 + ϕ2 + ϕ3 + ϕ4 = 2ϕZ + 2ϕX
4ϕβ = ϕ1 − 3ϕ2 + ϕ3 + ϕ4 = −2ϕZ + 2ϕY
4ϕγ = ϕ1 + ϕ2 − 3ϕ3 + ϕ4 = 2ϕZ − 2ϕX
4ϕδ = ϕ1 + ϕ2 + ϕ3 − 3ϕ4 = −2ϕZ − 2ϕY .

(21)

The shunted ring Hamiltonian of Eq. (16) becomes

Hring = −4EJ cos ϕX2 cos ϕY2 cosϕZ cos ϕext4 − 4EJ sin ϕX2 sin ϕY2 sinϕZ sin ϕext4
+

1
4EL

(
ϕ2
X + ϕ2

Y + 2ϕ2
Z

)
.

(22)

The new Hamiltonian is identical to the original one (10) but for the two following
points. First, the magnetic flux is here defined in a unique way, only one symmetric
configuration exists2. Second, new quadratic terms appear to describe the contribution
of the shunting inductor into the overall ring inductance. Note that the inductive
contribution to the modes X, Y and to the mode Z is different by a factor 2.

2 Note that the unshunted behavior can be recovered by considering that the symmetric configuration
becomes unstable and breaks down as soon as ϕext > 2π in the limit of L→∞.
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2.3.2 Third order expansion

One can expand the Hamiltonian up to the third order leading to3

Hring = −4EJ cos
(
ϕext

4

)
+ 1

2

(
EL
2 +EJ cos ϕext4

) (
ϕ2
X + ϕ2

Y

)
+ 1

2

(
EL + 4EJ cos ϕext4

)
ϕ2
Z

−EJ sin
(
ϕext

4

)
ϕXϕY ϕZ

+O(|ϕ|4).

(23)

The three-wave-mixing term is unchanged as expected from the symmetry of shunting
inductors and remains the only third order term in the Hamiltonian.

2.3.3 Stability

We claimed earlier that this new design improves the stability of the ring. In fact, the
symmetric configuration is stable as long as all the partial derivatives with respect
to the eigen-modes are positive, ∂2Hring/∂ϕ2

X,Y ,Z > 0 (potential minimum). In other
words, the ring inductances associated to the normal modes must all remain positive

LX,Y =
ϕ2

0
EL
2 +EJ cos ϕext4

= 2L||LJ (ϕext) > 0

LZ =
ϕ2

0

EL + 4EJ cos ϕext4
= L||14LJ (ϕext) > 0.

(24)

One can show that the Z mode inductance always becomes negative before X and Y
modes: sign(LZ) < sign(LX,Y ).
Therefore, it is the Z mode that sets the stability of the ring. The symmetric con-

figuration is stable as long as

4EJ cos ϕext4 > −EL ⇔
1

LJ (ϕext)
> − 1

4L . (25)

In particular, the symmetric configuration is always stable if EL > 4EJ .
Finally, the maximum ring inductance that can be reached by the modes X and Y

before the mode Z breaks down is given by

Lmax
X,Y =

ϕ2
0

EL
2 −

EL
4

= 4L. (26)

Therefore, the ring inductance excursion range for the X and Y modes in the sym-
metric configuration is essentially determined by the value of the shunting inductance

3 Note that this differs from the Hamiltonian of our paper [39] because of another definition for ϕZ
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L. The subsequent frequency tunability of the device is set by the shunting inductance.

2L

1 + 2L
L0
J

< LX,Y (ϕext) < 4L (27)

.

2.3.4 Broken symmetry configuration

An interesting case develops at fluxes where 4EJ cos ϕext4 < −EL. The Josephson ring
phase bias arrangement undergoes a symmetry breaking. In this case, the phase of the
common mode is not anymore a potential minimum and two minima at ±〈ϕZ〉 6= 0
develop on each side of a saddle point (Fig. 13(b)). Therefore, the phase of the mode
Z acquires a non-zero average value. One can define δ = |〈ϕZ〉| as the order parameter
for the symmetry breaking.
The broken symmetry consists in a rearrangement of the super-currents in the

shunted ring. Indeed, at some point it becomes more favorable to phase-bias the shunt-
ing inductances at the expense of the Josephson junctions and of the symmetry.
Hence, two energetically equivalent broken-symmetry configurations coexist as the

two minima appear. The new equilibrium points of the Z-mode are solutions of the
following equation

∂H

∂〈ϕZ〉
= 0⇔ 〈ϕZ〉 = −4EJ

EL
cos ϕext4 sin 〈ϕZ〉. (28)

It can be solved in the limit of small order parameters δ � 1 by expanding the
equation to the third order leading to

δ = |〈ϕZ〉| ≈
√

6
√√√√1 + EL

4EJ cos ϕext4
=
√

6

√
1 + LJ (ϕext)

4L . (29)

Hence, the Hamiltonian is given by

Hring = −4EJ cos ϕX2 cos ϕY2 cos (ϕZ ± δ) cos ϕext4
−4EJ sin ϕX2 sin ϕY2 sin (ϕZ ± δ) sin ϕext4
+

1
4EL

(
ϕ2
X + ϕ2

Y + 2(ϕZ ± δ)2) .

(30)
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Figure 13: (a) Phase differences in the shunted JRM. The symmetric configuration is not always
the most energetically favorable and a finite phase offset δ may develop as shown
in the figure. (b) Symmetric configuration of supercurrents (δ = 0). Average phase
differences are represented as straight arrows while average currents are represented
as circular arrows. Red (blue) color indicate larger (smaller) phase or intensity.
There are no average current in the central shunting inductors in this configuration
(dashed lines). (c) For magnetic flux bias around ϕext = 4π, where δ can be nonzero,
average currents develop in the central inductors. The system undergoes a symmetry
breaking as two degenerate phase configurations coexist. (d) Cut of Josephson ring
potential along ϕZ , for ϕext = 2π and ϕext = 4π, while ϕX = ϕY = 0. (e) Evolution
of phase differences and supercurrents as a function of magnetic flux. For fluxes far
enough from ϕext = 4π so that LJ (ϕext)−1 + 1/4L > 0, the symmetric configuration
holds and δ = 0. When the flux is closer to ϕext = 4π, a symmetry breaking occurs.
Here, we have represented the case where δ > 0, but the opposite case is equally
possible. The dependence of δ on flux can be obtained from Eq. (29). There are two
interesting flux biases for which ϕext/4± δ = π where the phase difference across
two opposite junctions slips from ±π to ∓π as the average current cancels out. This
is when flux quanta may enter the ring without compromising the stability of the
current phase configuration. Note that the current directions invert around these
flux points. At ϕext = 4π, a symmetric configuration is reached but with a different
symmetry than the one at δ = 0.

The Hamiltonian can be expanded up to third order to highlight the properties of
the broken-symmetry configurations

Hring = −4EJ cos δ cos ϕext4 +
EL
4 δ2

+ 1
2

(
EL
2 +EJ cos δ cos ϕext4

) (
ϕ2
X + ϕ2

Y

)
+ 1

2

(
EL + 4EJ cos δ cos ϕext4

)
ϕ2
Z

∓EJ cos δ sin ϕext4 ϕXϕY ϕZ

±EJ sin δ cos ϕext4
(
ϕ2
XϕZ + ϕ2

Y ϕZ
)

+O(|ϕ|4).

(31)
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A few remarks can be done about this new Hamiltonian. The effective inductances
of the differential modes X and Y are modified, in particular, one can show that the
inductance decreases when the magnetic flux is ramped up to π. The slope of the
resonator frequency changes abruptly when the symmetry breaks at cos ϕext4 = EL

4EJ .
There is still a three wave mixing term but its rate is degraded by a factor depending

on the order parameter. Moreover, other third order mixing terms have appeared. As
expected the three-wave mixing term has lost in purity after the symmetry breaking.
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3
JOSEPHSON MIXER

Now that the dynamics and stability of the Josephson Ring Modulator is well captured,
we will focus on the Josephson mixer, which is a device comprising a JRM connected to
three spatially separated modes. This device is the core of all the experiments discussed
in this thesis.

3.1 dynamics of a josephson mixer

Here, we introduce the minimal circuit describing the three resonant modes coupled to
the JRM. The Josephson ring embedded in microwave resonators forms a circuit that
we called the Josephson mixer.

Figure 14: Schematics of the equivalent circuit used in the model.

The three first resonant modes of the circuit can be modeled with the lumped-element
circuit represented in Fig. 14.

3.1.1 Normal mode decomposition

The four nodes of the ring are fed by three resonant modes of the superconducting
circuit. The circuit has the same symmetry as the ring, the normal modes can be
decomposed on the same basis. The differential modes (Φa,Qa) and (Φb,Qb) and the
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common mode (Φc,Qc) can be expressed as a combination of fluxes Φ1,2,3,4 and charges
Q1,2,3,4 (see Fig. 14).

Φa = Φ1 −Φ3

Φb = Φ2 −Φ4

Φc =
Φ1 + Φ3 −Φ2 −Φ4

2

(32)

where Φ1,2,3,4 are the fluxes at the nodes of the circuit through which the circuit is
capacitively coupled to the propagating modes.

Qa =
Q1 −Q3

2
Qb =

Q2 −Q4
2

Qc =
Q1 +Q3 −Q2 −Q4

2

(33)

where Q1,2,3,4 are the charges at the nodes of the circuit. Note that the modes are
defined such that [Φµ,Qµ] = ih̄.
Let us relabel the normal modes of the Josephson ring for simplicity

ϕa = ϕ1 −ϕ3 (= ϕX)

ϕb = ϕ2 −ϕ4 (= ϕY )

ϕc =
ϕ1 + ϕ3 −ϕ2 −ϕ4

2 (= ϕZ).
(34)

The normal modes of the whole circuit and their impedance can easily be obtained
graphically. Indeed, under the system symmetries, some flux nodes are equivalent. Thus
few circuit elements do not contribute to the impedance of the mode which enables us
to simplify dramatically the effective circuit. The normal mode decomposition of the
circuit is shown in Fig 15.
For instance, the differential mode Φa benefits from the left/right symmetry and the

up/down anti-symmetry leading to the simplification ϕ2 = ϕ4 = 0 and Φ2 = Φ4 = 0.
Hence, the inductors Lb/2 and the horizontal central inductors do not contribute to
the impedance of the mode, leading to the simplification shown in Fig. 15(a). The
decomposition of the mode Φb is very similar.
The decomposition of the common mode Φc benefits from the left/right symmetry

and the up/down symmetry, leading to the simplifications Φ2 = Φ4, Φ1 = Φ3, ϕ1 = ϕ3
and ϕ2 = ϕ4.
From these effective circuits, we can easily extract the inductance for each normal

mode.

Ltota (ϕext) = La + (LJ (ϕext)||2L) = La + LJRMa (ϕext)

Ltotb (ϕext) = Lb + (LJ (ϕext)||2L) = Lb + LJRMb (ϕext)

Ltotc (ϕext) =
La + Lb

4 +

(
LJ (ϕext)

4 ||L
)

=
La + Lb

4 + LJRMc (ϕext)

(35)

where LJRMa,b,c (ϕext) are the inductances of the JRM, that were similarly defined in
Eq. (24).
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(b)
(a)

(c)

Figure 15: Equivalent circuit for the normal modes a, b and c, (a) differential mode a (b)
differential mode b (c) common mode c

3.1.2 Participation ratio

The relation between the ring phase biases ϕa,b,c and the circuit ones Φa,b,c can be
extracted from the equivalent circuits. This relation defines the participation ratio
of the ring in the mode ξa,b,c. It represents the fraction of the respective mode energy
contained in the Josephson Ring Modulator. Many constraints on devices using JRMs
can be expressed as a function of participation ratios as will be discussed in sections
5.2 and 9.1

ξa(ϕext) ≡
ϕ0ϕa
Φa

=
LJRMa (ϕext)

La + LJRMa (ϕext)

ξb(ϕext) ≡
ϕ0ϕb
Φb

=
LJRMb (ϕext)

Lb + LJRMb (ϕext)

ξc(ϕext) ≡
ϕ0ϕc
Φc

=
LJRMc (ϕext)

1
4 (La + Lb) + LJRMc (ϕext)

.

(36)

3.1.3 Quadratic Hamiltonian

When the ring inductance is expanded to the second order (see Eq. (23)), one can show
that the quadratic part of the full circuit Hamiltonian is simply given by

H(2) =
Φ2
a

2Ltota (ϕext)
+

Q2
a

2Ca
+

Φ2
b

2Ltotb (ϕext)
+

Q2
b

2Cb
+

Φ2
c

2Ltotc (ϕext)
+

Q2
c

2Cc
(37)

with Cc =
4CaCb
Ca +Cb

.
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As a consequence, the resonance frequency of each mode can be tuned by varying
the magnetic flux threading the ring. For small participation ratios, it can be expressed
as a function of the bare frequency ω0

µ = 1/
√
LµCµ with µ = a, b, c,

ωµ(ϕext) =
1√

Ltotµ (ϕext)Cµ
≈ ω0

µ(1−
1
2ξµ(ϕext)) . (38)

3.1.4 Three-wave mixing Hamiltonian

The three-wave mixing Hamiltonian of the whole circuit can be expressed as a function
of the mode fluxes.

H3WM =
ϕ2

0
L0
J

sin ϕext4 ϕaϕbϕc

=
1

ϕ0L0
J

ξa(ϕext)ξb(ϕext)ξc(ϕext) sin ϕext4 ΦaΦbΦc.
(39)

We can now quantize the fields by introducing the creation and anihilitions operators
of the modes a, b and c.

Φa =
√
h̄Za/2(a+ a†)

Φb =
√
h̄Zb/2(b+ b†)

Φc =
√
h̄Zc/2(c+ c†),

(40)

with the characteristic impedances of the modes Zµ =
√
Ltotµ (ϕext)/Cµ = Ltotµ (ϕext)ωµ.

As a result, we obtain the so-called three-wave-mixing Hamiltonian in its quantum
form

H = h̄ωaa
†a+ h̄ωbb

†b+ h̄ωcc
†c+ h̄χ(a+ a†)(b+ b†)(c+ c†) . (41)

The coupling term between the three quantum field amplitudes is given by

χ =

√
h̄

2
√

2ϕ0L0
J

ξaξbξc
√
ZaZbZc sin ϕext4 . (42)

It can be reexpressed under the form

χ =
1
2

√
ξaξbξcωaωbωc

2EJRM/h̄
sin ϕext4 . (43)

with EJRM = ϕ2
0

(L0
J )

2

LJRMa LJRMb LJRMc

, a term of the order of magnitude of the charac-

teristic Josephson ring energy.

3.1.5 Parametric interaction term for a pumped Josephson mixer

The Josephson mixer is mostly used as a parametric mixer. A parametric interaction
between the quantum fields a and b is induced by a pump field p. The pump signal is
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sent on the common mode c but far off-resonance. The pump mode is strongly driven
to overcome this large frequency detuning. Thus, it can be considered as a classical
pump field p, leading to the following Hamiltonian

H = h̄ωaa
†a+ h̄ωbb

†b+ h̄χ(p+ p∗)(a+ a†)(b+ b†). (44)

We would like to be able to evaluate the total parametric interaction term χ|p+ p∗|.
From equation (39), we get that

χ|p+ p∗| =
|ϕp|
2L0

J

sin ϕext4 ξaξb
√
ZaZb

=
|ϕp|

2LJ (ϕext)
tan ϕext4 ξaξb

√
Ltota Ltotb ωaωb

=
|ϕp|

2 tan ϕext4
√
ξaξbωaωb

LJRM (ϕext)

LJ (ϕext)
,

(45)

where LJRM (ϕext) = 2L||LJ (ϕext).
Besides, we have∣∣∣∣ 1

ωa

∂ωa
∂ϕext/4

∣∣∣∣ =
1
2

∣∣∣∣∣ 1
Ltota

∂LJR(ϕext)

∂ϕext/4

∣∣∣∣∣
=

1
2

1
Ltota

ξa
LJRM (ϕext)

LJ (ϕext)
tan ϕext4 .

(46)

As a consequence, the parametric interaction can be determined experimentally from
the frequency-flux bias relation,

χ|p+ p∗| = |ϕp|
√

∂ωa
∂ϕext/4

∂ωb
∂ϕext/4 . (47)

Note that this expression highlights the parametric character of the interaction be-
tween the modes. The resonance frequencies of the modes are parameters which are
frequency modulated. The strength of the parametric interaction results from the sus-
ceptibility of these resonance frequencies to the flux delivered by the pump across the
junctions.

Finally, the strength of parametric interaction can also be estimated using physical
parameters of the circuit.

• For the unshunted Josephson ring, the expression simplifies to

χ|p+ p∗| = |ϕp|2 tan ϕext4
√
ξaξbωaωb. (48)

It can be evaluated at the magnetic flux bias ϕext = π,

χ|p+ p∗| ∼ |ϕp|2
√
ξaξbωaωb. (49)

• For the shunted Josephson ring, we get

χ|p+ p∗| = |ϕp|2 sin ϕext4
LJRM (ϕext)

L0
J

√
ξaξbωaωb. (50)

33



This expression can be expressed for ϕext = 2π which corresponds to the typical
magnetic flux bias for which the non-linearity starts being effective,

χ|p+ p∗| ∼ |ϕp|2
2L
L0
J

√
ξaξbωaωb. (51)

In principle, the amplitude of the pump mode can be varied in the range 0 < |ϕp| <
2π as a nob to vary the strength of the interaction. However, for the Taylor expansion
of the Hamiltonian not to break down, it is required to keep the pump flux such that
|ϕp| � π. Therefore, the maximum parametric interaction strength can be estimated
to |ϕmax

p | ∼ 1
2 leading to rather simple and intelligible expression

χ|pmax + p∗max| ∼
1
4
√
ξaξbωaωb

∣∣∣∣∣∣∣
×2L
L0
J

shunted ring

×1 unshunted ring
. (52)

Note that these expressions of the coupling term will be extensively used in this
work.

3.1.6 Beyond third-order expansion: Kerr effect

Higher order non-linearities bring spurious effects.
In particular, the Kerr effect results from the fourth order non-linear term provided

by the Josephson Ring Modulator. Remarkably, it doesn’t vanishes in the rotating wave
approximation (RWA) since only mode populations comes into play. The corresponding
Hamiltonian is of the form

HKerr = h̄Kaa(a
†a)2 + h̄Kbb(b

†b)2 + h̄Kaba
†ab†b+ h̄Kap|p|2a†a+ h̄Kbp|p|2b†b. (53)

Two type of terms appear, self-Kerr terms that involve only one mode to the fourth
power and cross-Kerr terms that couple the populations of two modes. The self-Kerr
effect induces anharmonicity in the modes whereas the cross-Kerr effect induces a linear
shift of the resonance frequency of one mode depending on the population of the other
mode.
The Kerr terms can be easily derived from the Josephson Hamitonian involving

fourth order of field operators. Hence starting from the ring Hamiltonian, we get

HK = −EJ16 cos ϕ4

[
ϕ2
aϕ

2
b + ϕ2

aϕ
2
p + ϕ2

bϕ
2
p +

ϕ4
a

24 +
ϕ4
b

24

]

= −cosϕ/4
16L0

J

h̄2ZaZbξ
2
aξ

2
ba
†ab†b+ h̄Zaξ

2
aϕ

2
pa
†a+ h̄Zbξ

2
bϕ

2
pb
†b

+
h̄2

16Z
2
aξ

4
a(a
†a)2 +

h̄2

16Z
2
b ξ

4
b (b
†b)2

.

(54)

The frequency shifts due to the pump tone read

Kap|p|2 = − 1
16ωaξa|ϕp|

2LJRM (ϕext)

LJ (ϕext)

Kbp|p|2 = − 1
16ωbξb|ϕp|

2LJRM (ϕext)

LJ (ϕext)
.

(55)
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In a way, these terms are harmless if the pump amplitude is kept constant. Indeed, it
corresponds to a renormalization of the resonance frequency.
The Kerr terms for a and b read

Kab = − 1
16

√
ξ5
aωa

Za
ZQ

√
ξ5
bωb

Zb
ZQ

LJRM (ϕext)

LJ (ϕext)

Kaa = − 1
256ξ

5
aωa

Za
ZQ

LJRM (ϕext)

LJ (ϕext)

Kbb = − 1
256ξ

5
bωb

Zb
ZQ

LJRM (ϕext)

LJ (ϕext)
.

(56)

Note that the self-Kerr terms are much weaker than the cross-Kerr terms.

3.2 design of the josephson ring modulator

(a)

(b) (c)

JM-A

JM-B JM-C

Figure 16: Optical microscope image of the Josephson rings where Josephson junctions are
colored in red. (a) The original Josephson Ring Modulator without shunting induc-
tances (JM-A). Shunted Josephson Ring Modulators are shown (b) (JM-B) and (c)
(JM-C). The meanders in the center of the ring implement the four shunting induc-
tances. Note that the stripes on the meanders are due to the fabrication process
based on shadow evaporation.

The Josephson rings presented in Fig. 16 are realized in a single e-beam lithography
step and a single aluminum evaporation step. The Josephson junctions are fabricated
using a standard shadow evaporation technic [40] at each corner of the rings. They are
highlighted in Fig. 16 by areas colored in red. The critical current of the Al/Al2O3/Al
Josephson junctions is proportional to the area of the tunnel barrier colored in red, it
is designed to be in the µA range.
The shunting inductors shown on Fig. 16(b) and (c) are made of simple aluminum

meanders cross-linking the ring. The meanders are closely packed in a 40 µm× 40 µm
area in order to maximize their geometric inductance proportional to their length of
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4× 100 µm while minimizing the spurious geometric inductors in series with the junc-
tions.

Note that the Yale group have implemented their own version of the shunted Joseph-
son ring for their parametric amplifiers following this work. A smart trick from Yale
was to replace the four central linear inductors by four large Josephson junctions, the
eight junction Josephson ring is shown in Fig. 17. Remarkably, the physics is excepted
to be exactly the same as long as shunting junctions are larger than the ring junction.
Indeed in the symmetric configuration the central junctions are not flux biased so that
they behave just as linear inductors. One big advantage of the shunting junctions over
the shunting inductors is that the inductance provided by a junction is much more com-
pact. Thus, the spurious geometric inductance in series with the junctions is lowered.
Furthermore, the value of the shunting inductance is much better controlled through
the junction area; thus it is easily adjustable. Note that to create large enough shunting
junctions, it is convenient to use a 100 keV e-beam writer which is not accessible in
Paris.

Figure 17: SEM picture of the eight-junctions shunted Josephson ring from the Yale group [41],
in red the ring junctions and in yellow the shunting junctions

3.3 design of the resonators

The superconducting resonators coupled to the ring can be realized in various ways.
Their loss rate should be low enough compared to their bandwidth to reach a descent
quantum efficiency. Hence, the chosen resonator technology must be adapted to this
purpose.

3.3.1 Distributed resonators

Our microwave cavities consist in two λ/2 superconducting microstrip resonators cross-
ing at their center, where the Josephson ring is inserted. They are made of a strip of
aluminum evaporated at the same time as the JRM. The ground plane consists of evap-
orated gold at the back of the high resistivity silicon substrates. The 500 µm-wide strip
and the ground plane are separated by 600 µm so that the characteristic impedance is
50 Ω. The resonance frequencies are simply given by the inverse of the length times the
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λ/4

λ/4

λ/4 λ/4

Figure 18: Optical microscope image of the Josephson rings where Josephson junctions are
colored in red. (a) The original Josephson ring without shunting inductances. (b)
and (c) Shunted Josephson rings, the meanders in the center of the ring implement
the four shunting inductances. Note that the stripes on the meanders are due to the
fabrication process based on shadow evaporation.

effective wave velocity. This microstrip technology for Josephson mixers has originally
been implemented at Yale [42]. This technique makes it possible to fabricate resonators
and Josephson junctions in a single e-beam lithography step and a single evaporation
step. The main advantage is the ease of fabrication. There are no crossing lines on
the chip, the ground plane is well defined everywhere underneath the aluminum strips
and the gap capacitors provides reasonably large coupling thanks to the large width
of strips.
The first three modes of the microstrip structure are shown in Fig. 18. The funda-

mental differential modes a and b are two λ/2 modes that cross at their voltage node.
The Josephson ring benefits from their current anti-node in order to maximize the in-
ductive coupling. Their resonance frequencies are chosen to be around ωa/2π = 9 GHz
and ωb/2π = 6 GHz. The common mode c is shared between the two orthogonal strips.
Its resonance frequency is in between ωa and ωb, it is given by

ωc =
4c

√
εr(λa + λb)

=
2ωaωb
ωa + ωb

= 2π× 7.2 GHz. (57)
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Note that slight deviations to the expression are observed due to the cross shape.

As a remark, the very first implementation of the Josephson mixer at Yale [12] is
shown in Fig. 19(a). The two microwave cavities were made of dual-strip line λ/4 res-
onators that ended on the Josephson ring. Several drawbacks appeared, such as the
necessary crossing of the strip line near the ring and the need for large plate capaci-
tor for the coupling to the feedline. As a consequence, several fabrication steps were
required and this technological choice has been abandoned for the microstrip.

However, a drawback of the microstrip resonator as opposed to coplanar waveguide
resonator, strip-line or 3D cavity for instance is the rather large radiation loss-rate.
Indeed, the large electric dipole induced between the strip and the ground is radiating
at the extremity of the resonator where the transverse electric mode get altered. On the
contrary, for coplanar wave-guide, this dipole moment vanishes due to the surrounding
ground plane on both sides and the remaining quadrupole moment is very weak thanks
to the small section of the structure.
As a consequence, highly optimized coplanar waveguide resonator can reach quality

factors up to a million [43] whereas we have never reached in practice more than a few
104 for the quality factor of microstrip resonators. However, this is more than enough
for amplifiers for which large bandwidth is desired (see part ii ), but it is a limitation
for quantum memories we have implemented (see part iv).

100 μm(a) (b)

m5 μ

Figure 19: Other implementation of the resonators (a) Optical picture of the very first imple-
mentation of the Josephson mixer by the Yale group [12]. It consists of λ/4 strip-line
resonators. (b) Our lumped-element implementation of the Josephson mixer [44].
The capacitors are large plate capacitors made of Aluminum/Silicon Nitride/Alu-
minum, most of the inductance is ensured by the Josephson ring.

3.3.2 Lumped-element version

We have also worked on a lumped-element implementation of the Josephson mixer [44]
shown in Fig. 19(b). The goal was to increase the participation ratio of the Josephson
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ring in the host resonator and to lower the impedance of the modes in order to be able
to increase the bandwidth of the parametric amplifier, as discussed in the following
part in section 5.7. To do so, we got rid of the resonator inductance so that most of
the mode inductance comes from the Josephson ring. The issue is then to fabricate
large enough capacitors to be in the right frequency range. The capacitors consist in
large plate capacitors (large rectangles in Fig. 19(b)). The top and ground plates are
made of aluminum and are separated by 200 nm of amorphous dielectric silicon-nitride
leading to capacitor in the 3− 6 pF range.

3.3.3 Coupling to the transmission lines

The modes are coupled to feed lines through capacitors. For microstrip, the coupling
capacitors are simply formed by small gaps (few tenths of µm) between the microstrip
feed lines and the microstrip resonator as shown in Fig. 18(lower).
Crucially, the mode being spatially non-degenerate, they can be addressed specifi-

cally using the right combination of input ports. 180o-hybrid couplers enable to dis-
tribute the signal on the port with the proper symmetry, differential or common, as
shown in Fig. 18(upper). Hence, the differential mode a is excited through the differ-
ential port (∆) of a 180o-hybrid coupler, which distributes the signal with opposite
phases across the λ/2 resonator. On the other hand, the common mode c is addressed
by the common port (Σ) of the 180o-hybrid coupler which distributes the signal with
identical phases across the resonator.
On the contrary, the differential mode b is excited through a single port as shown

in Fig. 18(a), as a consequence both the differential and common spatial modes b and
c are coupled through this port. The reason why we do not use (necessarily) a second
hybrid coupler on both sides of the resonator is to avoid extra insertion-losses, which
would degrade the quantum efficiency of the device.

As a drawback, the λ/2 mode is slightly asymmetrized by the single-port capacitive
coupling. The voltage node appears to be slightly shifted out of the center of the
resonator leading to a small cross-talk between the differential mode b and common
mode c. This minor issue is solved by increasing the length of the uncoupled micro-
strip arm (right arm on Fig. 18(b)) by about twenty micrometers, the exact length is
determined using a microwave circuit simulation.

3.3.4 Mapping between distributed and lumped resonators

A single resonant mode of a distributed circuit is characterized by three main parame-
ters: its resonance frequency ω0, its characteristic impedance Z0 and its quality factor
Q. These quantities can be mapped onto the R, L and C elements of a lumped RLC
oscillator with identical properties in the vicinity1 of the resonance frequency. Impor-
tantly, this mapping depends on the specific type of distributed mode, for instance
λ/4 or λ/2, and on the specific termination of the mode, open-circuit or short-circuit,
that defines the boundary conditions. Moreover, it also depends on the type of RLC

1 This is valid as long as the considered frequencies are far from other resonant modes
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oscillator, parallel or series. Therefore, the three λ/2 modes in open-circuit microstrip
line can be individually2 mapped on the parallel RLC model presented in Fig. 20.
The correspondence between both representations is determined by deriving the

input impedance of the circuits in the vicinity of the resonance frequency [45]. It is
given by

Zλ/2
in [ω] ≈ Z0

π
2

1
Q + iπ ω−ω0

ω0

⇔ ZRLCin [ω] =

( 1
R

+
1
iωL

+ iωC

)−1
, (58)

leading to

ω0 =
1√
LC

Z0 =
π

2

√
L

C

Q = R

√
C

L

⇔

L =
2
π

Z0
ω0

C =
π

2
1

ω0Z0

R =
2
π
QZ0

. (59)

The capacitive coupling of an RLC oscillator to a transmission line of characteristic
impedance Zc in the limit of small coupling (ω0Cc)−1 � Zc can be viewed from the
oscillator point of view as an apparent increase of the characterisic impedance of the
transmission line. This limit corresponds to the high-Q limit which is always achieved
in our experiment.

Figure 20: In the limit of small capacitive coupling between an RLC oscillator and a trans-
mission line, the equivalent characteristic impedance of the line viewed from the
oscillator is enhanced to Z̃c = (C2

cω
2
0Zc)

−1 � Zc.

2 Note that the mapping of the distributed c mode on the lumped element circuit differs from that of a
and b modes
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Indeed, in the vicinity of the resonance frequency, the impedance of the coupling
capacitor Cc in series with the transmission line reads

Zload =
1

jCcω
+ Zc

ω∼ω0≈ 1
jCcω

(1 + jCcω0Zc)

(ω0Cc)−1�Zc
≈ 1

jCcω

1
1− jCcω0Zc

≈ 1
jCcω+C2

cω
2
0Zc

≈ 1
jCcω

|| 1
C2
cω

2
0Zc

.

(60)

Thus, in the limit of small coupling, the equivalent circuit is a capacitor Cc in parallel
with a load resistance Z̃c = (C2

cω
2
0Zc)

−1 as illustrated in Fig. 20. Hence, from the
point of view of the oscillator, its capacity slightly increases from C to C +Cc and the
effective characteristic impedance of the transmission line considerably rises

Z̃c =
1

C2
cω

2
0Zc
� Zc . (61)

According to Eq. (311), the external capacitive coupling rate to the transmission
line reads

κext = ω0Z̃c

√
C +Cc
L

≈ 1
C2
cω0Zc

√
C

L
=

π

2C2
cω0ZcZ0

. (62)

Then, the external3 quality factor of the equivalent λ/2 resonator is given by

Qext =
π

2C2
cω

2
0ZcZ0

. (63)

3 We differentiate two contributions to the quality factor. The external one is due the coupling to
transmission lines. The internal one is due to other losses.
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3.4 experimental characterization of the josephson mixer

In this section, I will present the characterization of four different Josephson rings
embedded in identical λ/2 distributed resonators.
The normal modes of the Josephson mixers can be easily probed with reflection

measurement at cryogenic temperature. The reflection coefficient is measured with a
vector network analyzer. This apparatus measures the amplitude and phase of the
reflected signal as a function of frequency, and compares it to the injected signal. The
experimental setup is shown in Fig. 21. The signal generated at room temperature is
strongly attenuated and thermalized to the base temperature of a dilution refrigerator
before reaching the microwave circuit in its sample holder. The reflected signal is then
separated from the incoming one by circulators. At last, it is strongly amplified with
a low-noise cryogenic amplifying chain and sent back to the network analyzer.
The measured complex reflection coefficient r[ω] probes the mismatch between the

resonant mode input impedance Zin[ω] and the feed line characteristic impedance Zc
as a function of the frequency. It can also be expressed as a function of the coupling
rate κext, the loss rate κloss and the resonance frequency ω0.

r[ω] =
Zin[ω]−Zc
Zin[ω] + Zc

=
κext − κloss + 2i(ω− ω0)

κext + κloss − 2i(ω− ω0)
. (64)

When the external coupling is larger than the internal losses κext > κloss, the phase
of the reflected signal picks up a 2π phase shift as the frequency varies across the
resonance frequency (Fig. 21(c)). The width of the phase-shift is given by κext + κloss.
It is then possible to track the resonance frequencies of the probed modes as a function
of the applied magnetic flux threading the superconducting loop as shown in Fig. 22.
The behavior of the resonance frequency enables us to determine in situ the main
characteristics of the Josephson ring embedded in resonators such as the stability and
participation ratios. The critical current of the Josephson junction and the values of
the various inductances can be inferred from the theoretical model.

3.4.1 Case of the original Josephson Ring Modulator

The first sample (JM-A) we have fabricated and measured during my PhD work was
an unshunted version of the Josephson ring shown in Fig. 16(a). The critical current
of the junctions is about 3 µA.
The resonance frequency of the a and b modes as a function of the magnetic flux

threading the loop is shown in Fig. 22. Strikingly, a strong hysteresis behavior appears
depending on the sweeping direction of the magnetic flux. This hysteresis is associated
to the metastability of the unshunted JRM described in section 2.2.3 due to the coex-
istence of two stable states. The frequency jump corresponds to the change of stable
state by the entrance of a flux quantum in the superconducting loop.
The typical working point of the device is around ϕext = π, highlighted by a red

colored area in Fig. 22. Indeed, this bias point is the best trade off between stability and
mixing efficiency. The stability is degraded for higher fluxes (blue area) especially when
the mixer is pumped. Reciprocally, the efficiency of the three-wave mixing vanishes at
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Figure 21: (a) The sample is placed in its sample holder and fixed at the bottom of a dilution re-
frigerator at about 40 mK. (b) Simplified schematic of the setup used to characterize
the Josephson mixers. (c) Phase of the reflection coefficient Arg(rbb) as a function
of frequency, measured at ϕext = 0. This measurement enables to determine the
resonance frequency of the Josephson mixer ωb/2π and its external coupling rate
κbext/2π.
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Figure 22: Tunability of the resonance frequency of mode a and b as a function of the reduced
magnetic flux ϕext threading the loop for the unshunted Josephson ring presented
in Fig. 16(a). The flux is swept either increasingly (black dots) or decreasingly (blue
dots). The yellow areas represent frequencies for which the three-wave mixing am-
plitude is too weak for being exploited. The red areas display the effective tunability
range for which the three-wave mixing is stable and efficient. The blue area represent
frequencies for which the configuration is highly metastable.
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lower fluxes (yellow area). As a consequence, the useful tunability of the device is
restricted to less than hundred MHz for both a and b modes.

3.4.2 Case of the shunted Josephson Ring Modulator

Here, I present the frequency behavior of two very similar shunted Josephson rings,
JM-B shown in Fig. 16(b) and JM-C shown in Fig. 16(c). Both samples differ only by
the value of the critical current of their junctions, their resonators are identical as well
as the shunting inductances and the overall ring shape.
The measured resonance frequencies ωa and ωb as a function of the flux bias ϕext

are presented in Fig. 23(a,b) for JM-B and (c,d,e) for JM-C.
As a first remark, the original hysteric behavior has totally disappeared. This is one

of the main consequences of the shunting inductances (see section2.3). Moreover, the
8π-periodicity is recovered as shown in Fig. 16(e) on several period.
As a second remark, the flux-frequency behavior is qualitatively different between

both samples, small arches develop around ϕext = 4π for JM-C. These small arches
correspond to the symmetry breaking of the flux configuration in the ring described in
section 2.3.4. The configuration change is triggered by the instability of the Z mode of
the ring. Hence, a lower-energy configuration of supercurrents is reached by the ring by
breaking the Z symmetry. As a consequence, the value of the Josephson inductances
has been modified which leads to an observable change in the a and b mode frequencies.

3.4.2.1 Frequency dependence

Despite qualitative differences in the behavior of the two samples, one can model
the flux modulation of the resonance frequencies using Eq. (38) and Eq. (24). The
corresponding theory is shown as solid lines in Fig. 23 and is in excellent agreement
with the measurements. Note that the model has been slightly improved on top of
Eq. (24) to take into account stray inductances in series with the junctions.
The fitting parameters being inductance ratios, we can start from the distributed λ/2

inductances given by Lλ/2
a = 2Z0/πωa = 980 pH and Lλ/2

b = 2Z0/πωb = 560 pH (see
Eq. (59)). As a result, for both samples, we find that the four shunting inductances are
in the range L = 26± 2 pH, the four spurious series inductors are in the range Lseries =
30± 2 pH. For the sample JM-B, the critical current of junctions is I0 = 1± 0.05 µA
corresponding to a Josephson inductance of L0

J = 330 pH. For the sample JM-C,
the critical current of junctions is I0 = 3.1± 0.1 µA corresponding to a Josephson
inductance of L0

J = 105 pH.
Therefore, the fitting parameters are consistent between the two samples. They are

all in the same range, except the critical currents of the junctions, which are consistent
with the expectation of their area and resistance measured at room temperature (see
section C.6). However the fitted values of the shunting inductances are much smaller
than expected from the linear geometric inductance model µ0l = 100 pH. It is not
so surprising given that the meanders are highly packed into the ring. Large mutual
inductances develops between the meanders which reduce the overall value.
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Figure 23: Measured resonance frequencies of the resonance frequencies of modes a and b as
a function of the reduced magnetic flux ϕext threading the loop. (a) and (b) cor-
responds to the shunted Josephson ring JM-B presented in Fig. 16(b). Traces (c),
(d) and (e) correspond to the shunted Josephson ring JM-C presented in Fig. 16(c).
Black (blue) dots were measured for increasing (decreasing) flux. The lines are ob-
tained using Eq. (38) as explained in the text.

Using Eq. (25) and by taking into account the series inductors, the symmetry break-
ing condition reads

1
LJRMc (ϕext)

=
4

Lseries + LJ (ϕ̃ext)
+

1
L
< 0. (65)

Here, ϕ̃ext is the flux bias across junctions slightly modified by the presence of the
series inductors. Indeed, a small amount of flux is consumed by the phase biasing of
theses linear inductors. In the limit of small series inductances, we have

ϕ̃ext −ϕext = −4Lseries
L

sin ϕ̃ext4 ≈ −4Lseries
L

sin ϕext4 . (66)
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The minimum inverse inductance corresponds to a junction bias of ϕ̃ext = ϕext = 4π.
It reads

4
Lseries −L0

J

+
1
L

=

 (40 pH)−1 > 0 for JM-B
(−67 pH)−1 < 0 for JM-C.

(67)

Therefore, JM-B never undergoes the symmetry breaking since its ring inductance
mode always stays positive. Actually, the Josephson inductances in JM-B are so large
that they are mostly short-circuited by the shunting inductances and the whole tunabil-
ity is rather limited. On the contrary for JM-C, the Josephson inductances L0

J = 105 pH
and the shunting inductances 4L = 104 pH are more balanced, therefore the ring does
not stay in the symmetric configuration for all fluxes but it explores a broader range
of frequencies.

3.4.2.2 Ring inductance

From the fitting procedure, the Josephson ring inductance of a and b can be extracted
for each sample. Note that, for both samples, the ring inductance seen by the two
modes a and b is similar up to the uncertainties of fitting parameters. It is given by

LJRMa,b =
1

1
Lseries + LJ (ϕ̃ext)

+
1

2L

. (68)

The inductance value taken by the ring is shown in Fig. 24(a) for each sample. It
can be understood quite well at various bias point

• At zero flux bias ϕext = 0, the ring inductance of JM-B is larger than for JM-C,
LJRM ,B
a,b > LJRM ,C

a,b . It is obvious since its zero-flux Josephson inductance L0
J is

larger.

• At flux bias around ϕext = 2π, the ring inductance values are crossing and are
equal to the shunting inductances, LJRM ,B

a,b = LJRM ,C
a,b = 2L. This flux bias corre-

sponds to the case where the Josephson inductance LJ (ϕext) = L0
J/ cos(ϕext/4)

goes to infinity. Note that the actual crossing value is slightly shifted due to the
presence of series inductances as mentioned in Eq. (66).

• For flux bias in the range 2π < ϕext < 6π, the Josephson inductance goes negative
LJ (ϕext) < 0. As a consequence, in the symmetric configuration, the smaller the
zero-flux Josephson inductance the higher the ring inductance. JM-B stays in the
symmetric configuration while JM-C undergoes the symmetry breaking.

Given the above discussion, the three wave mixing operates for flux biases between
2π and the symmetry breaking point ϕ̃SBext . The useful tunability range of the ring
inductance can thus easily be estimated. Indeed, the maximum inductance of the sym-
metric configuration is reached at ϕ̃SBext . There, the inductance of the c mode diverges
so that Lseries+LJ (ϕ̃SBext) = −4L (see Eq. (65). Therefore, the ring inductance at this
peculiar bias point does not depend neither on the Josephson inductance nor on the
series inductance, and the maximum ring inductance reads

LJRM ,max
a,b = 4L. (69)
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Moreover, at ϕ̃ext ∼ 2π, the ring inductance depends only on the shunting inductance
and

LJRM (ϕ̃ext = 2π)a,b = 2L. (70)

Therefore, the useful inductance tunability is simply determined by the value of the
shunting inductance, ∆LJRMa,b ∼ 2L. Remarkably, one can easily estimate the useful
frequency tunability of the Josephson mixer which reads

∆ωa,b ∼
2L
La,b

ωa,b =
πL

Z0
ω2
a,b. (71)

Leading to ∆ωa/2π ∼ 170 MHz and ∆ωb/2π ∼ 400 MHz.

�4 Π 0 4 Π
0.

0.05

0.1

0.15

0.2

0.25

�4 Π 0 4 Π
0

20

40

60

80

100

120

140
(b)(a)

Figure 24: Inferred Josephson ring inductances (a) and participation ratios (b) as a function
of the magnetic flux bias, for sample JM-B (red dots) and JM-C (blue dots).

3.4.2.3 Participation ratio

The participation ratio defined in Eq. (36) gives the ratio of inductive energy stored
in the ring to the total inductive energy of the mode. It is a crucial figure for the
efficiency of three-wave mixing by being directly related to the non-linear coupling
rate χ as indicated in Eq. (43) and Eq. (52). The participation ratio can easily be
estimated from the fitting procedure of the resonance frequency as a function of flux.
It is shown in Fig. 24(b). Note that the participation ratio is proportional to the
frequency of the mode, hence a difference between a and b curves.

3.4.3 Asymmetric shunted Josephson ring

In order to explore further the physics of the symmetry breaking of the supercurrent
configuration, I have fabricated a sample JM-D very similar to JM-C, but whose junc-
tions critical currents are slightly asymmetric with respect to the Z mode as shown in
Fig. 25(b).
The Josephson ring fabricated for the experiment is shown in Fig. 25(a). The sample

is identical to JM-C but the area of the Josephson junctions have been increased by
15% for the top-left and bottom-right junctions and decreased by 15% for the top-right
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and bottom-left junctions, so that the symmetry is broken with respect to the c (or Z)
mode. Thus, the expected critical current are I+0 = 3.6 µA and I−0 = 2.6 µA.
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Figure 25: Asymmetric shunted Josephson ring. (a) Microscope image of sample JM-D. The
Josephson junctions are colored in red. (b) Schematic of the asymmetric Josephson
ring. (c) Josephson ring potential as a function of the common mode phase ϕc for
different flux biases. (d) Frequency of the mode a as a function of the flux biases.
(e) Frequency of the mode b as a function of the flux bias.

For a symmetric ring, when the symmetry is broken, two energetically degenerate
super current configurations appears corresponding to Fig. 25(b). One for δ > 0 and
one for δ < 0. In the asymmetric case, one of the two configurations is preferred
by the system compared to the other, so that we can evidence the existence of both
configurations.
For instance, when 2π < ϕext < 4π, the Josephson energy is increasing with flux bias.

Then it is energetically more favorable to increase the flux-bias on the small junction
and decrease it on the large one. Thus, the configuration δ > 0 is chosen by the system
as soon as the biasing of the shunting inductance costs less energy than readjusting
the flux bias on the junction. On the contrary, when 4π < ϕext < 6π, the Josephson
energy is now decreasing with flux bias. Then the opposite configuration δ < 0 is
more favorable energetically. It corresponds to an increase of the flux bias on the
large junction and a decrease on the small junctions. Note that, the two configurations
are energetically equivalent for ϕext = 4π. Indeed the only difference between the
configurations is the direction of the flowing super current.
The two configurations δ > 0 and δ < 0 are separated by a potential barrier in the

ϕa, ϕb, ϕc phase space and they are metastable. A hysteretic behavior in the Josephson
ring potential is shown in Fig. 25(c). The flux bias is first slowly decreased from 6π to
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4π in order to prepare the system in the configuration δ < 0. At ϕext = 4π the two
configurations are equivalent (yellow curve). As the flux bias is decreased, the trapping
configuration becomes less favorable energetically than δ > 0 (orange curve). Then,
the potential barrier separating the two minima vanishes and the system falls abruptly
into the potential well. Finally, the δ > 0 configuration comes back to the symmetric
configuration at ϕext = 0 (purple curve).
The curvature of the two minima being different with respect to the a and b modes,

the ring inductance is abruptly modified during the configuration change. Thus, the
hysteresis behavior can be tracked by monitoring the resonance frequency while the
flux is swept in both directions as presented in Fig. 25(d) and (e). Indeed, the abrupt
change of resonance frequency depending of the sweeping direction is measured in the
small arches.
One can notice that the two sweeping directions are not exactly equivalent. This is

certainly due to slight deviation in the critical current of the junctions. Moreover, de-
spite the change in critical currents, the system behavior is not dramatically modified
outside of the small arch compare to the symmetric sample JM-C. This indicates that
the Josephson ring is quite resilient against fabrication imperfections. Here, the system
does not undergo a proper symmetry breaking since the initial symmetry is broken by
construction. As a consequence, the transition between the large arches and the small
arch is much more smooth than for the previous devices measured in Fig. 23.

3.5 conclusion

These experiments illustrate one of the strengths of superconducting circuits. Their
Hamiltonian can be engineered with versatility and their signals can be measured with
great precision so that they enable the investigation of many subtle physical phenomena.
As a perspective, one could build a quantum two-level system based on the two broken
configurations discussed here. This system could be tuned using an external magnetic
field similarly to flux quits. Further studies and calculations are needed to determine if
such a device could bring some advantage compared to other superconducting qubits
with respect to noise properties or the three mode coupling. All in all, this new circuit
brings a new interesting species in the vast zoology of superconducting circuits.
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The main unpublished results of this part are the following, while the rest of the results
can be found in Ref. [39]

• Dynamics of phase slips in the JRM.

• Determination of a symmetry breaking in the phase and supercurrent configura-
tion in the ring (Fig. 13)

• Practical expression of the maximal strength of parametric amplification as a
function of geometrical parameters in Eq. (52)

• Practical expression of the Kerr terms in the JRM in Eq. (55)

• Demonstration of three kinds of behavior of the resonance frequencies of the
Josephson mixer as a function of flux, with good theoretical agreement (Figs. 22
and 23)

• Measurement of the resonance frequencies for a ring of four Josephson junctions
with unequal critical currents, and demonstration of two possible configurations
during the symmetry breaking Fig. 25
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Part II

PA R A M E T R I C A M P L I F I E R S





4
AMPL IF ICAT ION OF QUANTUM MICROWAVE S IGNALS

The decoherence of a quantum system can be interpreted as unread measurements by
its environment [46].
In order to observe measurement back action, where the evolution of the system

depends on the observed measurement outcome, the observer must extract more in-
formation than the rest of the environment. In particular, when such a control on the
system is reached, it becomes possible to track the trajectory of a quantum system and
potentially correct it from residual error arising from the decoherence.
Many quantum systems couple well to microwave signals [4, 47, 3], and can therefore

be measured using microwave modes. In order to extract more information out of these
microwave modes than the environment, one needs to measure them with a precision
of the order of zero point fluctuations. Quantum limited amplifiers are designed for
this purpose. Such devices are able to linearly amplify an input signal while adding to
it the minimum amount of noise allowed by quantum mechanics.
In the last decade, the community of superconducting circuits has provided a strong

push towards improving the efficiency of microwave amplifiers, so that most of the
information extracted from these quantum systems can now be recorded.
The first part of my PhD work consisted in the implementation of a practical ampli-

fier with a near-unity quantum efficiency. By practical I mean a device that is reliable
and easy to fabricate. Its frequency must be tunable so that it can be matched with the
device under study. Its gain must be large enough over a sufficiently wide bandwidth
to overcome noise added by the following amplifier in the detection setup. Finally, it
must sustain at least a few photons at its input.
The implementation of such devices has paved the way to several experiments in

the group such as the active feedback of the quantum trajectory of a single quantum
system [48].
In this chapter, I will first present the limitations imposed by quantum mechanics

on the efficiency of linear amplifiers. Second, I will present our implementation of
Josephson mixers as practical quantum limited amplifiers. I will then show how we
managed to reach up to 80% efficiency with concrete circuits. Finally, I will present
the design of an optimized Josephson mixer based on low impedance lumped element
resonators.

4.1 quantum-limited amplifier

A linear amplifier is a device that transforms an input field 〈ain〉 into an output field
〈aout〉 with an amplitude gain

√
G. Importantly, both input and output fields must be

well defined quantum fields and in particular, they must respect commutation relations,

[
ain, a†in

]
=
[
aout, a†out

]
= 1. (72)
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As a consequence, if we try to build a noiseless linear amplifier with a gain
√
G,

one can immediately see than its input/output scattering relation aout =
√
Gain leads

to ill-defined input/output operators since they cannot simultaneously respect both
commutation relations (72).
This fact has been noticed by Caves in 1982 [26], clarifying the earlier work by Haus

and Mullen [49] and leading the so-called Caves theorem, which states that a phase-
preserving linear amplifier must necessarily add a finite amount of noise. It is also a
direct consequence of the no-cloning theorem [50] stating that an arbitrary quantum
state cannot be duplicated with unit fidelity.

4.2 phase-preserving amplifier

One can give up on the noiseless character of the amplifier and accept that the signal
is degraded by the minimum amount of noise. Then, the amplifier has to involve an
extra-operator N which commutes with ain and provides a source of uncontrolled
fluctuations in the scattering relation

aout =
√
Gain +N . (73)

In order to satisfy the commutation relations (72), we need [N ,N †] = −(G − 1),
leading to an added noise given by

〈δN 2〉 = 1
2〈
{
N ,N †

}
〉 ≥ 1

2 |〈
[
N ,N †

]
〉| = G− 1

2 . (74)

The minimum added noise associated with the quantum limit corresponds to half a
quantum of the noise referred to the input.
As a consequence, the quantum limit is reached when the amplifier involves, as an

extra-operator, a so-called ’idler’ mode bin, left in the vacuum state and amplified by
a linear gain

√
G− 1 such that

aout =
√
Gain +

√
G− 1b†in . (75)

One can check that all the commutation relations are respected,
[
ain, a†in

]
=
[
aout, a†out

]
=[

bin, b†in
]
= 1.

For a quantum limited amplifier, the added noise comes from the amplified vacuum
fluctuations of the extra-mode bin involved in the process.

4.3 phase-sensitive amplifier

Another solution consists in giving up on the phase-insensitivity of the amplifier and
preserving its noiseless character. In this case, the observer would be allowed to amplify
only one of the two quadratures of the field at a time. Note that this is not surprising if
one considers that the added noise is a consequence of Heisenberg uncertainty principle,
implying that there is a price to pay for measuring simultaneously two non-commuting
quantities, which are here the two quadrature of the field. Hence, one can evade the
quantum limit by looking only at one quadrature.
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Interestingly, the phase-sensitive quantum limited amplifier is a special case of the
phase preserving one for which the idler mode is the input field itself (up to an extra
phase), bin = eiφain, leading to a scattering relation

aout =
√
Gain + eiφ

√
G− 1a†in (76)

for which the commutation relations still hold.
When expressed as a function of the quadratures of the field Xin and Pin, defined

from ain = Xin + iPin and aout = Xout + iPout, in the limit of large gain G � 1 and
for φ = 0, the scattering relation reads

Xout = 2
√
GXin

Pout =
1

2
√
G
Pin

. (77)

The phase-sensitive quantum limited amplifier then amplifies a single quadrature at
the expense of the other. Note that the phase sensitive character of the amplifier is
quite unusual among the standard available devices in microwave technologies.

phase-preserving
ampli�er

phase-sensitive
ampli�er

Figure 26: On the left, the contour of the Wigner distribution of an input state is represented
in phase space. A phase preserving amplifiers necessarily degrade the signal to noise
ratio due to uncertainty principle, the extra noise is represented in blue. A phase-
sensitive amplifier, amplifies one quadrature at the expense of the other one, in this
case, one can evade the added noise.

4.4 heralded noiseless amplifier

As a remark, recent advances in quantum optics have unveiled a new class of quantum
limited amplifiers where both the noiseless character and its phase-insensitivity are
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preserved. The price to pay is that it becomes a non-deterministic process. Indeed, by
heralding the successful amplification events, one can evade the no-cloning theorem.
The heralded noiseless amplifier has been experimentally demonstrated in the optical
range by the Brisbane group in [51].

4.5 quantum limited measurement and back-action

Measurement of a quantum system is randomly perturbing its state. The strength and
nature of this back-action depends on the detector. In a partial measurement performed
by an ideal quantum limited apparatus, the system remains in a pure state whose
evolution can be tracked down perfectly, knowing the measurement record. The two
types of quantum limited amplifiers are suited for two different types of measurement,
leading to a different back-action.

• A phase-preserving amplifier is suited for heterodyne measurements, consist-
ing in the measurement of both quadratures of the field simultaneously.

In this case, the half quantum of noise added by the phase-preserving amplifiers
does not reveal a limitation on the knowledge acquired about the system, but the
fact that two incompatible (non-commuting) quantities are measured simultane-
ously. Indeed, the extra-noise is a manifestation of the extra back-action of the
amplifier on the system under measurement. Remarkably, when the measurement
outcomes of both quadratures are fully taken into account, it is possible to keep
the system in a pure (non-mixed) quantum state. The quantum back-action of
a phase-preserving amplifier on a superconducting qubit has been demonstrated
by the Yale group in 2013 [52].

• A phase-sensitive amplifier is suited for homodyne measurements, consisting
in the measurement of a single-quadrature of the field at a time.

In this case, this half quantum of extra-noise is absent, meaning that only compat-
ible (commuting) quantities are measured. There will still be as much quantum
back-action on the system as in the previous case but its nature can be different.
In particular, the tracking of a superconducting qubit trajectory with a phase-
preserving amplifier and its back-action have been demonstrated by the Berkeley
group in 2013 [53].

To conclude, both kinds of amplifiers can be non-information degrading when all
the recorded information is reinvested. Ideal implementation of these quantum limited
amplifiers makes it possible to track perfectly the trajectory of the system. Hence in
the ideal implementation case, both types of amplifiers can reach a 100% quantum
efficiency, despite the fact that the phase-preserving one adds an apparent noise while
the phase-sensitive one does not.

56



4.6 degenerate parametric amplifiers

Degenerate parametric amplifiers are spatially and temporally degenerate. All dynam-
ics takes place within a single spatial mode of a resonator and within its temporal
bandwidth.
The majority of degenerate parametric amplifiers exploit a weakly nonlinear oscilla-

tor called a Duffing oscillator. These degenerate amplifiers have in common a fourth
order term in the field operator c in their Hamiltonian

HDuff = h̄ωcc
†c+ h̄χc†c†cc. (78)

Such oscillators have been successfully implemented with superconducting circuits.
Elaborating Yurke’s pioneering work from 1980’s [15], the Josephson Bifurcation Am-
plifier (JBA), which was developed at Yale in 2004 [18], consists of a large Josephson
junction embedded in a microwave resonator. It was first used as a bifurcation am-
plifier, meaning that a macroscopic bifurcation of the resonator was triggered by the
tiny signal and that it goes beyond a threshold. However, it can also be used in a
linear mode as a degenerate parametric amplifier when pumped at two frequencies
situated symmetrically with respect to the frequency of the signal to amplify. It is the
so-called doubly pumped JBA [54]. Other degenerate parametric amplifiers have been
implemented in Boulder using an array of SQUIDs embedded in a coplanar wave-guide
(CPW) superconducting resonator [55] or a SQUID embedded in a lumped element
resonator as in Berkeley [23, 24] or in a coplanar waveguide as in Zurich [8]. Note that
they are all referred to as Josephson Parametric Amplifier (JPA).

4.6.1 Phase-sensitive amplification

The JPA or JBA are strongly pumped at the resonator frequency ωc (Fig. 27(a)).
In order to highlight the amplification term, one must split the field mode in two
contributions c = p0 + δc, where p0 is a scalar number standing for the classical pump
tone and δc a small quantum field such that [δc, δc†] = 1 and p0 �

√
〈δc2〉. Therefore,

the Hamiltonian can be expressed in the rotating wave approximation as

HDuff ≈ (h̄ωc + 2h̄χ|p0|2)δc†δc+ h̄χ(p2
0δc
†2 + p∗20 δc

2)︸ ︷︷ ︸
squeezing Hamiltonian

. (79)

A squeezing term appears in the Hamiltonian. The evolution operator associated
with this Hamiltonian term is the so-called single-mode squeezing operator.

S(r) = erδc
2−r∗δc†2 , (80)

where r is the squeezing parameter which can be expressed as a function of the pump
p0.
The evolution of the input field mode by the squeezing operator enables us to es-

tablish the scattering relation of the phase-sensitive amplifier as mentioned in Eq. (76)

δcout[ωc] = S†δcin[ωc]S =
√
Gδcin[ωc] + eiφ

√
G− 1δc†in[ωc], (81)
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where
√
G = cosh |r| and φ = Arg(r).

4.6.2 Phase-preserving amplification

Note that a degenerate amplifier can be used as a phase-preserving amplifier, as demon-
strated by the Zurich group [8]. Indeed, if the signal to amplify has a smaller band-
width than half that of the amplifier, one can detune the signal by δω from the pump
frequency ωc (Fig. 27(b)) without loosing too much gain. Then, due to the energy
conservation, a new idler mode develops at 2ωc − (ωc + δω) = ωc − δω. Hence, signal
mode δc[ωc+ δω] and idler mode δc[ωc− δω] are well separated from pump mode c[ωc].
Note that the signal and idler modes are defined within the bandwidth of the same
resonator.
Hence the phase preserving amplifier scattering relation is satisfied and

δcout[ωc + δω] =
√
Gδcin[ωc + δω]︸ ︷︷ ︸

signal

+
√
G− 1 δc†in[ωc − δω]︸ ︷︷ ︸

idler

. (82)

4.6.3 Flux-driven amplification

Degenerate amplifiers can also be flux driven if they contain a SQUID. Actually, by
modulating the flux threading the SQUID, the effective inductance of the resonator is
modulated as well as the resonance frequency of the resonator, leading to a parametric
amplification. Here, the parametric character of the amplification appears directly as
a parameter of the system (its frequency) modulated in time.
In this case, the active Hamiltonian term is a third order term. Thus, we obtain a

degenerate three-wave mixing squeezing Hamiltonian of the form

HD3WM = h̄ωcc
†c+ h̄χ(pc†2 + p†c2), (83)

where p is the flux-driven pump mode (Fig. 27(c)).
Importantly, the flux modulation must take place at twice the resonator frequency

2ωc in order to get a non-vanishing squeezing term. The flux-driven mode has several
advantages. Indeed, the flux-pumping at 2ωc enables us to efficiently filter out the
strong pump tone that could otherwise saturate the following amplifier in the chain.
Moreover, in general, there is no resonance at 2ωc. As a consequence, the flux-driven
pump is ’stiff’ in a sense that the energy of the pump regenerates faster than it is taped
out during the amplification process, which leads to a better energy dynamic range.
Such flux driven amplifiers have first been implemented by the NEC group in Tokyo

[20] but also at Chalmers [22] for the observation of the dynamical Casimir effect
using parametric amplification. Lumped-element versions have also recently been im-
plemented at Berkeley and Santa Barbara based on a plate capacitor and a single
SQUID [24] and at Saclay based on interdigitated capacitor and a SQUID array [56].
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Figure 27: Spatially and temporally degenerate parametric amplifiers can be run in various
modes (a) Phase-sensitive mode: the signal frequency is locked to the pump fre-
quency. The whole bandwidth of the amplifier can be used. (b) Phase-preserving
mode: the signal frequency is detuned by δω from the pump frequency. The effec-
tive signal bandwidth (orange) must not overlap with the effective idler bandwidth
(blue). (c) SQUID amplifiers can be flux-driven at twice the signal frequency and
operated in phase-sensitive mode as shown on the schematic or in phase-preserving
mode.

4.6.4 Travelling-wave parametric amplifier

Dynamical bandwidth of parametric amplifiers is limited by the resonant mode that
hosts a non-linearity. One can evade this constraint by replacing the resonant mode by
a propagating mode. However, the non-linearity then gets diluted and the overall gain
vanishes to zero.

A promising way to solve this issue is to distribute non-linearities all along the
transmission line that carries the propagating modes similarly to fiber amplifiers in
optics. When a pump tone and the signal to amplify are sent side by side in the non-
linear transmission line, the four wave mixing non-linearity mixes them together leading
to a traveling wave parametric amplification. Note that a non-trivial requirement is
that the pump and signal must be phase matched all along the line, meaning that the
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Figure 28: A non-exhaustive list of degenerate amplifier implementations, (a) Josephson Bi-
furcation Amplifier by the Yale group [21], (b) Josephson Parametric Amplifier
(Josephson metamaterial) by the Boulder group [19], (c) Josephson Parametric Am-
plifier by the Zurich group [8], (d) Flux-driven Josephson Parametric Amplifier by
the Chalmers group [22], (e) Lumped element Josephson Parametric amplifier by the
Berkeley group [23] (f) Lumped element single-ended Josephson Parametric Ampli-
fier by the Santa Barbara group [24]. (g) Travelling wave parametric amplifier from
Caltech [25]. (h) Lumped element flux-driven parametric amplifier from Saclay [56].

dispersion relation must stay linear. This effect constitutes the current limitation on
the bandwidth for traveling wave amplifiers.
The first implementation (Fig. 28) of such an amplifier has been realized at Caltech

[25]. It is based on thin disordered superconducting wires made of NbTiN which pro-
vides a non-linear kinetic inductance. These kinetic inductances are distributed along
the central conductor of coplanar-wave guide transmission line. In order to increase the
performance of the distributed amplifier, 1 m-long coplanar wave-guide is arranged in
a double spiral of 16 mm-diameter shown in Fig. 28(g). In the end, the amplifier with
a 10 GHz-bandwidth centered around 12 GHz is obtained. However, the gain is of
about 10 dB, which is not large enough to beat the noise temperature of the following
High Electrion Mobility Transistor (HEMT) amplifier. Noise performances are close to
standard superconducting parametric amplifiers.
Another implementation has recently been performed by the Berkeley group [57].

The device consists of a lumped-element transmission line whose elementary pattern
is composed of a Josephson junction connected to a grounded plate capacitor. The

60



pattern is repeated few thousand times along a centimeter-scale line forming a non-
linear meta-material. The bandwidth reaches 2 GHz for a 15 dB gain [58].
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5
JOSEPHSON MIXER AS AN AMPL IF IER

5.1 non-degenerate parametric amplifier

The Josephson Mixer is the only spatially non-degenerate parametric amplifier based on
superconducting circuits. It was first proposed and realized by Bergeal and coworkers
in the Yale group in 2010 [13, 12].
It is both spatially and temporally non-degenerate. Indeed, the signal, idler and

pump modes are three separated spatial modes of the device. We will denote the signal
mode as a, the idler mode as b and the pump mode as p. In general the pump mode is
chosen to be non-resonant to ensure the ’stiff’ pump conditions. Resonant frequencies
and bandwidths of the two resonant modes a and b are chosen independently, therefore
they are fully temporally non-degenerated. They avoid any overlap in space and/or
frequency (Fig. 29).

Signal

Idler

Figure 29: Spatially and temporally non-degenerate parametric amplifiers where the signal,
idler and pump mode are three spatially and temporally separated modes

A practical consequence is that the circuit is only operable as a phase-preserving
amplifier, since signal and idler modes are never temporally matched.
Note that hybrid mechanical/superconducting architectures can also implement non-

degenerate parametric amplifiers [59, 32]. In that case, the amplification process is
shared between a mechanical mode and a superconducting resonator mode.
The unique character of the Josephson mixer is its non-linear active element based

on the Josephson Ring Modulator (see Part i). This four-Josephson junction ring is
bridging the three modes a, b and p symmetrically so that it provides a pure non-
degenerate three-wave-mixing Hamiltonian as demonstrated in section 2.3.

HJM = h̄ωresa a†a+ h̄ωresb b†b+ h̄χ(a† + a)(b† + b)(p† + p). (84)

In the amplification mode, the pump is driven at the sum of the idler and signal
frequencies, ωp = ωa + ωb. In the rotating wave approximation, only the terms that
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respect energy conservation are kept. Therefore the three-wave mixing Hamiltonian
reduces to

HJM = h̄ωresa a†a+ h̄ωresb b†b+ h̄χ(pa†b† + p†ab)︸ ︷︷ ︸
non-degenerate amplifiaction

. (85)

In order to extract rigorously the figure of merit of the Josephson mixer as an ampli-
fier from this Hamilonian, one must use the Quantum Langevin equation formalism.

5.1.1 Quantum Langevin equation

Quantum Langevin equation gives the evolution of electromagnetic modes a and b

coupled to propagating modes ain/out and bin/out. The two Langevin equations for
signal and idler read

∂a

∂t
=

i

h̄
[HJM , a]− κa

2 a+
√
κaain

∂b

∂t
=

i

h̄
[HJM , b]− κb

2 b+
√
κbbin.

(86)

The amplification Hamiltonian couples linearly the two Langevin equations
∂a

∂t
= −iωres

a a− iχpb† − κa
2 a+

√
κaain

∂b

∂t
= −iωres

b b− iχpa† − κb
2 b+

√
κbbin.

(87)

5.1.1.1 Stiff pump hypothesis

The stiff pump approximation consists in considering the pump as a classical drive that
is unaffected by the amplification process. It stands on two requirements. First, the
pump has to be non-resonant and its effective bandwidth κp much larger than the idler
and signal bandwidths, κp � κa,κb. Therefore its time dynamics can be considered
as instantaneous. Second, it should be strongly driven, |〈pin〉| � 1, so that quantum
fluctuations are negligible.
Schematically, when its energy is consumed in the amplification process, it is imme-

diately refilled by the strong drive. The pump mode behaves as if it had a classical
energy reservoir that is not easily depleted. The approximation holds as long as the
pump power is significantly larger than the total output power of all amplified signals.
In quantum Langevin equations, we can then replace the pump annihilation operator

p by its average value in the coherent state

p→ |〈p〉|eiωpt+ϕ = p0e
iωpt. (88)

For the sake of simplicity, we only consider the case where ωp = ωres
a + ωres

b . Therefore,
we will also define the detuning ∆ = ωa − ωresa = −(ωb − ωresb ).
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5.1.1.2 Scattering relation in the frequency domain

In the frequency domain, the quantum Langevin equations form a simple linear system
and read 0 = i(ωa − ωres

a )a[ωa]− iχp0b
†[ωb]− κa

2 a[ωa] +
√
κaain[ωa]

0 = i(ωb − ωres
b )b[ωb]− iχp0a

†[ωa]− κb
2 b[ωb] +

√
κbbin[ωb].

(89)

By inserting the input/ouput relations, one can eliminate the field operators a and
b from the linear system

√
κaa[ωa] = aout[ωa] + ain[ωa]
√
κbb[ωb] = bout[ωb] + bin[ωb].

(90)

Therefore, the system can easily be transformed into scattering relations aout[ωa] = raaain[ωa] + sabb
†
in[ωb]

b†out[ωb] = sbaain[ωa] + rbbb
†
in[ωb].

(91)

This defines the scattering matrixaout[ωa]
b†out[ωb]

 =

raa sab

sba rbb

ain[ωa]
b†in[ωb]

 , (92)

where the scattering coefficients read

raa =
(1− iδb)(1− iδa) + |ρ|2
(1− iδb)(1 + iδa)− |ρ|2

,

rbb =
(1 + iδb)(1 + iδa) + |ρ|2

(1− iδb)(1 + iδa)− |ρ|2
,

sab =
2iρ

(1− iδb)(1 + iδa)− |ρ|2
,

sba =
−2iρ∗

(1− iδb)(1 + iδa)− |ρ|2
,

(93)

with dimensionless variables such as cooperativity

C = |ρ|2 =

∣∣∣∣∣ 2χp0√
κaκb

∣∣∣∣∣
2

(94)

and the reduced detunings

δa =
∆

κa/2 and δb = −
∆

κb/2. (95)

A remarkable property of the scattering relation is its symplectic character implying
that

|raa|2 − |sab|2 = 1
|rbb|2 − |sba|2 = 1

. (96)
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This property is necessary for the field operator to be well-defined along the scattering
process i.e. output operators preserve their canonical commutation relations.
We define the spectral gain as

√
G = |raa| = |rbb| and the spectral cross-gain as√

G− 1 = |sba| = |sab|. The scattering relation of the amplifier can now be expressed
as a function of the gain and pump phase φaout[ωa]

b†out[ωb]

 = eiα

 eiβ
√
G ieiφ

√
G− 1

ie−iφ
√
G− 1 e−iβ

√
G

ain[ωa]
b†in[ωb]

 (97)

with the phases α = −Arg [(1− iδa)(1 + iδb)−C] and β = Arg [(1− iδa)(1− iδb)−C].
Note that these phases are either gobal phases as α or phases that can be absorbed

by a redefinition of the pump phase as β. Hence up to a redefinition of the phase
reference of the pump at each frequency, the scattering relations readaout[ωa]

b†out[ωb]

 =

 √
G eiϕ

√
G− 1

e−iϕ
√
G− 1

√
G

ain[ωa]
b†in[ωb]

 . (98)

Note that when the amplifier is probed at resonance δa = δb = 0, the gain is simply
given by

√
G0 =

1 + C
1−C −→C→1−

+∞ . (99)

It diverges when the cooperativity reaches unity. It corresponds to a threshold where
the parametric down-conversion exactly compensates the losses of the resonator χ|p| →
√
κaκb/2.
In the limit of a large gain, there is a useful expression for the gain as a function of

frequency for a small detuning

G[∆ω] ≈ G0

1 +G0

( 1
κa

+
1
κb

)2
∆ω2

. (100)

Thus, the spectral shape of the direct gain is a Lorentzian whose maximum is G0
and dynamical bandwidth γ is given by

γ =
2

√
G0

( 1
κa

+
1
κb

) . (101)

The dynamical bandwidth decreases as the gain peaks and the product of the max-
imal amplitude gain and the bandwidth is thus constant, as generally expected for
parametric amplifiers

√
G0 × γ =

2( 1
κa

+
1
κb

) = const. (102)
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5.1.2 Self-oscillation regime

When the pump is driven above threshold C ≥ 1, the system enters in the self-oscillation
regime. Indeed, when the parametric gain overcomes the damping rate, exponentially
increasing oscillations spontaneously develop, triggered by vacuum fluctuations. How-
ever, in an actual physical system, the development of oscillations is limited for two
reasons. First, higher order non-linear terms start to rapidly dominate the physical
evolution leading to saturation of the parametric gain. Second, the stiff pump ap-
proximation breaks down and the pump drive gets depleted. Note that this regime is
analogous to the lasing regime in optics.

5.2 practical parametric amplifier requirements

The goal of my work on the microwave amplifier was to build a practical and reliable
parametric amplifier that would be operated in real physics experiments. Hence, far
from being a proof-of-principle device, strict specifications were required to guarantee
the success of the feedback experiment lead in the group in parallel with my work. In
order to perform a quantum non-destructive single-shot read out of a superconducting
qubit in a circuit QED architecture, one needs

• A large power gainG of the order of 20 dB, in order to neglect the 20-40 photons of
noise added by the following amplification stage made with state-of-the-art high
electron mobility transistors (Caltech HEMT amplifiers). This figure contains the
typical attenuation between the Josephson Mixer and the HEMT.

• A quantum efficiency η close to 1 to minimally degrade the signal-to-noise ratio
at the single photon level, when operated in the phase preserving mode.

• A wide dynamical bandwidth γ/2π of the order of 10 MHz, which corresponds
to a signal processing time of a few tenths of a nanosecond that is shorter than
typical timescale for controlling circuit QED architecture dynamics.

• The 1dB-compression point P1dB quantifies the amount of input power beyond
which the power gain decreases by 1 dB. The amplifier must be able to sustain
a few photons per dynamical bandwidth at its input.

• A tunable resonant frequency on a range larger than 100 MHz so that the cen-
ter frequency of the amplifier can match the transition frequency of the system
despite the fabrication uncertainties.

5.3 gain and bandwidth

The gain
√
G0 and dynamical bandwidth γ are inversely proportional, see Eq.(101).

Indeed, a parametric amplifier can be seen as a device which extends the temporal
envelop of the incoming signal rather than directly multiply its amplitude. The ampli-
fier transforms a dirac pulse in time into a decaying exponential envelope at a rate γ−1

with the original amplitude as illustrated on Fig. 30. The parametric amplifier offers
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Figure 30: Pulsed response of the parametric amplifier, it offers a temporal persistence over
γ−1 that provides an overall energy gain.

a temporal persistence over γ−1 that provides an overall energy gain. On the contrary,
for signal much longer than this timescale, the accumulation of the persistence effect
provides a proper amplitude gain

√
G.

5.3.1 Design constraints

The gain of Josephson mixers is controlled by the pump power at the sum frequency.
We have previously seen that we could in principle reach an infinite gain by increasing
the pump power up to reach a unit cooperativity C → 1. However, the fraction of the
pump current flowing in the junctions must remain well below their critical current for
the three-wave-mixing approximation to hold. As a consequence, the maximum cooper-
ativity that can be achieved is bounded, as shown in section 3.1.5. Thus the bound must
be sufficient to access the high-gain amplification regime. The cooperativity bound for
shunting JRM reads

Cmax =
∣∣∣∣∣2χpmax√

κaκb

∣∣∣∣∣
2

∼ 1
16ξaξbQaQb

(
2L
L0
J

)2

> 1 . (103)

Let us evaluate the high gain condition for two different samples JM-B and JM-
C, first characterized in section 3.4.2. Importantly, the only difference these between
samples is the critical current of their junctions.
Thus the coupling rates of both samples are κa/2π = 29 MHz and κb/2π = 39 MHz,

their frequencies are ωa/2π ∼ 5.6 GHz and ωb/2π ∼ 8.5 GHz leading to quality
factors Qa ∼ 190 and Qb ∼ 220. In order to evaluate the participation ratios ξa and
ξb, which depend on the flux ϕext, we can assume ϕext = 2π since it maximizes the
three wave mixing term used in the amplification. We find ξa = 2L/Ltota ∼ 0.06 and
ξb = 2L/Ltotb ∼ 0.1 (see Fig. 23(e)).
The only difference is their critical current leading to Josephson inductances of

L0,B
J ∼ 300 nH and L0,C

J ∼ 100 nH.
As a result we get that

1
8ξaξbQaQb

(
2L
L0
J

)2

∼

 0.4 ≤ 1 for JM-B
3.5 > 1 for JM-C.

(104)
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Remarkably, it has been experimentally verified that JM-B has not reached the high-
limit gain but not by far, since the maximum power gain obtained with this sample
was 12 dB. On the contrary, JM-C has comfortably reached this limit, as we have even
been able to observe the self-oscillation regime.

5.3.2 Measured gain and bandwidth

We present here the measurement of the sample JM-C.
Reflection gain as a function of frequency is shown in Fig. 31 for Signal (a) and Idler

(b) at various pump powers. The magnetic flux bias is set to ϕext = 2.5 π and the
pump tone is shined at ωp = 14.071 GHz. The Lorentzian shape of the reflection gain
is well reproduced by the theory up to 35 dB corresponding to plain traces. Higher
pump powers correspond to dashed traces for which the self-oscillation threshold seems
to be exceeded. Saturation of the gain is observed as well as a strong Kerr-effect.
The maximum gain as a function of cooperativity is shown in Fig. 31(c). The behavior

is as expected up to 20 dB. Then the gain slightly saturates. Note that the measurement
has probably been performed with too much input power for such a high gain, hence
the saturation may be due to the saturation of a dynamic range.
Finally, the dynamical bandwidth fitted at half gain is plotted as a function of the

linear power gain on a log-log scale for the signal mode. The relation
√
G0 ∝ γ−1 is

well verified on a wide range of gain from 5 dB to 30 dB.
Note that Josephson mixer JM-C has a dynamical bandwidth of 3 MHz for a 20 dB

gain, which is below the specification that requires 10 MHz. Nonetheless, we have later
fabricated a Josephson mixer with a bare bandwidth of 100 MHz leading to practical
amplifiers with about 10 MHz dynamical bandwidth [48], which could be used to
readout a qubit dispersively.

5.4 frequency tunability

The maximum bandwidth that can be achieved with parametric amplifiers based on
high-quality factor cavities, represents a fraction of percent of the resonance frequency.
Hence, an essential requirement for such a practical amplifier is to be frequency tunable
in order to match the bandwidth of the system under study despite irreproducibilities
originating from fabrication uncertainties. Indeed, frequency tunability is an essential
requirement for a reliable and practical amplifier.
The tunability of the device has been improved a lot by shunting the Josephson ring

with linear inductors. It has stabilized working points of the device and enabled us
to explore a much larger range of frequencies. Importantly, the whole flux tunability
shown in Fig. 32(a) is largely related to the value of the shunting inductances L as
demonstrated in section 3.4.2.2.

∆ωa,b ∼
L

La,b
ωa,b = π

L

Z0
ω2
a,b ∼

 2π× 400 MHz signal
2π× 170 MHz idler.

(105)

The estimated tunability range is in good agreement with the experimental results
shown in Fig. 32(b). We obtain a 20 dB-gain over a frequency range larger than
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Figure 31: Magnitude of the reflection coefficient for signal (a) and idler (b) represented as a
function of the input frequency for increasing pump power (measured at the level of
the generator, with about 60− 70 dB of power attenuation). The pump frequency is
ωp/2π = 14.071 GHz. (c) Maximum as a function of the pump power (d) Bandwidth
of the amplifier as a function of gain. Colors of the dots encode the pump power in
every plot.

400 MHz. Each curve corresponds to one value of the flux bias indicated by color
lines in the frequency-flux plot. For each flux bias, the pump parameters are adjusted
for the gain to reach 20dB.

5.5 dynamical range

The maximal input power is limited by two main physical issues, which will be detailed
in the following.

5.5.1 Exhausted Josephson non-linearity

Josephson non-linearity can be exhausted. The energy stored in signal and idler modes
exhausts the non-linearity of the Josephson junction by exciting higher non-linear
terms in the expansion of Eq. (22). However, note that thanks to its very symmetric
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Figure 32: (a) Dots: Measured resonance frequency ωresa of signal mode as a function of flux
applied ϕext to the ring modulator without pump. (b). Reflection gain measured on
the signal port as a function of frequency for various values of the flux indicated by
the color lines in (a). Pump parameters are optimized for each curve. The numbers
on top represent the 1dB-compression point (maximum input power) expressed in
input photon rate per dynamical bandwidth for six different working frequencies
coded by color.

Hamiltonian eliminating several higher order terms, the Josephson mixer is quite robust
at high powers.
The flux across a single junction in the ring due to the amplified modes a and b is

typically given by (Eq. (9))

ϕa
2 +

ϕb
2 = ξa

√
Za

2ZQ
(a+ a†) + ξb

√
Zb

2ZQ
(b+ b†), (106)

where ZQ = ϕ2
0/h̄ = h̄/(2e)2 ∼ 1 kΩ is superconducting resistance quantum.

The fraction of the amplified current flowing through the junctions must remain
well below their critical current for the three-wave-mixing approximation to hold. This
translates in an upper bond on the phase difference across the junctions

〈
(
ϕa
2 +

ϕb
2

)2
〉 ∼ 1

4 � π2. (107)

Considering for simplicity equal impedances Za = Zb = Z0, equal coupling rates
κa = κb = γ

√
G and a large gain limit, 〈a†a〉 = 〈b†b〉 = 〈a†b†〉 = Gα2

in/κa, the upper
bound on the mean input photon number per dynamical bandwidth reads(

α2
in

γ

)
max

=
1

4
√
G

ZQ
Z0

1
(ξ2
a + ξaξb + ξ2

b )
. (108)
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For a magnetic flux bias ϕext = 2π, the dynamical range upper bound can be esti-
mated to 30 photons per dynamical bandwidth for a 20 dB power gain. An important
trend is that the dynamical range is inversely proportional to the square of the partic-
ipation ratio. We have shown that the participation ratios rise rapidly with magnetic
flux bias, leading to a dynamical range upper bound reduced to 5 photons near the
symmetry breaking point for JM-C.
Note that this upper-bond is quite optimistic. Actually, non-linear effects such as

the cross-Kerr effect might disturb the Lorentzian line-shape of the gain well below
this bound. As a consequence, the measured 1dB-compression point might lie below
this range.

5.5.2 Pump depletion

The other mechanism is the depletion of the pump energy. Indeed if the amplified
signal power represents a non-negligeable fraction of the pump power, the stiff pump
approximation beaks down. The dynamics of the pump cannot be neglected, then
signal, idler, and pump modes must be treated on the same footing.
The stiff pump approximation holds as long as the output photon flow |αout|2 ≈
|βout|2 is much smaller than the input pump photon flow |pin|2,

|αout|2 ≈ |βout|2 = G|αin|2 � |pin|2 =
1
2κc|p|

2 ∼ κaκbκc
8χ2 . (109)

Using the expression of the coupling rate χ in Eq. (43) and by gathering the partici-
pation ratio dependencies, the input photon per dynamical bandwidth is bounded by

|αin|2

γ
� 1√

G

1
(ξaξbξc)2

1
Qc
√
QaQb

ZQ
Z0

(L0
J )

2

Lc
√
LaLb

. (110)

Importantly, this upper-bond is highly dependent on the participation ratios. As
expected, the more the participation ratios are low, the less the pump can be depleted.
The upper bond can be evaluated to ∼ 3000 photons per bandwidth for a non-

resonant pump tone Qc ∼ 1 and a 20 dB-gain at flux bias ϕext = 2π leading to a pump
mode participation ratio of ξc ∼ 0.07. As a consequence, the pump depletion should
not be the dominant limitation for this flux bias.
However, close to the symmetry breaking point, the inductance of the pump mode

diverges leading to a participation ratio close to one, ξc ∼ 1. In other words, a very
weak pump tone is needed to reach a 20 dB-gain. Hence, at this flux bias the upper
bound decreases to ∼ 2 photons per bandwidth. In this case, the pump depletion is
the dominant limitation on dynamical range. Besides, it limits the maximum gain that
can be achieved since amplified vacuum fluctuations are important enough to saturate
the pump power.
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5.5.3 Measured dynamical range

The measured dynamical ranges are presented in Fig. 32(b). Numbers on top represent
the 1dB-compression point (maximum input power) expressed in input photon rate
per dynamical bandwidth for six different working frequencies coded by color.
A trend shows that the 1dB-compression point decreases rapidly when the flux-

bias gets closer to the symmetry breaking point as expected from the two saturation
mechanisms.

5.6 measuring the quantum efficiency

The main challenge in the measurement of the efficiency of an amplifier consists in
determining the absolute amplitude of the signals at its input. We have performed
various kinds of calibration of this amplitude and determined lower bounds on the
efficiency of the Josephson mixer used as an amplifier.
Two calibrations have consisted in generating noise at the input of the amplifier

using a self-calibrated noise source. For one calibration, we used a voltage biased tunnel
junction emitting electron shot noise eV and for the other one, a temperature controlled
load emitting Johnson-Nyquist noise kBT . The other way used a superconducting qubit
as a spectrometer. The dephasing induced by the field to which the qubit is coupled
allows us to estimate the amplitude of that field. We have performed these three types
of calibration on Josephson mixers during three independent experiments.

5.6.1 Tunnel junction calibration

The noise properties and the quantum efficiency of the JM-C sample have been cali-
brated using the electron shot-noise across a voltage-biased NIN tunnel junction placed
at the input (Fig. 33a). This noise, which is well-understood and therefore of predictable
amplitude, plays the role of an in situ calibrated signal. For small electronic temper-
atures (kBTe � h̄ω), the noise from the tunnel junction presents two regimes as a
function of voltage. For eV < h̄ω, zero-point fluctuations across the junction dominate
with a power spectral density Sp(ω) = h̄ω

2 , while for eV > h̄ω, electrons in the junction
produce non-equilibrium shot noise and Sp(ω) = eV

2 . The electronic temperature Te
in the electrodes of the junction sets the sharpness of the crossover between these two
regimes [60] as Sp = S+

p + S−p with

S±p [ω] =
1
4 (eV ± h̄ω) coth eV ± h̄ω2kBTe

. (111)

We used as a tunnel junction an aluminum Josephson junction shown in Fig. 33(b)
kept in its normal state by neodymium permanent magnets close-by. We measured in
situ a normal resistance of 43.9 Ω for the tunnel junction. The output spectral density
was recorded with a spectrum analyzer and averaged over a 2 MHz bandwidth around
the center frequency of the amplifier (see Fig. 33(c)). Its dependence with bias voltage
was obtained (Fig. 33(d)) for an amplifier gain of 23 dB with the same settings as in
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Figure 33: (a) Simplified schematic of the setup used for the calibration of the Josephson mixers.
The tunnel junction is voltages biased through a bias tee, it is placed at the input of b
mode. Optical microscope picture of the tunnel junction placed at the end of a 50 Ω
microstrip transmission line. (c) Power spectral density as a function of frequency
measured at the output of signal out for three settings: pump off and V = 0µV,
pump on and V = 0µV,or V = 100µV. The colored area represents the averaging
range used in the right panel. (c) Average power spectral density over a 2 MHz
bandwidth around the center frequency of the amplifier as a function of bias voltage
V. The solid line shows what is expected by using Eq. (113) and fitting an overall
gain Geff = 94.6 dB and an extra noise Nadd of 2.8 quanta coming from both the
unavoidable quantum noise of the idler port (0.5 quanta) and the unwanted losses
between the tunnel junction and the amplifier (2.3 photons). The gain Geff allows
us to express this power spectral density in units of photon number or quantum.

Fig. 31. The measured power spectral density can be described by an expression of the
form

Sp
m[ωa] = Geff (Sp +Nadd h̄ωa). (112)

where Nadd is the noise added by the amplifying chain referred at its input.
In the shot noise regime, it is possible to calibrate the effective system gain Geff =

dSpm/d(eV /2) = 94.6 dB from the NIN tunnel element to the spectrum analyzer
including a possible attenuation from the element to the input port of the amplifier.
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Without any additional calibration, we extracted the apparent system added noise
Nadd = 2.8 at the plateau (Fig. 33(b)). Remarkably, an electronic temperature Te
equal to the refrigerator mixing chamber temperature of 35 mK describes perfectly
the crossover. It is worth emphasizing that the noise power of the total measurement
setup is presented in Fig. 33 without any background subtraction and is therefore the
absolute system noise. It is straightforward to compare the noise measurement with
and without our device. Turning off the pump tone, the same noise measurement using
only the state-of-the-art HEMT amplifier at 4 K yielded an apparent added noise 20
times larger than with the pump on. Indeed, Josephson mixer acting as a pre-amplifier
leads to a rise of the signal-to-noise ratio of the whole amplifying chain by a factor 20.
The notion of added noise is quite an artificial characterization. It describes the

reduction of the signal to noise ratio (SNR) by the addition of spurious noise. However,
for a phase preserving amplifier operating near the quantum limit, it is fair to consider
that the reduction of the SNR is essentially due to a decrease of the signal coming
from unavoidable insertion losses rather than from the addition of spurious noise. A
more consistent model consists in considering that the active part of the device acts as
a perfect phase preserving amplifier but that unavoidable losses at the input decrease
the quantum efficiency of the whole setup. Importantly, the insertion losses must be
modeled as beam splitters with a transparency η which adds unavoidable vacuum
fluctuations (1− η)h̄ω/2 leading to an increase of the apparent noise.
Crucially, the phase preserving character implies that the measurement is necessary

blurred by half-a-photon resulting from the Heisenberg uncertainty saying that it is
impossible to measure perfectly both quadratures simultaneously.
Hence, the measured power spectral density is fairly described by an expression of

the form

Sp
m[ω] = Gchain

 η︸︷︷︸
insertion

losses

Sp[ω] + (1− η) h̄ω2︸ ︷︷ ︸
vaccum noise

from losses

+
h̄ω

2︸︷︷︸
quantum

limit

 , (113)

η is the quantum efficiency of the phase-preserving amplifying chain, equal to the one
for an ideal setup. The noise temperature of the following HEMT amplifier is negligible
for such a Josephson mixer gain as shown in Fig. 33(a). Thus it has not been taken
into account here except through a slight apparent decrease of the quantum efficiency.

The quantum efficiency and the gain of the total amplifying setup can be extracted
from the previous parameters

η =
2

2Nadd + 1 = 0.3

Gchain = η−1Geff = 99.8 dB.
(114)

The main source of inefficiency is well understood. Indeed, a large fraction of the
inefficiency is due to the unwanted insertion loss between the noise source and the
Josephson mixer inherent to our type of low temperature measurement setup. The
insertion losses are mainly due to the various connectors ( ∼ −1dB) and the circulator
( ∼ −1dB), leading to an estimated inefficiency of ∼ 0.6.
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Also, the impedance of the tunnel junction itself is imperfectly matched at microwave
frequencies [61]. Indeed, given the size of the junction (' 10 µm2) and previous exper-
iments on similar junctions, we estimated its capacitance to be in the 0.7 pF− 1 pF
range. Using the resistance of the junction and the characteristic impedance of the am-
plifier, we calculated that the inefficiency due to the RC filtering of the junction noise
represents ∼ 0.55− 0.60. Taking this noise source impedance mismatch into account,
the actual efficiency of the Josephson mixer can be inferred to be ηinfered = 0.5− 0.55.

5.6.2 Calibration using a thermal source

The Josephson mixer efficiency has been calibrated for the experiment dealing with
the generation of entangled radiation. Here, I present identical experimental data with
slightly modified notation in order to emphasise the quantum efficiency calibration.
In this experiment, the calibration is performed using a temperature-controlled 50 Ω

load emitting Johnson-Nyquist noise. The procedure is detailed in section 7.5.
The noise emitted by an impedance-matched load reads

Sp[ω,T ] = h̄ω

2 coth
(
h̄ω

2kT

)
. (115)

Hence, one can determine the efficiency of the amplifier by measuring the power
spectral density at room temperature as a function of the noise source temperature and
the dilution refrigerator base temperature to check the consistency of the measurement.
Indeed, losses being modeled as beam splitters as shown in Fig. 34(a), the dilution
refrigerator temperature modifies the noise density at the other input of the beam
splitter.
The normalized power spectral density can be expressed as a function of the quantum

efficiency η and the noise emitted by the impedance-matched load at the noise-source
temperature Tns and for a dilution refrigerator temperature Tdil (Fig. 34a).

Sa − Soff
(G− 1)GLNA

= ηS[Tns,ωa] + (1− η)S[Tdil,ωa] +
ωa
ωb
S[Tdil,ωb]. (116)

Note that the ratio ωa/ωb is due to the frequency conversion of the noise from b to
a during the amplification process. Importantly, in this experiment, the gain of the
parametric amplifier was kept below 10 dB which is not enough to overcome the noise
added by the following HEMT amplifier. Then, the power spectral density background
has been carefully removed as detailed in section 7.5.5. As a consequence, the measured
efficiency corresponds to the effective quantum efficiency of the Josephson mixer only.
The spectral noise density measured as a function of the noise source temperature

and of the dilution refrigerator base temperature shown in Fig. 34(b) is in excel-
lent agreement with the theory for the quantum efficiency of the Josephson mixer
of η = 72 % .

5.6.3 Calibration using a superconducting qubit as a spectrometer

The quantum efficiency of a Josephson mixer has also been estimated during the ex-
periment performed by Philippe Campagne-Ibarcq in our group [48] that has demon-
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Figure 34: (a) Equivalent setup, all losses and inefficiencies are modeled by beam-splitters
coupling the propagating modes of interest to a bath at dilution refrigerator tem-
perature Tdil. (b) Dots: The measured power spectral density normalized following
Eq. (116) as a function of noise source temperature Tns for various values of the dilu-
tion refrigerator temperature Tdil = 45 mK, 100 mK, 180 mK, 230 mK and 260 mK
(represented by colors from yellow to red). Circles: same data for decreasing temper-
atures Tns from one point to the next. Lines: theory using Eq. (116).

strated the stroboscopic feedback of a superconducting qubit enabling the stabilization
of quantum trajectories. The Josephson mixer used in this experiment is centered on
7.748 GHz with 22dB of gain over 6 MHz dynamical bandwidth. Note that the band-
width of the modes has been doubled for this experiment compared to JM −C.

The amplifier sits at the output of a superconducting 3D cavity, which is coupled
to a superconducting qubit in the dispersive regime. It is possible to calibrate the
occupation of the 3D cavity by measuring how much the field induces dephasing on the
qubit. Indeed, in the dispersive regime, the resonance frequency of the cavity depends
on the qubit state ωcav = ω0

cav±χ/2. Here, the bandwidth κ of the cavity is larger than
the dispersive shift χ. When a coherent pulse is sent through the cavity at ω0

cav, the
average field amplitudes corresponding to the two qubit states differ only by a phase
shift (Fig. 35b). In that case, the pulse extracts information on the qubit at a rate
given by κD2/2, where D is the distance between the two possible field amplitudes in
the Fresnel space [62].
Since D2 is simply related and proportional to the average photon number in the

cavity, measuring the extra dephasing Γextraϕ = κD2/2 of the qubit as a function of field
amplitude leads to a proper calibration of the number of photons in the cavity. Using
this calibration, it was possible to infer the total amplification of the measurement
setup from the 3D cavity. Then, by measuring the variance of the fluctuations for a
coherent state in the cavity, it was possible to calculate the fraction of added noise on
top of the original zero point fluctuations in the cavity. This allowed us to estimate a
total efficiency of ηtot = 0.67. A large part of the inefficiency are attributed to losses
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through the input port of the cavity, which were perfectly determined and unrelated
to the Josephson mixer efficiency. In the end, the efficiency of the full detection setup
from the output of the 3D cavity to the measurement apparatus was estimated to be
η = 0.82. To my knowledge, this is the best quantum efficiency achieved to date on a
circuit QED experiment with a parametric amplifier.
The distribution of a million measured amplitudes of the output field, when the

qubit is prepared in state |g〉 or |e〉 with equal probability is shown in Fig. 35(c) and
(d). In Fig. 35(c) the Josephson mixer is turned off. The measurement fidelity of the
qubit state is low, its state cannot be discriminated in a single shot. In Fig. 35(d), the
Josephson mixer is turned on, as a result a great enhancement of the measurement
fidelity is observed. The qubit state can be discriminated in a single shot for a read-out
amplitude of 1.6 photons integrated on 11 cavity bandwidths. Note that this qubit
readout is both single-shot and QND (quantum non demolition).
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Figure 35: (a) Simplified setup of the feedback experiment detailed in [48] . (b) Phase acquired
by the measurement pulse after its dispersive interaction with the qubit. (c),(d)
Probability density with the Josephson mixer (c) off and (d) on, extracted from 106

measurement outcomes when the qubit is prepared in state |g〉 or |e〉 with equal
probability. The axes are expressed in units of square root of photon numbers in
the 3D cavity in the steady state. The halved probability density that corresponds
to the preparation of |g〉 (respectively, |e〉) only is plotted in blue (orange), together
with the projections along the real and imaginary axes. Turning the pump of the
amplifier on as in (d) results in a great enhancement of the measurement fidelity,
compared to the case without (c).
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5.7 low-impedance josephson mixer

Using the gain-bandwith-power relations we have just established, I will show that it
is possible to design a Josephson mixer with a dynamical bandwidth of 100 MHz for
a 20dB-gain and 5 photons dynamic range per bandwidth with a central frequency
around 7 GHz. Note that these performances seem to be the optimal performance
achievable with the Josephson mixer technology [44].
In the following I will show that we have been able to implement a device close to

such an optimal point.

5.7.1 Design

For simplicity, the optimal parameters have been derived in the case of an unshunted
Josephson ring.

• Quality factors. If the gain is kept fixed, the dynamical bandwidth can be
increased by decreasing both quality factors according to

√
G× γ =

2
1
κa

+
1
κb

. (117)

In order to reach 100 MHz at 20 dB-gain, we must fix κa ∼ κb ∼ 2π × 1 GHz
leading to quality factors Qa ∼ Qb ∼ 7.

• Participation ratios. The participation ratios can be increased to reach the
high gains limit

1
16ξaξbQaQb > 1. (118)

As a consequence, it constrains ξa ∼ ξb > 0.6. In the standard implementation
of the resonator, one would need to decrease the critical current of the junction
to be able to reach the range ξa ∼ ξb ∼ 0.6. However, it would greatly affect the
dynamical range of the amplifier.

• Impedance. In order to guarantee 5 photons dynamic range per bandwidth, the
device must satisfy the following relation(

α2
in

γ

)
max

=
1

4
√
G

ZQ
Z0

1
(ξ2
a + ξaξb + ξ2

b )
=

1
43
ZQ
Z0
∼ 5⇒ Z0 ∼ 5 Ω. (119)

Thus, in order to keep a good dynamic range, the characteristic impedance of
the resonator must be greatly decreased. Or in other words, in order to keep
junctions with a fairly high critical current, the resonator inductance must be
decreased.
Moreover, the pump depletion criterion for the unshunted Jospehson ring is fairly
satisfied for this impedance.

|αin|2

γ
∼ 5� 1√

G

1
(ξaξb)3/2ξc

1
Qc
√
QaQb

ZQ
Z0
∼ 80. (120)
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Importantly, such a low impedance is difficult to implement with conventional
transmission line resonators. Lumped-element resonators are much more suited
for this task. On one hand, the mode inductance is mostly ensured by the un-
shunted Josephson ring guarantying high participation ratios. It requires La ∼
Lb ∼ Z0/ω0 ∼ 100 nH leading to I0 ∼ 4 µA. On the other hand, the mode capac-
itance can be made of a large plate capacitor in the range Ca ∼ Cb ∼ (Z0ω0)−1 ∼
5 pF.

• Implementation of the coupling. Given the impedance mismatch between a
Zc = 50 Ω transmission line and the Z0 = 5 Ω impedance of the mode, there is
no need for coupling capacitance. Indeed, the quality factor for galvanic coupling
is directly given by Qa ∼ Qb ∼

Zc
Z0
∼ 10 which is consistent with the architecture.

5.7.2 Experimental realization

We have fabricated a low-impedance lumped-element device targeting the above stated
criterions. Schematics of the device is shown in Fig. 36(a). The modes of the Joseph-
son mixer consist in the unshunted Josephson ring inductance in parallel with plate
capacitors connected together on one ground plate.
A picture of the device is shown in Fig. 36(b). Its in situ characterization has

enabled us to extract its main characteristics. The ring inductance is LJR(ϕext) =

90 nH/ cos(ϕext), corresponding to a critical current Ic = 3.6 µA. The wires connect-
ing the ring to the capacitors provide a spurious geometric inductance of the order of
50 nH in series with the ring. The capacitors consists of large plate capacitors (large
rectangles in Fig. 36(b)), the top and ground plates are made of aluminum and are
separated by 200 nm of amorphous silicon-nitride dielectric leading to a capacitor of
3 pF for the a mode and 6 pF for the b mode.

5.7.3 Gain and bandwidth performances

The resonance frequency as a function of the magnetic flux is shown in Fig. 37(a)
as expected from an unshunted Josephson ring, the dependence is 2π-periodic and
hysteretical. The measured quality factors, shown in inset, going from 10 to 25 are
larger than expected by the design, but consistent with the measured inductance and
capacitance of the device. Therefore, the impedance of the mode is going from 5 to
2 Ω.

The gain as a function of frequency and pump power is presented in Fig. 37(b).
In spite of quality factors being larger then expected, the dynamical bandwidth still
reaches up to 50 MHz for a 20 dB gain. Remarkably, the frequency tunability of the
amplifier for a 20dB gain is as high as 900 MHz thanks to the high participation
ratios of the ring. Note that the larger flux biases are not necessarily stable due to the
hysterical behavior.
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Figure 36: (a) Schematic of the experimental setup at base temperature (Tdil = 50 mK). The
modes of the Josephson mixer consist in the unshunted Josephson ring inductance in
parallel with plate capacitors connected to the ground. Modes a and b are addressed
in reflection through the ∆ ports of two hybrid couplers, the pump mode being fed
through the Σ port. (b) Optical picture of the device showing the capacitors (left)
and the Josephson junction ring (right).

5.7.4 Quantum efficiency and dynamic range

The calibration of the quantum efficiency of the lumped-element Josephson mixer is
performed using a temperature-controlled load connected to the input of the amplifier
similarly to the description in section 5.6.2. The noise measurement gives an absolute
calibration of the gain of the low noise amplifying chain GLNA = 62.3 dB. Moreover,
the quantum efficiency can be extracted from the measurement shown in Fig. 38(a),
leading to a quantum efficiency of η ∼ 0.62 . Note that the cross-over between quantum
noise and thermal noise is not quantitatively reproduced by the noise data. Therefore,
this measured quantum efficiency must be taken carefully.
The measurement of the 1 dB-compression is shown in Fig. 38(b). For G = 21.4 dB,

we observe that the amplifier behaves linearly at low powers until it reaches the 1dB-
compression point at an absolute power of P1dB = −112 dBm reaching the JRM. At
6.76 GHz and for a dynamical bandwidth of 50 MHz, this power corresponds to 4.5
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Figure 37: (a) Flux tunability of the resonant frequencies of resonators a and b (pump off). The
dependence is 2π-periodic and hysteretical. The insets show the measured quality
factors as a function of frequency. Dashed lines are the expected quality factors. (b)
Gain in reflection at the flux ϕ1 for a and b modes. The color bar indicates the pump
power referred to the parametric self-oscillation threshold. The pump frequency is
12.26 GHz (c) Gain in reflection for a and b modes measured at the different fluxes
labelled.

photons per dynamical bandwidth. Note that the dynamical range is remarkably high
in absolute power compared to the transmission line resonator amplifiers ranging from
−130 to −115 dBm. Such a high sustained power is consistent with the very low mode
impedance ranging from 2 to 5 Ω.
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Figure 38: Difference between measured spectral densities out of resonator b, its input being
connected to the noise source, as a function of Tns when the pump is turned on
(SON ) and when the pump is turned off (SOFF ). The data are normalized by the
energy of a quantum in resonator b and the gain G of the Josephson amplifier set
to be approximately 32 dB. The inset shows a schematic of the measurement setup
(note that we plugged −6 dB attenuators on the ∆ ports of the hybrid couplers in
order to suppress interferences occurring in the wiring which disturbed the effective
impedance of the incoming line). (b) Output power Pout of the amplifier as a function
of input power Pout measured at 5.47 GHz for different pump power (blue color
scale), gain varying from 0 to 32 dB.

5.8 performance summary
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Need Unshunted Shunted Low-impedance
for cQED JRM JRM mixer

reference [63] [42] [39, 48] in prep.
Yale Paris Paris

Resonator λ/2 Microstrip λ/2 Microstrip Lumped
impedance ∼ 50 Ω ∼ 50 Ω 2 to 5 Ω

Frequency 5− 12 GHz 6− 8 GHz 6− 9 GHz 4− 7 GHz
Gain ≥ 20 dB ≥ 20 dB ≥ 20 dB ≥ 20 dB

Q Efficiency η ∼ 1 > 0.3 Th. L 0.3 TJ ∼ 0.62 Th. L
0.72 Th. L
0.8 qubit

Bandwidth ∼ 10 MHz 11 MHz ∼ 3 MHz 50 MHz
@20 dB ∼ 10 MHz not shown

Dynamical range > 1 1 to 10 1 to 40 20
per DBW@20 dB ph. per DBW ph. per DBW ph. per DBW ph. per DBW
Dynamical range > −125 dBm −130 −130 −112 dBm

@20 dB to −115 dBm to −115 dBm
Tunability > 100 MHz 60 MHz 400 MHz 900 MHz
@20 dB

Table 1: Summary of the characteristics of amplifiers based on Josephson mixers. The abbrevi-
ations ’Th. L’ stands for Temperature controlled load, ’qubit’ stands for measurement
induced dephasing of a qubit in a cavity and ’TJ’ stands for Voltage bias tunnel
junction.
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5.9 conclusion

This work on parametric amplification gave birth to two new generations of nearly
quantum limited phase preserving amplifiers. We have realized a practical widely tun-
able amplifier which can be fabricated in a single lithography and evaporation step. Its
specifications overcome the requirements of circuit-QED experiments as summed up
in the following table. Moreover, the amplifiers that I have designed and fabricated,
have enabled us to perform various experiments of circuit QED in which I had the
pleasure to take part. We performed the stabilization of superconducting qubit tra-
jectories [48], observation of past and future interference in the fluorescence of qubit
[64] or direct Wigner tomography of a non-classical field generated by quantum-Zeno
dynamics (submitted).
On the other hand, the dynamics of three-wave mixing and parametric amplification

sets various constraints on the physical parameters, which we have discussed here. By
pushing these constraints to their limits, we have designed and fabricated a nearly
optimal Josephson mixer. Indeed, taking advantage of the low impedance that can be
achieved in lumped element circuits, we have succeeded in creating a phase-preserving
amplifier that is close to the quantum limit, wide-band, has a high dynamical range
and is widely tunable. However, the fabrication process of the device is more complex
than the microstrip version, mainly due to the fabrication of large plate capacitors.
The fabrication process can still be optimized and made simpler and more reliable.
Importantly, the low-impedance amplifier could be used as a quantum limited pream-
plifier in other systems given that its specifications make it suitable for a wide range
of experiments in the microwave domain and in mesoscopic physics.

The main results of this part are the following

• Successful realization of a practical state-of-the-art non-degenerate amplifier.

• Almost quantum limited as shown by three distinct noise calibration experiments
in section 5.6

The main unpublished results of this part are the following

• An overview of the various kinds of amplifiers with their pictures in Fig. 28

• A list of crucial specifications to consider for circuit QED experiments in section
5.2

• Useful expressions leading to the dynamical range of the amplifier in Eqs. (108)
and (110)

• Design, realization and measurement of an optimal Josephson mixer as a wide-
band amplifier with large dynamical range in section 5.7
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Part III

E N TA N G L E M E N T G E N E R AT I O N A N D W I T N E S S





6
ENTANGLEMENT WITH CONTINUOUS VARIABLES

As a quantum limited amplifier, the Josephson mixer leaves a non-classical imprint
on its environment that persists far enough to be observed and tested experimentally.
In parametric amplification mode, the circuit actually induces correlations between
propagating modes that cannot be explained classically. Highly entangled microwave
radiation arises spontaneously from parametric-down conversion.
In this part, I will demonstrate that our circuit generates Einstein-Podolsky-Rosen

entangled radiation starting from vacuum. The state is distributed over two separated
transmission lines and experiences a non-local path. The witness of the entanglement
is performed with a second Josephson mixer. This second circuit recombines the prop-
agating state and enables us to probe the quantumness of correlations at its inputs.
Remarkably, the combination of two mixers forms unique quantum circuit, performing
non-classical interferometry.

6.1 entanglement, a purely quantum resource

Entanglement is "the characteristic trait of quantummechanics", as Schrödinger phrased
it in the early days of quantum theory in 1935 [65]. Indeed, entanglement is a purely
quantum information resource. The concept of entanglement refers to the fact that in
a composite system, ignorance about the part is always compatible with the maximal
knowledge about the whole [66, 67].
To illustrate this general principle, let’s consider the simplest composite system

which consists of two qubits. The system can be prepared in a maximally entangled
state (|00〉+ |11〉)/

√
2. In principle, such a Bell state can be prepared from the vacuum

with a unitary evolution, a deterministic and reversible operation. This implies that
the Bell state is a pure state, we get the maximal knowledge about the whole state, in
other word the system entropy is zero.
One can shared the Bell state between Alice and Bob. From their subjective point

of view, Alice and Bob’s states seems to be random. Indeed, by discarding Bob, Alice
gets a maximally mixed state, ρa = Trb(ρab) = (|0〉〈0|+ |1〉〈1|)/2 with an entropy
corresponding to one bit.
In a sense, the quantum information about the state is hidden in the non-local corre-

lations between the sub-parts. A measure of this entanglement consists in quantifying
the mutual information E(ρab) = 1

2 [S(ρa) + S(ρb)− S(ρab)] of Alice and Bob where
S(ρ) = −Tr [ρ log2(ρ)] is the Von Neumann entropy. It compares the entropy of the
whole to the entropy about the individual parts. It measures the information hidden
in the entanglement which is expressed in term of entangled-bits1. In this case, Alice
and Bob share one entangled bit.

1 By definition, one entangled-bit is the amount of entanglement of a Bell state, hence the factor 1/2 in
the mutual information (1e− bit = 2sharedbits)
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6.2 purification principle

The fact that ignorance about the part is always compatible with the maximal knowl-
edge about the whole has been highlighted as the purification principle in the informa-
tional derivation of quantum theory by Chiribella and coworkers in [67]. It states that
"every mixed state arises in an essentially unique way by discarding one component of
a compound system in a pure state." [68]
In such a framework, quantum theory appears to be the only information theory

where truncated knowledge about our local environment (in a highly mixed state)
is still compatible with a global picture where all processes are pure and reversible.
In particular, the increase of entropy during a thermal equilibration required by the
second principle can be translated in term of the increase of entanglement among parts
of a system that remains itself pure [69].
Note that in this derivation, the quantum theory differs from a classical theory of

information by the purification principle only. It is equivalent to a law of conservation
of information according to which information can never be destroyed but can only be
discarded.

6.3 quantum information with continuous-variable

Instead of using qubit registers to encode entangled states such as Bell states, it is
possible to use continuous variables. Quantum information can be encoded in variables
whose spectrum is continuous such as position and momentum of a particle in a trap,
quadratures of an electromagnetic mode (propagating or not) or the polarization of a
bright light beam and other implementations of the harmonic oscillator. It is important
to note that all quantum information protocols based on qubits have their counterparts
with continuous variables [70, 71, 72, 73, 74, 75, 36, 76, 77].

The quadratures of electromagnetic modes described as Shannon wavelet in section
A.5 are analogue to position and momentum of particles up to a scaling factor. Let us
define the quadrature of the field as

Xk = Re(ak) =
ak + a†k

2 ,

Pk = Im(ak) =
ak − a†k

2i .
(121)

These physical systems are then equivalent from the quantum information viewpoint
since the quadratures Xk and Pk are dimensionless hermitian observables, which ver-
ify the canonical commutation relation similarly to the position and momentum of a
particle.

[Xk,Pk′ ] =
i

2δk,k′ . (122)

The Hamiltonian of propagating modes then reads

H =
∑
k

h̄ωk(a
†
kak + 1/2) =

∑
k

h̄ωk(X
2
k + P 2

k ). (123)

Thus, the stationary states of the Hamiltonian are Fock states {|n〉k} such that ak|n〉k =√
n|n− 1〉k
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6.4 epr state

6.4.1 Two-mode squeezing

The Josephson mixer is a remarkably versatile tool for information processing with
continuous variables. In particular, it can act as an entanglement source for microwave
fields.
Indeed, the interaction Hamiltonian realized by the Josephson mixer when the pump

is applied at the sum frequency ωa+ωb comes down to the so-called Parametric-Down
conversion Hamiltonian. This Hamiltonian corresponds to the coherent creation and
annihilation of twin-photons in two spatially separated modes a and b when the pump
mode p is driven with a coherent state,

Hint = h̄χ(pa†b† + p∗ab). (124)

In chapter 5.1.1, using the quantum Langevin equation, we have derived the scatter-
ing relation between input and outputs associated with this interaction Hamiltonian.
Here, we will describe the transformation of incoming wavelets ain,k and bin,k into
outgoing wavelets aout,k and bout,k using a unitary operator (Fig. 39). This is the two
mode squeezing operator defined as

aout,k = S(r,φ)†ain,kS(r,φ),
b†out,k = S(r,φ)†b†in,kS(r,φ).

(125)

Following the form of the interaction Hamiltonian, it reads

S(r,φ) = ere
iφa†

in,kb
†
in,k−re

−iφain,kbin,k . (126)

with reiφ the squeezing parameter. Note that for sake of simplicity, we will drop the k
subscript labeling the propagating mode.

Pump~

Mixer

Figure 39: The Josephson mixer is described in term of input/ouput related by the two mode
squeezing operator

The squeezing operator can be factorized in the normal order2 using the disentangling
theorem [78],

S(r,φ) = ee
iφ tanh(r)a†inb

†
ine− log(cosh(r))(a†inain+b

†
inbin+1)e−e

−iφ tanh(r)ainbin . (127)
2 The normal order is such that all creation operators are put to the left of all annihilation operators in
a product using commutation relation.
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The normally ordered form enables us to compute analytically the evolution of propa-
gating operators as well as state evolution.
It leads to a linear scattering relation between propagating modes

aout = S(r,φ)†ainS(r,φ) = cosh(r)ain + eiφ sinh(r)b†in
b†out = S(r,φ)†b†inS(r,φ) = e−iφ sinh(r)ain + cosh(r)b†in

(128)

The scattering relation is identical to the one obtained with the quantum Langevin
equation in the previous part in Eq. (98). Therefore, the squeezing parameter r and
the phase φ can be identified to the amplitude gain

√
G of the parametric amplifier

and to the pump phase through

cosh(r) =
√
G =

κaκb + 4χ2|p|2

κaκb − 4χ2|p|2
,

φ = Arg(p).
(129)

Moreover, the two-mode squeezed vacuum state generated by the mixer can be de-
termined by applying the squeezing operator to the vacuum.

|Sq(r,φ)〉 = S(r,φ)|0〉ain |0〉bin = cosh(r)−1
∞∑
n=0

einφ tanh(r)n|n〉aout |n〉bout . (130)

The excitations in modes a and b are generated coherently from vacuum, then the
resulting state consists of a superposition of twin Fock states which is highly entangled.
Note that for a squeezing parameter going to infinity, the squeezed state corresponds

to a balanced superposition of all twin Fock states. This is the direct extension of Bell
states for continuous variables. However, such a state is not physical since its energy
goes to infinity as well. Indeed, the average photon number in each mode is related to
the squeezing parameter by

n̄ = 〈Sq(r)|a†outaout|Sq(r)〉 = sinh(r)2 = 〈Sq(r)|b†outbout|Sq(r)〉. (131)

To get a better physical hint, we can rewrite the squeezed state as a function of the
average photon number

|Sq(n̄,φ)〉 = 1√
n̄+ 1

∞∑
k=0

eikφ
(

1 + 1
n̄

)− k2
|k〉aout |k〉bout ≡ |EPR〉. (132)

Note that when a two-mode squeezed vacuum state is generated on spatially separated
modes then it is the physical realization of the so-called EPR state named after the
Einstein-Podolsky-Rosen though experiment that will be briefly described in section
6.4.6.

6.4.2 EPR state as a maximally entangled state

Electromagnetic modes live on an equally spaced ladder of energy levels, their Hilbert
space is much larger than in the case of two level systems. Therefore they can host
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significantly more quantum information and in particular more entanglement. Remark-
ably, for a given amount of energy, the two-mode squeezed state is actually maximally
entangled.
It is possible to quantify the strength of the entanglement between Alice and Bob

similarly to the Bell state. As long as the state is pure, the whole system is perfectly
known and its entropy is zero. How much ignorance is there about the parts when
measured individually? If Alice discards the information about Bob, the resulting state
is

ρa = Trb(|Sq(n̄)〉〈Sq(n̄)|) = 1
cosh(r)2

∞∑
n=0

tanh(r)2n|n〉a〈n|a. (133)

It corresponds to a thermal state as it follows the Boltzmann distribution of the energy
with an average photon number n̄. It can be written under the more explicit form

ρa =
1
Z

∞∑
n=0

e−n
h̄ω
kT |n〉a〈n|a, (134)

where the effective temperature of individual modes is given by kT
h̄ω = 1

log(1+ 1
n̄
)
≈ n̄ for

n̄ � 1. Crucially, the thermal state is the maximally mixed state for a given energy,
so that the two-mode squeezed vacuum state is maximally entangled.

A measure of entanglement for a pure state is directly given by the mutual informa-
tion E(ρa) = 1

2 (S(ρa) + S(ρb)− S(ρab)). Note that for continuous variable, the Von
Neumann entropy is defined with the natural logarithmic as opposed to the qubit case
where the logarithm in base 2 is used [70]. Therefore, entanglement strength reads

E(ρa) =
1
2 [−Tr(ρa log ρa)−Tr(ρb log ρb) + 0]

= cosh(r)2 log cosh(r)2 − sinh(r)2 log sinh(r)2

→
er�1

2r = log(n̄).

(135)

Interestingly, the amount of entanglement encoded in an EPR state can be in prin-
ciple very large. However, the decoherence due to photon loss rises linearly with the
average photon number whereas the entanglement increase in a logarithmic way. Hence
a trade off between the sensitivity to decoherence and amount of entanglement must
be found.

6.4.3 EPR state as a Gaussian state

A quantum state can be equivalently described by its quasi probability distribution
in phase-space as the Wigner distribution [1]. The Gaussian states are states whose
Wigner representation is a Gaussian distribution. Hence, their general form reads

W (ξ) =
4

π2
√
detV

exp
[
−2ξV −1ξT

]
, (136)

where ξ = (Xa,Pa,Xb,Pb) for a two-mode state. For the sake of simplicity, all states
are displaced such that their mean is set to zero 〈ξ〉 = 0.
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The covariance matrix V is a 4× 4 matrix, which encodes the second moment of the
Wigner function corresponding to the second moment of the symmetrized operators

Vi,j = 4
∫
ξiξjW (ξ)d4ξ = 2〈ξiξj + ξjξi〉. (137)

Remarkably, Gaussian states are completely determined by their covariance matrix
(and their mean value sets to zero here). Note that the definition is chosen such that
vacuum state corresponds to a unity covariance matrix.
A key feature is that the set of Gaussian state is invariant under Gaussian operations
which are any unitary operation arising from a Hamiltonian that is bilinear in the mode
operators. For instance, the Hamiltonian of one-mode squeezing (a†a†+ aa), two mode
squeezing (a†b† + ab), beam-splitting (a†b + ab†), phase shift (a†a) or displacement
(a+ a†) result in Gaussian operations. Therefore, an EPR state is Gaussian since
it corresponds to the Gaussian transformation of vacuum which is Gaussian. Note
that an important consequence of the bilinear character of Gaussian operation is that
scattering relations between the input and output operators are always linear.

6.4.4 Representation of the EPR quantum correlations

EPR states are maximally entangled states for continuous variable. How can we char-
acterize such an entanglement? In which measurement basis?
Obviously, the state is perfectly correlated on the photon number basis. However,

a more natural way to characterize Gaussian states is to explore correlations in the
quadratures phase space (Xa,Pa,Xb,Pb) through their covariance matrices. These cor-
relations are accessible with Gaussian measurements whose outcome are linear in the
field operators, such as homodyne detection that measures one quadrature at a time
or heterodyne detection that measures both quadratures at a time (see section 4.5).
Note that these Gaussian measurements are naturally performed with phase-sensitive
or phase-preserving quantum limited amplifiers (see section 4.5).
In order to reveal the quantum correlations in phase space, one can link the variance

of the output state to the variance of the vacuum state at the input by rewriting the
scattering relation as

aout + eiφb†out = er(ain + eiφb†in),
aout − eiφb†out = e−r(ain − eiφb†in).

(138)

The scattering relation can be expressed as a function of the quadrature of the a
and b modes assuming that φ = 0 for clarity

Xout
a ±Xout

b = e±r(Xin
a ±Xin

b ),
P outa ∓ P outb = e±r(P ina ∓ P inb ).

(139)

Starting from vacuum, the covariance of the EPR state is thus given by

〈(Xout
a ±Xout

b )2〉 = 1
2e
±2r,

〈(P outa ∓ P outb )2〉 = 1
2e
±2r.

(140)
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The squeezed nature of the state appears clearly. The two outgoing modes a and b are
indeed highly correlated in position and anti-correlated in momentum.
Therefore, the Wigner representation of Gaussian EPR states can be entirely de-

scribed by

W (xa, pa,xb, pb) =
4
π2 exp

{
−e−2r

[
(xa + xb)

2 + (pa − pb)2
]}

× exp
{
−e2r

[
(xa − xb)2 + (pa + pb)

2
]}

(141)

and the covariance matrix of EPR states in the basis ξ = (Xa,Pa,Xb,Pb) reads

V =


cosh(2r) 0 sinh(2r) 0

0 cosh(2r) 0 − sinh(2r)
sinh(2r) 0 cosh(2r) 0

0 − sinh(2r) 0 cosh(2r)

 . (142)

6.4.5 Marginal distribution of the EPR state

The Wigner representation of the EPR state is four dimensional. Yet, it’s possible to
get a grasp on its structure by looking at its marginal distribution in various subspaces.
The marginal distributions of the Wigner function in position (xa,xb) and momen-

tum (pa, pb) are Gaussian

Wxx(xa,xb) =
∫ ∫

dpadpbW (xa, pa,xb, pb)

=
2
π

exp[−e−2r(xa + xb)
2 − e2r(xa − xb)2)] (143)

and

Wpp(pa, pb) =
∫ ∫

dxadxbW (xa, pa,xb, pb)

=
2
π

exp[−e−2r(pa − pb)2 − e2r(pa + pb)
2)]. (144)

As presented on Fig. 40, their contours are ellipses revealing the squeezing of the
two-mode correlations beyond vacuum fluctuations.
In contrast, there is no evidence of squeezing if one looks at a single mode marginal

distribution in phase space (xa, pa) or (xb, pb). As expected from Eq. (134), it corre-
sponds to a thermal state containing n̄ = sinh(r)2 photons in each mode on average.
With our choice of phase for the squeezing parameter, there is no correlation between

xa and pb nor between xb and pa. The marginal distribution of the Wigner function is
then identical in all sub-spaces {(xa, pa), (xb, pb), (xa, pb), (xb, pa)}

Wxp(u, v) = 1
π(n̄+ 1/2) exp

(
− u

2 + v2

n̄+ 1/2

)
. (145)

Crucially, high intermode correlations of position and momentum are obtained at the
expense of an increased uncertainty on the position and momentum of single modes,
as revealed by these apparent thermal fluctuations.
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Figure 40: Contour of the marginal distribution of the Wigner representation of the gaussian
EPR state for an average photon number of n̄ = sinh(r)2 = 4. The quadratures
(xa,xb) are correlated beyond zero-point fluctuations represented with a black circle.
The quadrature (pa, pb) are anti-correlated beyond zero-point fluctuations. Those
quadrature pairs are squeezed by a factor er.

Figure 41: Contour of the marginal distribution of the Wigner representation of the gaussian
EPR state for an average photon number of n̄ = sinh(r)2 = 4. When the modes
are taken individually, their quadratures (xa, pa) and (xb, pb) exhibit uncorrelated
thermal fluctuations above the zero-point fluctuations represented with a black circle.
The quadrature pairs (xa, pb) and (xb, pa) present identical uncorrelated thermal
fluctuations.

Actually, the fundamental reason for such a trade-off originates from Liouville’s
theorem which states that the volume of the quantum state in phase space must be
preserved under a unitary transformation. Thus a squeezing of the fluctuations in
subspaces (xa,xb) and (pa, pb) implies an increase of the fluctuation in other subspaces.

6.4.6 Link with the original EPR state

The counterintuitive consequences of entanglement have been highlighted for the first
time by Einstein, Podolsky and Rosen (EPR) in 1935 in the form of a thought experi-
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ment describing two distant particles perfectly correlated with respect of their positions
and momenta [14].
The original EPR Wigner function of the perfectly correlated state can be written

as

W (xa, pa,xb, pb) ∝ δ(xa − xb)δ(pa + pb). (146)

Although this state is unphysical since its energy is infinite, it can be approached by
the two-mode squeezed state for large squeezing parameter r � 1 leading to strongly
squeezed quantum correlation between position and momentum as previously men-
tioned. The most important property of the original EPR states sits in its non-local
character. Therefore, a two-mode squeezed vacuum state can be assimilated as an EPR
state when its modes are spatially separated.

6.5 measures and witness of continuous-variable entanglement

As shown in the previous section, a Josephson mixer is expected to produce an EPR
state on two spatially separated modes. However, these quantum states are very fragile
and suffer from decoherence mainly due to energy loss during their propagation or
possibly from pure dephasing due to pump phase noise for instance.
The decoherence is modeled by the interaction of the mode a or b with their envi-

ronment. Indeed, the state under study gets entangled with an unmonitored degree of
freedom that is finally traced out which leads to an information leak, decoherence. Note
that even if one succeed to monitor the extra-mode, the left bipartite entanglement
shared between a and b is necessarily degraded, this property is know as monogamy of
entanglement [79].

We would like to decide whether or not a state is entangled even in presence of
decoherence.

6.5.1 Entanglement witness

For a pure state, the measure of entanglement encoded in a bipartite system E(AB)
is essentially unique. It coincides with the mutual information through I(AB) =

S(A) + S(B) − S(AB) = 2E(AB). For mixed states, the measure of entanglement
is not unique anymore and it does not coincide anymore with the mutual information
E(AB) 6= 1

2I(AB). It is non-trivial to determine whether or not a mixed state is en-
tangled even knowing its density matrix.

Indeed, it exists in classical physics two equivalent definitions of the mutual informa-
tion, I(AB) = S(A) +S(B)−S(AB) and J(A|B) = S(A)−S(A|B). S(A|B) defines
the conditional entropy that quantifies the maximal information one can get on A by
performing an optimum set of measurement on B [80]. Following Bayes’ rule, these
measures of mutual information coincide by definition for a classical state.
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On the contrary, they don’t coincide for non-classical states. The difference between
these quantities is defined as the discord D(A|B) = I(AB)− J(A|B) and is always
zero for classical states. Hence, discord is the actual measure of non-classical correlation.
In particular, an entangled state has always a non-zero discord but it is not a sufficient
condition.
Indeed, a bipartite non-entangled state ρab at the input can be described by a sta-

tistical mixture of separable pure states ρa,i ⊗ ρb,i such as

ρab =
∑
i

piρa,i ⊗ ρb,i. (147)

Remarkably, for a mixed state, the separability of a quantum state doesn’t imply
that its discord is zero. As a consequence, it exists a class of separable mixed state
that are neither classical nor entangled. Amazingly, discordant correlation has only
been discovered in 2001 by Ollivier and Zurek [80] and simultaneously by Henderson
and Vedral [81].
Therefore, the nature of correlations of mixed states can be decomposed in three

contributions: Classical correlations and Discordant correlations and Entanglement.
We illustrate these quantities on a pair of qubits.

• No correlation

A state without correlation can be described as

ρab =
1
4 (|00〉〈00|+ |11〉〈11|+ |10〉〈10|+ |01〉〈01|) (148)

therefore the mutual information expressed in bits vanishes I(AB) = 1+ 1− 2 =

0.

• Classical correlations

A state encoding classical information only has a positive mutual information
but a zero discord. Two classically correlated bits shared between Alice and Bob
can be represented as

ρab =
1
2 (|00〉〈00|+ |11〉〈11|) (149)

for which the measurement of 0 and 1 are perfectly correlated between Alice and
Bob in this basis only. This state got I(AB) = 1 + 1− 1 = 1 bit of mutual
information which is classical since its discord is zero D(A|B) = D(B|A) = 0.

• Discordant correlations

Discord highlights subtle quantum correlations which are neither classical correla-
tion nor entanglement but arise from the probabilistic structure of the statistical
mixture. Discord can appear in a separable mixed state such as [82]

ρab =
1
4 (|00〉〈00|+ |11〉〈11|+ |+0〉〈+0|+ |+1〉〈+1|) (150)

where |+〉 = 1/
√

2(|0〉+ |1〉).
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Such a state is separable i.e. not entangled. However, it is not classical either since
its discord is non-zero D(B|A) = 0.20 [82]. Note that the measure of discord
isn’t symmetric with respect to Alice and Bob. In this case, we have D(A|B) = 0.

Remarkably, this very peculiar quantity can be used as a resource for quantum
information processing such as quantum illumination [83]. Note that contrary to
entanglement, which is difficult to generate and preserve, discord is non-zero for
almost every mixed state [84] and contradicts the idea that quantum effects are
fragile.

• Entanglement

An entangled state is always described with a non-separable density matrix.
When pure, its mutual information is a unique measure of entanglement, in par-
ticular it coincides with the discord E(AB) = 1

2I(AB) = D(A|B) = D(B|A).

For instance, the Bell state is a pure maximally entangled state.

ρab = 1
2 (|00〉+ |11〉)(〈00|+ 〈11|)

= 1
2 (|00〉〈00|+ |11〉〈11|+ |11〉〈00|+ |00〉〈11|)

= 1
2 (|++〉〈++|+ |--〉〈--|+ |++〉〈--|+ |--〉〈++|)

(151)

where |±〉 = 1/
√

2(|0〉 ± |1〉). As a pure state, the entanglement measure gives
E(AB) = 1

2I(AB) = 1
2 + 1

2 − 0 ebits. Note that perfect correlations between a
and b don’t depend on the choice of basis.

The fact that separable mixed states can exhibit quantum correlations makes it
difficult to define a measure of entanglement. It is however possible to identify entan-
glement through two criteria, violation of local realism using a Bell-like inequality or
demonstration of the inseparable character of a mixed state.
Measures of entanglement for mixed states are based on such criteria such as the neg-

ativity, which quantifies the non-separable character of states with the positive partial
transpose (PPT) criterion. Note that the PPT criterion and negativity are derived for
Gaussian state in term of the covariance matrix in appendix B.1. However, all measures
are not equivalent. In particular, they don’t witness all types of entanglement. There-
fore, one must use the right witness of entanglement depending on the state under
study.

6.6 josephson mixer as an entanglement witness

An entanglement witness uses measurement outcomes to demonstrate whether a quan-
tum state belonging to a certain class is entangled. In this section, I will show that
this task can be implemented coherently by the Josephson Mixer used as a witnessing
quantum circuit.
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6.6.1 Coherent recombination of modes

The Josephson mixer performs a linear coherent combination of the two modes at its
inputs. Contrarily to passive component such as beam splitters, the frequency con-
version performed by the Josephson mixer leaves an imprint of the pump phase φ as
an extra phase offset in the recombination, which will be an essential parameter of
the witness. In order to benefit from the sensitivity increase of quantum limited am-
plification, it is operated in amplification mode (ωp = ωa + ωb). Thus the coherent
interferences resulting from the mode combination are amplified by an amplitude gain√
G = cosh(r).
The output mode is expressed as a function of the input modes using the scattering

relation described previously in Eq.(128)

aout = S(r,φ)†ainS(r,φ) = cosh(r)ain + eiφ sinh(r)b†in. (152)

Witness

Pump~

e-bit

Figure 42: The witness of entanglement consists in a quantum circuit recombining coherently
the modes ain and bin into the output mode aout. This circuit is implemented by
the Josephson mixer in amplification mode.

6.6.2 Field amplitude interferences

First, we only consider the average value of the field amplitudes. In this case, the
scattering relation reads

〈aout〉 = cosh(r)〈ain〉+ eiφ sinh(r)〈bin〉∗. (153)

Therefore, when properly choosing the fields incoming on the a and b ports such that
〈ain〉 = tanh(r)〈bin〉∗ ≈ 〈bin〉∗, destructive interferences between incoming fields cancel
the output field on a for a given phase φ. This effect was advertised in Ref. [85] as an
anti-laser in the optical domain.
Experimental measurement of this interference effect are shown in Fig. 44. A Joseph-

son mixer set at a gain cosh(r)2 = 10 dB recombines two equal amplitude signals3. As
expected from the interference term in Eq. (153), the output signal amplitude nearly

3 In practice, the condition on the amplitude was ensured by using a second Josephson mixer at the
input.
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cancels for a pump phase φ = π. Recently, Schackert and coworkers have investigated
the energy conservation involved in this signal cancellation by measuring the extra
energy found in the output of the pump mode [86].
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Figure 43: Measured amplitude |〈aout〉|2 (normalized by |〈ain〉|2) while the input fields are set
to 〈ain〉 = tanh(r)〈bin〉 ≈ 〈bin〉 as a function of pump phase φ for a Josephson Mixer
gain cosh(r)2 = 10 dB. The solid grey line corresponds to the case where 〈bin〉 = 0.

Crucially, the destructive interferences only concern the mean value of the fields but
not their fluctuations. In fact, when two non-entangled fields destructively interfere
with the Josephson mixer, their average values cancel but their fluctuations are on the
contrary amplified by the gain of the mixer since their fluctuations are not correlated.
Our entanglement witness uses the reciprocal argument by measuring the interferences
of quantum fluctuations.

6.6.3 Interference of fluctuations as an entanglement witness

What is the magnitude of the fluctuations resulting from the coherent recombination of
a and b modes? For sake of simplicity and without loss of generality, the average value
of the fields can always be set to zero with a local displacement, hence we consider the
case where 〈ain〉 = 〈bin〉 = 0 leading to 〈aout〉 = 〈bout〉 = 0.
The variance of the output field as a function of the input field is then given by

Var(aout) = 1
2〈(a

†
outaout + aouta

†
out)〉

= 1
2〈{cosh(r)ain + eiφ sinh(r)b†in, cosh(r)a†in + e−iφ sinh(r)bin}〉

= cosh(r)2〈a†inain〉+ sinh(r)2〈b†inbin〉
+2 sinh(r) cosh(r)Re(e−iφ〈ainbin〉) + 1

2 cosh(2r).

(154)

In particular for two coherent states at the inputs whose average field amplitudes
destructively interfere as mentioned previously, it is easy to show that Var(aout) =
1
2 cosh(2r) = n̄ + 1

2 . It corresponds to thermal fluctuations resulting from amplifi-
cation of quantum fluctuations that haven’t been canceled out unlike their average
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components.

Moreover, for a separable state distributed between the input a and b, one can show
that the output fluctuations are always larger than thermal fluctuations correspond-
ing to these amplified vacuum fluctuations. As mentioned previously, a bipartite non-
entangled state ρab at the input can be described by a statistical mixture of separable
pure states ρa,i ⊗ ρb,i

ρab =
∑
i

piρa,i ⊗ ρb,i. (155)

Therefore, for a separable state, the following inequalities are satisfied

〈a†inain〉ρab ≥
∑
pi|〈ain〉ρai |2,

〈b†inbin〉ρab ≥
∑
pi|〈bin〉ρbi |2,

〈ainbin〉ρab =
∑
pi〈ain〉ρai〈bin〉ρbi .

(156)

Hence,

Var(aout) ≥
∑
pi| cosh(r)〈ain〉ρai + eiφ sinh(r)〈b†in〉ρbi |2 + 1

2 cosh(2r)
≥ 1

2 cosh(2r).
(157)

As a consequence, we have the following statement

(ain, bin) separable⇒
Var(aout)
1
2 cosh(2r)

≥ 1 . (158)

The equality is realized for vacuum at inputs which sets a lower bound to the fluctua-
tions produced by a separable state.
Finally, the witnessing of the entanglement is given by the contraposition of state-

ment Eq.(158),

σ2 ≡ Var(aout)
1
2 cosh(2r)

< 1⇒ (ain, bin) entangled . (159)

The witness realized by the Josephson mixer consists in comparing the measured
fluctuations generated by recombining the input state to the fluctuations produced by
vacuum state.

The physical picture for this witness is that in case of an entangled state, quantum
fluctuations are correlated in a non-local way. Hence, quantum fluctuations at the
inputs ain and bin can interfere destructively generating a measurable drop of noise
power at the output aout compared to amplified vacuum fluctuations. The entanglement
witness is in principle general and not limited to Gaussian states.
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Figure 44: Schematic representing the level of fluctuations as a Wigner contour in the phase
space at the input and the output of the mixer. (a) When two coherent states
are recombined, the average field amplitude can interfere destructively resulting in
a zero amplitude state. However, the field fluctuations being uncorrelated cannot
interfere leading to amplified quantum fluctuation defining the witness boundary.
(b) In the case of a state whose fluctuations are quantum correlated between a and
b, the fluctuations can interfere destructively for a given pump phase and lead to a
drop of the output fluctuations below the entanglement witness boundary. Such a
drop of fluctuations constitute a proof of entanglement of the input state.

6.6.4 Link with the EPR non-locality paradox

When the witness inequality Eq.(159) is expressed as a function of input quadratures
(Xa,Pa,Xb,Pb), one can show that it is analoguous to the EPR non-locality paradox
[87]. Indeed

Var(aout) = cosh(r)2(〈X2
a〉+ 〈P 2

a 〉) + sinh(r)2(〈X2
b 〉+ 〈P 2

b 〉)
+ 2 sinh(r) cosh(r) [cos(φ)(〈XaXb〉 − 〈PaPb〉) + sin(φ)(〈XaPb〉+ 〈PaXb〉)] .

(160)

For simplicity, we choose the pump phase φ = π and we assume that the amplitude
gain cosh(r)� 1, such that cosh(r) ≈ sinh(r),

σ2 < 1
⇔ Var(aout) <

1
2 cosh(2r)

⇔ 〈(cosh(r)Xa − sinh(r)Xb)
2〉+ 〈(cosh(r)Pa + sinh(r)Pb)2〉 < 1

2 cosh(2r)

⇔ 〈(Xa −Xb)
2〉+ 〈(Pa + Pb)

2〉 < 1.
(161)

For conjugated variables, the Heisenberg uncertainty principle gives 〈X2〉+ 〈P 2〉 ≥
|[X,P ]| = 1. However the inequality Eq.(161) above isn’t in contradiction with the
Heinseinberg principle since [X1 −X2,P1 + P2] = 0. But EPR highlighted in their
paper that by measuring Xa and Pb of an EPR state, one could infer the conjugated
variable Xa and Pa with a better accuracy than the Heisenberg uncertainty principle.
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There are two ways of resolving the paradox, first the conjugated variable are predeter-
mined by a hidden variable, the Heiseinberg principle arises only from the measurement
processes on one object. Or the measurement of one particle projects the state of the
other particle at a distance, leading to the EPR non-locality paradox.
John Bell [88, 89] in 1964 has shown that this paradox could be decided experimen-

tally. In 1982, Alain Aspect and coworkers demonstrated in a famous experiments [90,
91] the violation of Bell’s inequality. Since then, various experiments [92, 93, 94, 95, 96]
have tried to close the loopholes of the original one. As far as this thesis is concerned,
we assume that entanglement is valid and we use it as a quantum resource paving
the way to elaborate information processing. Therefore, this inequality is a witness for
non-local quantum correlation, hence entanglement.

6.6.5 Quantifying Gaussian entanglement with a circuit

For symmetric Gaussian states, the witness realized by the Josephson mixer can be
related to a measure of entanglement. Symmetric Gaussian states correspond to the
case where the fluctuation level on mode a and b is balanced, Var(aout) = Var(bout).
In this case, the drop of fluctuation below the witness bound (Eq. 159) can be easily
interpreted. It corresponds to a squeezing of the correlations between the input mode
below the vacuum fluctuation as shown in Fig. 45.

Figure 45: Contour of the marginal Wigner distribution. The squeezing rate of the correla-
tions beyond the vacuum fluctuation σmin < 1 implies that the a and b modes are
entangled.

Therefore, the witness discriminates optimally the symmetric EPR states and in
this case its value is directly related to a measure of the strength of the entanglement.
Indeed, for a large witness gain cosh(r)2 � 1, the minimum of the fluctuation variance
on aout for symmetric EPR states is directly related to the logarithmic negativity EN
that is a measure of entanglement as detailed in appendix B.1.4.

EN = − log(σ2
min) = log

[1
2 cosh(2r)

]
− log

[
Var(aout)min

]
. (162)

Note that the logarithmic negativity gives an upper-bond on the number of entangled
bits that one can extract from the state with a distillation protocol.
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The purity of a state defines the degree of mixedness of the state. For symmetric
squeezed states, the purity can be directly related to the measure of the witness and
in particular to its minimum and maximum σ2

max and σ2
min through

Purity = Tr(ρ2
AB) =

1
σ2
maxσ

2
min

. (163)
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7
GENERATING ENTANGLED MICROWAVE RADIAT IONS WITH
A JOSEPHSON MIXER

7.1 state of the art of epr state generation

7.1.1 In quantum optics

Nowadays, EPR states are routinely generated in quantum optics. Several experimental
methods exist in order to produce such an EPR state. The first demonstration in 1992
by Ou et al. [97] was based on a non-degenerate optical parametric oscillator (NOPO)
whose two-mode squeezed state was degenerate in frequency but non-degenerate in
polarization, which enabled to spatially separate the beams with a polarized beam
splitter (PBS) at the output.
Another route consists in combining two out-of-phase single-squeezed states on a

50/50 beam spitter, resulting into a spatially-separated two mode squeezed state or
EPR state. The single-mode squeezed state can be prepared with a degenerate OPO
[71] or exploiting the χ(3) Kerr non-linearity of a pumped fiber loop [98]. Moreover
EPR-based quantum communication protocols have been implemented, such as the un-
conditional quantum teleportation [71, 99, 100] as well as quantum dense coding [101].
Finally, this quadrature entanglement was also transformed into continuous-variable
polarization entanglement exhibiting correlations in the Stokes operators describing
the polarization of two beams [102].

7.1.2 In quantum microwaves

Earlier attempts by Yurke and coworkers in 1988 [16] showed how to generate single
mode squeezed states in the microwave domain using superconducting circuits. They
reported the first observation of squeezing of microwave thermal fluctuation below the
vacuum noise [17]. Their parametric device was a DC-biased Josephson parametric
amplifier (JPA).
After two decades of hibernation, the field of quantum microwaves finally woke up

after the dawn of circuit QED [103] and nano-mechanical devices [104] which both
need efficient measurement based on quantum limited amplifier.
Meanwhile, strong advances in microwave engineering and nanofabrication occurred

driven by telecommunication network and silicon based technologies. These techno-
logical breakthroughs have enabled a much more accurate control of the microwave
signal in term of sensitivity, time control or phase stability, a better control of the
circuit nano-fabrication using electron lithography as well as the commercialization of
cryogen-free dilution refrigerator whose wide room is well suited for these experiments.
Furthermore, superconducting qubit experiments have shown the way to improve the
coherence of quantum circuits by a careful control of the electromagnetic environment.
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Figure 46: Schematic representing different methods to produce continuous-variable entangle-
ment. a The most direct method to generate an EPR state is to pump an NOPO
(non-degenerate optical parametric oscillator). The modes must be non-degenerate
in polarization [97], in frequency or spatially like in the case of the Josephson mixer.
b Another method consists in generating two identical single-mode squeezed state
with two separated OPO driven with the same local oscillator and then recombine
them on a 50/50 beam splitter. The method is used extensively in optics [71, 98]. In
the microwave domain the Boulder group is exploring this path. c Finally, one can
mix a single-mode squeezed vacuum state with the vacuum onto a 50/50 beam split-
ter to generate a continuous-variable entangled state where single-mode squeezing
persists at the expense of the correlation squeezing. This method has been explored
by the Munich group [28].

In 2008, the Boulder group presented a degenerate amplifier [19] able to produce
single mode squeezed states less than 10 dB below vacuum fluctuations [7]. Using
two sidebands of a mode in degenerate parametric amplifiers, one can then produce
spatially degenerate two-mode squeezed states [8, 22].
In order to produce an EPR pair, delocalized on two transmission lines, one needs to

go a step further. Our experiment [105] exploits directly the frequency and spatial non-
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degeneracy of the Josephson mixer, leading to a pure EPR state. Shortly afterwards,
the Munich group [28] followed another route which consists in splitting a single-mode
squeezed vacuum state on a 50/50 splitter resulting into a spatially degenerate path-
entangled state. Note that one could recover a proper two-mode squeezed state by
performing a local unsqueezing on both modes leading to local thermal uncorrelated
states. Then, the squeezing parameter is half of the initial single mode squeezed state
[36].

7.1.3 Non-classical interferometry experiment

In conventional interferometers such as the Mach-Zehnder, Fabry-Perot and Michelson
interferometers, the interference arises from splitting and recombining light beams via
beam splitters (Fig. 47a). A coherent state is injected in the interferometer then split
into two coherent states that probe a phase-shift Φ on one path. After recombination,
fringes appear in the average value of the resulting field as a function of Φ. The
phase resolution is related to the average photon number n̄ that probed the phase
shift [106, 107] through ∆Φ = n̄−1/2. Note that the sensitivity is ultimately limited
by the photon "shot-noise", quantum fluctuations associated with the coherent state.
This limit is defined as the standard quantum limit in interferometry. It is actually a
classical limit since it can be overcome using quantum resources.
The experimental setup we are considering, is a very peculiar interferometer known as

SU(1,1) interferometer as depicted by Yurke in 1986 [106]. Its schematic is represented
on Fig. 47b. SU(1,1) stands for the symplectic symmetry group associated with the
two-mode squeezing operator as opposed to the standard SU(2) interferometers where
SU(2) is the rotation symmetry associated to beam splitters.
Here, we replace the beam splitters by active parametric devices such as the Joseph-

son mixer obeying the symplectic symmetry SU(1,1). The first mixer, here called the
"entangler", generates an EPR state across the arms from the input vacuum and a
pump tone which defines the phase reference. The EPR state propagates in the arms
of the interferometer. Remarkably, the average value of the fields in the interferometer
is zero. Probing fields are the quantum correlated fluctuations between the arms: the
quantum correlated "shot-noise" is probing the interferometer.
The EPR state is recombined on the second mixer, here called the "witness". This

recombination results in interference fringes in the output fluctuations level as men-
tioned in the previous part. The interference pattern depends on the relative phase of
the witness pump and the entangler pump but also on the phase-shift Φ accumulated
on each path by the entangled state. The resulting phase sensitivity depends on the
entanglement strength or equivalently on the average photon number n̄ of the corre-
lated fluctuations that probed the phase shift in absence of decoherence. Indeed, the
sensitivity [106, 107] reaches ∆Φ = n̄−1. Our experiment represents the first realiza-
tion of SU(1,1) interferometer. Shorlty after, a similar device has been implemented in
the optical domain by Ou [108].
This interferometer exploits the entanglement as a quantum resource in order to

beat the standard quantum limit in classical Mach-Zehnder interferometer. Note that
a recent analysis [109] of these general classes of Gaussian interferometers suggests
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Figure 47: a. Standard Mach-Zhender interferometer probed with coherent state. An unknown
phase shift Φ can be determined with a precision ∆Φ = n−1/2. This interferometer is
based on the average value of coherent states with an SU(2) symmetry associated to
beamsplitters. b. The beam splitter can be replaced by non-degenerate parametric
oscillator (NOPO) or Josephson mixer associated with the symmetry SU(1,1). Such
a SU(1,1) interferometer exploits the quantum correlated fluctuation to probe the
phase shift. Indeed, an EPR state is generated, one part probes the phase-shift Φ,
then the state is recombined, disentangled and collected. In the ideal case, a precision
∆Φ = n−1 can be reached thanks to the non-classic resources. c. When a standard
Mach-Zhender interferometer is probed with a squeezed state generated by an OPO,
a precision of ∆Φ = n−3/4 can be reached thanks to the path-entanglement created
when the squeezed state is split.

that thermal fluctuations added on top of the EPR state could surprisingly help to
determine Φ by exploiting discord correlations.
Yet, another strategy to beat this standard quantum limit consists in injecting a

single-mode squeezed vacuum state in a standard Mach-Zehnder interferometer as
shown on Fig. 47c. As mentionned earlier, the splitting of the squeezed state on the
beam-splitter generates a "path-entangled" state shared between arms of the inter-
ferometer [110], the state is then recombined on the other beam-splitter resulting
in a reduction of output noise. In the ideal case, phase sensitivity [107] can reach
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∆Φ = n̄−3/4 beating the SQL using quantum resources. The ultimate sensitivity is
however smaller than in the SU(1,1) case since the amount of entanglement shared is
smaller. Note that this strategy has been implemented recently by the Laser Interfer-
ometer Gravitational-Wave Observatory (LIGO) [111] which consists in a Michelson
interferometer with 4 km-long arms.
Finally, the use of EPR state in interferometry has been recently proposed in order

to probe the existence of correlated fluctuations between two overlapping Michelson
interferometers [112]. Such fluctuations could originate from an expected quantum
gravity effect named holographic noise [113]. Such an experiment named ’holometer’
is under construction at the Fermilab, it represents one of the most promising test
toward quantum gravity.

7.2 experimental setup

Δ ΣΔΣ

Pump E

E W

Pump A~ ~
Entangler Witness

Pump

(a) (b)

Figure 48: a. Schematics of experiment, two Josephson mixers realize an interferometer where
the "entangler" is feeding the "witness" with an EPR state via two separate transmis-
sion lines. The output modes of the witness are amplified and measured separately
at room temperature. b Schematics of the experimental setup at base tempera-
ture of a dilution refrigerator. Each Josephson mixer consists in a JRM coupling
two λ/2 superconducting resonators addressed via a 180◦-hybrid coupler or a sin-
gle ended port. Both mixers are designed with the same geometry as JM − C of
part i and ii. Their resonance frequencies are matched at ωa/2π = 5.578 GHz and
ωb/2π = 8.812 GHz using two independent flux biases. The pump frequencies are
set to Ω/2π = 14.390 GHz. Microwave circulators separate the input and output
of the Josephson mixers. Input ports are represented as open circles, and at each
output port the double triangle symbolizes the low-noise amplifying measurement
setup with total gain GLNA.

The experimental setup is a quantum circuit able to first generate an EPR state and
second to witness its entanglement in a coherent way. As represented in Fig. 48, the
circuit consists in two Josephson mixers set "back-to-back" .
A first mixer, called the "entangler", is driven by a pump tone at the frequency

Ω/2π = 14.390 GHz while its two input ports ain and bin are terminated by cold loads
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ensuring that only vacuum quantum noise enters the device. The entangler generates an
EPR state that propagates on two spatially separated transmission lines across several
microwave elements. The modes are at two distinct frequencies ωa/2π = 5.578 GHz
and ωb/2π = 8.812 GHz such as ωa + ωb = Ω. These frequencies are tunable with
separate flux bias set on each mixer. These frequencies have been chosen in order to
match the mode frequencies of the mixers.
The entangled state is then recombined by the second mixer called the "witness". This

mixer is driven at the exact same frequency Ω but with an extra phase φ compared to
the entangler phase reference. In order to witness gaussian entangled state, the output
mode aout is amplified with a low-noise amplifying setup. Finally, the measurement of
the noise spectral density Sa[ωa] is performed at room temperature using a commercial
spectrum analyzer.
Importantly, our circuit is able to guarantee the entanglement of a propagating state

in a coherent manner (unlike inferred tomography see section 10. We demonstrate that
an entangled state can be generated but also we show the ability to exploit this quan-
tum resource to perform other tasks. In particular, the implementation of a witness
protocol. This experiment paves the way to new resources for quantum microwaves
with continuous variables for the realization of complex protocols such as quantum
teleportation, dense coding as well as new quantum architecture such as a local quan-
tum network.

7.3 field amplitude characterization

Before using the setup as an interferometer based on field fluctuations, it can be char-
acterized using the average field amplitude only.
Reflection and transmission coefficients between input and output ports were mea-

sured with a vector network analyzer. From these measurements, we are first able to
extract precisely the squeezing parameters of each mixer rE and rW by switching them
on one at a time. Morever, when both mixers are switched on simultaneously, we can
determine reflection and transmission as a function of pumps dephasing φ. Transmis-
sion coefficient exhibits an interference pattern as can be seen on Fig. 49. Indeed,
when pumps are out-of-phase (φ = π), the first mixer performs two-mode squeezing
of a coherent state while the second mixer performs the inverse operation resulting in
two-mode "unsqueezing", which leads to destructive interference. Indeed, we observe
experimentally a reflection gain of 1 and the extinction of fringes when the gain of the
mixers are equal. On the contrary, when the pump are in-phase, the coherent state is
squeezed twice in the same direction of phase space. From the contrast of these inter-
ference fringes from ain,E to aout,W and bin,E to aout,W , we were able to extract how
losses affect the interference and deduce the loss unbalance between the arms of the
interferometer.
From the scattering relation Eq. (128) for each mixer, we get the transmission and

reflection coefficients as a function of the squeezing parameters rW and rE . Losses are
modeled as beam splitters of transparency α and β ( see Fig.(49)). Transmission and
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reflection coefficients are then given by the sum of amplitudes on each path with a
dephasing φ.

ra→a =
〈aout〉
〈ain〉

=
√

1− α cosh rE cosh rW + eiφ
√

1− β sinh rE sinh rW . (164)

Similarly, the total transmission with frequency conversion from b to a reads

tb→a =
〈aout〉
〈b†in〉

=
√

1− α sinh rE cosh rW + eiφ
√

1− β cosh rE sinh rW . (165)

These measurements are not calibrated all the way to the vector network analyzer.
Reflection coefficient is normalized with respect to the case where the mixers are both
switched off, leading to ra→a/

√
1− α. The transmission is normalized with respect

to the maximum gain leading also to tb→a/
√

1− α. Thus, the only parameter about
losses that can be extracted from the measurement is the unbalance between the losses
(1− β)/(1− α).

The measurement results are presented in figure 49. The gain of the witness is kept
fixed to GW = cosh2 rW = 10 dB. The solid grey line corresponds to the case when
the entangler is turned off. As expected, the measured transmission does not depend
on the pump phase difference. When the entangler is turned on, interference fringes
around the grey line appear and strongly develop as the entangler gain is increased
from cosh2 rE = 0.2 dB to 9.8 dB. The interference fringes are in close agreement with
the theoretical expectation displayed in dashed lines using a single fit parameter which
is the loss imbalance (1− β)/(1−α) = 0.945. Thus, this measurement in combination
with the noise calibration (chapter 7.5) enables us to extract α = 0.37 and β = 0.40.

This measurement represents the first realization of the SU(1,1) interferometer where
a coherent state is amplified, propagated on separated transmission lines and recom-
bined coherently with another mixer as described in Yurke’s work [106].
It is interesting to note that in the case of destructive interference φ = π the energy

of the entangler pump is first transformed through parametric down-conversion from
ωp to ωa and ωb. It propagates under the form of an inseparable state and the witness
then gives the energy back to the pump at ωp as highlighted by Shackert et al. [86].
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Figure 49: a., b. Scheme of the scattering coefficient measurements by a vector network ana-
lyzer connected between the ain,E or bin,E input port and the aout,W output port.
The setup is calibrated by turning on and off each Josephson mixer separately.
Losses are modeled as beam splitters of transparency α and β coupling a cold load
to the signals. c. Color traces: Transmission measurements of |ta→a|2 as a function
of phase difference φ between both pump signals. The gain of the witness is set to
GW = cosh2 rW = 10 dB (solid gray line). Each trace and color corresponds to
a different gain for the entangler GE = cosh2 rE = 0.2, 0.8, 1.8, 3.2, 5, 7.2, 9.8 dB.
Dashed lines: fits to the data using equation (164), where the single fit parameter is
the loss imbalance (1− β)/(1− α) = 0.945. d. Same measurement as in panel 3c,
but between input mode bin and output mode aout (frequency conversion measure-
ment).
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7.4 experimental demonstration of entanglement generation

7.4.1 Noise measurement
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Figure 50: Color traces: variance of the output mode Var(aout,W ) normalized to the case of
vacuum input on the witness (divided by cosh(2rW )/2), as a function of phase
difference φ. The variance is determined by measuring the spectral density of the
noise at the witness aout,W output when only quantum noise enters the entangler
ain,E ,bin,E inputs. An absolute calibration allows exact conversion between both
quantities with an error of at most ±2.5%. Each color corresponds to the gains of
the entangler GE = cosh2 rE = 0.2, 0.8, 1.8, 3.2, 5, 7.2, 9.8 dB with a fixed gain on
the witness GW = cosh2 rW = 10. The horizontal line at σ2 = 1 is the measured
noise for amplified vacuum at the output of the witness (rE = 0). For φ close to
π, the measured noise goes below this level, demonstrating entanglement. Dashed
lines: predicted variance using Eq. (168) using α = 0.37 and β = 0.40.

Importantly, this interferometry experiment can be performed with vacuum fluctu-
ations only at the input. In this case, the output fluctuations also exhibit fringes as
function of the phase φ between the pump signals. As depicted above, for given values
of pump phase φ, the output fluctuations are demonstrated to be quieter than the
vacuum fluctuation amplified by the witness.

The measurement presented in Fig. 50 is the measure of the witness σ2 which
consists in the calibrated variance Var(aout,W ) normalized by the amplified vacuum
fluctuations 1

2 cosh 2rW . The output variance of the witness is measured from spectral
noise density for the mixers switch on Son[ωa] and then off Soff [ωa] with a spectrum
analyzer at room temperature. The witness reads

σ2 =
Var(aout,W )
1
2 cosh 2rW

=
1

1
2 cosh 2rW

(
Son[ωa]− Soff [ωa]

GLNAh̄ωa
+

1
2

)
(166)

where GLNA is the calibrated gain of the low-noise amplifying setup. The calibration
procedure is detailed in section7.5.
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When only the entangler is turned off cosh2 rE = 0 dB, the measured spectral noise
density at the output of the witness as a function of phase φ corresponds to the grey
line on figure 50 for a witness gain cosh2 rW = 10 dB. It coincides with the witness
threshold σ2 = 1. In this case, the fluctuation at the output of the witness does not
depend on pump phase as expected.
When the entangler gain is turned on with a gain cosh2 rE = 0.2, 0.8, 1.8, 3.2, 5, 7.2,

9.8 dB, fringes appears in the spectral noise density. Importantly, we observe a drop of
the fluctuations compared to the case where the entangler is turned off. Remarkably,
the drop of the witness below one, σ2 < 1, directly indicates correlations between the
input beams that are stronger than classically allowed. This demonstrates that the
witness input modes are entangled.

Hence, an entangled state has been generated by the entangler from the vacuum,
it has propagated in this very peculiar interferometer before being recombined and
partially disentangled by the witness when the pump are out of phase φ = π.
The relation between the input and output fields is given by

aout,W = ra→aain,E + tb→ab
†
in,E +

√
α cosh rWath + eiφ

√
β sinh rW b†th (167)

where ath and bth are the input modes of the beam splitters modeling the losses, ra→a
and tb→a are amplitude reflection and transmission coefficient described in Eq.(164).
All the input modes are supposed to be in the vacuum state as indicated by the noise

calibration (section7.5), leading to (∆ain,E)2 = (∆bin,E)2 = (∆ath)2 = (∆bth)2 = 1/2.
Hence, the variance of the output fluctuations reads

Var(aout,W ) = 1
2〈{aout,W , a†out,W }〉ρout

= 1
2 (cosh 2rE − 1)

(
ᾱ cosh2 rW + β̄ sinh2 rW

)
+ 1

2 cosφ
√
ᾱβ̄ sinh 2rE sinh 2rW

+ 1
2 cosh 2rW

(168)

with ᾱ = 1− α = 0.63 and β̄ = 1− β = 0.60.
The corresponding theory is shown as dashed lines in Fig. 50. It is in excellent agree-

ment with the measurements. Note that there is no fitting parameter since they have
all been characterized independently from the noise calibration or from the coherent
amplitude characterization.
Finally, when the gains of the mixers are nearly equal (GE = 9.8 dB,GW = 10 dB)

and their pumps are out of phase, it is interesting to note that the absolute level of
fluctuations at the input of the witness Var(ain,W ) = ᾱ/2 cosh 2rE is larger than the
level of fluctuations at its output Var(aout,W ) < Var(ain,W ). It is also true for the
b mode, Var(bout,W ) < Var(bin,W ). Remarkably, a noisy state can be transformed
into a quieter state in a unitary way. This observation is a striking feature of the
entanglement, for which subpart of a state are less known than the whole state. The
noise is quantum correlated between a and b, hence their recombination can lead to a
quieter state through a unitary transform.
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7.4.2 Entanglement characterization

The contrast of the fringes grows as the entangler gain increases. Whereas the con-
structive interference continuously increases, the minimum of the witness σmin rapidly
saturates to −3.4 dB shown in Fig. 51(a), unlike the measurement of the coherent
amplitude where a full extinction of the fringes is observed. As discussed in section
6.6.5, the strength of entanglement is related to the drop of fluctuations, in case of
symmetric gaussian state. Indeed, the strength of the entanglement can be quantified
by the logarithmic negativity1

EN = − log σ2
min. (169)
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Figure 51: a. Dots: Noise level measured at φ = 0 (anti-squeezing) and φ = π (squeezing) as
a function of gain GE , with GW = 10. The size of the dots is larger than the error
bar. Solid lines: prediction using Eq. (168) with α = 0.37 and β = 0.4. Colored
area: consistent values of the noise using the uncertainty in the calibration of the
losses α and β. Dashed lines: same prediction but without losses, α = β = 0. b.
Solid dots: logarithmic negativity measure of entanglement, with errors bars. Solid
squares: entanglement purity. Lines: theoretical predictions based on Eqs. (168),
(337) and (170).

The logarithmic negativity extracted from the noise fringes is plotted on Fig. 51b.
The saturation of entanglement strength is related to the decoherence of the entangled
state during its propagation between the mixers. The decoherence can be entirely
modeled through the energy losses due to beam splitter coupling to the bath as can
be seen from agreement between theory and experiment in Fig. 51

1 In our article published in PRL [105] associated with this experiment, the logarithmic negativity is
expressed with log2 instead of a loge. The convention loge is the correct one for Gaussian state [70].
This is the reason why the numerical values used here are different from the published values by a
factor log(2).
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7.4.3 Effect of the decoherence and reconstructed Wigner distribution

The decoherence of the entangled state can also be characterized by its purity Tr(ρ2
ab)

where ρab is the density matrix of the EPR state. The EPR state, when coupled
to the bath, is getting more and more mixed. The purity of a symmetric gaussian
state is directly related to the asymmetry between the constructive and destructive
interferences. It is quantified by

Tr(ρ2
ab) =

1
σ2

maxσ
2
min

. (170)

The experimental estimation of the purity is plotted with the logarithmic negativity
on Fig. 51b.
Interestingly, the more an EPR state contains photons (n̄ = sinh2 rE), the more it is

sensitive to decoherence. In other words, the more the state is close to the vacuum state,
the less it is sensitive to photon losses along the path. In the experiment, when the gain
of the entangler increases, the purity of the state undergoes a quick decrease and the
logarithmic negativity saturates. Therefore, there is a trade off between entanglement
strength and purity of the state.
The logarithmic negativity reaches a maximum value EN = 0.80± 0.03 ebits but

the purity of the state is as low as tr(ρ2) = 19% ± 1% for a gain of cosh2 rE =

7.2 dB corresponding to an average photon number n̄ = 2.16. Given that the entangler
dynamical bandwidth γ = 2π× 12 MHz sets the characteristic temporal extent of the
mode to 80 ns, the usable entanglement is generated at a rate of 10 Mebits/s.
However, a better trade-off appears at smaller gain. Indeed for n̄ = 0.51 corre-

sponding to a gain cosh2 rE = 1.8 dB, the logarimthic negativity reaches EN =

0.60 ± 0.05 ebits for a purity of tr(ρ2) = 70% ± 3%. The dynamical bandwidth is
given by γ = 2π × 23 MHz leading to a temporal extent of the mode of 44 ns. The
usable entanglement is then generated at a rate of 14 Mebits/s.
Note that the entanglement rate seems to decrease when the entangler gain increases.

Indeed, even without decoherence, there is a trade off for the entanglement rate. The
entanglement strength being EN ∼ 2rE yet the bandwidth of the parametric amplifier
is ∆ω0/ cosh rE , thus the entanglement rate in absence of losses reads

ΓE =
∆ω0
2π

rE
cosh rE

. (171)

The entanglement rate reaches its maximum for a squeezing parameter rE ∼ 1.2 corre-
sponding to a gain of cosh2 rE ≈ 5 dB. This trade-off sets a limit on the rate at which
a parametric amplifier generates entanglement.
The Wigner distributions at the input of the witness are reconstructed in Fig. 52

for the two previous cases. For a gaussian symmetric state, the axes of the squeezed
cross-correlations are given by σmin and σmax.
Realization of quantum protocols such a teleportation requires a finite amount of en-

tanglement but a high purity. In order to increase the purity of the entangled state, one
can perform a distillation protocol [70] in order to purify and concentrate entanglement.
The quantum distillation is a non-deterministic error detection protocols. It consists in
post-selection of states which have been less likely to decohere. Note that for a proper
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Figure 52: Reconstruction of the Wigner distribution at the input of the witness assuming
symmetric Gaussian states, the axes of the squeezed ellipses correspond to σmin
and σmax. The dashed contours correspond to the state inferred at the output of
the entangler and the black circle correspond to the vacuum state. a. for an entangler
gain cosh2 rE = 1.8 dB corresponding to purity of tr(ρ2) = 70% and entanglement
strength EN = 0.60 ebits. b. for an entangler gain cosh2 rE = 7.2 dB corresponding
to purity tr(ρ2) = 19%± 1% and entanglement strength of EN = 0.80 ebits.

distillation protocol, only local operations and classical communication (LOCC) are
allowed. Importantly, a no-go theorem states that it is impossible to perform the pu-
rification of a Gaussian state based on gaussian operation only [114] such as homodyne
detection. Hence entanglement distillation necessarily brings some non-gaussianity in
the purified entangled state. A distillation protocols for Gaussian state has been im-
plemented in optics in 2010 by Furusawa and Sasaki [36]. The experiment consisted
in triggering on events corresponding to a single-photon subtraction for both modes.
The post-selection scheme is based on weakly coupled photo-detectors on both modes
using high transparency beam-splitters. Hence, when both photodetectors get a click,
the non-deterministic photon-subtraction operation occurred triggering the successful
distillation event, the resulting state is purified and its entanglement is concentrated.
In the context of the superconducting circuit, the distillation protocols could be

realized using qubits in a circuit QED architecture for implementing the non-gaussian
operations. Such a scheme would enable to perform efficient distillation protocols based
on non-Gaussian operation such as parity measurement or photon resolved counting.

7.5 noise calibration

In this experiment, one of the main experimental challenges has been to be able to
guarantee the conversion from the spectral density Sout[ωa] measured at room temper-
ature into the variance of fluctuations Var(aout) at the output of the circuit expressed
in photons.
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Indeed, the spectral noise density measured by a spectrum analyzer at room tem-
perature corresponds to the output noise V ar(aout) which is linearly amplified by the
low-noise amplifying detection setup with a gain GLNA and with extra noise SLNA.
Note that in practice, the added noise referred to the input of the chain is of the order
of SLNA/GLNA ≈ 5 K ≈ 20 photons. It is dominated by the added noise of the first
amplifier of the chain which is a HEMT amplifier. Hence the measured spectral noise
density reads

Sout = GLNAh̄ωaV ar(aout) + SLNA. (172)

Therefore, one needs to calibrate precisely the gain of the amplifying setup GLNA
as well as sources of imperfection. This calibration is based on a thermal noise source
whose emitted noise is entirely characterized by its temperature. These calibration
measurements were performed in the same run as the entanglement measurement.

7.5.1 Calibration setup

The noise source consists in a 50 Ω load thermalized at temperature Tns on a small cop-
per plate(30 mm×30 mm×2 mm). In order to vary its temperature quickly enough and
independently from the dilution refrigerator temperature, the copper plate is weakly
thermally anchored to the mixing chamber stage through a thin stainless steel tubing
4 mm long and 2 mm2 in cross-section. Its temperature Tns can be finely tuned using a
heater resistor and calibrated RuO2 thermometer fixed to the copper plate. It can be
varied from 90 mK to 900 mK within a few tens of minutes without any effect on the
temperature Tdil of the mixing chamber to which the Josephson mixers are thermally
anchored.
The noise emitted by the 50 Ω cryogenic load is sent to the input mode ain,E of the

entangler through a microwave switch followed by a directional coupler as presented
on the detailed setup in Fig. 53 . The microwave switch enables to choose between the
"hot" position where it is fed by the thermal noise source at temperature Tns and the
"cold" position, where it is fed by a cold 50 Ω load thermalized at dilution refrigerator
temperature Tdil. Note that reaching lower temperatures Tns than 90 mK is possible
but requires of the order of 50 hours for thermalization. Hence the use of a microwave
switch to access almost instantaneously the base temperatures Tns = Tdil.
Importantly, the microwave connection between the thermal load and the microwave

switch is performed by a NbTi superconducting coaxial cable (displayed in red in
Fig. 53). This cable ensures a very weak thermal link between the copper plate and the
mixing chamber as well as very low microwave losses on a section where the temperature
gradient can be important. It is essential to minimize the losses on the temperature
gradient zone since it could lead to an uncontrolled emitted noise temperature.

7.5.2 Pump leakage compensation circuit

Instead of using a single split microwave source for pumping both mixers, it is more
practical to use two synchronized sources (Fig. 53). The phase difference between the
two pumps is then increased by slightly detuning one source with respect to the other.
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Figure 53: Detailed measurement and calibration setup. The noise source consists in a 50 Ω
load thermalized at the tunable temperature Tns on a small copper plate weakly
thermally anchored to the mixing chamber stage. Its temperature can be varied
quickly and independently of the temperature of the dilution refrigerator Tdil. The
noise source is connected to ain,E the input of the entangler through a microwave
switch enabling us to connect ain,E to the "cold" load strongly thermalized to di-
lution refrigerator at the temperature Tdil. The red wired connecting the hot load
to the switch corresponds to the NbTi coaxial cable. The gray rectangles stand for
microwave attenuators with attenuation in dB. The gray triangles are HEMT am-
plifiers. The two Josephson mixers (labeled E and W) are embedded in the same
Cryoperm magnetic shield (see appendix C.1).

For the measurements presented in the main text, the detuning is δω/2π = 0.3 Hz.
The phase difference is then given by φ = δωt.
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The frequency tunability of the mixers offer a way to remove any small contribution
to the measured interferences coming from a direct beating between leaking pump
signals. Such parasitic contributions appear, for instance, if the entangler pump signal
leaks towards the witness pump port, and effective pump amplitude feeding the witness
reads

Ap(t) = ApW [sin(ωpt) + ε sin(ωpt+ δωt+ θ)] (173)

where ωp = 14.390 GHz is the witness pump frequency, θ is a fixed phase offset and
ε � 1 is the leakage fraction from the entangler pump to the witness pump. This
translates into a modulating value of the squeezing parameter

rW ∝ 1 + ε cos(δωt+ θ). (174)

Conveniently, by flux detuning the entangler to a working point where it does not
present any non-linearity, all the observed modulation in the transmission comes from
parasitic leaks. We could observe a tiny modulation corresponding to ε ∼ 10−2. Re-
versing the roles of both mixers, we could determine that the leak from the witness
pump towards the entangler was at least 2 orders of magnitude weaker.
In order to get rid of this leakage, we added a compensation circuit (see Fig. 53)

at room temperature, consisting of a variable attenuator and a variable phase shifter.
To get the best sensitivity, we tuned these variable components while operating the
witness close to its parametric oscillation threshold (gain > 30 dB). Note that, without
this compensation, the interference fringes shown in the main text would be slightly
asymmetric due to the fact that θ 6= 0,π in the experiment.

7.5.3 Modeling the imperfections of the circuit

In what follows, we model all losses in the setup as losses in the wires and microwave
components and thus we assume that the Josephson mixers are ideal, in the sense that
the pure non-linear element do not add any spurious noise coming from uncontrolled
channels. Actually, they degrade the efficiency, in the sense that spurious losses can
pollute the modes of the mixers by coupling to a bath. But, all these imperfections
can be modeled by beam splitters coupling the propagating modes to a thermal load
at temperature of the dilution refrigerator Tdil (Fig. 54). For the same reasons, the
mixer inefficiency cannot be discriminated from insertion losses before or in between
the mixer.
The losses between the load noise source and the mixer port ain,E are modeled by a

beam splitter with transmission γ (a fraction 1− γ of the power coming from the noise
source reaches the entangler). Hence the equivalent setup is represented in Fig. 54.
As mentioned above the losses between the mixers are modeled by beam splitters

with transmission α and β whose imbalance has been determined experimentally (1−
β)/(1− α) = 0.945 using classical fields (Fig. 49).
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Figure 54: Equivalent setup, all losses and inefficiencies are modeled by beam-splitters coupling
the propagating modes of interest to a bath at dilution refrigerator temperature Tdil.

7.5.4 Calibration principle

The noise emitted by a 50 Ω load corresponds to the black-body radiation emitted by
a perfect absorber. The noise emitter is calibrated in the sense that it only depends on
temperature T of the load and frequency of emission ω. Hence, the emitted spectral
noise density reads [115]

S[ω,T ] = h̄ω

2 coth
(
h̄ω

2kT

)
. (175)

At high temperature kT � h̄ω, one recovers the Johnson-Nyquist noise S[ω,T ] = kT

which is linear with temperature. At low temperature kT � h̄ω, the noise density
saturates down to vacuum noise S[ω,T ] = h̄ω/2.
The calibration consists in measuring the spectral noise density at room tempera-

ture while varying the temperature of the noise source Tns and keeping the dilution
refrigerator at its base temperature Tdil = 45 mK. The measurement is performed with
three configurations: Soff when witness and entangler are turned off (rW = rE = 0),
SE when only the entangler is turned on (rW = 0) and SW when only the witness is
turned on (rE = 0).

In order to give simple expressions for these three noise powers, we introduce the
attenuations ᾱ = 1− α, γ̄ = 1− γ, and the noise spectra emitted at frequency ωa is
denoted Sdil,a = h̄ωa

2 coth (h̄ωa/2kBTdil). The noise emitted by loads at a frequency
ωb is converted and measured at a frequency ωa. Hence its spectral noise density is
given by Sdil,b = h̄ωa

2 coth (h̄ωb/2kBTdil). Note that due to frequency conversion, its
magnitude is multiplied by a conversion factor ωa/ωb.
Finally, the noise spectra emitted by the noise source at frequency ωa is Sns =

h̄ωa
2 coth (h̄ωa/2kBTns) and the noise added by the low-noise amplifying chain (LNA)
SLNA.
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With these notations, the spectral noise density measured at room temperature for
the three configurations reads

Soff = SLNA +GLNA [ᾱγ̄Sns + (1− ᾱγ̄)Sdil,a],
SE = SLNA +GLNA [ᾱγ̄Sns cosh2 rE + ᾱ(1− γ̄)Sdil,a cosh2 rE

+ᾱSdil,b sinh2 rE + (1− ᾱ)Sdil,a],
SW = SLNA +GLNA [ᾱγ̄Sns cosh2 rW + (1− ᾱγ̄)Sdil,a cosh2 rW

+Sdil,b sinh2 rW ].

(176)

This leads to
SE − Soff

sinh2 rE
= GLNA[ᾱγ̄Sns + ᾱ(1− γ̄)Sdil,a + ᾱSdil,b], (177)

SW − Soff

sinh2 rW
= GLNA[ᾱγ̄Sns + (1− ᾱγ̄)Sdil,a + Sdil,b]. (178)

Three expressions can be derived in order to calibrate the setup from these two
equations.

• When the switch feeds the cold load, Sns = Sdil,a and for temperatures much
smaller than a single photon kBTdil � h̄ωa < h̄ωb, we have Sns = Sdil,a =

Sdil,b = h̄ωa/2 and from Eq. (178), we get

Sns = Sdil,a =
1
2 ⇒

SW − Soff

h̄ωa sinh2 rW
= GLNA. (179)

• In the same conditions,

Sns = Sdil,a =
1
2 ⇒

SE − Soff

h̄ωa sinh2 rE
= ᾱGLNA. (180)

• The noise Sns depends linearly on the load temperature Tns in the high temper-
ature limit as Sns ∼ kBTns. Therefore, the slopes of the asymptotical behaviors
of the above noise differences are

kBTns � h̄ωa ⇒
SE − Soff

kBTns sinh2 rE
=

SW − Soff

kBTns sinh2 rW
= ᾱγ̄GLNA. (181)

Therefore, by varying the temperature Tns of the noise source from the vacuum
fluctuation regime up to the thermal fluctuation regime, one gets access to the gain of
the chain as well as all the sources of imperfection.

7.5.5 Experimental calibration of gain and imperfection

The noise power was measured according to the procedure in the table above by first
ramping up (filled circles in Fig. 55) and down (open circles) Tns between 10 values
between 90 mK and 900 mK while keeping Tdil to its base value, 45 mK. Each step
uses a feedback temperature control with less than few mK variations. This whole
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Figure 55: Red dots: difference between measured spectral densities SE and Soff normalized by
h̄ωa sinh2 rE as a function of noise source temperature Tns. These values are averaged
over 6 entangler gains from 3 to 100. Filled circles correspond to the measurements
made with increasing temperature from dot to dot. Empty circles correspond to
decreasing temperatures. Blue dots: same measurements for the witness averaged
over 3 witness gains from 10 to 100. Purple dots: level of noise Soff when both
mixers are not pumped. Note that the scale is not divided by sinh2 r. Dashed lines:
The slope of both red and blue curves at large temperature and the offset of these
curves lead to independent determination of the three free parameters to calibrate.
Lines: best fit of the data using Eqs. (177,178) with α = 0.33± 0.05, γ = 0.28± 0.11
and GLNA = 92.8± 0.04dB.
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step requires about 5 hours, mainly to ensure good thermalization. The fact that up
and down ramping measurement collapse is a good indication of thermalization. It is
important to note that the noise measured for the nine values of the gains GE and GA
from 3 to 100 coincide once normalized (Fig. 55).
At the end of this first step, we then switch to the cold load connected to Tdil and

immediately perform the measurement of Fig. 50 and 49.
From the measured noise powers as a function of Tns and base temperature Tdil =

45 mK, leading to Sdil,a = h̄ωa/2, the three relations above determine the gain GLNA =

92.8± 0.04dB and the loss factors α = 0.33± 0.05 and γ = 0.28± 0.11 (Fig. 55). Note
that the cross-over between zero point fluctuations and Johnson-Nyquist regimes occurs
at the expected value of Tns indicating that the cold load reaches the vacuum state.
Hence, the calibrated noise fluctuation at the output of the circuit can be given in

photons unit.

Var(aout,W ) =
Son − Soff
GLNAh̄ωa

+
1
2. (182)

where Son is the measured spectral density at the frequency ωa, and Soff the same
measurement when the mixers are tuned off.
Conjugated with the fits of Fig. 49 in the main text, we get β = 0.36± 0.05. In this

experiment, the system efficiency for the coupling of the entangler to the noise source is
thus γ̄ = 72%± 11%. Importantly, this measurement is an independent calibration of
the efficiency of the Josephson mixer η = 72%± 11%. This measurement have already
been presented in section 5.6.2 for that purpose.
Finally, we stress again that this gain calibration procedure has been performed

right before the entanglement demonstration experiment in order to avoid drift of the
experimental parameters.

7.5.6 Noise measurement procedure

To reduce drifts and uncertainties during the measurement, we used the following
automatized procedure. The final a channel output is split, and sent to both a 4-port
Vector Network Analyzer (VNA) and a Power Spectrum Analyzer (PSA). The b output
is sent to the VNA also. We can precisely compensate for drifts in the gain of both the
entangler and witness (or equivalently, the value of rW and rE), thanks to a feedback
scheme on the value of each pump power. For each couple of chosen gains GE for the
entangler and GW for the witness (set by the pump powers PE and PW ), the following
sequential procedure is performed in a couple of minutes only.
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operation entangler witness comments

measure transmission reference Off Off VNA
measure noise power Soff Off Off PSA, RBW : 510 kHz

feedback on PE to reach GE On Off VNA, precision:±0.05 dB
measure noise power SE On Off PSA, RBW : 510 kHz

feedback on PW to reach GW Off On VNA, precision:±0.05 dB
measure noise power SW Off On PSA, RBW : 510 kHz

measure transmission: ra→a On On VNA
measure transmission: ta→b On On VNA

measure noise power Son(∆ϕ) On On PSA, RBW : 510 kHz

7.5.7 Experimental calibration of the vacuum fluctuation level

The quantitative agreement between the experimental measurement and expected be-
havior demonstrates that the input is in the quantum regime when connected to the
"cold" load. However, to check that extra thermal noise is not brought into the ex-
periment through loss ports, we have varied the temperature of the whole dilution
refrigerator Tdil. By doing so, we observe extra thermal fluctuations brought through
the loss ports controlled by the dilution refrigerator temperature.
Hence, we repeat the noise power measurements for several dilution refrigerator

temperatures (100 mK, 180 mK, 230 mK and 260 mK) waiting 5 hours between each
step to ensure thermalization.
It is possible to explain quantitatively the variation of thermal noise power as a

function of Tns for each temperature Tdil with Eqs. (177) and (178) with fixed α = 0.33
and γ = 0.28 (as shown in Fig. 56), however we need to adjust the gain GLNA. Indeed,
5 to 10 hours separate each measurement at a given temperature Tdil, due to slow
thermalization of the whole setup. Hence, it is likely that variations of the gain GLNA
within a fraction of a decibel are entirely due to drifts of the following amplifiers.

The agreement between measurement and theoretical expectations for all tempera-
tures and gains GE , GA (Fig. 56) is then consistent with vacuum state at the input
of the mixers at the lowest temperatures reported in the main text. Note that this
agreement is all the more impressive that we are sensitive to the fact that Sdil,a and
Sdil,b do not depend identically on temperature due to their frequency difference.
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Figure 56: a. Dots: Normalized variance of the output field, averaged over all gains GE and GW ,
obtained using Eq. (182) with the measured values of SE − Soff and the fitted gain
GLNA as a function of temperature Tns for various values of Tdil = 45 mK, 100 mK,
180 mK, 230 mK and 260 mK (represented by colors from yellow to red). Circles:
same data for decreasing temperatures Tns from one point to the next. Lines: theory
using Eq. (177). inset Dots and error bars represent the result of the following
fitting procedure. For each temperature Tdil, the noise measurements as a function
of Tns, for GW = 10 or GE = 10, are compared to Eqs. (177,178) as in Fig. 55. The
losses are fixed for all temperatures to the previously found values α = 0.33 and
γ = 0.28 and the gain GLNA is fitted for each value of Tdil (single value explaining
all probed values of Tns for both mixers). b. Same as previously with the witness
on and the entangler off. Lines use Eq. (178).

128



7.6 conclusion

In this part, we have shown how the Josephson mixer can generate and distribute en-
tangled microwave radiations on separated transmission lines and different frequencies
by spontaneous parametric down-conversion. Using two Josephson mixers, we have
provided the first demonstration of entanglement between spatially separated propa-
gating fields in the microwave domain. Furthermore, this non-classical interferometric
configuration shows that this entanglement can be used in actual quantum information
protocols. Therefore, a new variety of entangled states, the so-called EPR states, which
are encoded on continuous variables, is now available in this frequency range.

The main results in this part are the following

• First demonstration of EPR state entanglement at microwave frequencies.

• Derivation of the Josephson mixer as an entanglement generator and witness.

The main unpublished results in this part are the following

• First experimental realization of an SU(1,1) interferometer in section 7.1.3

• In Ref. [105], we had only proven that the Josephson mixer is an entanglement
witness for symmetric Gaussian states. Here, we extend the proof to any input
state Eq. (159)

• Equivalence between the Josephson mixer witness and the original EPR witness
Eq. (161)

• Demonstration of the usable quantity of entanglement in a lossy circuit in contrast
with inferred entanglement at the output of the entanglement generator in section
7.4.3

• Signature of frequency conversion in a non-degenerate parametric amplifier as
seen in the dependence of noise power on temperature as seen in Sdil,b in section
7.5.4
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Part IV

E N TA N G L E M E N T S T O R AG E





In the past decades, a broad range of fundamental discoveries have been made in
the field of quantum information science, from quantum computation algorithms that
place public-key cryptography at risk [116] to quantum key distribution protocols that
provides unconditional cryptographic security [117] . This union of quantum mechanics
and information science has allowed great advances in the understanding of the quan-
tum world and in the ability to control individual quantum systems coherently. Unique
ways in which quantum systems process and distribute information have been identi-
fied, and powerful new perspectives for understanding the complexity and subtleties
of quantum dynamical phenomena have emerged.
Microwave signals have been demonstrated to couple efficiently to various atomic or

mesoscopic systems in the microwave domain such as Rydberg atoms [118], spin ensem-
bles [119] or mechanical resonators [120]. Once coupled to various quantum systems,
microwave fields could realize quantum networks [4], in which entangled information
is processed by quantum nodes and distributed through photonic channels.
Each node of the network should generate and distribute microwave entangled fields

while controlling their emission and reception in time [121, 122]. We have seen in the
previous part that superconducting circuits are able to generate entanglement (part
iii). On the other hand, quantum memories provide control in time as demonstrated
in emerging implementations in the microwave domain using spin ensembles, super-
conducting circuits or mechanical resonators. In this section, we present a promising
device for the storage and manipulation of microwave radiation based on the Joseph-
son mixer. Our device offers the advantage of having a large storage efficiency and the
ability to generate entanglement shared between a memory and a propagating mode
of a transmission line.
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8
QUANTUM MEMORY FOR MICROWAVE L IGHT

A quantum memory for light is a key element for the realization of future quantum
information networks
A memory should be able to store and retrieve a quantum state of light on demand,

without corrupting the information it carries. Such a device requires two key ingredi-
ents that seem antagonist at first. On one hand, a highly coherent storage medium
with a vast enough Hilbert space for the quantum information to be mapped in and
out. On the other hand the ability to address the storage medium on demand, effi-
ciently and quickly compared to the coherence time of the memory. Note that unlike
a classical memory, the retrieval of the quantum information is corrupting the content
of the memory. Various implementations of such quantum memories exist in the op-
tical domain [123, 124, 125, 126, 127, 128]. Recently in the microwave domain, a few
quantum memories for continuous variables state of light have been realized based on
various storage medium as well as various coupling method. Let us briefly review the
various strategies explored in the microwave domain.

(b)

(c)

(a)
(d)

Figure 57: (a) Schematic of the setup of the Saclay group where NV centers that are embed-
ded in a diamond crystal are coupled to a lumped element microwave resonator.
[31](b) Microscope picture from the Boulder group of a mechanical resonator made
of a membrane forming one electrode of the capacitance of a lumped element LC
oscillator [129]. (c) Picture from the Santa Barbara group of a device made of a
CPW memory resonator whose coupling to the transmission line is implemented by
a SQUID shorted to the ground (green box). Note that a phase qubit is embedded in
the resonator (red box) [130]. (d) Picture from the Chalmers group, a CPW memory
resonator is addressed across a frequency tunable CPW resonator [34].
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8.1 spin ensemble

One strategy consists in coupling spin ensembles to a microwave resonator. The spin
ensemble is constituted of nitrogen vacancy (NV) colored centers in diamond. The NV
has an electron spin S = 1 which resonates at 2.88 GHz at zero magnetic field as
well as a nuclear spin. These confined systems are naturally well decoupled from their
environment such that they can reach in principle long coherence times up to a second.
However, this inherent decoupling is also a drawback since it is very challenging

to address them individually with microwaves. However, the collective excitation of
an ensemble of N spins enhances the coupling by a factor

√
N . The strong coupling

to a superconducting circuit can therefore be reached with a large ensemble of spins.
Remarkably, the collective excitation in the regime of low excitation are described by
Dicke spin states which behave as a coherent states. Therefore, an arbitrary quantum
state of the microwave field can be mapped onto the spin ensemble.
The Saclay group [29] and the Atsugi group [30] have both demonstrated the map-

ping of a qubit state on such a spin ensemble in 2011. The coupling between a supercon-
ducting circuit and a spin ensemble was time-controlled using the frequency tunability
of their superconducting circuit. The coupling is turned on by bringing them on reso-
nance and off otherwise.
One important limitation of these experiments is the spread of frequencies of indi-

vidual spins due to their different local magnetic environment. Such an inhomogeneous
broadening limits the storage time to few hundreds of nanosecond timescale in these
experiements.
When the microwave field is mapped on the spin ensemble, the associated Dicke

state decays quickly into dark1 modes of the spin ensemble due to the dephasing of
individual spins. Hopefully, most of dephasing is reversible. The initial bright2 state
can indeed be retrieved at a later time using refocusing technics similar to spin echo
as demonstrated recently in the experiment performed in the Saclay group [31].
Remarkably, this apparent limitation can even be turned into an advantage. Such

a deterministic dephasing and refocusing can be exploited in order to realize a multi-
mode memory [31, 131, 132]. Indeed, when the quantum information has leaked out
to dark modes, another state can be mapped on the bright mode of the spin ensemble
and so on. The operation can be repeated as long as the dephasing stays reversible. In
the end, the refocusing is applied and the quantum states are retrieved one after the
other such that the last in is the first out.
However, due to uncontrolled fluctuations of the magnetic field associated to impu-

rities such as the carbon 13 nuclear spin in diamond, a fraction of the dephasing is
non-reversible and cannot be refocused. Hence the collective excitations are also far
more sensitive to decoherence than for a single spin, limiting the lifetime to a few tens
of microseconds.

1 dark refers to states which are not coupled to the microwave cavity
2 bright refers to states coupled to the microwave cavity
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8.2 mechanical resonator

The possibility to cool a mechanical resonator down to its ground state [133, 134] has
paved the way toward the implementation of quantum memories based on mechanical
modes.
Indeed, mechanical resonators combine high quality factors with low resonance fre-

quency. Hence, coherence time of the order of a fraction of a second can be approached.
Beautiful experiments are carried out by the Boulder group [133]. One of the two ca-

pacitive plates of a microwave LC oscillator made of a thin superconducting membrane
is suspended at few tens of nanometers above the opposite plate. One drum mode of the
membrane vibrates at a dozen of MHz, its position modulates the capacitance of the
microwave LC oscillator. Remarkably, such a parametric coupling between mechanics
and microwaves can be described in a formally similar manner as Josephson Ring Mod-
ulator as mentioned in part iii. When the system is excited with a pump tone at the
difference between microwave and the mechanical frequencies (red sideband), phonons
of the mechanical modes are up-converted into photons of the microwave mode and
vice versa.

First, phonon-photon conversion enables them to cool the mechanical mode into its
ground state. Second, it allows the transfer and storage of a microwave quantum state
into a mechanical quantum state [129].
Moreover, when the system is excited at the sum of microwave and mechanical

frequencies (blue sideband), two-mode squeezing of photon mode and phonon mode
has been performed, leading to an EPR entanglement between microwaves and the
mechanical mode when cooled in its ground state [32].
The mechanical storage of a highly non-classical state such as a Schrödinger cat

state would lead to a coherent superposition between two positions of an ensemble of
atoms, although at typical distance much shorter than interatomic distances (few fm).
However, in the optical domain, optically trapped microspheres cooled to their ground
state could lead to quantum superpositions of the order of their micrometer size. Such
a macroscopic superposition could lead to a promising test of the decoherence induced
by quantum gravity [135].
Furthermore, mechanical memories offer a promising way of efficiently transducing

microwaves to optics. Such a quantum transducer is highly desirable for the imple-
mentation of a large scale quantum network. Indeed, the position degree of freedom of
the resonator can be efficiently coupled to both a microwave and an optical cavity as
demonstrated by the Boulder group [136]. When such a transducer will be available in
the quantum regime, various quantum states of the microwave field would be efficiently
generated with a cavity QED architecture. They could be then transfered and stored in
a mechanical resonator and then be up-converted to optical frequency and propagate
on much greater distances than in the microwave domain paving the way to earth scale
quantum networks.
Another very promising strategy for the implementation of a quantum transducer

is explored in the Tokyo group [137]. Their system is based on the collective magnetic
excitation (magnon) in yttrium iron garnet (YIG), a high quality factor ferromagnetic
insulator. On one hand, magnons can strongly couple to the microwave mode of a cavity
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via resonant magnetic interaction. On the other hand, magnons can modulate the
polarization of light at optical frequencies via Faraday effect using the same principle
as optical isolators.

8.3 microwave cavities

Another strategy consists in making an all-microwave quantum memory based on the
confinement of the microwave field in a high-quality factor superconducting cavity as
a storage medium. In the current implementations, the tunable coupling is based on a
circuit of Josephson junctions.
Such a memory is attractive given that superconducting resonators have shown ex-

ceptional coherence properties with quality factors beyond 1010. Indeed, in Paris group
(LKB) experiments in the context of cavity QED with Rydberg atoms use superconduct-
ing cavities made of Niobium-coated parabolic mirrors in a Fabry-Perot configuration
that reach single-photon lifetimes of 130 ms for a resonance frequency at 50 GHz [47].
Furthermore, in the Yale group, closed cylindrical aluminum cavities [138] reached a
lifetime of 10 ms for a resonance frequency at 11 GHz.
In 2D geometry, single photon lifetimes between 10 and 50 µs have been achieved

in thin film resonators with careful surface preparation and geometrical optimization
with lumped element [139] and coplanar waveguide resonator [43]. It is important to
note that these figures are given in the single photon regime, where quality factors can
be lower than at higher occupation due to the presence of parasitic two-level systems
[140].
Few groups have recently implemented such a cavity based quantum memory. First,

the Santa Barbara group has realized in 2013 a coplanar waveguide resonator whose
coupling rate depends on a flux tunable inductor [33, 130]. Therefore, the tunable
coupling consists in shorting the central conductor of a coplanar waveguide resonator
with a SQUID, a loop of two Josephson junctions. The inductance of the SQUID is
tuned with a magnetic flux bias so that the resonator can be ground shorted or partially
open with tens of MHz coupling (Fig 58a).
The Chalmers group has also recently implemented a quantum memory. It consists

in a coplanar waveguide resonator which is coupled to a transmission line through a
frequency tunable resonator. The tunable resonator consists in a coplanar waveguide
resonator in which a SQUID is embedded. The coupling resonator frequency is tuned be
the magnetic flux threading a SQUID (Fig 58b). Therefore, the coupling is turned on by
bringing the tunable resonator on resonance with the memory cavity and off otherwise
[34]. Finally, both implementations rely on fast flux lines to tune SQUIDs. Note that
there is a proposal for implementing such a tunable coupling between superconducting
resonator based on a superconducting qubit [141].
We are following a similar strategy in Paris based on the Josephson mixer. Two ex-

periments have been carried out. A preliminary one involves a 2D microstrip resonator
acting as a memory cavity (Fig. 60). A more elaborated one involves a 3D supercon-
ducting cavity to benefit from their long cavity lifetime. As opposed to other existing
implementations, the coupling mechanism is based on the genuine non-linearity of the
Josephson junction. Instead of using the tunable character of a SQUID inductance,
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Figure 58: Schematic of the three different implementation of quantum memories based on
superconducting resonators. (a) Grounded tunable inductors [33, 130]. (b) Tunable
resonator [34]. (c) Frequency conversion.

we exploit the parametric frequency conversion which implements an effective beam-
splitter whose transparency depends on amplitude and frequency of a pump tone (Fig
58c). Therefore, our microwave memory is controlled by microwaves.

8.3.1 Parametric conversion as a tunable coupling

As previously demonstrated by Abdo and coworkers [142] at Yale, the Josephson Ring
Modulator can implement lossless frequency conversion between its two modes. The
conversion rate is controlled by the pump amplitude and the conversion frequency is
controlled by the pump frequency.
Our idea has been to use this effect to realize a microwave switch between a memory

cavity and a transmission line.
As presented on Fig. 59, the two modes of the Josephson mixer consist in

• a high quality factor memory mode labeled m and its resonance frequency ωm.

• a buffer mode labeled a which is strongly coupled to a transmission line in the
vicinity of its resonant frequency ωa.

The JRM bridges the two modes. It provides a dissipation-less non-linearity and enables
us to convert of the microwave field between modes a and m conditionally to the
presence of a microwave pump p (Fig. 59). The frequency of the pump is set at the
difference of their frequency ωp = ωa − ωm.
In the rotating frame, the three-wave mixing Hamiltonian reads

H3WM = h̄χ(pe−iωpt + p∗eiωpt)(ae−iωat + a†eiωat)(me−iωmt +m†eiωmt) (183)

The rotating wave approximation (RWA) consists in eliminating the fast-rotating terms
considering that ωp = ωa − ωm which leads to

H3WM = h̄χ(pa†m+ p∗am†) (184)

Therefore, the three-wave mixing Hamiltonian becomes a beam-splitter hamiltonian
with an implicit frequency conversion. In other words, the Josephson mixer implements
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Figure 59: Schematic of the quantum memory based on high-quality factor cavity. The pump
amplitude p(t) enables us to tune the coupling between the buffer mode a and the
memory mode m. The buffer mode a is strongly coupled to the propagating modes
ain and aout.

a noiseless frequency mixer. The conversion rate χ|p| between modes a and b can be
varied in time to switch the coupling on and off. The a mode being strongly coupled
to the propagating fields ain and aout, one can capture an itinerant wave-packet from
the input mode ain into the memory and retrieve it at a later time in the output mode
aout.

8.3.2 Microwave storage in a microstrip resonator

A proof-of-principle experiment has been realized using the device used in part iii
(Fig. 60c). It is a Josephson Mixer similar to JM −C described in part i.

In order to isolate the memory mode from its transmission line, the m mode of
the mixer has been physically disconnected from its coupling pad by removing wire
bonds from the chip. Therefore, the memory mode m is a λ/2 microstrip mode which
resonates at ωm/2π = 8.81 GHz.
The buffer mode a is a λ/2 microstrip mode which resonates around ωa/2π =

5.57 GHz. Note that, for the proof-of-principle experiment, the quality factor of the
memory cavity has not been optimized.

8.3.3 Microwave storage in a 3D superconducting cavity

A more elaborated experiment has then been carried out where the memory cavity con-
sists in a 3D superconducting cavity made of aluminum (Fig. 61). The memory mode
is the TE110 mode of the cavity resonating at ωm/2π = 7.78 GHz. It is capacitively
coupled to the JRM through microstrip antennas plunging into the cavity field through
holes. Note that the capacitive coupling is performed symmetrically with respect to
the Josephson ring in order to preserve the symmetry of the three-wave mixing modes.
The JRM bridges the antennas, strongly coupled to the memory mode, to the λ/2
microstrip buffer mode, strongly coupled to the propagating modes of a transmission
line though gap capacitors.
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Figure 60: (a) Schematic of the preliminary experiment. This experiment has been performed
with the same sample used for the entanglement experiment. One of the microstrip
mode (previously labelled b) has been disconnected from the transmission line, it is
now the memory mode m̂ parametrically coupled to a low-Q buffer mode â, thus to
input/output propagating modes âin and âout through a 180 degree hybrid coupler.
(b) Optical microscope image of the Josephson ring. The meanders in the center of
the ring implement the four linear inductances. The stripes on the meanders are
due to the fabrication process based on shadow evaporation. (c) Optical image of
the microstrip λ/2 resonators, colored in blue for the memory and in orange for the
buffer. The Josephson ring sits at the intersection of the resonators.

To design such a device, a quantitative modeling of the conversion was needed. Quan-
tum Langevin equation formalism introduced in section A.6 provides an ideal theoret-
ical framework. It has enabled us to extract rigorously the effective coupling between
the memory mode and propagating modes as a function of physical parameters coming
into play in the conversion process.

8.4 dynamics of the josephson mixer as a memory

8.4.1 Quantum Langevin equation

The quantum Langevin equation offers a convenient framework to study the interplay
between the memory mode m, the buffer mode a and the propagating mode ain and
aout as a function of the pump amplitude p.
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Figure 61: (a) Schematic of the experimental setup. A high-Q memory mode m̂ is parametri-
cally coupled to a low-Q buffer mode â, hence to input/output propagating modes
âin and âout, depending on the pump amplitude p. (b) The on-chip circuit couples
to a 3D superconducting cavity via antennas. The blue arrows represent the po-
larization of the fundamental mode TE110 in the cavity. The Josephson ring and
buffer resonator are on-chip. The differential mode (∆) couples with the buffer mode
while the common mode (Σ) is used for addressing the pump. (c) Picture of the alu-
minum circuit fabricated on a c-plane sapphire substrate. The antennas (blue) and
the buffer microstrip resonator (orange) are highlighted in false color. (d) Optical
microscope image of the Josephson ring at the crossing between antennas and buffer
resonator. The Josephson junctions are circled in white.

The Quantum Langevin equation gives the evolution of electromagnetic modes cou-
pled to propagating modes. ∂a

∂t = i
h̄ [H, a]− κa

2 a+
√
κaain

∂m
∂t = i

h̄ [H,m]− κm
2 m+

√
κmmin

(185)

In the conversion mode, the system Hamiltonian in the rotating wave approximation
(ωp = ωa − ωm) reads

H = h̄ωres
a a†a+ h̄ωres

m m†m+ h̄χ(p a†m+ p∗am†) (186)

The interaction Hamiltonian couples linearly the two Langevin equation ∂a
∂t = −iωres

a a− iχpm− κa
2 a+

√
κaain

∂m
∂t = −iωres

m m− iχp∗a− κm
2 m+

√
κmmin

(187)
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Here, as in the experiment we will discuss, we consider only a constant pump am-
plitude. Note that the following expressions need to be modified in case of a varying
pump amplitude.
One can write the Langevin equation in the frequency domain knowing that p(t) =

p0e
−iωpt considering that ωp = ωres

a − ωres
m 0 = i(ωa − ωres

a + iκa2 )a[ωa]− iχp0m[ωm] +
√
κaain[ωa]

0 = i(ωm − ωres
m + iκm2 )m[ωm]− iχp∗0a[ωa] +

√
κmmin[ωm]

(188)

From this equation, we can derive the quantum scattering relation between the input
mode ain and min and the cavity modes m and a,

m[ωm] =
i(χp0)∗

√
κa

(ωm − ωres
m + iκm/2)(ωa − ωres

a + iκa/2)− |χp0|2
ain[ωa]

+
i
√
κm(ωa − ωres

a + iκa/2)
(ωm − ωres

m + iκm/2)(ωa − ωres
a + iκa/2)− |χp0|2

min[ωm],
(189)

a[ωa] =
i
√
κa(ωm − ωres

m + iκm/2)
(ωm − ωres

m + iκm/2)(ωa − ωres
a + iκa/2)− |χp0|2

ain[ωa]

+
i(χp0)∗

√
κa

(ωm − ωres
m + iκm/2)(ωa − ωres

a + iκa/2)− |χp0|2
min[ωm].

(190)

We now define ∆ = ωa − ωres
a = ωm − ωres

m and we can eliminate the buffer mode a
from these equations using the input/output relation √κaa = ain + aout.

8.4.2 Amplitude scattering coefficient

The losses of mode m can be modeled as propagating modes min/out evolving on an
uncontrolled port then 〈min[ωm]〉 = 0. Thus, the scattering coefficients read

〈m[ωm]〉 =
iχp∗0
√
κa

(∆ + iκm/2)(∆ + iκa/2)− |χp0|2
〈ain[ωa]〉,

〈m[ωm]〉 =
−iχp∗0

√
κa

(∆ + iκm/2)(∆− iκa/2)− |χp0|2
〈aout[ωa]〉,

〈aout[ωa]〉 = − (∆ + iκm/2)(∆− iκa/2)− |χp0|2

(∆ + iκm/2)(∆ + iκa/2)− |χp0|2
〈ain[ωa]〉.

(191)

We can rewrite these equations such that the denominators are put under a factorized
form.

〈m[ωm]〉 =
−4χp∗0

√
κa

(γai − 2i∆)(γmi − 2i∆) 〈ain[ωa]〉,

〈m[ωm]〉 =
−4χp∗0

√
κa

(γao + 2i∆)(γmo + 2i∆) 〈aout[ωa]〉,

〈aout[ωa]〉 = − (γ
a
o + 2i∆)(γmo + 2i∆)

(γai − 2i∆)(γmi − 2i∆) 〈ain[ωa]〉.

(192)

Therefore, poles of the scattering coefficient are given by ±iγa/m
i/o /2. The i/o labeling

depends on whether the scattering coefficient couples 〈m〉 to 〈ain〉 or 〈aout〉. The a/m
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labeling refers to the zero pump limit, γai/o → κa and γmi/o → ±κm. This labeling will
become clear when the temporal evolution of the fields will be considered.
Actually, the dynamical coupling rates between the propagating modes ain and aout

and the memory mode m, which occur through the buffer, is defined as (recall that
κm < κa)

γmi =
κa + κm

2 −

√(
κa − κm

2

)2
− 4|χp0|2 (193)

and

γmo =
κa − κm

2 −

√(
κa + κm

2

)2
− 4|χp0|2. (194)

Similarly, the dynamical coupling rates between the propagating modes ain and aout
and the buffer mode a are defined as

γai =
κa + κm

2 +

√(
κa − κm

2

)2
− 4|χp0|2 (195)

and

γao =
κa − κm

2 +

√(
κa + κm

2

)2
− 4|χp0|2. (196)

8.5 dynamical coupling rates

In the limit of a long-lived memory κa � κm, we can define the input/output coupling
rate to the memory

γmio =
κa
2

[
1−

√
1− 16 |χp0|2

κ2
a

]
(197)

such that3

γmi ≈ γmio + κm,
γmo ≈ γmio − κm.

(198)

Besides, the input/output coupling rate to the buffer can be defined

γaio =
κa
2

1 +
√

1− 16 |χp0|2

κ2
a

 (199)

such that

γaio = κa − γmio ≈ γai ≈ γao . (200)

3 Eq. (198) is clearly valid for low pump amplitudes 4|χp0| � κa. In fact, it remains valid for all pump
amplitudes in the sense that ±κm becomes inaccurate only for pump power such that γm

io � κm.
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8.5.1 Limits on the coupling rates

We can decompose the two limits on the coupling rates

• For weak pump tone the coupling increases linearly with pump power

γmio (|χp0| � κa) =
4|χp0|2

κa
. (201)

• For stronger pump tone |χp0| > κa/4, the system enters in the strong regime
limit where the coupling rate χp0 exceeds the buffer exit rate κa/2, thus the two
modes hybridize. The dynamical coupling rate becomes complex.
Its real part defines the effective coupling rate. It saturates to half the buffer
escape rate

γmio (|χp0| > κa/4) = κa
2 . (202)

Its imaginary part corresponds to the dispersive shift of resonance frequencies,

δωm± (|χp0| > κa/4) = Im(γa/m
io /2) = ±

√
|χp0|2 −

(
κa
4

)2
. (203)

To put it simply, the conversion rate between modes at frequency ωa and ωm
becomes large enough so that, effectively, these two modes hybridize. The new
resonant modes are combinations of the buffer and memory modes, despite the fre-
quency detuning between them. The strong coupling induces a splitting between
the new resonant modes, whose magnitude scales with the pump amplitude.

8.5.2 Effect of the antennas

The 3D cavity is capacitively coupled to the Jopsephson Ring Modulator through
antennas. This capacitive coupling κc placed in series with the conversion coupling
|χp0|, leads to an effective conversion rate between m and a given by

|χp0|2 ←
1

1
(κc/2)2 +

1
|χp0|2

. (204)

Hence, the effective coupling rate reads

γmio =
κa
2

1−
√√√√√1− 4

κ2
a

( 1
κ2
c

+
1

4|χp0|2
)
 . (205)

When the conversion rate is small compared to this capacitive coupling, the dynam-
ical coupling is not modified

γmio (|χp| � κc) =
4|χp0|2

κa
. (206)
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However when the conversion rate overcomes the capacitive coupling, we observe a
saturation of the dynamical coupling rate due to the antennas. It is given by

γio(|χp0| � κc) =
κa
2

1−
√

1−
(2κc
κa

)2
 . (207)

8.6 determination of the coupling to the antennas

The antenna coupling has been designed and tested with dedicated samples. These sam-
ples consisted of capacitive pads directly connected to the input connectors as shown
in Fig. 62. At room temperature, the 3D cavity was probed in reflection (Fig. 62b) in
a similar way that one would probe in reflection a two port λ/2 resonator as the buffer
resonator for instance (Fig. 62a). The measured reflection coefficient as a function of
the frequency has enabled us to extract the direct coupling rate κc between the 50 Ω
microstrip line and the 3D cavity. Various shapes and sizes of capacitive pads have
been tested. We have selected the capacitive pads providing a capacitive coupling rate
of κc = 3 MHz . It corresponds to the geometry represented in Fig. 62b and detailed
in Fig. 63c.

chimneychimney ground
plane

capacitive
pad

(a)

(b)

microstrip

Figure 62: Capacitive couplings calibration (a) Setup for the reflection measurement of two
ports λ/2 microstrip resonator. (b) Setup for the reflection measurement of the 3D
memory cavity for testing the capacitive pads of the antenna.
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8.7 condition for reaching the strong coupling regime

The main requirement on a quantum memory is the ability to write and read much
faster than the memory lifetime κ−1

m . Longer lifetime can be reached using 3D super-
conducting cavity as a storage medium. Note that the memory lifetime does not come
into play in the dynamical coupling rate.
The dynamical coupling rate of the cavity γmio defines the speed at which quantum

information is processed by the device.
Ultimately, the dynamical bandwidth is limited by half the buffer coupling rate κa/2.

This limit is reached in the strong coupling regime. In practice, two ingredients come
into play in the design of the Josephson mixer.

• The participation ratios of the ring ξa and ξm in modes a and m.

• The quality factor of the buffer Qa which temporarily confines the microwave
field to enhance its conversions. The ability to reach the strong coupling regime
results from the interplay between these two ingredients. In this regime, the
dynamic coupling rate reaches its saturation value κa/2.
Therefore, the conversion rate between the memory and the buffer must satisfy

χ|p0| >
κa
4 . (208)

However, the maximum pump amplitude is bounded due to the finite non-linearity
of the junction. In other words, the current provided by the pump flowing in the
junctions must stay far below the critical current. This bound has been estimated
in section 3.1.5 to (we use an unshunted JRM here)

χ|pmax| ∼
1
8
√
ξaξmωaωm. (209)

In the limit of ωa ∼ ωm, the constraint to reach the strong coupling regime reads

√
ξaξbωaωm
κa

∼ Qa
√
ξaξm > 2 . (210)

Schematically, the useful non-linearity can be characterized by the factor
√
ξaξmQa.

It is diluted by the geometric mean of the participation ratios
√
ξaξm, but en-

hanced by the quality factor of the buffer Qa. The resulting factor must be larger
than one in order to sustain the strong coupling regime and convert the microwave
field from a to m every κa/4.
Note that if this limit is not achieved, the memory can work perfectly but at a
lower pace than κa/2. In this case, it is valuable to lower the coupling rate of
the buffer in order to increase the strength of the conversion. As a consequence,
the optimal trade-off corresponds to the case when the threshold of the strong
coupling regime is just reached.

Qa
√
ξaξm ∼ 2. (211)

In that case, the dynamical bandwidth is about to be limited by buffer coupling
rate but the non-linearity of the JRM is optimally exploited.
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9
IMPLEMENTATION OF A SUPERCONDUCTING
QUANTUM MEMORY

We now apply the considerations derived in the previous chapter to design a
memory based on the Josephson mixer. After detailing how the particular device
we designed emerged, we proceed to demonstrating the capture, storage and
retrieval of microwave signals.

9.1 design of the memory

9.1.1 Required specifications

In order to maximize the number of read/write operations during the memory
lifetime, one needs to increase by design the ratio γio/κm. According to the
previous section, this optimization has to be made in the following manner.
– One needs to minimize κm by using low loss superconducting resonators.

The best ones so far are 3D cavities. In the experiment, we use the funda-
mental mode (TE110) of a 3D cavity made out of 99.99% pure aluminum
resonating at 7.8 GHz.

– The coupling rate κc between the 3D mode and the differential mode of the
Josephson Ring Modulator needs to be as large as possible (ideally 2κc > κa)
in order not to limit the memory input/output rate γio. In practice, we use
two identical antennas (Fig. 63) connected to the ring that are aligned with
the electric field of the TE110 mode of the 3D cavity. It is possible to increase
at will the coupling κc by decreasing the distance between the antenna tips
and the cavity walls. However, as this gap decreases, it becomes more and
more difficult to ensure the following constraint. In the experiment, we chose
to leave a gap of 750 µm (Fig. 63) so that the total area of the tip contributes
to the coupling and leads to κc ≈ 2π× 3 MHz.

– The 3D mode must be well isolated from the common mode of the Joseph-
son Ring Modulator to prevent deteriorating the lifetime κ−1

m . Since this
coupling is also proportional to κc, one needs to suppress it by symmetry.
In our design, we ensure that the whole device is as symmetric as possible
around the ring. In particular, both antennas need to couple identically to
the field.

– The coupling rate κa needs to be as large as possible to increase γio. However,
this must be done while allowing the device to reach the strong coupling
regime (Eq. (210)) so that 2κa < ωa

√
ξaξm. We have chosen κa = 2π ×

8 MHz in the experiment for ωa ≈ 2π× 9 GHz.
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– Finally, it is useful to get the largest possible participation ratios ξa and ξm
in order to push the bound of the above constraint. According to Eq (36),
these ratios can be increased with larger Josephson junction inductances
LJ , hence smaller critical current I0. Note that this strategy can lower the
maximal amplitude of the signal to store as described in section 5.5. Yet,
since the memory needs to process far less energy than a quantum limited
amplifier, it is not a critical parameter. This increase of the participation
ratios also comes at the price of increasing the shift of the resonance fre-
quencies due to the variations in pump power described in Eq. (55). In the
experiment, we have chosen I0 = 1 µA.
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Figure 63: (a) One half of the cavity is shown from the front side (lengths in mm). (b) A section
of the two halves of the cavity put together is shown from the side (lengths in mm).
The cut is represented as a vertical, thick black line in the center. (c) Drawing of
the device used in e-beam lithography (lengths in microns). The two symmetric
antennas ending within the chimneys by oval shaped pads are oriented horizontally.

9.1.2 Impact of the 3D geometry on the Josephson mixer design

Using a 3D mode as one of the two resonators of the Josephson Mixer brought
up several issues.
First, by choosing a superconducting 3D cavity, it becomes an issue to flux bias
the ring using an external coil, since the Meissner effect forbids the field to
enter the cavity. For this reason, we have placed the ring outside of the cavity.

150



Since the cavity TE110 mode needs to address a differential mode of the ring
(mode Y in Fig. 9), two symmetric antennas start from the ring and enter each
in a chimney sticking out of the cavity. The two chimneys are aligned in the
direction of the electric field for the TE110 mode so that the antennas couple
to it evanescently (Fig. 64). There is just enough room between the chimneys to
put a superconducting coil made of a NbTi/Cu wire wrapped around a copper
screw that sits right above the ring.

(a) (b) (c)

(d) (e)

Figure 64: Simulations of the fundamental mode at 7.8 GHz, well separated from the second
mode at 13 GHz. (a) Amplitude of the electric field along a section of the cavity
crossing the pads of the antenna of the TE110 mode (blue is zero and red is maximal).
(b) Vectorial view of the TE110 mode. (c) Current intensity along the surface of the
cavity. (d) (e) Coupling of the TE110 mode to the capacitive pads, electric field at
the surface of the substrate.

Second, it is not clear how to insert the chip on which the Josephson Ring Mod-
ulator is fabricated inside of these chimneys. We have decided to cut the cavity
in two identical parts in the middle of the chimneys, ensuring that no current
line is interrupted (see Fig. 64). In practice, the chimneys have an open slit
(0.6 mm× 7 mm in section and 8 mm long) on their edge so that the sapphire
chip enters them.

Third, in order to maximize the buffer coupling rate κa, it was decided to keep
a microstrip geometry for this mode. The microstrip resonator and its feedlines
are located in the gap between the two chimneys (Fig. 61). A ground plane in
aluminum is evaporated on the back of the sapphire chip in all areas out of the
chimneys and the width of the strip is designed to ensure a 50 Ω characteristic
impedance.
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Finally, the antennas have various resonant modes themselves. The first two
modes are a λ/2 mode which resonates around 4 GHz and a 3λ/2 mode which
resonates around 11 GHz. These frequencies are also flux tunable due to the
non zero participation ratio of the ring to these modes. The antenna has been
designed such that it does not resonate with the 3D cavity mode at 7.8 GHz. It is
possible to quantify the extra memory loss due to the presence of the antennas. By
analogy with the Purcell effect, and considering the dispersive coupling between
the antenna and memory modes, the loss rate can be estimated as κ2D(κc/∆)2 <

2π×10 Hz, where ∆/2π > 2 GHz is the frequency detuning and κ2D/2π < 1 MHz
the internal loss of the antennas. The corresponding loss rate is thus compatible
with memory lifetimes of more than a ms.

9.2 experimental characterization of the 3d memory de-
vice

9.2.1 Tunability and participation ratios
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Figure 65: Left panel: resonance frequency of the buffer mode ωa as a function of the reduced
flux through the ring ϕext. The blue dots are measured with increasing field while
the black dots are measured with decreasing field. Red dashed lines show fits of the
expected resonance frequency using Eq. (212) with ξ0

a(ϕext) = ξa(ϕext = 0) = 0.35
and ω0/2π = 12.03 GHz.

Owing to the tunability of the Josephson Ring inductance, it is possible to change
in situ the buffer and cavity modes using the external magnetic flux threading the
loop. The measured resonance frequency of the buffer resonator is presented on
figure 65 as a function of the flux. The frequency spans more than 800 MHz in the
range ωa/2π = 8.8 GHz− 9.6 GHz. Note that the frequency tunability is larger
than in similar devices used for amplification [27, 143], where participation ratios
are smaller in order to preserve enough dynamical range. This flux dependence
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can be used to determine critical parameters of the device. Indeed, using Eqs.(12)
and (36), we get

ωa(ϕext) =
1√

(Lres + LJ (ϕext))Cres
=

ω0
a√

1 + ξ0
a

1− ξ0
a

1
cosϕext/4

. (212)

The measurement is well reproduced for a zero-flux participation ratio ξ0
a =

ξa(ϕext = 0) = 0.35 and a bare resonance frequency ω0/2π = 12.03 GHz
(Fig. 65). From these values, the critical current of junctions can be inferred
to I0 = 1.1 µA. Similarly, the inferred participation ratio is shown in Fig. 65(b)
as a function of magnetic flux.
In contrast to the buffer mode, the 3D cavity resonance frequency is only tunable
over 200 kHz (not shown here). This is due to the non galvanic and evanescent
coupling of the Josephson ring to the cavity mode through the chimneys. The par-
ticipation ratio of the ring in the 3D mode can be estimated from the tunability
ranges

ξm ∼
200 kHz
800 MHzξa ∼ 10−4. (213)

The constraint (210) enabling to reach the strong coupling regime is therefore
well verified despite a very low participation ratio on the cavity side

Qa
√
ξaξm = 1300×

√
0.35× 10−4 ' 8 > 2. (214)

In particular, this design manages to almost reach the coupling strength of the
fully 2D microstrip device (Fig. 60) for which ξa ∼ 0.1, ξm ∼ 0.05 and Qa ∼ 200
leading to

Qa
√
ξaξm = 200×

√
0.1× 0.05 ' 14 > 2. (215)

9.2.2 Stability of the device in flux

Since there are no shunting inductances in the Josephson ring as for sample
JM − A discussed in section i, the JRM becomes metastable for flux bias de-
parting from ϕext = π and can jump to another super-current configuration by
accepting an extra flux quantum into the ring. This metastability presents a hys-
teric behavior, ramping the flux up and down the jump from one configuration
to another happens at a different flux bias as presented figure 65.
Phase-slips occur much earlier than for JM −A as the flux is swept (Fig. 22). It
might be due to larger participation ratios and higher frequencies, but it is not in
quantitative agreement with tunneling across the potential barrier which should
occur around ϕext ∼ 1.4π as inferred from Eq. (15). One hypothesis would be
that in case of a slight asymmetry between junctions, the phase slip can occur
earlier. However, we repeatedly observed this behavior in the 3D devices, which
indicates that this is not the main explanation.
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For this sample, it is safe to work at flux point away from half flux quantum
ϕext = π that was supposed to be stable. In the present experiment, all measure-
ments are performed at ϕext ≈ 0.6π.

Note that around ϕext ≈ 0.8π, we observe an anti-crossing in the resonance
frequency with a frequency lifting of about 5 MHz. It is certainly due to the
coupling of the memory to a two level system (TLS) trapped in the oxide of
one of the junctions [140]. We have observed the frequency of the TLS changing
from one cooldown to another, which is consistent with defects of the junction
oxide. Note that the coupling to TLS is more easily resolved with the larger
quality factors used in the memory compared to previous parts in which a large
bandwidth was needed.

9.2.3 Reflection measurements

Before demonstrating how this device behaves as a quantum memory, it is useful
to characterize its dynamical response in the Fourier domain. This can be done by
measuring the reflection coefficient on the buffer mode as a function of frequency
and pump power for continuous waves using a vector network analyzer (VNA).
Two sets of experimental results are presented in this section, the first one is
realized with the preliminary 2D microstrip memory (Fig. 60) and the second
one with the 3D superconducting memory (Fig. 61).

Using Eq. (192), one can rewrite the reflection coefficient as a function of the
coupling rate to the memory γmio

raa =
〈aout[ωa]〉
〈ain[ωa]〉

= − (κa − γ
m
io + 2i∆)(γmio − κm + 2i∆)

(κa − γmio − 2i∆)(γmio + κm − 2i∆) . (216)

Note that the reflection coefficient corresponds to two reflections in series. The
first one corresponds to the reflection on the buffer resonator with a coupling
rate κa − γmio without loss1. The second reflection corresponds to a reflection on
the memory at a rate γmio with a memory loss rate κm. The role of γmio as the
read/write rate of the memory hence becomes clear.

The reflection coefficient raa is shown on the figures 66 for the 2D microstrip
memory and 67 for the 3D cavity memory. One can identify the following regimes
of power in these curves.

– No coupling for |χp0| = 0.
The frequency conversion between the cavities is turned off as γmio = 0. The
usual behavior of single resonators measured in reflection are observed: a
2π phase shift develops as the frequency crosses the resonance. The almost
constant reflection magnitude can be used to calibrate the measurement

1 Actual losses of the buffer resonator are not included in the model because they are small compared
to the buffer exit rate κa.
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lines. In polar representation, it corresponds to a single loop around zero
with a radius close to one as shown on Fig. 66(a) and Fig. 67(a).

– Under-coupled for 0 < |χp0| <
√
κaκm/4 corresponding to a coupling rate

0 < γmio < κm.
The frequency conversion becomes effective but slower than the memory
loss rate. Indeed, schematically, a small part of input microwave field is
transferred from the buffer to the memory, where it is dissipated before being
released back in the buffer. This regime corresponds to the over-damped
regime of a single resonator. An extra loop appears in the quadrature phase
space. This loop translates into a slope change in the phase shift and the
appearance of a dip in the reflected amplitude as shown on Fig. 66(b) and
Fig. 67(b).

– Critical regime for |χp0| =
√
κaκm/4.

The coupling rate γmio is equal to the memory loss rate κm at resonance so
that the reflection goes to zero. At this point, a continuous wave incoming
on a is entirely converted into the memory mode and entirely exits through
the losses. This leads to a sharp extinction of the reflection amplitude as
shown on Fig. 66(c) and Fig. 67(c).

– Over-coupled regime for
√
κaκm/4 < |χp0| < κa/4 corresponding to a cou-

pling rate κm < γmio <
κa
2 .

The conversion rate overcomes memory losses such that a part of the field
is retrieved in the transmission line. A 4π phase shift develops in reflection,
2π coming from the buffer and 2π from the memory as shown on Fig. 67(d).

– Strong coupling regime κa/4 < |χp| corresponds to the saturation of the
coupling rate γmio =

κa
2 .

When the conversion rate |χp0| exceeds the buffer exit rate, the two modes
hybridize and the coupling rate is now limited by the buffer exit rate. Hence,
the 4π resonance splits into two 2π resonances of width κa/2, resulting from
the bonding and anti-bonding of the buffer and memory modes as shown on
Fig. 66(d). Note that the strong coupling regime cannot be fully reached by
the 3D cavity design since the coupling rate κc to the antennas limits the
maximum conversion rate between the buffer and the memory as mentioned
in 8.5.2.
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Figure 66: 2D design - Reflection coefficient raa as a function of frequency for various values of
the pump power. First column Measured amplitude. Second column Measured phase.
Third column Measured reflection coefficient in polar coordinates. Fourth column
Theory, reflection coefficient in polar coordinates expected from Eq. (216). (a) No
coupling (C = 4|χp|2/κaκm = 0). (b) Under-coupling regime (C = 0.079). (c)
Critical coupling (C = 1). (d) Strong coupling regime (C = 11.7), full hybridization
as described in (203).
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Figure 67: 3D design - Reflection coefficient raa as a function of the frequency difference from
the resonant frequency for various values of the pump power. First column Measured
amplitude. Second column Measured phase. Third column Measured reflection co-
efficient in polar coordinates. Fourth column Theory, reflection coefficient in polar
coordinates expected from Eq. (216). (a) No coupling (C = 4|χp|2/κaκm = 0). (b)
Under-coupling regime (C = 0.12). (c) Critical coupling (C = 1). (d) Over-coupling
regime (C = 5.1).
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9.2.4 Kerr effect

The pump amplitude will be varied in time to turn the memory on and off. It is
therefore important to know by how much the pump power affects the resonance
frequency of the buffer and memory modes. This can be addressed using the
expressions for the Kerr effects associated with the JRM in section 3.1.6.
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9.740
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critical coupling

Figure 68: Measured buffer resonance frequency as a function of pump power |p|2 in arbitrary
unit. The filled circles correspond to the trace shown in Fig. 67 and the open circles
corresponds to data not shown here.

Importantly, the cross-Kerr effect involving the pump are dominant here. Indeed,
we are probing the resonators at low photon number (∼ 100), thus the self-Kerr
terms (a†a)2 and (m†m)2 as well as the cross-Kerr term a†am†m are negligible
compared to the cross-Kerr involving the pump that is strongly driven. The
correction to the resonance frequencies of mode a at rest is given by (see 3.1.6)

Kap|p|2 =
1

16L0
J

cos ϕ4Zaξ
2
a|ϕp|2

=
1
16ωaξa|ϕp|

2.
(217)

As derived in the previous section, the strong coupling regime is reached for

χ|p| = ϕp
4 tan ϕext4

√
ξaξmωaωm ∼

κa

2
√

2
. (218)

Therefore, the frequency shift of the buffer mode induced by the pump in the
strong coupling regime reads

Kap|p|2 ∼
1

(8 tan ϕ4 )
2

κ2
a

2ξmωm
∼ 2κa
ξmQa

≈ 2π× 10 MHz. (219)

Similarly, the frequency shift induced by the pump on the memory mode m can
be estimated to

Kmp|p|2 ∼
κm

2ξaQm
< 2π× 1 kHz. (220)
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Similarly to what is observed in the experiment, the Kerr frequency shift is
negligible on the memory cavity.
We can use the same expressions for the microstrip 2D design, and get

Kap|p|2 ∼
κa

2ξmQa
≈ 2π× 28 MHz

2× 0.1× 200 ≈ 2π× 1 MHz. (221)

The estimated value of the Kerr frequency shift is in agreement with the one
measured on the buffer mode a and presented in 68. We observe a linear depen-
dence with pump power and a shift of 20 MHz for the largest pump powers in
the strong coupling regime.

9.2.5 Estimation of the memory lifetime

For small coupling rate γmio < κm in the under-coupled regime, the losses in the
memory cavity become the dominant exit rate. The spectral width of the memory
cavity that is measured across the buffer gives directly the memory loss rate κm.
Indeed, for a detuning ∆ much smaller than κa, the reflection coefficient reads

raa ≈ −
γmio − κm + 2i∆
γmio + κm − 2i∆ . (222)
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Figure 69: Amplitude and phase of the reflection coefficient raa as a function of frequency in
the under coupled regime (low pump power). Zoom on data sets from Fig. 66(b)
and Fig. 67(b). (a) For the 2D design the best fit using Eq. (222) corresponds to
a coupling rate γmio = 2π × 0.16 MHz and a memory loss rate κm = 2π × 1.3 MHz.
(b) For the 3D design, γmio = 2π× 4 kHz and κm = 2π× 48 kHz.

For the 2D design, whose measured reflection is shown in Fig. 69a, we get a loss
rate κm/2π = 1.3 MHz. Therefore, the quality factor of the microstrip resonator
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is Qm = ωm/κm ≈ 7000. From the loss rate we can estimate the memory lifetime
τm = 1/κm = 120 ns. The performance of the microstrip resonators is likely
limited by strong radiation losses, which should be limited in the 3D cavity.

For the 3D design, the measured and predicted reflection coefficients are plot-
ted on Fig. 69b. Note that the frequency scale is zoomed in by more than an
order of magnitude compared to the 2D curves in Fig. 69a. We extract a loss
rate κm/2π = 48 kHz leading to a quality factor of 160 000 and an estimated
memory lifetime of τm = 1/κm = 3.3 µs. This lifetime constitutes almost a
30-fold improvement compared to the 2D architecture. However, it is quite far
from the record quality factors in fully closed cavities. As we will show later,
these estimations are confirmed by time-controlled experiments of capture and
storage.

9.2.6 Estimation of the coupling rate

In the limit of small coupling rate γmio � κa/2, one can also extract the coupling
rate from reflection measurements and using Eq. (222). The resulting coupling
rate as a function of pump power is shown in Fig. 70. As expected from Eq. (206)
the coupling rate is linear with pump power in the limit of small coupling.
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Figure 70: Dots: Read/write rate γmio of the memory extracted from reflection measurements
and represented as a function of the cooperativity C = 4|χp|2/κaκm. Line: linear
fit of the dots. The left panel corresponds to the 2D memory and the right one to
the 3D memory.
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9.3 demonstration of the catch and release of a microwave
pulse

9.3.1 Time-controlled storage and retrieval

In a practical quantum network architecture, the quantum memory of each node
must be able to store, process and exchange a quantum field in a time-controlled
way. The temporal shape of the transmitted fields plays a crucial role in the ef-
ficiency of each node. Indeed, the temporal envelope of the field released by the
sender memory must be adjusted to be efficiently captured by the receiver mem-
ory. For a finite memory bandwidth, the optimal temporal shape is symmetric
by time reversal [121].

In principle in our device, it is possible to generate and capture time symmetric
pulses by properly adjusting the pump amplitude in time. However, due to the
Kerr effect discussed in section 9.2.4, finding the optimal pump temporal shape
is a difficult problem. In what follows, we thus focus on the dual approach in
which the temporal shape of an incoming coherent state is optimized so that it
is most efficiently captured by a square pump pulse.

Let us first consider a sequence in which the memory records an incoming pulse
before time 0 and then keep it stored. The corresponding pump amplitude re-
mains constant at t < 0 and zero for t > 0, so that the input/output rate is given
by γio(t) = γ0θ(−t) where θ is the Heaviside function. The incoming pulse, sent
before time 0 propagates on the transmission line towards the memory while the
pump is on so that 〈ain(t)〉 = fin(t)θ(−t). What is the temporal shape of this
wave packet that maximizes the efficiency of its capture by the memory?

Here, by efficient, we mean that the memory keeps as much of the incoming energy
as possible without releasing it. This corresponds to requesting that 〈aout(t)〉 = 0
at all times when the pump amplitude ensures that γio(t) = γ0θ(−t). Given that
the incoming pulse stops at time 0, this condition is met for t > 0 as long as the
buffer mode a stays empty, which leads to 〈aout(t)〉 = 0 for t < 0

〈a(t = 0)〉 = 0.
(223)

This criterion depends on negative times only so that its solutions 〈ain(t)〉 =
fin(t)θ(−t) can be found by considering a constant coupling γio(t) = γ0 even at
positive times.

9.3.1.1 Absorption without reflection

Let us first note that the poles of the Fourier transform of 〈ain(t)〉 are all in
the upper-half plane of the complex plane since it is non-zero only for t < 0.
Moreover, the first line of Eq. (223) imposes that 〈aout(t)〉 must be zero for t < 0,
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thus the poles of its Fourier transform must all be in the lower-half plane of the
complex plane.
This stringent condition can be satisfied since the reflection coefficient relating
aout to ain input and output has poles and zeros that are perfectly fit for trans-
forming poles of the upper-half plane into poles of the lower-half plane. Indeed,
for large coupling rates γmio � κm, the reflection coefficient reads

〈aout[ωa]〉 = −
(κa − γmio + 2i∆)(γmio + 2i∆)
(κa − γmio − 2i∆)(γmio − 2i∆) 〈ain[ωa]〉. (224)

By choosing the poles of the input signal 〈ain[ωa]〉 to coincide with the zeros of
the scattering coefficient, one gets an output field 〈aout[ωa]〉 with poles in the
lower half-plane only as requested.
Therefore, the optimal input signal is of the form

〈ain[ωa]〉 =
α

γmio + 2i∆ +
β

κa − γmio + 2i∆ (225)

and leads to an output signal equal to

〈aout[ωa]〉 = −α κa − γmio + 2i∆
(κa − γmio − 2i∆)(γmio − 2i∆) (226)

−β γmio + 2i∆
(κa − γmio − 2i∆)(γmio + κm − 2i∆) . (227)

In the time domain, the input field corresponds to an increasing exponential of
the form

〈ain(t)〉 = αθ(−t)e
γm
io
2 t + βθ(−t)e

κa−γmio
2 t. (228)

Qualitatively, the first term is mostly absorbed by the memory at a rate γmio and
the second term is mostly absorbed by the buffer at the γbio = κa − γmio . Up to
now, we have not considered the second line in Eq. (223), which ensures that a
complete transfer to the memory has been performed. One must then find the
right balance between α and β to verify 〈a(t = 0)〉 = 0.

9.3.1.2 Complete transfer

For a complete transfer, one must be sure that no fields remain in the buffer at
t = 0 when the coupling is turned off. This constraint imposes that

〈a(t = 0)〉 =
∫ +∞

−∞
〈a[ωa]〉dωa = 0, (229)

leading to

κ−1/2
∫ +∞

−∞
〈ain[ωa]〉+ 〈aout[ωa]〉dωa = 0. (230)
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Figure 71: (a) Expected time dependence of the various mode amplitudes for the optimal tem-
poral shape of the input field 〈ain〉 and a pump amplitude turned off at time 0 so
that γmio = θ(−t)× 2 µs−1. Here, we assume κa = 10 µs−1 and κm = 0. (b) Same
curves when the pump is kept on so that γmio = 2 µs−1.

This condition is met when α = −β. Hence the optimally absorbed input fields
read

〈ain[ωa]〉 ∝
1

κa/2− γmio

(
1

γmio + 2i∆ −
1

κa − γmio + 2i∆

)
(231)

∝ 1
(γmio − κm + 2i∆)(κa − γmio + 2i∆) (232)

and leads to an output field

〈aout[ωa]〉 ∝
−1

κa/2− γmio

(
1

γmio − 2i∆ −
1

κa − γmio − 2i∆

)
(233)

∝ −1
(γmio − κm − 2i∆)(κa − γmio − 2i∆) . (234)

We can now give the expressions of the optimally catched input signal in the time
domain (see Fig. 71)

〈ain(t)〉 ∝ θ(−t)(e
γm
io
2 t − e

κa−γmio
2 t) . (235)

The first term ensures absorption without reflection, while the second term per-
mits the complete transfer of the absorbed pulse from the buffer to the memory
cavity. It is worth to note that the optimally captured signal is simply the time-
reverse of a signal retrieved from an initially occupied memory. This retrieved
signal can be observed experimentally on aout by preparing the memory in a
coherent state with the pump off, and then turning it on (or on Fig. 71b at
t > 0).
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With this signal shape at the input, no signal is reflected and 〈aout(t)〉 = 0 if the
pump is turned off at time 0, and the field is stored in the memory mode m (see
Fig. 71a). However, if the pump remains on at all times, the output field is given
by (see Fig. 71b)

〈aout(t)〉 ∝ θ(t)(e−
γm
io
2 t − e−

κa−γmio
2 t) . (236)

Finally, in the special case of the strong coupling regime for which γmio = κa/2,
the above expression breaks down and the optimal signals are given by

〈ain(t)〉 ∝ θ(−t)teκat/2, (237)
〈aout(t)〉 ∝ θ(t)te−κat/2. (238)

9.3.2 Catch and release of coherent pulses

In this section, we demonstrate that the memory based on the JRM can store
and release on demand a coherent pulse with the shape described above. The
magnetic flux through the ring is chosen so that the buffer cavity frequency is
ωa/2π = 9.4356 GHz, while the 3D cavity frequency is ωm/2π = 7.8166 GHz.
The pump tone is thus applied at the difference frequency ωp/2π = 1.649 GHz.

The pulse sequence used for this experiment is shown in Fig. 73a. A constant
pump amplitude is first applied on the device while the input signal described
in Eq. (235) enters the memory at time t < 0. The input/output rate at this
amplitude is γmio = 9 µs−1. The pump is then quickly turned off at time 0 such
that the input coherent state should be captured by the memory. Note that the
field at the input is in a coherent state with about 10 photons on average.

At a later time τ , the pump is turned on again with the same amplitude in order
to retrieve the content of the memory on the transmission line. After amplification
by a low-noise amplifying setup, the output is down-converted to 40 MHz using
a mixer and averaged 6× 104 times using an oscilloscope.

It is possible to directly measure the input signal that is sent to the device by
turning off the pump at all times. In this case, the measured average amplitude
〈aout(t)〉 (top trace in Fig. 73b) is a direct reproduction of the undistorted input
signal.

In the following measurements (traces below the top one in Fig. 73b) the pump is
turned on before time 0 during memory writing and after time τ during memory
readout as described above. As can be seen in Fig. 73b, almost no output signal
is measured before time 0 as expected for the optimal pulse shape used at the
input. Quantitatively, only 5% of the incoming pulse energy is reflected back
before time 0.

When the pump is turned back on after a delay τ from 0 µs to 8 µs, the device
releases the captured state back in the transmission line as can be seen in Fig. 73b.
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arbitrary waveform generator whose output is upconverted using mixers. The out-
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Note that the temporal shape of the released pulse is indeed the time reverse of
the optimal pulse we used.

Due to the finite lifetime of the cavity, the retrieved field is more and more
damped as the storage time increases. The efficiency of the memory is defined
as the ratio between the energy of the incoming wavepacket and the energy of
the retrieved wavepacket. Interestingly, it can be estimated by the oscillating
voltage measured with the oscilloscope alone (Fig. 73b). The total energy of the
incoming wave packet scales as

∫ 0
−T |〈V off

out(t)〉|2dt, which is measured when the
pump is turned off. Here, T is an arbitrary temporal cutoff given by a few γ−1

io

(T = 1 µs for the 3D memory and T = 200 ns for the 2D memory). Moreover, the
total energy of the outgoing wavepacket scales as

∫ τ+T
τ |〈V on

out(t)〉|2dt, with τ the
release time of the memory. More precisely, if one does not want to overestimate
the efficiency by incorrectly counting the noise of the measurement output as
useful energy, it is good to subtract the background noise, so that the efficiency
reads

η =

∫ τ+T
τ |〈V on

out(t)〉|2 − |〈V off
out(t)〉|2dt∫ 0

−T |〈V off
out(t)〉|2dt

(239)

The measured efficiency is shown in Fig. 73c as a function of the storage time
τ . It endures an exponential decay as a function of delay time η(τ ) = η0e

−τ/τm ,
where τm = 3.3 µs (107 ns for the 2D memory) is in quantitative agreement with
the one found from the spectral measurements in Fig. 69.

Note that it is not possible to distinguish the effects of energy damping and
dephasing from that measurement alone since we are only measuring the average
of the field amplitude. However, measurements presented in the next section
(Fig. 82) demonstrate that dephasing is negligible.

9.3.3 Efficiency

From figure 74c, one can estimate the limit efficiency of the memory to be η0 =

80%. It is similar to the 81% efficiency of the mechanical memory [129] and
much greater than the efficiency achieved in the spin-ensembles. In a recent work
at Santa Barbara [33], the efficiency of a memory based on a superconducting
microwave cavity has been well optimized up to 97.4% [33], which is required for
fault-tolerant deterministic quantum protocols.

Indeed, the efficiency of our device can be improved by optimizing again the
temporal shape of the input field and the pump. To reach better efficiency, one
needs to take into account the deformation of the waveform during propagation
as well as higher order non-linearities such as the Kerr-effect that bring slight
deviations from the optimal waveform. An effective way to maximize the efficiency
would be to use a linear optimization algorithm starting from the theoretical
optimal waveform such that simplex or genetic algorithms.
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Figure 73: 3D memory device (a) Capture, store and release protocol. Pulse sequences for
the pump field p (green) at the difference frequency ωp = ωa − ωm, the input field
〈ain〉 and the resulting output field 〈aout〉 (orange). The temporal shape of the input
field is chosen in order to optimize the capture efficiency. (b) Time traces of the
amplitude of the output field down converted to 40 MHz and averaged 6× 104 times.
The top trace is measured without pump and reveals the optimized input signal. The
following traces correspond to the sequence of (a) with increasing delay τ between
capture and retrieval from 0 µs to 8 µs. (c) Dots: retrieval efficiency η as function
of delay τ . η is defined as the ratio of the retrieved energy normalized to the input
energy. Plain line: exponential decay η0e−τ/τm characterizing the memory lifetime.
Best fit obtained for η0 = 80% and τm = 3.3 µs.

9.3.4 Lifetime

The measured lifetime is smaller than what is typically achieved with supercon-
ducing resonators where bare 3D cavity have been demonstrated to reach 10 ms
[138] in the context of circuit QED. This clearly leaves room for improvement in
the future for our device.

The origin of this rather short lifetime is currently under investigation, but there
are evidences that the holes that separate the 3D cavity from the antennas bring
spurious losses due to surface roughness. It might be possible to improve the
lifetime by at least an order of magnitude by making slight modifications in the
current design and fabrication techniques.
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Figure 74: 2D memory device (a) Capture, store and release protocol. Pulse sequences for
the pump field p (green) at the difference frequency ωp = ωa−ωm = 2π× 3.27 GHz
with ωa = 2π × 5.54 GHz and ωm = 2π × 8.81 GHz, the input field 〈ain〉 and the
resulting output field 〈aout〉 (orange). The temporal shape of the input field is chosen
in order to optimize the capture efficiency. (b) Time traces of the amplitude of the
output field down converted to 40 MHz and averaged 3× 104 times. The top trace
is measured without pump and reveals the optimized input signal. The following
traces correspond to the sequence of (a) with increasing delay τ between capture
and retrieval from 0 ns to 300 µns. (c) Dots: retrieval efficiency η as function of
delay τ . η is defined as the ratio of the retrieved energy normalized to the input
energy. Plain line: exponential decay η0e−τ/τm characterizing the memory lifetime.
Best fit obtained for η0 = 27% and τm = 107 ns.

We note that the superconducting memory of the Santa Barbara group was
demonstrated to reach comparable lifetimes of 3 µs even if it is claimed in the
letter that 45 µs can be reached [33].

The mechanical memory achieved lifetimes of 28 ms thanks to the high quality
factor and very low frequency (10 MHz) of the mechanical mode. As a result
the main drawback is that, for such low frequencies, spurious thermal fluctua-
tions quickly degrade the coherence properties of the field. Hence, the effective
coherence lifetime is estimated to be 90 µs [129]. The spin-ensemble memory have
typical coherence lifetime of a few tens of µs [132]. Therefore, it good to acknowl-
edge that state of the art microwave memories have not yet overcome few tens
of microseconds of storage time, similarly to the decoherence of superconducting
qubits.
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group Paris Paris UCSB Chalmers Boulder Saclay
reference unpublished [144] [33] [34] [129] [31]
storage microstrip 3D CPW CPW mechanical spin
medium cavity cavity cavity cavity membrane ensemble
coupling frequency frequency tunable tunable frequency tunable
type conversion conversion inductor resonator conversion resonator

lifetime 107 ns 3.3 µs 3 µs 18µs 90 µs ∼ 10 µs
access time 35 ns 110 ns 50 ns 14 ns ∼ 20 µs ∼ 30 ns
# operations 3 30 60 1300 ∼ 5 ∼ 300
efficiency 27 % 80 % 97.4 % 80 % 2× 10−4

repetition time 0 0 0 0 ∼ 10 ms ∼ 5 s
entanglement yes yes no no yes no
generator

Table 2: Summary of performance of quantum memories for microwave radiations. Note that
Santa Barbara group is claiming lifetime of 45 µs lifetime is claimed with similar
cavities but it is still not demonstrated.

9.3.5 Number of operations within a lifetime

A useful memory needs to be able to write and read several pulses during its
storage time. The read/write time is given by the inverse of the coupling rate
τio = 1/γmio = 110 ns (same order of magnitude to the Santa Barbara group with
50 ns). The number of operations is quantified by the product γmio τm = 30 (60
for Santa Barbara). To put this number in perspective, this figure of merit is the
main drawback of the mechanical memory for which access times are very long
with typical values of 20 µs leading to about 5 operations only within a lifetime
currently.

All the measurements presented until now deal with coherent states of microwave
radiation, and are thus in the classical regime. It is possible to show that the phase
of the coherent states is well preserved and demonstrate that the memory should
work in the quantum regime, but we will see in the next section that one can go
a step beyond and entangle the memory with a propagating mode.
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10
ENTANGLEMENT OF THE MEMORY WITH A
PROPAGATING F IELD

Promisingly, the device cannot only be used as a memory but also as an entan-
glement generator. In a second experiment, we demonstrate the generation of
an EPR state distributed between the propagating mode aout and the memory
mode m. This feature gets the role of the Josephson mixer closer to the node of a
quantum network based on continuous variables in which entanglement is shared
over the network.

Up to now, we have presented the circuit mostly as a quantum memory such as
the one in Ref. [33, 34]. In fact, using the versatility of the Josephson mixer, we
can also generate a pair of entangled states (similarly to what was done in chapter
6) shared between the memory and a propagating mode of the transmission line.

When a pump tone is applied at the sum frequency ωp = ωa + ωm with both
modes initially in the vacuum, an EPR pair is generated through spontaneous
parametric down-conversion and distributed between the buffer and memory
modes. The buffer being strongly coupled to the transmission line, the entan-
gled field continuously leaks out in the propagating mode aout. As a result the
memory mode at frequency ωm gets entangled with a mode of the transmission
line at frequency ωa.

At a later time, the content of the memory mode m can be released in the
conversion regime by applying a pump tone at ωp = |ωa − ωm| as described in
the last section.

This device, which is both able to generate continuous variable entanglement
and to store it efficiently, offers new perspectives in the context of quantum
networks [122, 121] for the realization of quantum protocols involving various
hybrid quantum system interfaced in the microwave domain.

In this experiment, the entanglement generation consists in a sequential time-
controlled protocol. Therefore, the witnessing method introduced in part 6 cannot
be used in this context.

Indeed, the entanglement witness consisted in recombining two continuously gen-
erated entangled mode on a second Josephson mixer. By measuring a drop of
the fluctuation at the output of the witness below what is classically allowed for
separable state, we were able to conclude that the input state where exhibiting
quantum correlation beyond what is classically allowed.

Here, such a witness could have been set up, however it would have been much
more challenging due to the sequential nature of the protocol. The setup would
have consisted in a second quantum node based on the Josephson mixer as a
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witnessing node operated in a sequential way. The witnessing protocol would
then consist in two steps.

First, the entangled propagating mode generated by the entangling node must be
captured efficiently by the witnessing node. Thus, a pump pulse is applied at the
sum frequency on the entangling node while a pump at the difference frequency
is applied on the witnessing node with the right temporal shape. Second, the
entangling node must release the other part of the pair from its memory into
the transmission line while the witnessing node must recombine this entangled
propagating mode with the content of its memory in amplification regime. Thus,
a pump pulse is applied at the difference frequency on the entangling node with
the right temporal shape while a pump at the sum frequency is applied on the
witnessing node.

Finally, by measuring the resulting fluctuations at the output of the witnessing
node, one would measure a drop of the fluctuations below the classical limit if
the state is entangled.

Remarkably, note that each step is the time reversed of the other. The first step
consists in entangling the two nodes and the second step to disentangling them.
This strategy is an elegant way to demonstrate entanglement but it is much more
challenging experimentally. We have therefore used a more direct approach.

10.1 experimental demonstration of entanglement distri-
bution

The entanglement demonstration presented in this work consists in a brute-force
noise correlation measurement based on a fast acquisition card in the same spirit
as the experiments carried out in Zurich [8, 145], Munich [28] and Boulder [32].

The goal is to perform a full tomography of the two-mode (memory and propa-
gating mode) quantum state in order to infer its covariance matrix and extract
its entanglement strength. The strategy consists in recording the distribution of
the measurement outcomes of all four quadratures of the two-mode state at room
temperature on a large number of realizations. Then, using an ON-OFF subtrac-
tion technique, one can extract the tiny signal corresponding to the quantum
microwave field out of the noise added by the amplifying setup and reconstruct
its covariance matrix.

10.1.1 Field Programmable Gate Array (FPGA)

The noise correlation measurement has been performed using a Field Programmable
Gate Array (FPGA) board able to process and sort the microwave signal with
a high repetition rate. Such a high repetition rate is compulsory since we did
not use a quantum limited amplifier. Hence, a large uncorrelated noise hides the
signal. In order to discriminate the tiny microwave field drowned in the noise,
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one need to acquire a well resolved distribution within a short time in order to
avoid phase and gain drifts.
We programmed an Innovative Integration X6-RX board ourselves using a block-
diagram language from Xilinx based on the Matlab Simulink software. The block-
diagram is then compiled into VHDL before being flashed into the FPGA.

FPGA board

ADC

FilterMixer

LO

Amp

Figure 75: Schematic of the room-temperature analogue signal processing followed by the
FPGA digital processing. The FPGA board updates 6 histograms in real time rep-
resenting projections of the Husumi Q function of the two-mode state on 6 possible
quadrature phase spaces.

The microwave signal at the output of the amplification setup is first analogi-
cally down-converted, filtered and reamplified. Then, it is digitized at a rate of
160 MS.s−1 by the ADC of the FPGA board.
The board is programmed for multiplying the resulting traces by four different
preloaded sequences run in parallel. It enables to perform a digital IQ demodula-
tion with temporal envelopes that match the temporal modes of the buffer and
memory after the storage time delay τ . The demodulated trace is then summed
over the whole sequence leading to the measurement outcomes Xa, Pa, Xm and
Pm. At the end of each sequence, the measurement outcomes are sorted and in-
cremented into the 6 correlation histograms. The histograms are 128× 128 array
with a depth of 10 bits per address. At the end of the whole measurement, the
histogram are uploaded into a computer through a PCI express port.

10.1.2 Measured quadrature histograms

The pulse sequence used in the experiment starts by a square pump pulse at
ωp = ωa+ωm = 17.28 GHz during 500 ns that generates an EPR state (Fig. 76a).
While one part of the pair is stored in the memory mode m, the other part prop-
agates in the transmission line, is amplified by a low-noise amplifying detection
setup and recorded using the FPGA board. After a delay τ = 200 ns, a square
pulse is applied on the pump field at ωp = ωa−ωm with an amplitude such that
the output rate is γmio = 2π × 1.5 MHz as in the capture and retrieval measure-
ment presented Fig. 73 and lasting for 500 ns. This pulse releases the memory
state into a new propagating mode at frequency ωa, which is then amplified and
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measured using the heterodyne detection setup. At the end of a sequence, one re-
alization of the four mode quadratures Xa, Pa and Xm, Pm have been measured.
The measurement outcomes are incremented in 6 histograms corresponding to all
combinations of quadratures. The pulse sequence is repeated 4× 107 times with
a repetition rate of 10 µs. The protocol is performed with the entangling pump
turned on and off every minute to avoid pump phase and gain drifts. The whole
measurement took approximately 10 minutes. Finally, the normalized distribu-
tion of the measurement outcomes at the output of the amplification setup are
obtained and shown on Fig. 76 for the entangling pump turned on (b), turned
off (c) and subtraction of the two previous normalized distributions (d).
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Figure 76: Entanglement between memory and propagating mode. (a) Scheme of the pulse
sequence. Top: pump amplitude p is shown in red for ωp = ωa + ωm and in green
for ωp = ωa−ωm. Bottom: temporal shape of output noise amplitude. (b) distribu-
tion of the measurement outcomes at the output of the amplification setup for the
entangling pump turned on, (c) turned off and (c) subtraction of the distributions.
The axes are calibrated in

√
#photon.

It is important to realize that, despite the detuning between memory mode and
buffer mode frequencies, the two parts of the EPR pair are collected in two
different time bins of the field aout at the same frequency and using same ampli-
fication setup. Thus, the scale for the mode a and m are the same and one needs
to calibrate one amplification setup only.

The subtracted histograms do not represent an actual probability distribution
as they contain negative parts. However, they give a hint of the nature of the
correlations between quadratures of different modes. The positive and negative
parts in the subtracted distribution naturally arise from the subtraction of two
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normalized gaussian distributions where the first one has a higher variance than
the second as sketch on Fig. 77. Hence, in the single-mode histograms along (
Xa, Pa) and along ( Xm, Pm), a phase-independent increase in the fluctuations is
observed. This corresponds to the thermal state produced in a mode by tracing
out the EPR state on the other mode.

pump OFF

pump ON subtraction

Figure 77: Subtraction of two normalized gaussian distributions

In contrast, the histograms along the quadratures of two different modes (Xa,Pm)
and (Pa,Xm) exhibit a large anisotropy along the bisector (diagonal) indicating
correlations between memory and propagating modes. For instance, the measure-
ment outcomesXa and Pm are likely to have the same sign when the entanglement
pump is on. These correlations need to be characterized quantitatively in order
to demonstrate whether or not they are non-classical.

10.1.3 Inferring memory mode properties from the measurement

It is useful to introduce some notations for describing the modes that are actually
measured in the experiment. The quadratures of two modes are measured in this
experiment. First, the one emitted on aout by the device during the entanglement
pulse, which is amplified into a mode Aout that is measured by the FPGA board.
Then after a time τ , the one, also emitted on aout, during the memory release
pulse, which is amplified into a mode Mout.

Using results of section 6.4 to describe what happens during the entanglement
step, one can express the first outgoing mode aout,1 as a function of the modes
at the input of the memory during the entanglement pulse,

aout,1 = S†ainS = cosh(r)ain,1 + eiϕP sinh(r)m†in,1, (240)

where ϕP is the phase of the pump and G = cosh2 r is the power direct gain
of the Josephson mixer, when it is used as a parametric amplifier. The vacuum
state at the inputs is then converted into a two-mode squeezed vacuum state
|Sq〉 = S |0〉aout,1 |0〉m = cosh(r)−1∑ tanh(r)n |n〉a |n〉m.

The output signal aout,1 is then amplified by a low noise amplifying setup with
a gain Gamp. The uncorrelated noise added by the amplifying setup is modeled
by a bosonic operator hin whose effective temperature is mainly determined by
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the noise temperature of the cold HEMT amplifier (see Fig. 72). In the end, the
actually measured amplitude reads

Aout =
√
Gampaout,1 +

√
Gamp − 1h†1,in

=
√
Gamp(cosh(r)ain,1 + eiϕP sinh(r)m†in,1) +

√
Gamp − 1h†1,in.

(241)

The expresion ofMout can be derived similarly by considering extra losses coming
from the imperfect efficiency η of the memory storage. The memory mode is
converted into a propagating mode on aout, but at a later time τ compared to
the previously measured field. Let us denote it as aout,2. The losses of the device
can be modeled by the contribution of an extra modemin,2, which is uncorrelated
with any other mode so that we get

aout,2 =
√
ηS†min,1S +

√
1− ηmin,2

=
√
η[cosh(r)min,1 + e−iϕP sinh(r)a†in] +

√
1− ηmin,2

(242)

and

Mout =
√
Gampaout,2 +

√
Gamp − 1h†2,in

=
√
Gamp(

√
η[cosh(r)min,1 + e−iϕP sinh(r)a†in,1] +

√
1− ηmin,2)

+
√
Gamp − 1h†2,in.

(243)

With these definitions, one can now model the measured quadrature histograms
(Fig. 76b,c) as marginals of the Husumi Q-function of (Aout, Mout) [146]. The
moments of the Q-function, hence of the measured histograms, are simply the
normally ordered moments of the field operators.

〈ApaoutM
pm
outA

†qa
outM

†qm
out 〉 =

∫
C2
αpaµpm(α∗)qa(µ∗)qmQ(α,µ)d2αd2µ. (244)

Using this equality, it becomes possible to determine the covariance matrix of the
fields Aout and Mout and to infer from there the covariance matrix of the fields
aout,1 and m, which can witness entanglement between them.

10.2 calibration of the measured amplitudes

In order to demonstrate entanglement, it is necessary to calibrate the quadrature
measurements. The essential assumption in the calibration is that input fields
are in vacuum at thermal equilibrium given that the cryostat temperature is
45 mK � h̄ω/kb ≈ 0.4 K. This implies that 〈∆a2

in〉 = 〈∆m2
in〉 = 1/2. Note

that in this device, min is a virtual port modeling the 3D cavity losses. This
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assumption is strongly backed up by experiments in circuit QED with similar
cavities performed in our group (see the end of section II.A in the supplementary
material of Ref. [64]).

The principle of the calibration was introduced by the Zurich group during the
first observation of two-mode squeezing at microwave frequency [8]. It relies on
the fact that zero point fluctuations feed the input of an amplifier. By measuring
the total noise power at the end of the detection setup as a function of the gain
of the amplifier, one can estimate the total amplitude gain of the setup, from
the amplifier input to the measurement apparatus. The extra noise added by the
measurement setup is considered constant and does not alter the calibration.

The Josephson mixer that implements a quantum memory can also be seen as a
phase-preserving amplifier, meaning that the output fluctuations are 〈∆a2

out,1〉 =
cosh2(r)〈∆a2

in,1〉+ sinh2(r)〈∆m2
in,1〉 = cosh(2r)/2 where cosh(r) is the ampli-

tude gain. This happens when the pump frequency is ωp = ωa + ωm. We can
then use the above technique to infer the memory and propagating mode quadra-
ture amplitudes for a given measurement outcome recorded by the FPGA. In
this section, we first present a way to calibrate the gain of the quantum memory
acting as an amplifier, then we present the method we used to reconstruct the
covariance matrix of the fields at the output of the quantum node.

10.2.1 Measurement of the amplitude gain

In the experiment, entanglement is generated between the memory and a propa-
gating mode by sending a square pump pulse at frequency ωp = ωa+ωm with an
initially empty memory. If instead the memory is initially occupied by a coherent
state, the same pulse will result in parametric amplification of that coherent state.
Since, the pump is not continuous, we have developed a protocol to perform an
accurate measurement of this pulsed amplitude gain.

First, as in Fig. 73, we capture an incoming coherent state in the quantum
memory by sending a pulse with average power Pin at the level of the waveform
generator (see Fig. 72). Then we turn on the entanglement pulse by applying a
pump at the sum frequency ωp = ωa + ωm. It provides a direct amplitude gain√
G = cosh(r) on the memory mode m and a cross amplitude gain

√
G− 1 =

sinh(r) from the memory mode m to the transmission line mode aout. Finally we
retrieve the amplified captured state in the transmission line by turning on the
pump tone at ωp = ωa − ωm again.

We can repeat this procedure without the entanglement pulse, thus without am-
plitude gain:

√
G = cosh(0) = 1. The ON/OFF ratio of the squared integrated

amplitude of the retrieved pulse (Fig. 78) directly provides a value for the gain
G = cosh2(r). Importantly, this protocol enables to determine the gain inde-
pendently of the losses due to the inefficiency of the device, since they are the
damping of the cavity is the same for ON and OFF amplifier regimes.
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As shown in Figure 78, we repeat this measurement for an increasing incoming
wave packet energy. The amplification process is linear on this energy scale, and
it is important to check that the device in not saturated. The ratio of the slopes
gives a gain G = cosh2(r) = 2.29 for the Josephson mixer, in this pulsed amplifier
regime.

Entanglement RetrievalCapture

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2 Entanglement ON

Entanglement OFF

Retrieval OFF

Integration
window

input power

Figure 78: Amplitude gain measurement protocol. The upper panel presents the timing of the
pulsed measurement. The lower panel presents the measured squared amplitude
of the retrieved field as a function of the power of the source that generates the
captured wave (square of the modulation amplitude expressed at the level of the
waveform generator of Fig. 72). The squared amplitude gain is given by the ratio
between the blue (ON) and purple (OFF) slopes.

10.2.2 Determination of the gain of the detection setup

It is now possible to use the measured noise power of the zero point fluctuations
to infer the total gain Gamp of the measurement setup. In that purpose, one
must find a way to subtract the uncorrelated noise from the amplifying setup
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hin. Assuming that the modes ain,1 and min,1 are in the vacuum state at rest,
Eq. (241) leads to

〈Ar
outA

r†
out〉 = Gamp〈aout,1a†out,1〉|Sq〉 + (Gamp − 1)〈h†in,1hin,1〉thermal

= Gamp(cosh2(r)〈ain,1a
†
in,1〉|0〉 + sinh2(r)〈m†in,1min,1〉|0〉)

+(Gamp − 1)〈h†in,1hin,1〉thermal
= Gamp cosh2(r) + (Gamp − 1)〈h†in,1hin,1〉thermal.

(245)

By subtracting the variances of Aout when the pump is turned on (r>0) or off
(r=0), one gets

〈Aon
outA

on†
out 〉 − 〈Aoff

outA
off†
out 〉 = Gamp(cosh2(r)− 1). (246)

Using the calibration cosh2(r) = 2.29 above and the Q function in phase space
Aout given by the measured histogram in Fig. 76d, the gain is found to be

Gamp =
1

cosh2(r)− 1
∫

d2α |α|2(Qon(α)−Qoff(α)) . (247)

10.3 characterization of the entangled state

10.3.1 Reconstruction of the covariance matrix

The states that are produced by the memory are Gaussian states. In particular
the EPR state is Gaussian with zero mean (see Eq. (137)). As such, it is fully
characterized [70] by its covariance matrix V, whose elements are given by the
symmetrically ordered second moments in their quadratures Vij = 2〈ξiξj + ξjξi〉
as shown in Eq. (141). These elements are also the second order moments of
the Wigner distribution [146] Vij = 4

∫
C4 ξiξjW (ξ)dξ. Since the measured his-

tograms are not Wigner distributions but Husumi Q functions, it is convenient
to introduce the Q-covariance matrix (or normally ordered covariance matrix),
whose elements are (VQ)ij = 4

∫
C4 ξiξjQ(ξ)dξ = Vij + δij .

The experiment leads to a direct measurement of VQ for the modes Aout and
Mout. We will now see how to relate it to the covariance matrix V for the modes
aout,1 and aout,2. For the sake of clarity in the following expressions, we identify
a ≡ aout,1 (since aout,1 corresponds to what was directly produced on mode a)
and m ≡ aout,2 (since aout,2 comes from what was stored in the memory). Besides,
without loss of generality, we assume that the mean value of the field operators
are zero 〈a〉 = 〈m〉 = 0, which is experimentally verified.
The measured histograms give an access to the Q-covariance matrix VMeas,on

Q and
VMeas,off
Q . If we assume that the modes hin,1 and hin,2, which model the noise

added by the detection setup, are in a thermal state without correlations, one
gets from the first equalities in Eqs. (241) and (243) that

VMeas,on
Q = Gamp(V + I4) + (Gamp − 1)Vthermal. (248)
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where

Vthermal = 2


〈h†

in,1hin,1〉 0 0 0

0 〈h†
in,1hin,1〉 0 0

0 0 〈h†
in,2hin,2〉 0

0 0 0 〈h†
in,2hin,2〉


thermal

. (249)

This expression can also be used when the entanglement pulse is turned off, in
which case V = 14, so that

VMeas,off
Q = 2GampI4 + (Gamp − 1)Vthermal. (250)

Finally, the added noise contribution can indeed be removed and one gets a way to
extract the covariance matrix V between the memory mode and the propagating
mode from Fig. 76d since

V =
1

Gamp
(VMeas,on

Q −VMeas,off
Q ) + I4 . (251)

10.3.2 Measured covariance matrix
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Figure 79: Entanglement between memory and propagating mode. (a) Scheme of the pulse
sequence. Top: pump amplitude p is shown in red for ωp = ωa+ωm and in green for
ωp = ωa − ωm. Bottom: output noise amplitude in time. (b) Measured two-mode
covariance matrix. The convention used is such that the vacuum state corresponds to
the unity matrix. The 2× 2 block- diagonal matrices in orange and blue represent
the single mode a and m covariance matrices. The off-diagonal matrices in red
represent the correlations between modes. Correlations go beyond the classically
allowed greyed regions which demonstrates entanglement.
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It is meaningful to decompose V in four 2× 2 block matrices.

V =

 α χ

χT µ

 . (252)

The diagonal blocks α and µ are the single-mode covariance matrices for a and
m respectively. Since each mode of the EPR pair is in a thermal state once the
other part of the pair has been dismissed (traced out) as shown in Eq. (134),
there is no correlation between the quadratures X and P of a single mode (a or
m) and the variances ∆X2 and ∆P 2 are almost equal. For mode a, by definition
of the calibration process, one gets V11 ≈ V22 ≈ cosh(2r)/4 = 3.66 (Fig. 79b).
The memory mode is less occupied because of losses at a rate τ−1

m during the
entanglement pulse and the waiting time τ = 200 ns so that V33 ≈ V44 ≈ 2.55,
which is indeed close to V11e

−(τentang+τ )/τm ≈ 2.9. Conversely, the off-diagonal
blocks χ correspond to the correlations between modes. These should be zero for
a thermal state. In each experiment, the phase of the pump field was optimized
to put all the weight of the correlations in the two terms V14 ≈ V23 ≈ 2.79.

10.3.3 Reconstruction of the Wigner distribution

Assuming that the state is Gaussian, one can reconstruct its Wigner function
from its covariance matrix by computing the eigenvalues and the eigenvectors of
the 2× 2 covariance submatrices. The eigenvectors gives the orientation of the
ellipse axes and the square root of the eigenvalues gives the major and minor radii.
As shown in Fig. 80, the single mode Wigner contour corresponds to a thermal
state. In contrast, Xm equal to Pa (and Xa equal to Pm) to a better precision
than level of vacuum fluctuations, which is a sign of entanglement between the
two modes a andm. Note that the fact that the correlations are maximal between
(Xa,Pb) and (Pa,Xb) and not (Xa,Xb) and (Pa,−Pb) is only determined by the
phase reference used during the experiment.

10.3.4 Evidence of entanglement

10.3.4.1 Qualitative proof of entanglement

As demonstrated previously in Eq. (336), two modes are entangled if their co-
variance matrix verifies the following inequality

(
√
| detα| − 1)(

√
|detµ| − 1) > |detχ|. (253)

Note that this inseparability inequality is a sufficient criterion for any two-mode
state, gaussian or not. As shown in Fig. 79, the measured off-diagonal elements
indeed overcome this threshold, demonstrating the entanglement between the
memory mode m and the propagating mode aout,1.
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Figure 80: Reconstructed contours of the Wigner distributions. The dashed line in the
(Xm,Pm) phase space allows to compare the memory thermal state with the size
of the contour in the (Xa,Pa). The thick circles in the center of each plot represent
the Wigner contour of the vacuum states.

10.3.4.2 Quantifying entanglement

Similarly to what was done with propagating modes in section 6, one can quantify
the amount of entanglement between the two modes by the logarithmic negativ-
ity EN . It corresponds to an upper bound for distillable entanglement that is
computable for Gaussian state using from the covariance matrix with Eq. (337).
Here, the memory and the propagating modes share EN = 1.36 entangled bits
(e-bits).

Now that we have demonstrated the ability of the device to generate and preserve
entanglement between the memory and a transmission line, let us investigate how
long can the entanglement be preserved.

10.3.5 Lifetime of the entangled state

The measurement can be repeated for various storage times τ . For each mea-
surement, the covariance matrices and the contour of the Wigner distributions
are reconstructed (Fig. 81). As expected, the temperature of the memory mode
decays with storage time due to the finite memory lifetime. Moreover the ex-
tent of the incursion of the Wigner contour below the vacuum fluctuation level
(black circle) decreases with time, meaning that the entanglement strength also
decreases with time.

More quantitatively, the amplitude
√
|det µ| of the memory mode fluctuations

decreases exponentially with τ (Fig. 82b) as expected from the experiment with
coherent states. This leads to a relaxation time for the memory of T1 = 2.3±
0.1 µs in agreement with the memory lifetime τm measured using coherent states
in the same cool down of the device1. The small variations in the noise of the

1 This is not the same lifetime as in Fig. 73. Both measurements were done on the same device, but
were separated by a thermal cycle of the dilution refrigerator during which the lifetime had decreased
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Figure 81: Reconstructed covariance matrices and contours of the Wigner distribution as a
function of the storage time τ .

propagating mode
√
|detα| with τ give a sense of the measurement uncertainty

(Fig. 82b) since this covariance terms should be constant of τ . Interestingly, the
two-mode correlations also decay exponentially (Fig. 82c). The corresponding
characteristic time is the decoherence time T2 = 4.5± 0.1 µs of the memory.

Importantly, the fact that T2 ≈ 2T1 demonstrates that energy relaxation dom-
inates all decoherence mechanisms during the storage of a quantum state. The
logarithmic negativity also decreases with τ as shown in Fig. 82d.

from 3.3 µs to 2.3 µs. We do not understand the origin of this decrease. Note that the lifetime varies
as a function of magnetic flux in the Josephson ring in an indeterminate manner.
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Figure 82: Covariance matrix and entanglement as a function of the storage time τ . (a) Pulse
sequence with tunable storage time τ . (b) Dots: diagonal terms of the covariance
matrix V giving the energy of each mode. Lines: average value (for α) and exponen-
tial fit (for β). The decay rate of the terms in β gives the energy relaxation time
T1 = 2.3± 0.1 µs. (c) Dots: Off-diagonal amplitudes in V representing the coherence
between memory and propagating modes. Line: exponential fit, whose rate sets the
decoherence time T2 = 4.5± 0.1 µs. Correlations above the entanglement threshold
(EN = 0) demonstrate entanglement between memory and propagating modes. (d)
Dots: Logarithmic negativity EN measuring the entanglement between modes. Line:

10.4 conclusion

In conclusion, we have realized quantum node based on a hybrid 2D/3D super-
conducting circuit. The efficient capture, storage and retrieval of a coherent state
was demonstrated. Moreover, the device permits the generation and storage of
entangled states distributed between the node and photonics channels. The versa-
tility of the device paves the way for complex quantum communication protocols
in the microwave domain such as continuous variable quantum teleportation as
detailed below. Besides, it provides a useful resource for 3D cavities where the
on-demand extraction of a field quantum state was needed. This could be used
to implement readout and feedback in cavity networks or even quantum compu-
tation with the memory field itself [147, 37]. Finally, superconducting qubits can
easily be embedded in this device, which could lead to protected quantum mem-
ories [4] and even protected quantum computing with microwave fields [147, 37].
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The main results of this part are the following.

– Description of a quantum memory based on a high internal quality factor 3D
superconducting cavity dynamically coupled by a Josephson mixer both able to
store and generate entanglement.

– Successful implementation of state-of-the-art device with a time-bandwidth prod-
uct of 30 and 80% efficiency.

– Demonstration of distribution of entanglement between the memory and propa-
gating microwave radiations.

– First step toward quantum network based on hybrid quantum information pro-
cessing connecting continuous variables and quantum bits.

The main unpublished results of this part are the following.

– Demonstration of the behavior of the preliminary version of the quantum memory
that was based on a microstrip 2D resonator instead of a 3D cavity in Fig. 60 and
74.

– Derivation of the input/output coupling rate (197).
– Characterization of the quantum memory using reflectometry measurements 9.2.3.
– Measurement of the input/output coupling rates in Fig. 70.
– Review of the performances of the various kinds of quantum memories for mi-

crowaves in Table 2.

10.5 perspectives

In order to illustrate the potential applications of our device, we describe here
a basic quantum network made of two quantum nodes. Here we describe the
teleportation protocol inspired by the review of Braunstein and Van Loock [70].

The simplest formalism to describe continuous-variable quantum teleportation is
based on the Heisenberg representation [70]. Alice intends to teleport the state in
her memory mode mA(ts) at starting time ts into the memory of Bob mB(tf ) at
final time tf . The teleportation protocol is schematically represented on Fig. 83
and detailed here.

– EPR state generation by Bob

First, Bob applies a pump tone at the sum frequency ωp = ωa + ωm in
order to generate an EPR state shared between the transmission line and
the memory at time t1,

aout,B(t1) = cosh rBain,B(ts) + sinh rBm†B(ts)
m†B(t1) = cosh rBm†B(ts) + sinh rBain,B(ts)

. (254)
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Figure 83: Continuous-variable quantum teleportation protocol

– Entanglement distribution to Alice

Then, the propagating mode is sent to Alice. By matching the modes, the
input mode of Alice at time t2 reads

ain,A(t2) = aout,B(t1). (255)

– Mixing of the EPR state and the state to teleport by Alice

Alice then applies a pump tone at the sum frequency ωp = ωa+ωm in order
to mix and amplify the mode entangled with Bob’s memory and the mode
to teleport (note that the phase of the pump is different than for Bob).

aout,A(t3) = cosh rAaout,B(t1)− sinh rAm†A(ts),
m†A(t3) = cosh rAm†A(ts)− sinh rAaout,B(t1).

(256)

Note that this step has corrupted the content of Alice’s memory.
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It is convenient to rewrite Eq. (256) under the form

m†B(t1) =
sinh rA
cosh rA

m†A(ts)− (aout,B(t1)−m†B(t1)) +
aout,A(t3)

cosh rA
. (257)

By noticing that (aout,B(t1),mB(t1)) are in an EPR state, we can write

mB(t1) = tanh rAmA(ts)︸ ︷︷ ︸
to teleport

− e−rB (a†in,B(ts)−mB(ts))︸ ︷︷ ︸
EPR correlated

+
a†out,A(t3)

cosh rA︸ ︷︷ ︸
to be measured

.

(258)

– Measurement and projection of the output of Alice

The output of the Alice device must be amplified and read out at room tem-
perature. The measurement outcome associated with the operator aout,A(t3)
is α.

– Feedforward and state teleportation to Bob

The measurement outcome is sent through a classical channel to Bob. Fi-
nally, Bob displaces the content of its memory by the measurement outcome
complex conjugate once divided by the amplitude gain of the amplification
performed by Alice such that, for large rA and rB,

mB(tf ) = mB(t1)−
α∗

cosh rA

≈ mA(ts)− e−rB (a†in,B(ts)−mB(ts))︸ ︷︷ ︸
→0

+
a†out,A(t3)− α∗

cosh rA︸ ︷︷ ︸
→0

.

(259)

The state has been successfully teleported with a perfect fidelity for large
gain ra, rB � 1. However, every defect inducing decoherence will decrease
the fidelity of the protocol [72]. Note also that, owing to the amplification
performed by Alice, the overall fidelity is less sensitive to the measurement
uncertainty due to the factor 1/ cosh rA.
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Part V

A P P E N D I X





A
QUANTUM CIRCUITS

In this first appendix, I will introduce the theoretical tools needed in the following
parts. In particular, a definition of the propagating quantum fields and their
relation to resonant fields using the quantum Langevin equation are given. This
derivation follows the lectures of Michel Devoret at the College de France [148]
as well as the appendix of the reviews on quantum circuits [149, 63].

a.1 circuit quantization

Fabry-Perot resonators used in Cavity QED, lumped-element LC resonators and
planar resonators used in cavity QED can all be modeled as harmonic oscillators.
When isolated, all these physical systems behave as photon boxes preserving
quantum coherence of the electromagnetic mode.

The electromagnetic Lagrangian is defined by

L =
∫ ∫ ∫

V

ε0
2 E

2 − 1
2µ0

B2d3x. (260)

The case of the lumped LC oscillator is enlightening. The electromagnetic energy
oscillates between electrostatic energy located in the capacitor C associated to
the charges Q accumulated on the plates and magnetic energy associated to the
magnetic flux Φ in the inductive coil L (Fig.84).

Figure 84: LC circuit

The Lagrangian as a function of the charge Q and flux Φ can be reduced to

L =
Q2

2C −
Φ2

2L . (261)

In this circuit, the Kirchhoff’s laws set the kinetic relations between the flux Φ
and the charge Q

Φ = −LQ̇, Q = CΦ̇. (262)
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Hence, the charge Q and flux Φ are the canonical conjugated variables of a system
verifying the following relations

∂L
∂Q̇

= −LQ̇ = Φ, ∂L
∂Φ̇

= CΦ̇ = Q. (263)

In the canonical quantization, the flux coordinate Φ and its conjugate momentum
Q can be promoted into quantum operators obeying the commutation relation

[Φ,Q] = ih̄ . (264)

Then, the Hamiltonian of the quantized circuit reads

H = Φ̇Q−L =
Q2

2C +
Φ2

2L . (265)

Similarly to the standard procedure for the quantization of a mechanical har-
monic oscillator, one can express the conjugated variables Q and Φ as a function
of the creation and annihilation operators a and a† satisfying the commutation
relation [a, a†] = 1

Φ =

√
h̄Z

2 (a+ a†), Q = −i

√
h̄

2Z (a− a†). (266)

where Z =
√
L/C is the characteristic impedance of the electromagnetic mode.

Also, for the sake of simplicity, we have dropped the hat notation from quantum
operators.
Finally, we can put the Hamiltonian in the following form

H = h̄ωr(a
†a+ 1/2) (267)

where ωr = 1/
√
LC is the natural resonance frequency1 of the LC oscillator.

The stationary states of the Hamiltonian are the Fock states |n〉. They represent
states for which the number of quanta n in the electromagnetic mode is well
defined. We have a†a|n〉 = n|n〉, where a†a is the number operator.

a.2 dissipation and input/ouptut formalism

In general, electromagnetic circuits always suffer from dissipation. The problem
is that linear dissipative elements, such as resistors, cannot be modeled using a
closed quantum system since resistors evolve irreversibly. Following the idea of
Caldeira-Leggett, the dissipation can actually be modeled by coupling the iso-
lated system to a large ensemble of non-dissipative modes i.e. a large ensemble of
LC-oscillators. The simplest modeling consists in coupling the isolated system to
a semi-infinite transmission-line which indeed contains an infinity of propagating
modes.

1 For the sake of simplicity, we use the word frequency for ωr and ωr/2π. The first is expressed in
rad.s−1 and the second in Hz
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a.2.1 The transmission line

A transmission line can be modeled as a succession of N infinitesimal lumped LC
circuits (see Fig.85). The inductance `δx represents the infinitesimal inductance
of a length δx of the central conductor and the capacitance cδx represents the
infinitesimal capacitance from the central conductor to the shielding ground on
a length δx. This transmission line itself is non-dissipative since all of its con-
stitutive elements are reactances (i.e. imaginary impedances). Remarkably, the
number of modes handled by this circuit is equal to the number of LC lumped
elements. Thus, a semi-infinite line constitutes an infinite bath of mode and ef-
fectively acts as a dissipative impedance viewed from one side of the line as
highlighted by Nyquist in 1928 [115].

a.2.2 Impedance of a semi-infinite transmission line

A simple recursive reasoning enables us to calculate the impedance of a semi-
infinite transmission line and incorporate a dissipative environment in the model.
The impedance Zn+1 of a line containing n+ 1 infinitesimal lumped elements
(see Fig.85) can be expressed as a function of the impedance Zn

Zn+1 =

[(
Zn +

j(`δx)ω

2

)
‖ 1
j(cδx)ω

]
+
j(`δx)ω

2 . (268)

Figure 85: Impedance of a transmission line

If we consider the line to be semi-infinite, we see that impedance converges to-
wards a fix point Z∞ of this recursive equation. In other words, adding one extra
element doesn’t change anymore the overall impedance, leading to the equation

Z∞ = (Z∞ +
j(`δx)ω

2 ) ‖ ( 1
j(cδx)ω

) +
j(`δx)ω

2 . (269)

Hence the semi-infinite transmission line impedance Z∞ reads

Z∞ =

√
`

c

√
1− ω2`cδx2

4 −→
δx→0

√
`

c
. (270)
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For a continuous line, one may take δx → 0 so that the cut-off frequency for
propagation ωc = 2/(δx

√
`c) disappears. Remarkably, the impedance Z∞ turns

dissipative (real) whereas the system is only constituted of non-dissipative ele-
ments. The apparent dissipative behavior is due to the ability of the line to send
the input energy towards infinity. The bath generated by the line dilutes the
input energy in the continuum of propagating modes.

a.2.3 Propagating modes in the transmission line

In this section, I will show how a bath of propagating modes can be quantized in
the same way as harmonic oscillator modes. This approach provides solid grounds
for the physics I have probed experimentally. In order to model propagating mode

Figure 86: The infinite transmission line

on a transmission line, it is convenient to introduce the local flux variable φ(x, t)
associated to the voltage V (x, t) across the line at the position x defined as (see
Fig.86)

φ(x, t) =
∫ t

−∞
V (x, τ )dτ . (271)

The voltage drop across the capacitance in each segment is V (x, t) = ∂tφ(x, t).
The current flowing across the inductance in each segment is set by the constitu-
tive relation I(x, t) = ∂xφ(x, t)dx

`dx =
∂xφ(x, t)

`
.

Thus, the Lagrangian of the semi-infinite line is given by

L =
∫ +∞

−∞
dx c

2 (∂tφ)
2 − 1

2` (∂xφ)
2. (272)

The momentum conjugated to the flux φ(x, t) is defined as the charge density

q(x, t) ≡ δL
δ∂tφ

= c∂tφ = cV (x, t). (273)

194



Thus, the Hamiltonian reads

H = q∂tφ−L =
∫ +∞

−∞
dx q2

2c +
1
2` (∂xφ)

2. (274)

The variables dynamics is described by the Euler-Lagrange equation leading to
the wave equations

∂2
t φ− v2∂2

xφ = 0,
∂2
t q− v2∂2

xq = 0,
(275)

where v = 1/
√
`c is the propagation velocity.

We can now introduce the wave amplitude propagating right or left which put
on the same footing φ and q

A
⇀↽(x, t) ≡ 1

2
√
Zc
V (x, t)±

√
Zc
2 I(x, t) =

√
v

2
√
c
q(x, t)±

√
v

2
√
`
∂xφ(x, t). (276)

The wave equation is reduced into two decoupled equations for the left-moving
amplitudes and the right-moving amplitudes

∂tA
⇀↽ ± v∂xA

⇀↽ = 0. (277)

These decoupled equations mean that the propagating amplitudes A⇀↽ depend
only on the combination of time and position τ± = t± x/v. Thus, for the prop-
agating amplitudes the space and time degrees of freedom are locked through

A→(x, t) = A→(x = 0, t− x/v) = A→(x− vt, t = 0) ≡ A→(τ−),
A←(x, t) = A←(x = 0, t+ x/v) = A←(x+ vt, t = 0) ≡ A←(τ+).

(278)

a.3 propagating mode quantization

In the canonical quantization, the flux φ(x, t) and its conjugate momentum q(x, t)
on the same node (see Eq.273) can be promoted to quantum operators obeying
the commutation relation

[φ(x1, t), q(x2, t)] = ih̄δ(x1 − x2) . (279)

Moreover, given that [∂xφ(x, t), q(x′, t)] = ∂x[φ(x, t), q(x′, t)] = ih̄∂xδ(x− x′).
Then, the propagating amplitudes operators verify the commutation relations

[A→(τ ),A→(τ ′)] = i
h̄

2∂τ−τ
′δ(τ − τ ′),

[A←(τ ),A←(τ ′)] = i
h̄

2∂τ−τ
′δ(τ − τ ′),

[A←(τ ),A→(τ ′)] = 0.

(280)
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As expected, the left and right moving amplitudes are independent.

The Hamiltonian, expressed as a function of the propagating amplitudes, reads

H =
∫ +∞

−∞
dτ A←(τ )2 +A→(τ )2. (281)

Note that the amplitude operators are real valued (hermitian) at this stage

(A
⇀↽(τ ))† = A

⇀↽(τ ). (282)

In order to recover the analogue of the non-hermitian creation and annihilation
operators for the propagating fields, we must move to the Fourier space. We can
now define the Fourier transform of the propagating amplitude operators

A
⇀↽[ω] =

∫ +∞

−∞
dτ eiωτ A⇀↽(τ ). (283)

In the spectral domain, the amplitude operators are now non-hermitian

(A
⇀↽[ω])† = A

⇀↽[−ω]. (284)

The commutation relation becomes

[A
⇀↽[ω],A⇀↽[ω′]†] =

h̄ω

2 δ(ω− ω′). (285)

Using the Parseval relation, we can express the Hamiltonian in the spectral do-
main

H =
∫ +∞

−∞
dω A→[ω]†A→[ω] +A←[ω]†A←[ω]. (286)

The Hamiltonian as a function of positive frequency only reads

H =
∫ +∞

0
dω
{
A→[ω]†,A→[ω]

}
+
{
A←[ω]†,A←[ω]

}
, (287)

where {., .} stands for the anti-commutator.
We can identify the amplitude operators with the quantum field operators defined
by

a
⇀↽[ω] ≡ A⇀↽[ω]√

h̄|ω|/2
. (288)

The field operators are non-hermitian

(a
⇀↽[ω])† = a

⇀↽[−ω]. (289)

and obey the following commutation relations[
a⇀↽[ω], a⇀↽[ω′]†

]
= sign[ω]δ(ω− ω′),[

a→[ω], a←[ω′]†
]

= 0.
(290)
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Expressed as a function of the field operators, the Hamiltonian looks very much
like that of a collection of harmonic oscillator

H =
∫ +∞

0
dω h̄ω

2
{
a→[ω]†, a→[ω]

}
+
h̄ω

2
{
a←[ω]†, a←[ω]

}
. (291)

We now give the link back to observable quantity in time

The observable quantities in the time domain can be expressed as a function of
these quantum field operators

V (x, t) =

√
h̄Z

2

∫ +∞

−∞

dω
2π

√
|ω|(e−iω(t−x/v)a→[ω] + e−iω(t+x/v)a←[ω]),

I(x, t) =

√
h̄

2Z

∫ +∞

−∞

dω
2π

√
|ω|(e−iω(t−x/v)a→[ω]− e−iω(t+x/v)a←[ω]),

(292)

q(x, t) =

√
h̄c

2v

∫ +∞

−∞

dω
2π

√
|ω|(e−iω(t−x/v)a→[ω] + e−iω(t+x/v)a←[ω]),

φ(x, t) = i

√
h̄`v

2

∫ +∞

−∞

dω
2π

√
|ω|
ω

(e−iω(t−x/v)a→[ω] + e−iω(t+x/v)a←[ω]).

(293)

a.4 defining the quantum field operator in the time domain

The definition of the creation and anhilition field operators faces an issue in the
time domain. Indeed, in the spectral domain, positive frequencies correspond to
the absorption of a quanta a[|ω|] whereas negative frequencies correspond to emis-
sion of a quanta a[−|ω|] = a†[|ω|]. Such a distinction arise from the commutation
relation [a⇀↽[|ω|], a⇀↽[|ω′|]†] = δ(ω− ω′) which is spectrally oriented.

However, in the time domain, the contributions of the positive and negative
frequencies are gathered up, ending such a distinction which lead to an Hermitian
operator. I will show that the frequency decoupling is naturally performed in the
context of the rotating wave approximation (RWA). This approximation consists
in restricting the probing of a resonant system to the vicinity of its resonance
frequency Ω. In this rotating frame, the terms oscillating faster than a cut-off
bandwidth ∆ω can be neglected.

Within this framework, the time-domain definition of the quantum field operator
prevents the coupling of positive and negative frequencies

a
⇀↽(τ ) =

∫ Ω+ ∆ω
2

Ω− ∆ω
2

dω
2π e−iωτa

⇀↽[ω] ≡
∫
(+)

dω
2π e−iωτa

⇀↽[ω] . (294)

The rotating frequency Ω must be much higher than the bandwidth ∆ω in which
the system is probed. It means that the waves rotating out of this bandwidth and
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in particular the counter-rotating waves oscillating at 2Ω are filtered out. Note
also that this criterion corresponds also to a Markovian approximation which
suppose that the quantum noise remains white within the probing bandwidth
∆ω. The spectral texture of the noise is neglected.

Moreover, the frequency span ∆ω must be much larger than the characteristic
bandwidth γ corresponding to the dynamics of the probed system in order to
resolve its time evolution. Thus, the rotating wave approximation holds for the
hierarchy Ω� ∆ω � γ.

Note that this hierarchy corresponds also to heterodyne detection scheme where
∆ω corresponds to the intermediate frequency at which the energy spectrum is
transposed, filtered and digitized. In this case 1/∆ω is set by the finite time res-
olution.

The conjugated operators correspond to creation operators

a
⇀↽(τ )† =

∫ Ω+ ∆ω
2

Ω− ∆ω
2

dω
2π eiωτa

⇀↽[ω]†. (295)

Note that the creation operator is then defined like the annihilation operator but
on an integration interval in the negative frequencies.

a
⇀↽(τ )† =

∫ −Ω+ ∆ω
2

−Ω− ∆ω
2

dω
2π e−iωτa

⇀↽[ω] ≡
∫
(−)

dω
2π e−iωτa

⇀↽[ω] . (296)

Let’s determine the commutation relations with these operators

[a⇀↽(τ ), a⇀↽(τ ′)†] =
∆ω
π

sinc(∆ω(τ − τ ′))e−iΩ(τ−τ ′)

≡ δ 1
∆ω
(τ − τ ′)

. (297)

δ 1
∆ω
(τ ) goes towards δ(τ ) when the finite time resolution is much finer than the

characteristic time of the system evolution 1/∆ω � 1/γ. Thus, the canonical
commutation relation is satisfied in the context of the RWA.

[a
⇀↽(τ ), a⇀↽(τ ′)†] = δ(τ − τ ′) . (298)

We can now express the physical observable as a function of the field operator in
time in the vicinity of the central frequency Ω

A
⇀↽(τ ) =

√
h̄Ω
2 (a

⇀↽(τ ) + a
⇀↽(τ )†) , (299)

q⇀↽(τ ) =
1
v

√
h̄Ω
2Z (a⇀↽(τ ) + a⇀↽(τ )†),

φ⇀↽(τ ) = i

√
h̄Z

2Ω
(a⇀↽(τ )− a⇀↽(τ )†).

(300)
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a.5 wavelet basis and flying oscillators

We have shown that it is possible to recover the commutation relation for prop-
agating modes both in the time and frequency domain.

[a
⇀↽(τ ), a⇀↽(τ ′)†] = δ(τ − τ ′) and [a

⇀↽[ω], a⇀↽[ω′]†] = sign(ω)δ(ω−ω′). (301)

Interestingly, these basis choices are two extreme ways to tile the frequency-time
plane, either an infinitesimal time tiling or an infinitesimal frequency tiling. There
are intermediate ways to tile the time-frequency plane with a discrete wavelet
basis. Such a time-frequency tiling requires primitive cells of area ∆ω× ∆τ = 2π
to preserve the time-energy Heisenberg uncertainty.

(a)

(b)

(c)

Figure 87: Tiling of the frequency-time plane and the corresponding averaged propagating
operators. (a) Spectral domain, frequency is well defined. (b) Temporal domain,
time is well defined. Note that the creation and anhilition operators are well defined
in the limit of the RWA only. (c) Wavelet basis, the Shannon wavelet is defined
around a frequency and a time bin such that ∆ω× ∆τ = 2π.

One example is the Shannon wavelet basis {Ψn,p}, which defines a time-frequency
tiling with rectangular cells centered around (n∆ω, p∆τ ) where n and p are inte-
gers.
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It is defined in the frequency domain as gate function centered on n∆ω with a
width ∆ω and a carrier oscillating at p∆τ

Ψn,p[ω] =
e−iωp∆τ
√

∆ω
θ[−(ω− (n+ 1/2)∆ω)]θ[ω− (n− 1/2)∆ω], (302)

in the time domain the wavelet corresponds to a cardinal sinus function centered
on p∆τ with a width ∆τ and a carrier oscillating at n∆ω

Ψn,p(t) =
√

∆ωein∆ωtsinc[π(t− p∆τ )/∆τ ]. (303)

Crucially, the basis is orthonormal both in time and frequency∫ +∞

−∞
Ψ∗n,p[ω]Ψm,q[ω]dω =

∫ +∞

−∞
Ψ∗n,p(t)Ψm,q(t)dt = δn,mδp,q. (304)

The creation and anhilition operators decomposed on the wavelet basis are de-
fined by their time-frequency cell coordinates (n, p) given by

a
⇀↽
n,p =

∫ +∞

−∞
Ψn,p[ω]a

⇀↽[ω]dω =
1√
∆ω

∫ ∆ω(n+1/2)

∆ω(n−1/2)
e−iωp∆τa

⇀↽[ω]dω. (305)

Remarkably, the commutation relations are preserved in the wavelet basis and
are equal to unity due to the tiling condition ∆ω× ∆τ = 2π,[

a
⇀↽
n,p, a

⇀↽†
m,q

]
= sign(n)δn,mδp,q . (306)

The creation and annihilation operators a⇀↽n,p defined in the wavelet basis cor-
respond to proper propagating harmonic oscillator for which the quantum of
energy h̄(n∆ω) is well-defined. Note that various choices of wavelet bases exist,
but some bases take better advantage of spectral and temporal specificities. The
most appropriate basis is matched with the response of sources or detectors in
time or frequency.

Note that in the following part of the thesis, I will often implicitly use the commu-
tation relation in the wavelet bases equal to unity instead of the standard delta
commutation relations of Eq.301. In particular, it makes sense to use the wavelet
bases when the propagating fields have been integrated during a measurement.
Thus, the specific bases is defined by the integration bandwidth RBW of the
spectrum analyzer as in Part. iii, or by time-integration window as in Part. iv.

a.6 quantum langevin equation

The driving or the readout of a LC oscillator requires a coupling to the environ-
ment. The oscillator is exposed to energy leakage but also to incoming vacuum
or thermal fluctuations as required by the fluctuation-dissipation theorem. This
can be modeled using the quantum Langevin equation.
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The Langevin equation has been introduced for classical mechanics in 1908 as a
phenomenological description of the Brownian motion. It consists in introducing
a friction term and a noise term in the fundamental relation of dynamics. It
has enabled to formalize the link between fluctuation and dissipation that was
previously described by Einstein in 1905 in the same context.

In the context of electrical circuits, the link between fluctuation and dissipation
has been highlighted by Nyquist [115]. He has demonstrated that a dissipative en-
vironment can be modeled as a resistance associated with a noise source emitting
Johnson-Nyquist thermal noise.

As mentioned in sectionA.2.2, the quantum description of dissipation can be mod-
eled by the coupling of the system of interest to a continuum of non-dissipative
modes such as a transmission line. This model gives a natural support for dissi-
pation and noise and then driving and readout. This description is analogous to
both Nyquist model and Langevin approach and can be extended to the quantum
regime.

Figure 88: Nyquist model and its transmission line equivalent

I will show that the coupling between propagating modes and a localized one
can be described through the quantum Langevin equation. Indeed, we are now
in position to deal with a quantum LC oscillator coupled to a semi-infinite line
of characteristic impedance Zc = R extending from x = 0 to x = ∞. In that
half-line, the left and right-moving propagating waves are no longer independent
since they are coupled by the boundary. We are now calling Ain(t) and Aout(t)
the wave amplitude A→(x = 0, t) and A←(x = 0, t) at the boundary.

The evolution of the LC oscillator annihilation operator a coupled to the bath of
propagating modes can be determined in the Heisenberg picture by

ih̄∂ta = [a,H ] = [a,Hsys] + [a,Hint] + [a,Hbath]. (307)
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Hsys = h̄ωa(a†a + 1/2) is the Hamilonian of the LC oscillator. Hbath is the
Hamiltonian of the continuum of modes in the transmission line. These bath
modes are formally separated from the LC mode leading to [a,Hbath] = 0.

The interaction Hamiltonian can be derived from the work performed by an
external current source with an impedance R delivering a current I(x = 0) over
the potential V = ∂tΦ across the LC oscillator.

Hint = −Φ.I(x = 0) = −Φ.Ain(t)−Aout(t)√
R

. (308)

In the context of the rotating wave approximation in the vicinity of the reso-
nance frequency ωa, we can express the amplitude operators as a function of the
propagating quantum field operators using Eq.266 and Eq.299

Hint = −

√
h̄Za

2 (a+ a†)

√
h̄ωa
2R (ain − aout + a†in − a

†
out). (309)

Moreover, in the RWA, the fast oscillating terms are removed from the Hamilto-
nian

Hint = −
h̄

2
√
γa(a

†(ain − aout) + a(a†in − a
†
out)) (310)

where we have introduced the coupling rate

γa = ωa
Za
R

. (311)

The Heisenberg equation of the annihilation operator a is thus

∂ta =
1
ih̄

[a,Hsys] + i

√
γa

2 (ain − aout). (312)

Moreover, the flux across the LC oscillator is equal to the flux across the trans-
mission line Φ = φ(x = 0). According to Eq.266 and 300, this leads to√

h̄Za
2 (a+ a†) = i

√
h̄R

2ωa
(ain + aout − a†in − a

†
out). (313)

Separating the contribution of oscillating and counter-oscillating operators in the
RWA, we get the input/output relation

√
γaa = i(ain + aout). (314)

For sake of simplicity and without loss of generality, we will use a different phase
reference for ain and aout in the following parts. Namely ain ← aine

iπ/2,
aout ← aoute

iπ/2.
(315)
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Leading to
√
γaa = ain + aout . (316)

The quantum Langevin equation can be expressed as a function of the input field
operator

∂ta =
1
ih̄

[a,Hsys]−
γa
2 a+

√
γaain . (317)

or as a function of the output field operator

∂ta =
1
ih̄

[a,Hsys] +
γa
2 a+

√
γaaout. (318)

The quantum Langevin equation makes it possible to describe in the same frame-
work both the damping of a quantum oscillator at a rate γa in a bath of os-
cillators as well as the unavoidable quantum fluctuations brought at the same
rate γa. Furthermore, the equation applies for any system and only requires the
input impedance to be specified. Therefore, it constitutes the ideal framework to
describe our quantum circuits interacting with propagating modes.
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B
POS IT IVE PARTIAL TRANSPOSE CRITER ION AND
NEGATIV ITY

b.1 positive partial transpose criterion and negativity

A bipartite non-entangled state ρab can always be described by a statistical mix-
ture of separable pure states ρa,i ⊗ ρb,i

ρab =
∑
i

piρa,i ⊗ ρb,i, (319)

otherwise, it is inseparable. Note that if the set of pure density matrix {ρa(b),i}
are not orthogonal projectors then discord appears [82].

A powerful criterion to decide separability of a density matrix is positivity of the
partial transpose (PPT). Indeed, for a separable state ρab, its partial transposi-
tion over b, ρTbab yields to another well-defined density. In particular, its eigenvalues
{pi} are all positives. Indeed

ρTbab =
∑
i

piρa,i ⊗ (ρb,i)
T =

∑
i

piρa,i ⊗ ρ∗b,i (320)

where (ρb,i)
T = ρ∗b,i is a legitimate density matrix.

The PPT criterion is necessary for separable states. If ρTbab gets a single negative
eigen-value then the partially transpose state is unphysical, hence ρab is unsepa-
rable or entangled.

The negativity N is a proper measure of entanglement[150] based on the PPT
criterion. It is defined as the sum of the negative eigenvalues of the partially
transpose state, N =

∣∣∣∑pi<0 pi
∣∣∣.

One advantage of the negativity is that it can be computed for any density matrix.
Indeed, it is related to the trace norm of ρTbab where the trace norm of an hermitian
operator A is given ||A|| = Tr(

√
A†A) =

∑
i |αi| where the αi are the eigenvalues

of A. Indeed

||ρTbab || =
∑
i

|pi| =
∣∣∣∣∣∑
i

pi

∣∣∣∣∣+ 2

∣∣∣∣∣∣
∑
pi<0

pi

∣∣∣∣∣∣ = 1 + 2N . (321)

The negativity is given by

N =
||ρTbab || − 1

2 . (322)
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A more operational measure of entanglement based on the PPT criterion is the
logarithmic negativity[150].

EN = log ||ρTbab || . (323)

It constitutes an upper bound on distillable entanglement[150]. In other words, it
corresponds to the maximal number of entanglement bit (equivalent Bell pairs)
that Alice and Bob can extract from the state using only Local Operation and
Classical Communication (LOCC). It is measured in entangled bits (ebits). Note
that for pure states, logarithmic negativity coincides with entanglement measure
based on the mutual information described above.

b.1.1 Covariance matrices and Symplectic transformations

The dominant decoherence mechanism in our experimement is the energy loss in
microwave cables. It can be modeled as beam splitter interactions with modes
of the environment in the vacuum state. This interaction preserves the Gaussian
character of the incoming state. Although this state is now partially mixed, it can
still be described entirely by its covariance matrix[70]. Note that this Gaussian
hypothesis is not required to decide of inseparable character of a density matrix
from the covariance matrix but it is needed in order to quantify it using the PPT
criterion[70].

For Gaussian states, the operations on density matrices are equivalent to opera-
tions on covariance matrices [151, 152]. Indeed, a unitary operators U acting on
a density matrices ρ can be mapped onto a symplectic operators S acting onto
a covariance matrices V . The symplectic operators preserve the commutation
relations encoded in Ω given by Ωij = [ξi, ξj ] with ξ = (x1, p1,x2, p2). Hence,
this can be expressed as

ρ→ U †ρU ⇔ V → STV S (324)

where

U †U = I⇔ STΩS = Ω with Ω =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 . (325)

Symplectic operations are operations which conserve the total amount of infor-
mation in phase space since they are associated with a unitary operation. The
purity of a Gaussian state being defined by Tr(ρ2) = det(V )−1/2, symplectic
operations preserve covariance matrix determinant.
Note that the scattering matrix associated to the two-ode squeezing is the sym-
plectic transformation associated with the two-mode squeezing operator.
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b.1.2 PPT criterion from the covariance matrix

Finally, the positiveness criterion of the density matrix can be translated to
covariance matrix by

ρ ≥ 0⇒ V + iΩ ≥ 0⇔ I + iΩ ≥ 0. (326)

Note that if the vacuum I is saturating the bound, all pure state are saturating
the bound since V = ST IS. Moreover, this relation is equivalent to Heiseinberg
incertitude principle[151, 153]. By applying Ω on the left of the matrix inequality,
this leads to a criterion on the so-called symplectic spectrum of V

ρ ≥ 0⇒ spect(|iΩV |) ≥ 1. (327)

We get all the tools in order to translate the PPT criterion in term of a Gaussian
state and its covariance matrix V .

Indeed, the partial transpose operation amounts to a partial time reversal trans-
formation for the state. For Gaussian state, it corresponds to a sign change in
the momentum variable of the transpose part such as p2 → −p2. Thus, the par-
tially transpose on the covariance matrix Ṽ corresponds to flipping the sign of
the off-diagonal matrix element associated with p2[153].

The separability criterion stands on legitimacy of the partially transpose covari-
ance matrix Ṽ of the state. A state ρ is entangled if the symplectic spectrum
of its partially transpose covariance matrix |iΩṼ | gets a eigen-value ν− strictly
lower than 1. It corresponds to the contraposition of Eq.(327).

ν̃− < 1⇒ ρTbnon-positive⇒ ||ρTbab || > 1⇒ AB entangled. (328)

This criterion is very general, in particular it doesn’t of the Gaussian character
of the state. However for Gaussian state, it possible to go one step further by
quantifying the strength of the entanglement.

b.1.3 Measure of entanglement for a bipartite gaussian state

For gaussian states, we have ||ρTb || = ν̃−1
− . Consequenclty, the symplectic eigen-

values of Ṽ is a direct measure of the entanglement

EN = − log ν̃−. (329)

Physically, it is meaningful to decompose the covariance matrix of a two-mode
gaussian mixed state in four 2×2 block matrices where the diagonal blocks α and
β are the single-mode covariance matrices for a and b respectively. Conversely,
the off-diagonal blocks γ correspond to the correlations between the modes.

207



The covariance matrix can always be put in the standard form using local Gaus-
sian (symplectic) operations SaSb[153].

V =

 α γ

γT β

⇔ SaSbV S
T
b S

T
a =


a 0 c+ 0
0 a 0 c−

c+ 0 b 0
0 c− 0 b

 . (330)

Note that the determinant of the block-matrix are preserved under these lo-
cal symplectic transformation det(α) = a2, det(β) = b2, det(γ) = c+c− and
detV = (ab− c2

+)(ab− c2
−).

The partially transpose on the covariance matrix Ṽ leads to flipping the sign of
det(γ)→ −det(γ). The Partially

Ṽ =


a 0 c+ 0
0 a 0 −c−
c+ 0 b 0
0 −c− 0 b

⇒ Ω.Ṽ =


0 a 0 −c−
−a 0 −c+ 0
0 −c− 0 b

−c+ 0 −b 0

 . (331)

Then one can compute the two symplectic eigen-values for a bipartite Gaussian
state [153].

ν̃± =
1√
2

√
∆±

√
∆2 − 4 det(V ) (332)

where ∆ = detα+ detβ − 2 det γ

Leading to

EN = −1
2 log

∆−
√

∆2 − 4 det(V )

2

 . (333)

The inseparability criterion is equivalent to a inequality relation between the
determinants in the covariance matrix.

EN > 0⇔ detα+ detβ − 2 det γ − detV > 1. (334)
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b.1.4 PPT criterion for a general two-mode squeezed vacuum state

In the general case the covariance-matrix of a two mode squeezed state which
underwent decoherence is given by

V =

 α γ

γT β

 =


a 0 c cos θ c sin θ
0 a c sin θ −c cos θ

c cos θ c sin θ b 0
c sin θ −c cos θ 0 b

 . (335)

In this case, the inseparability criterion from (334) can be simplified as

EN > 0⇔ (a− 1)(b− 1) < c2 < (a+ 1)(b+ 1). (336)

The lower bound separate separable state from entangled state and the upper
bound separate the entangled states from an unphysical states which do not
satisfy the uncertainty principle.

Finally the logarithmic negativity is given by

EN = − log

a+ b−
√
(a− b)2 + 4c2

2

 . (337)
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C
EXPERIMENTAL TECHNIQUES

c.1 low noise measurment

The experiments described in this thesis have been performed in a Cryoconcept
dry dilution refrigerator with a base temperature of ∼ 40 mK. The wiring of
the refrigerator is a substantial task. The goal is to achieve low enough heat
power not to heat up the base plate of the cryostat while bringing down all
microwave signals required for the experiment. An example of detailed wiring
scheme is presented in Fig. 89. RF cables for input signals are strongly attenu-
ated and filtered to progressively thermalize the electromagnetic field down to
the base temperature. Note that the attenuators are well thermally anchored at
each stage. Furthermore, cupronickel coaxial cables are used on the way down
to minimize the heat exchange between the stages. At base temperature, mostly
copper coaxial cables are used to minimize the losses between the cryogenic mi-
crowave components. Note that all normal metal cable assemblies were bought
with mounted connectors. Superconducting Niobium/Titanium (NbTi) coaxial
cables are used for output signals between the base temperature and the HEMT
amplifiers at 4K in order to minimize the losses as well as the heat exchange
between the stages.

We also need DC lines in order to current bias the coil which provides the mag-
netic flux threading the loop. These DC lines are twisted to avoid flux noise and
are strongly filtered using a homemade Ecosorb filter that absorbs AC signals up
to infrared frequencies. Below 4K, this twisted pair is made of NbTi/Cu (in a
copper matrix) to avoid Joule dissipation and above 4K in manganin to minimize
heat exchange between the stages of the cyrostat.

One advantage of dry cryogenic systems over traditional wet refrigerator is the
large space available at base temperature. Fig.91 and Fig.90 show pictures of the
refridgerator before closing.
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Figure 89: Wiring scheme used in a typical experiment (here the one of part i).
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Figure 91: Two pictures of the base temperature stage of our dilution refrigerator for the entan-
glement demonstration described in chapter 7. On the left, we can see the calibration
setup based on a tunable thermal noise source. On the right, we can see the samples
in the cryoperm shield covered with aluminum foils, as well as the microwave cables
and components across which the EPR states propagate during the experiment, see
Fig. 48.
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c.2 sample holder

The sample holder must be designed with great care in order to maximize the
quantum efficiency of our devices. Indeed, it must provide a way to extract and
input signals to/from the device without disturbing its microwave properties. In
particular, its resonance modes must be high frequency enough not to interfere
with the microwave processing of the sample. It must also prevent external radi-
ation to couple to the device, hence it is a light-tight box.

Josephson mixer samples were mounted into an octogonal copper sample holder
using silver paste. The advantage of silver paste is that it provides good thermal
and electrical conductivity for the gold ground plane evaporated at the bottom
of the substrate. A Josephson mixer sample mounted onto sample is shown in
Fig.92.

The sample holder forms a cylindrical cavity with approximate dimensions 18 mm
diameter and 4.3 mm height. Anritsu K102F microwave connectors go through
the side of the sample holder. These connectors are specified for cryogenic envi-
ronment and ensures a low loss connection between microstrip and standard SMA
cables. A key element of the connector is the glass bead which provides a soft
transition between the SMA connector on one side and the microstrip soldered to
a sliding contact on the other side. The printed circuit board (PCB) consists in
50 Ω microstrip transmission lines on TMM10i substrate. It is designed such that
no spurious resonant modes appear near the superconducting mode frequencies.
The lowest box mode for this geometry is around 12 GHz, as can be seen from the
transmission measurement performed at room temperature on an empty sample
holder in Fig. 92. The transmission between two ports is less than 1dB when a
through line on PCB is wire bonded in place of the chip.

A magnetic coil is placed at the back of the sample holder behind 3 mm of copper
so that the botton of the coil is at 3.5 mm from the JRM. The winding of the
coil consists in 5000 turns of NbTi superconducting wire around the axis. The
field produced in the Josephson Ring is about 0.06± 0.02 T/A.
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Figure 92: (a) Josephson mixer samples mounted into the octagonal copper sample holder
"octobox". (b) Two sample holders back-to-back with their respective coil used for
the entanglement experiment. (c) transmission measurement performed at room
temperature on an empty sample holder.
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c.3 translation between the notations of this work and
previous ones

Sample in this work Sample in the notebook
JM-A JPC07
JM-B JPC12
JM-C JPC14
JM-D JPC15

Entangler JPC17a
Witness JPC17b

Low-impedance amplifier JDC05
2D memory JPC17a→QMPC1
3D memory QMPC11-15

c.4 nanofabrication processes for josephson mixer

All samples are fabricated in a single step by electron-beam lithography at Ecole
Normale Superieure and a single step evaporation in Paris 7. We use the Dolan
bridge technique [40] to fabricate the Josephson junction. The recipe for the nano
fabrication is the following

c.4.1 Substrate cleaning

– rough cleaning in Acetone with clean-room cotton bud

– 2 min ultrasound in Acetone

– rince with Isopropanol (IPA)

– N2 blow dry

– O2 plasma, 30 min with plasma cleaner or 10 min with reactive ion etching
(RIE)

c.4.2 Spin coating

We use a trilayer MAA/MAA/PMMA resist to get a 1.2 µm-high mask. It enables
us to make larger junctions.

– bake at 185◦C for 2 min on a hot plate

– 3 drops of MAA EL10

– spinning at 4000 rpm for 60 s (accelaration 4000 rpm/s)

– bake at 185◦C for 4 min (Sapphire) or 3 min (Si) on a hot plate
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– wait for 1 min

– 3 drops of MAA EL10

– spinning at 4000 rpm for 60 s (accelaration 4000 rpm/s)

– bake at 185◦C for 4 min (Sapphire) or 3 min (Si) on a hot plate

– wait for 1 min

– 2 drops of PMMA

– spinning at 4000 rpm for 60 s (accelaration 4000 rpm/s)

– bake at 185◦C for 4 min (Sapphire) or 3 min (Si) on a hot plate

c.4.3 Aluminum deposition on sapphire chip for e-beam writing

In the case of Sapphire substrates, a thin layer of aluminum is deposited on top
of the resist to evacuate charges during e-beam lithography and avoid charge
offset. The aluminum is evaporated with a Joule evaporator.

– wait for 30 min until vacuum < 10−5 mBar

– evaporate 10− 15 nm aluminum at a rate of 0.5 nm/s

c.4.4 e-beam lithography

E-beam lithography is performed on a Raith e-beam writer. The whole pattern
is done in a single step-lithography.

– JRM : 7.5 µm aperture with 283 µC/cm2 (×1.2 for sapphire) with a current
of ∼ 25 pA

– resonators : 120 µm aperture with 283 µC/cm2 (×1.2 for sapphire)with a
current of ∼ 5 nA

c.4.5 Development

Note that for sapphire the thin layer of aluminum must be removed before devel-
opment.

– (Sapphire) aluminum removal ∼ 30 s in KOH (∼ 5 KOH pastilles in 100 ml
in DI water). Check visually that the Al layer is etched successfully.

– (Sapphire) ∼ 30 s in water and N2 blow dry

– 35 s in MIBK:IPA solution (1:3)

– 20 s in IPA

– N2 blow dry
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Figure 93: Optical microscope picture of the resist mask of a JRM after development (JM-C).
The Dolan Bridge are created using back-scattering of electron near the pattern.

c.4.6 Aluminum deposition

High purity aluminum is deposited using the Plassys e-beam evaporator of the
Paris 7 clean-room.

– purge ArO2 oxidation line

– 45 min pumping before reaching 3× 10−6 mBar

– 5 s of ion milling at −35◦ (500V, -100V, 50mA, 12sccn ArO2)

– 5 s of ion milling at +35◦ (500V, -100V, 50mA, 12sccn ArO2)

– evaporation of the first Al layer: 100 nm at 1 nm/s and −35◦

– oxydation 7 min at 20 mBar of ArO2 atmosphere.

– evaporation of the second Al layer: 130 nm at 1 nm/s and +35◦

– capping oxydation 5 min at 40 mBar of ArO2 atmosphere.

c.4.7 Lift-off

– 10-15 min in acetone in 55◦C-water bath.

– rinse with acetone

– 2 s ultrasound in acetone (to remove small pieces of aluminum in the grid)

– rinse with IPA

– N2 blow dry

c.5 grids in the microstrip resonators

To prevent from spurious vortices in the large aluminum strips forming the λ/2
resonator, associated flux noise and quasiparticles , the strips were designed with
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Figure 94: Sapphire chip ready for evaporation.

holes, thus forming a grid. The grid intends to localize the vortices in the holes
all over the aluminum strip. Note that the unit cell being far smaller than the
wavelength, it does not affect the microwave characteristics of the microstrip
resonator.

c.6 room temperature resistance of josephson junctions

The critical current I0 is related to the resistance of the junction in normal state
Rn by the Ambegaokar-Baratoff relation.

I0Rn =
π∆
2e (338)

with e the electron charge and ∆ the superconductor gap, for aluminum ∆ ≈
180 µeV. Therefore, we can directly test the critical current of the junctions by
measuring the resistance at room temperature. However, a systematic discrep-
ancy of the value of the resistance has been observed between room temperature
and low temperature, it is of the order of R300K

n ≈ 1.2R4K
n .

Note that this test is not directly possible for shunted JRM since junctions get
DC shorted by the meanders.
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Figure 95: Optical microscope picture of the sample after lift-off

c.7 amplifying chain

Let us consider an amplifying chain constituted of n amplifiers in series. Each
amplifier has a gain Gi and adds to the signal a noise Ni referred to its input.
Therefore, the gain of the amplifying chain is Gtot = G1 ×G2 × ...×Gn and the
noise at the output is given by

Noutput = (G1G2...Gn)N1 + (G2G3...Gn)N2 + (G3G4...Gn)N3 + ... (339)

Thus the noise of the amplifying chain referred to its input is

Ntot =
Noutput

Gtot
= N1 +

N2
G1

+
N3
G1G2

+ ... (340)

The efficiency of a phase-preserving amplifier is given by ηi =
2

2Ni + 1 where the
added noise Ni is expressed in photons. Hence, the efficiency of an amplifying
chain is given by

η−1
tot = η−1

1 +
η−1

2
G1

+
η−1

3
G1G2

+ ... (341)

Therefore, if the first amplifier has a large enough gain such that G1η2 � η1,
then the first amplifier efficiency dominates the efficiency of the chain ηtot ≈ η1.
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This explains why the first amplifier is of particular importance in an amplifier
chain.

For instance, the specification of the HEMT amplifier by Caltech gives a noise
temperature THEMT = 5 K leading to an added noise NHEMT = 13 photons at
5 GHz. In practice by taking into account the insertion loss before the HEMT,
we have NHEMT ∼ 20 photons, leading to a quantum efficiency of ηHEMT ∼ 5%.
If one adds a quantum limited amplifier before the HEMT with a gain of 20 dB,
the efficiency of the quantum limited amplifier dominates the efficiency of the
chain since GJMηHEMT = 5� ηJM = 1, leading to ηtot ≈ ηJM ∼ 1.
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