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Notation

General
• ~r = x~ex + y~ey + z~ez is a position vector written in the usual Cartesian basis.

• We often single out one direction and denote z or ζ the corresponding coordinate.

• The time variable is denoted t or τ .

• f(x) denotes a function of the variable x and f ′(x) = df
dx (x) is its derivative; a

partial derivative with respect to x is denoted ∂

∂x
.

• The Schwarzian derivative {f, x} is defined by

{f, x} = f ′′′(x)
f ′(x) −

3
2

(
f ′′(x)
f ′(x)

)2
.

• The Wronskian of two functions f(x) and g(x) is

W(f, g) = f(x)g′(x)− f ′(x)g(x) .

• Stars and daggers denote complex and hermitian conjugation, respectively.

Constants
• Reduced Plank constant ~ ≈ 1.05457× 10−34 J.s

• Speed of light c ≈ 2.99792458× 108 m.s−1

• Vacuum permittivity ε0 ≈ 8.85419× 10−12 F.m−1

• Boltzmann constant kB ≈ 1.38065× 10−23 J.K−1

• Fine structure constant α ≈ 1/137.036

• Mass of the hydrogen atom mH ≈ 1.67353× 10−27 kg

vi



Notation vii

Units
All equations are written in the International System of units but numerical values
are sometimes expressed in more convenient units. The energies involved in quantum
reflection processes are of the order of the nanoelectronvolt:

neV ≈ 1.60217646× 10−28 J

Atomic units (a.u.) are well adapted to express scattering lengths and Casimir-Polder
potentials, the atomic length and energy units are respectively

• Bohr radius a0 ≈ 5.29177× 10−11 m

• Hartree Eh ≈ 4.35974× 10−18 J

Quantum effects in a gravitational field involve the following scales:

• Length zg =
(

~2

2m2g

)1/3

≈ 5.87× 10−6 m

• Energy Eg =
(
~2mg2

2

)1/3

≈ 9.64× 10−32 J ≈ 6.02× 10−4 neV

• Momentum pg = (2~m2g)1/3 ≈ 1.80× 10−29 kg.m.s−1

• Time tg =
( 2~
mg2

)1/3
≈ 1.09× 10−3 s

where the numerical values are given assuming that m is the mass of the hydrogen atom
and g = g.

Acronyms and symbols
• WKB Wentzel, Kramers and Brillouin semiclassical approximation

• GBAR Gravitational Behavior of Antihydrogen at Rest

• H hydrogen atom H antihydrogen atom

• p proton p antiproton

• e− electron e+ positron

• Ps positronium



Notation viii

Special functions
We follow the definitions and notations of the NIST Handbook of Mathematical Func-
tions [1]:

• Ai(x), Bi(x) Airy functions

• Ai(−an) = 0 zeros of the Airy function

• F (a, b, c;x) Gauss hypergeometric function

• H(1,2)
n (x) Hankel functions

• Ln(x) Laguerre polynomials

• M(a, b, x), U(a, b, x) Kummer confluent hypergeometric functions



Introduction

In 1924, de Broglie made the groundbreaking hypothesis that every microscopic particle
of momentum p is associated with a wave of wavelength

λdB = h

p
, (1)

where h = 2π~ is Planck’s constant [2]. Two years later, Schrödinger published his
celebrated equation

− ~2

2m
d2ψ

dz2 (z) + V (z)ψ(z) = Eψ(z) , (2)

which accurately predicted the energy levels of the hydrogen atom by treating the elec-
tron as a wave [3]. Ninety years later, the wave-like behavior of quantum matter still
captivates physicists. It is responsible for many surprising features of quantum mechan-
ics such as interference, tunneling or the Heisenberg uncertainty principle. In this thesis
we will focus on another spectacular manifestation of this wave-like behavior: quan-
tum reflection, the reflection of a matter wave on a potential which would not reflect a
classical particle.

The initial motivation for this work came from a seemingly unrelated problem: how
does antimatter gravitate? Since Dirac’s remarkable prediction in 1928 [4] and Ander-
son’s observation of the positron in 1932 [5], antimatter has remained a topic of great
interest for physicists. Its apparent scarcity in our universe has led them to search for
a hidden asymmetry between particles and their charge conjugates. Our current under-
standing of the Standard Model fails to account for such a disparity. Gravity, which
does not fit in the framework of the Standard Model, is therefore a natural suspect. The
GBAR project (Gravitational Behavior of Antihydrogen at Rest) is one of the ongoing
endeavors to determine the gravitational pull of the Earth on the simplest of antimatter
atoms, antihydrogen. This ambitious experiment will produce, trap and cool antihy-
drogen before dropping it in the Earth’s gravity field, in a modern day reenactment of
Galileo’s legendary leaning tower experiment.

Part of the present work will be devoted to the free fall of a matter wave in a
gravitational potential. However, in the last instants of the anti-atom’s fall, another
intriguing force comes into play, the Casimir-Polder interaction between the atom and
the detection plate. Casimir forces are a manifestation of the irreducible fluctuations

1



Introduction 2

of the quantized electromagnetic field. As such, they constitute macroscopic evidence
for the predictions of quantum field theory. While a matter wave is reflected on the
gravitational potential much like a classical particle reverses its direction upon reaching
the apex of its trajectory, the behavior of a matter wave scattering off the Casimir-
Polder potential is very different from that of a classical particle. The Casimir-Polder
force is attractive, so that one would expect an incoming atom to be accelerated towards
the surface and eventually hit it. On the contrary, we will show that the atom has a
significant probability to be reflected away from the surface.

The study of quantum reflection from the Casimir-Polder potential will be the main
object of this thesis. We will also touch upon some of the fascinating topics that are
connected to this study: the gravitational behavior of antimatter, the free fall of a
quantum wavepacket, vacuum fluctuations and Casimir forces.

The GBAR experiment
The recognition that the motion of objects in a gravitational field is independent of their
mass and composition was central to the birth of modern science in the 17th century.
The universality of free fall or weak equivalence principle is a cornerstone of Einstein’s
General Relativity and it “continues to be a focus of intense theoretical and experimental
investigation” [6]. Today, the fact that all bodies undergo the same acceleration g at a
given point on the surface of the Earth is verified with ever increasing precision both for
macroscopic test masses [7] and atoms [8, 9]. But even as we celebrate the hundredth
birthday of Einstein’s theory, the mysteries surrounding dark matter and energy remind
us that our knowledge of gravitational forces is still incomplete. Our ignorance of how
gravity and other interactions are articulated at a fundamental level leaves some room
for alternative proposals which include violations of the weak equivalence principle.

In particular, the possibility of an asymmetry in the gravitational behavior of mat-
ter and antimatter has been raised [10–14]. Although theoretical arguments and ex-
perimental observations have been put forward against “antigravity” [15–17], a direct,
model-independent test of the universality of free fall for antimatter is still lacking. A
direct measurement of the acceleration g of an antimatter particle in the Earth’s gravity
field is a longtime objective of physicists. Early experiments with charged antiparticles
were thwarted by the preponderance of electromagnetic forces over gravity [18]. Cur-
rent experimental endeavors are thus concentrating on neutral particles, especially the
antihydrogen atom. The antihydrogen atom (H) is the bound state of an antiproton (p̄)
and a positron (e+); it was first produced at high energies in CERN in 1995 [19]. Since
then, much progress has been made towards lower temperatures and longer lifetimes in
several experiments based around CERN’s Antiproton Decelerator [20, 21]. In partic-
ular, the ALPHA experiment was able to put the following bound on the gravitational
acceleration g of antihydrogen [22]:

−65g ≤ g ≤ +110g . (3)

At CERN, the new deceleration ring ELENA [23] will provide cooler antiprotons
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to a new generation of antimatter experiments. AEGIS aims to measure the deflection
of a beam of antihydrogen atoms using a Moiré deflectometer [24]. There is also a
proposal to build an interferometric gravimeter in the ALPHA experiment [25]. Finally,
the GBAR experiment will consist in cooling antihydrogen to the ground state of a
harmonic trap before releasing it in the Earth’s gravity field and timing its free fall
[26, 27]. The specificity of GBAR is that it will produce the antihydrogen ion H+, two
positrons orbiting an antiproton, in order to take advantage of ion trapping and cooling
techniques [28]. Once the ion is cold, a laser will be used to photodetach the excess
positron, letting the neutral antihydrogen atom fall freely towards a detection plate.

The H+ ion will be produced by the successive reaction of an antiproton with two
positroniums (the bound state of electron and positron):

p̄ + Ps→ H + e− ,

H + Ps→ H+ + e− .

Producing these reactants and bringing them together in the right conditions will con-
stitute an impressive experimental feat.

Antiprotons are produced by collisions of 26 GeV protons with a target and cooled
down to approximately 100 keV by the AD and ELENA rings. They must then be slowed
down electrostatically to approximately 1 keV before reaching the reaction chamber.
Meanwhile, positronium is formed by implanting positrons in a porous silica sample.
The positron captures an electron and the resulting positronium diffuses in the network
of nanometric pores until it is expelled back into the vacuum with a well defined energy
[29]. The positrons themselves are obtained in the collision of 10 MeV electrons from a
linear accelerator (LINAC) with a target. They must then be moderated, accumulated
in a Penning trap and sympathetically cooled by a cloud of electrons before being sent
on the porous silica sample. The positronium will be excited by laser to a higher energy
state in order to maximize the cross-section of the reactions [30].

At the output of the reaction chamber, the H+ ions are separated from the neutral
H and the negatively charged p̄ and collide with a Coulomb crystal of laser-cooled Be+

and HD+ ions. Their energy is efficiently transfered to the ions of the crystal thanks to
the small mass ratios between these three species. One H+-Be+ pair is then transfered
to a Paul trap. Raman sideband cooling is performed on the beryllium ion, which has
the effect of sympathetically cooling the antihydrogen ion to the ground state of the
harmonic trap [31].

A laser pulse is then used to photodetach the extra positron, defining the starting
time of the free fall of the neutral antihydrogen atom. The fall ends by the annihilation
of the anti-atom on a detection plate some 10 cm below. The annihilation products
(pions and gamma photons) are detected by Micromegas detectors [32] and scintillation
counters placed outside the vacuum vessel. The acceleration g of antihydrogen is deduced
from the free fall time. A 1% precision on g is expected after a few months of operation,
which has to be compared with the existing bound (3).



Introduction 4

Quantum mechanics in a gravitational field
One must keep in mind that the falling antihydrogen atom in the GBAR experiment is
not a classical point particle but a quantum matter wave. The fact that the falling wave-
function is extended, and that it expands, means that even if the initial quantum state
of the dropped particle is perfectly defined, the time at which the particle reaches the
detector is randomly distributed. This is a consequence of the quantum uncertainty on
the initial position and momentum of the particle, which are bound by Heisenberg’s un-
certainty principle. We will compute the arrival time distributions associated with given
initial states and discuss the consequences for the precision of the GBAR experiment.

More generally, the absence of notions such as point particle or trajectory compli-
cates the formulation of the weak equivalence principle in quantum mechanics. Another
difficulty arises from the fact that the wavefunction explicitly depends on mass, which
is not a surprise since mass enters the Schrödinger equation as a parameter, even in
the absence of gravity [33–36]. The transformation of the Schrödinger equation under
a change of frame provides a possible way out of this problem [37–41]. Indeed, the
Schrödinger equation in a uniform gravity field can be obtained from the free equation
by changing to an accelerated frame. Conversely, a particle falling in a uniform gravity
field appears as a free particle to an observer falling alongside it.

Such theoretical discussions have gone hand in hand with the development exper-
iments. The effect of gravity on quantum systems was first observed in the Colella-
Overhauser-Werner experiment [42]. A phase shift was measured between the arms of
a neutron interferometer when the device was tilted in the Earth’s gravity field. Later
on, atomic interferometers were able to measure the local gravitational acceleration with
unprecedented precision [43]. Today, dual species/isotope interferometers [8, 9, 44] test
the weak equivalence principle at the level of a few parts in 107, still well below the
performance of torsion balances (one in 1013 [7]), but progressing rapidly [45].

Other experiments have observed the bounces of atoms on a liquid helium film [46]
or an evanescent light field [47–49]. These quantum bouncers are trapped in a potential
well formed by the surface on the one hand and gravity on the other hand. The quantum
bound states in such a well have been described theoretically [50–52], but because the
gravitational force is very weak at atomic scales, extremely cold particles are needed to
resolve them experimentally.

These gravitationally bound states have first been observed with ultracold neutrons
at the Institut Laue-Langevin [53–55]. The neutrons were sent through a waveguide
consisting of a reflective bottom surface and an absorbing top surface. As the distance
between these two surfaces was reduced, transmission through the device decreased by
steps, corresponding to one less bound state fitting inside the waveguide. Gravitationally
bound states are a promising tool for metrology, as their energy levels depend on the local
gravitational acceleration and could bear the signature of unknown short-range forces.
Spectroscopy of these levels can be performed with varying electromagnetic fields or
vibrations of the bottom mirror [56–59].
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Casimir forces
Coming back to the GBAR experiment, its validity rests on the assumption that no
force other than gravity affects the freely falling antihydrogen atom, or at least that any
extra force can be accurately accounted for in the result analysis. There will in fact be
such a force: the electromagnetic interaction between the atom and detection plate.

Electrically neutral objects have long been known to interact through van der Waals
forces. The existence of such interactions was postulated by van der Walls in his 1873
PhD thesis in order to justify his famous equation of state [60]. In 1930, London showed
that even particles which do not have a permanent dipole moment interact through the
instantaneous dipole which results from quantum fluctuations of the electron cloud. The
electrostatic coupling of such instantaneous dipoles leads to the London dispersion force
[61].

After the war, Verwey and Overbeek found that London’s theory failed to explain
their experiments with colloidal suspensions [62]. Their results were incompatible with
an interaction energy between particles scaling with the distance r as r−6, as predicted
by London. Overbeek suggested that the finite time it takes for electromagnetic fields to
propagate from one particle to the other should be taken into account. In a short note
[63] Casimir and Polder explained that taking this retardation effect into account indeed
yielded an energy scaling as r−7 at large distances, a result compatible with experiments.

Two years later, Casimir and Polder published a complete quantum electrodynamics
calculation of the retarded interaction in the atom-plane and atom-atom configurations
[64]. They computed the perturbation of the electromagnetic modes in a box caused by
the presence of an atom close to a surface, compared to an atom far from all surfaces.
This 2nd order perturbation theory calculation was presented as a preliminary before the
4th order calculation of the atom-atom interaction which followed.

The conceptual breakthrough of Casimir was the interpretation of these forces as
the result of a variation of the electromagnetic field’s zero-point energy when boundary
conditions are modified [65]. He then proceeded to treat the emblematic case of two
parallel mirrors in vacuum which experience an attractive force [66]

F = −~cπ2A

240L4 , (4)

where L the distance between the plates and A their area. Zero-point energy could
thus have observable consequences in the macroscopic world and, as Casimir put it, “an
experimental confirmation seems not unfeasible and might be of a certain interest” [66].

Actually, it took almost 50 years before a conclusive experimental confirmation of
the Casimir force was achieved by Lamoreaux’s group in 1997 [67]. The experiment
was performed with a sphere and a plane separated by a few microns. Mohideen and
collaborators published results for smaller separations the next year [68]. More precise
results were obtained by Decca and collaborators by monitoring the shift in frequency
of a microelectromechanical resonator brought close to a sphere [69].

On the theoretical side, a great variety of approaches and interpretations were
brought forward to describe the phenomenon [70]. Following Casimir’s idea, the force
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can be seen as a radiation pressure associated with the (thermal and quantum) fluctua-
tions of the electromagnetic field [71]. Alternatively, it can be derived as the interaction
of fluctuating dipoles and currents in matter [72, 73].

A notable development of the theory was accomplished by Lifshitz and his colleagues,
who included the dielectric properties of the mirrors and the effect of temperature in
the calculation of the force [74, 75]. Lifshitz’s formula for the Casimir force can be
interpreted as a multiple scattering expansion involving the reflection coefficients on the
dielectric mirrors. This idea has led to the scattering approach to Casimir forces, where
the interacting objects are simply described by their scattering properties [76–79]. Two
scatterers can be seen as forming a “cavity”, and the difference of radiation pressure on
the inside and outside of the “cavity” results in a force.

This method is extremely versatile since the force between arbitrary objects can be
calculated as long as their scattering properties are known. In the words of Feinberg and
Sucher [80], “[the Casimir] interaction may be expressed in terms of measurable quanti-
ties that describe the interaction of the individual systems with real photons.” Another
advantage of the scattering approach is that it does not rely on a regularization scheme.
Convergence is ensured by the physical conditions obeyed by the optical response of the
scatterers, in particular their transparency at high-frequencies. The interplay of geom-
etry, material properties, temperature and non-equilibrium effects has been successfully
investigated within this approach [81]. In this thesis, we will focus on the Casimir-Polder
interaction between an atom and a plane surface, which is relevant to GBAR and many
other cold atom experiments.

The atom-surface Casimir-Polder interaction has been investigated in a variety of
experiments [82]: deflection of atomic or molecular beams flying by a surface or diffracted
by a grating, spectroscopy of confined atoms and study of the dynamics of Bose-Einstein
condensates near a surface for example. Atoms were also sent to sample the long-range
attractive Casimir-Polder potential before being reflected by the short-range repulsive
potential of an evanescent wave [83–85] or magnetic mirror [86]. However, the addition
of such a repulsive barrier is not absolutely necessary to observe reflection of atoms from
a surface. Indeed, scattering of the atomic matter wave on the attractive Casimir-Polder
potential itself leads to reflection at low energies, an example of quantum reflection.

The impact of the Casimir-Polder interaction on the GBAR experiment lies not so
much in a modification of the free fall time – which is well below the experimental
resolution – as in this quantum reflection. The reflected atoms will not be detected at
the expected time, leading to a loss in statistics. Moreover, higher energy atoms are
less affected by quantum reflection and are thus more likely to be detected. Accurately
modeling quantum reflection is therefore necessary to correct this bias.

Quantum reflection
In classical mechanics, there is a clear distinction between regions that are accessible to
a particle, where the potential energy is lower than the total energy, and those that are
not. Upon reaching the point where energy and potential are equal, a classical particle
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necessarily turns back. The wave-like nature of quantum matter blurs these boundaries.
A quantum wavefunction can penetrate classically forbidden regions, leading to the
famous tunneling effect. Moreover, a quantum wavepacket can reverse its direction
of propagation in the absence of a classical turning point. This last phenomenon is
commonly known as quantum reflection.

The name “quantum reflection” emphasizes the contrast between the classical and
quantum dynamics. In fact, this phenomenon is a general feature of wave propagation in
inhomogeneous media [87]: atmospheric and oceanic waves for example, or electromag-
netic waves in dielectrics and transmission lines. Roughly speaking, quantum reflection
occurs in regions where the wavelength varies rapidly. One of the goals of the present
work will be to refine this assertion.

The fact that attractive atom-surface interactions can lead to reflection has been
predicted since the early days of quantum mechanics [88, 89]. The role of the attractive
van der Waals potential in low-energy atom-surface scattering was emphasized by several
authors in the 1970s [90–92] and the importance of including the effect of retardation
was recognized at the turn of the century [84, 93].

Observation of the phenomenon has only been achieved relatively recently, because
very low temperatures are required to reach sufficiently large wavelengths. The first
experiments where carried out in the 1980s with helium and hydrogen atoms scattering
off a liquid helium surface [46, 94, 95]. It took several more years before reflection from
solid surfaces was observed, first with beams of atoms incident on a surface at grazing
incidence [96, 97] and later with Bose-Einstein condensates launched towards the surface
at normal incidence [98]. Since, a number of experiments have been carried out with
rough or nanostructured surfaces [99–106].

The theory of quantum reflection has tight connections with the Wentzel-Kramers-
Brillouin (WKB) semiclassical approximation [107]. In fact, quantum reflection can be
seen as a deviation of the exact solutions of the Schrödinger equation from the WKB
approximation [108]. For slight departures from the semiclassical approximation, writing
the equations in terms of the classical action allows to estimate the small quantum
reflection probability [109–112]. This change of coordinate is an example of Liouville
transformation, a mathematical tool that we will develop to shed a new light on quantum
reflection.

Atom-atom and atom-surface interactions above and below threshold were success-
fully analyzed in terms of the breakdown of the semiclassical approximation [113–120].
In particular, the quantum reflection probability goes to unity in the “quantum” regime
where the energy tends to zero. Material walls could thus be used to trap ultracold
atoms [121–123]. Quantum reflection has notably been suggested as a means of trap-
ping and manipulating antihydrogen [124–128], as we will discuss in more detail in this
thesis.
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Outline of the thesis
The first chapter of this thesis is devoted to the theoretical study of quantum reflection.
Quantum reflection is interpreted as a deviation from the semiclassical WKB approxima-
tion. This interpretation is made clear by the introduction of Liouville transformations
of the Schrödinger equation.

In the next chapter, we apply these results to the case of atoms scattered by the
Casimir-Polder potential near a surface. We use the scattering approach to evaluate
the Casimir-Polder potential between a hydrogen or antihydrogen atom and various
mirrors. We then describe methods to solve the Schrödinger equation in this potential,
in particular by taking advantage of Liouville transformations. The results of these
calculations and their implications for GBAR are discussed, as well as the role of the
boundary condition on the surface.

Chapter III deals with the free fall of quantum wavepackets. We solve the Schrödinger
equation for a particle in a gravitational field by considering a free particle in an accel-
erated frame. The Wigner function formalism is introduced to discuss the links between
quantum and classical motion in a linear potential. Based on these results, we calculate
the effect of quantum uncertainty on the arrival time in a free fall experiment.

The final chapter aims at making a synthesis of quantum reflection on the one hand
and gravitation on the other. We consider atoms that are held in the gravity field above
a surface by quantum reflection from the Casimir-Polder potential. We argue that these
quantum bouncers are promising tools for antimatter gravity experiments.

Various mathematical results and a discussion of the analogy between quantum re-
flection and the time-dependent harmonic oscillator are collected in the appendices.
Many of the topics covered in this thesis have been the object of publications, listed at
the end of this work.



Chapter I
Quantum reflection

This first chapter introduces the phenomenon of quantum reflection and presents the
notions and tools that will allow us to understand it and calculate reflection probabilities.
We will start by recalling a few results from classical mechanics before introducing the
quantum equations. An exactly solvable model of scattering on a potential step will
provide a first example of quantum reflection. Afterwards, we will present quantum
reflection as a departure from the semiclassical WKB approximation, which we discuss
in detail. Based on these ideas, we will define the scattering matrix which gathers the
reflection and transmission amplitudes. We will then describe Liouville transformations
of the Schrödinger equation, which have the remarkable property of preserving these
scattering amplitudes. We will discuss some specific transformations that are relevant
to quantum reflection problems. Finally we will show how these transformations bring
new insights on high and low energy scattering.

I.1 Classical and quantum mechanics in one dimension

I.1.a Classical mechanics in one dimension
Before addressing the problem of quantum reflection, we give a brief reminder of classical
Hamiltonian dynamics in one spatial dimension. Not only will this serve as a reference
to understand what is “quantum” in quantum reflection, but it will also allow us to
introduce concepts that will prove useful in the semiclassical theory.

Hereafter z is the spatial coordinate and p the conjugate momentum. Classical
trajectories zcl(τ), pcl(τ) in phase space are those which extremize the action functional

S[z(τ), p(τ)] ≡
∫ t

0

[
p(τ)dz

dτ (τ)−H(z(τ), p(τ))
]

dτ , (I.1)

subject to boundary conditions at the initial (τ = 0) and/or final (τ = t) time. Here,

H(z, p) ≡ p2

2m + V (z) (I.2)

9
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is the system’s Hamiltonian, m is the particle’s mass and V (z) the potential. It fol-
lows from the Euler-Lagrange equations that the classical trajectories obey Hamilton’s
equations:

dzcl
dτ (τ) = pcl(τ)

m
,

dpcl
dτ (τ) = −dV

dz (zcl(τ)) . (I.3)

We define Hamilton’s principal function Scl(z, t) as the action associated with a
classical trajectory zcl(τ) which starts at a reference point z0 at time τ = 0 and ends in
z at time τ = t:

Scl(z, t) ≡ S[zcl(τ), pcl(τ)] =
∫ t

0

[
pcl(τ)dzcl

dτ (τ)−H(zcl(τ), pcl(τ))
]

dτ , (I.4)

zcl(0) = z0 , zcl(t) = z . (I.5)

This function obeys the Hamilton-Jacobi equation
∂Scl
∂t

(z, t) + 1
2m

(
∂Scl
∂z

(z, t)
)2

+ V (z) = 0 . (I.6)

Since the Hamiltonian is constant along a classical trajectory, equal to the energy E,
we can rewrite Hamilton’s principal function1

Scl(z, t) =
∫ t

0
pcl(τ)dzcl

dτ (τ) dτ − Et . (I.7)

Moreover, we can express the momentum as a function of the position:

pcl(τ) = ±
√

2m(E − V (zcl(τ))) , (I.8)

where the sign depends on the direction of motion. In particular, the momentum cancels
and changes sign at points where V (z) = E, which are thus known as classical turning
points. At these points, and only at these points, the particle is reflected. Classical
turning points therefore separate regions where V (z) ≤ E, which are accessible to a
classical particle, from those where V (z) > E, which are classically forbidden and where
the classical momentum is undefined. For a trajectory that has no turning point, we can
change variables from τ to ζ = zcl(τ) in the integral of equation (I.7) and obtain

Scl(z, t) =
∫ z

z0

√
2m(E − V (ζ)) dζ − Et . (I.9)

Finally we use a Legendre transformation to change variables from t to E and arrive at
Hamilton’s characteristic function:

Σcl ≡ Scl + Et , Σcl(z, E) =
∫ z

z0

√
2m(E − V (ζ)) dζ . (I.10)

Hamilton’s characteristic function obeys a time-independent Hamilton-Jacobi equation:
1

2m

(
∂Σcl
∂z

(z, E)
)2

+ V (z)− E = 0 (I.11)

and it plays a central role in semiclassical theory (see section I.2.a).
1The dependence of E on z0, z and t is implicit here.
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I.1.b Schrödinger equation in one dimension
We now turn to the (non-relativistic) motion of a spinless quantum particle of mass m
in one dimension. It is described by a wavefunction ψ(z, t) obeying the Schrödinger
equation

i~
∂ψ

∂t
(z, t) = − ~2

2m
∂2ψ

∂z2 (z, t) + V (z)ψ(z, t) . (I.12)

Stationary solutions are found by introducing the ansatz

ψ(z, t) ≡ ψE(z) exp(−iEt/~) , (I.13)

which yields the time-independent Schrödinger equation

− ~2

2m
d2ψE
dz2 (z) + V (z)ψE(z) = EψE(z) . (I.14)

When there is no risk of confusion, we drop the index E and use the compact notation

ψ′′(z) + F (z)ψ(z) = 0 , F (z) ≡ 2m
~2 (E − V (z)) . (I.15)

Here and in the following, primes denote the derivative of a function with respect to its
argument. When F (z) is positive, it is equal to the square of the classical momentum
(I.8) and determines the associated de Broglie wavelength and wavevector as

λdB(z) ≡ 2π√
F (z)

, kdB(z) ≡
√
F (z) = 2π

λdB
, F (z) > 0 . (I.16)

As we have observed in the introduction, equation (I.15) appears in many physical
problems, notably wave propagation in inhomogeneous media. The results obtained here
in the context of quantum mechanics can be applied to these related problems. Moreover,
if z is seen as a time coordinate and ψ as a position, the Schrödinger equation (I.15)
is also the classical equation of motion of a harmonic oscillator with a time-dependent
spring constant. This provides a connection to the subject of classical and quantum
parametric oscillators, which we will discuss in appendix D.

The polar representation of the wavefunction

It is instructive to write the wavefunction in polar form:

ψ(z, t) ≡
√
ρ(z, t) exp (iθ(z, t)) . (I.17)

Here ρ(z, t) = |ψ(z, t)|2 is the probability density associated with the wavefunction and
θ(z, t) is a real phase. Injecting the above expression into equation (I.12) and separating
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the real and imaginary parts we obtain a pair of coupled equations2:

∂ρ

∂t
+ ∂

∂z

(~ρ
m

∂θ

∂z

)
= 0 , (I.18)

~
∂θ

∂t
+ ~2

2m

(
∂θ

∂z

)2
+ V − ~2

2m
1
√
ρ

∂2√ρ
∂z2 = 0 . (I.19)

We can rewrite the first equation as a continuity equation:

∂ρ

∂t
(z, t) + ∂j

∂z
(z, t) = 0 , (I.20)

where

j(z, t) ≡ ~
2im

(
ψ∗
∂ψ

∂z
− ψ∂ψ

∗

∂z

)
= ~ρ
m

∂θ

∂z
(I.21)

is the probability density current. The second equation is similar to the Hamilton-Jacobi
equation (I.6) for the action ~θ(z, t), but it differs from it by a term of order ~2.

The time-independent versions of equations (I.19) are obtained by taking

ρ(z, t) ≡ ρ(z) , θ(z, t) ≡ φ(z)− Et

~
, (I.22)

which yields

d
dz

(~ρ
m

dφ
dz

)
= 0 , (I.23)

~2

2m

(dφ
dz

)2
+ V − E − ~2

2m
1
√
ρ

d2√ρ
dz2 = 0 . (I.24)

The continuity equation now states that the current is uniform:

j(z, t) = j = ~ρ
m
φ′(z) . (I.25)

This allows us to express the probability density in terms of the derivative of the phase
φ(z):

ρ(z) = mj

~φ′(z) . (I.26)

The wavefunction can thus be expressed in terms of the phase only:

ψ(z) =
√

mj

~φ′(z) exp(iφ(z)) = N√
|φ′(z)|

exp(iφ(z)) . (I.27)

2To lighten the notation, the functions’ variables are omitted when there is no risk of confusion.
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In the following, we will often set the constant N ≡
√
~−1m|j| equal to 1 for the sake

of simplicity.
We obtain a closed equation for the phase by replacing (I.26) in (I.24):

φ′(z)2 − F (z) + 1
2{φ, z} = 0 . (I.28)

This equation is reminiscent of the classical time-independent Hamilton-Jacobi equation
(I.11), except for an extra term involving the Schwarzian derivative {φ, z} of φ with
respect to z. In general, the Schwarzian derivative of a function f(x) that is differentiable
three times is defined by any of the following equalities:

{f, x} ≡ f ′′′(x)
f ′(x) −

3
2

(
f ′′(x)
f ′(x)

)2
(I.29)

= d
dx

(
f ′′(x)
f ′(x)

)
− 1

2

(
f ′′(x)
f ′(x)

)2
(I.30)

= d2

dx2 ln(f ′(x))− 1
2

( d
dx ln(f ′(x))

)2
(I.31)

= −2
√
f ′(x) d2

dx2

(
1√
f ′(x)

)
(I.32)

= lim
y→x

6 ∂2

∂x∂y
ln
(
f(x)− f(y)

x− y

)
. (I.33)

We will discuss this differential operator in more detail in the course of this work. Let
us simply mention an important property here: the Schwarzian derivative of a function
f(x) is zero if and only if f(x) is a linear fractional transformation3:

{f, x} = 0 ⇔ f(x) = ax+ b

cx+ d
. (I.34)

Finally, note that if φ is a solution of (I.28), so is −φ, which corresponds to an
opposite current. The real solutions of the Schrödinger equation (I.15) cannot be cast
into the polar form (I.17) but they are simply obtained by summing or subtracting the
wavefunctions associated with φ and −φ.

The Wronskian

A central object in the theory of second order differential equations is the Wronskian:

W(ψ1, ψ2) ≡ ψ1(z)ψ′2(z)− ψ′1(z)ψ2(z) . (I.35)

If ψ1 and ψ2 are two solutions of the Schrödinger equation (I.15), we see by taking a
derivative with respect to z that the Wronskian is a constant:

d
dzW(ψ1, ψ2) = ψ1(z)ψ′′2(z)− ψ′′1(z)ψ2(z) = 0 . (I.36)

3Fractional linear transformations are also known as homographies or Möbius transformations.
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Therefore the Wronskian is a bilinear skew-symmetric form on the space of solutions:

W(ψ1, λψ2 + ψ3) = λW(ψ1, ψ2) +W(ψ1, ψ3) , (I.37)
W(ψ1, ψ2) = −W(ψ2, ψ1) . (I.38)

If the two solutions are linearly dependent, their Wronskian vanishes. The converse is
true in non-pathological cases.

The Wronskian can therefore be used to retrieve the coefficients of a solution of the
Schrödinger equation written as a linear combination of basis solutions:

ψ(z) = Aψ1(z) +Bψ2(z) , W(ψ1, ψ2) 6= 0 , (I.39)

A = W(ψ,ψ2)
W(ψ1, ψ2) , B = − W(ψ,ψ1)

W(ψ1, ψ2) . (I.40)

The probability density current associated with a wavefunction ψ(z) can be expressed
as a Wronskian: when ψ is a solution of (I.15), so is its complex conjugate ψ∗ and

j = ~
2imW(ψ∗, ψ) . (I.41)

More generally, many physical quantities can be expressed as Wronskians. In particular
we show in appendix A that this is the case of the elements of the scattering and transfer
matrices.

I.1.c Transmission and reflection on a step
To introduce the concept of quantum reflection, we briefly examine a well-known example
of scattering on a potential step

V (z) = U

1 + exp(−z/L) . (I.42)

We suppose that the energy E is positive and above the step: E > max(0, U), so
that there is no classical turning point. The situation is represented in figure I.1: the
wavevector kdB(z) changes on a length scale L from kL ≡ ~−1√2mE on the left side of
the step to kR ≡ ~−1√2m(E − U) on the right. In this case a classical particle arriving
from the left with velocity vL = ~kL/m leaves on the right with a velocity vR = ~kR/m
which is smaller than vL if the step is repulsive (U > 0) or larger if it is attractive
(U < 0) but is always positive.

As shown in [129], a solution of the Schrödinger equation (I.14) with the potential
(I.42) can be expressed with the help of the hypergeometric function [1]:

ψ(z) = eikRz

√
kR

F
(
i(kL − kR)L,−i(kL + kR)L; 1− 2ikRL;−e−z/L

)
. (I.43)
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Figure I.1: The step potential (I.42) which causes quantum reflection.

Since the hypergeometric function goes to 1 as z goes to positive infinity, this solution
matches a rightward propagating wave with wavevector kR on the right of the step:

ψ(z) '
z→∞

eikRz

√
kR

. (I.44)

On the left side of the step, the wavefunction tends to a sum of counterpropagating
waves

ψ(z) '
z→−∞

A
eikLz

√
kL

+B
eikLz

√
kL

, (I.45)

A =
√
kL
kR

Γ(−2ikLL)Γ(1− 2ikRL)
Γ(−i(kL + kR)L)Γ(1− i(kL + kR)L) , (I.46)

B =
√
kL
kR

Γ(2ikLL)Γ(1− 2ikRL)
Γ(i(kL − kR)L)Γ(1 + i(kL − kR)L) . (I.47)

Note that we have chosen the normalization of the waves such that the current is inde-
pendent of kL and kR.

This wavefunction describes the stationary process in which a wave arrives from the
left (first term in (I.45)) and is partly reflected on the step (second term in (I.45)),
and partly transmitted (equation (I.44)). We define the reflection (resp. transmission)
coefficient as the amplitude of the reflected (resp. transmitted) wave divided by that of
the incoming wave:

r ≡ B

A
= Γ(2ikLL)Γ(−i(kL + kR)L)Γ(1− i(kL + kR)L)

Γ(i(kL − kR)L)Γ(1 + i(kL − kR)L)Γ(−2ikLL) , (I.48)

t ≡ 1
A

=
√
kR
kL

Γ(−i(kL + kR)L)Γ(1− i(kL + kR)L)
Γ(−2ikLL)Γ(1− 2ikRL) . (I.49)

The square moduli of these amplitudes sum to 1, and can be interpreted as proba-
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bilities of reflection or transmission:

|r|2 ≡ R = sinh(π(kR − kL)L)2

sinh(π(kR + kL)L)2 , (I.50)

|t|2 = 1−R = sinh(2πkRL) sinh(2πkLL)
sinh(π(kR + kL)L)2 . (I.51)

The dependence of the reflection probability R on the ratio kR/kL which describes the
size of the step and on the product kLL which quantifies its smoothness is shown in
figure I.2.
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Figure I.2: Reflection probability on a series of steps of varying smoothness kLL =
0.001, 0.05, 0.1, 0.5 and 1 as a function of their repulsive (kR/kL < 1) or attractive
(kR/kL > 1) character.

At this point we can make several observations:
• Reflection occurs whether the step is attractive (U < 0, kR > kL) or repulsive
(U > 0, kR < kL), whereas classically we expect no reflection in either case.

• The reflection probability is zero only for a flat potential (U = 0, kR/kL = 1). It
increases when the step height increases, that is when the ratio kR/kL moves away
from 1.

• The reflection probability is larger for steeper steps (smaller values of L). In the
limit L→ 0 we recover the well-known result [130]

r = kL − kR
kL + kR

, t = 2
√
kLkR

kL + kR
. (I.52)
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In this limit the reflection probability is invariant under the exchange of kL and
kR.

Quantum reflection thus appears as a non-adiabatic process which occurs when the
potential varies rapidly on the scale of the de Broglie wavelength λdB = 2π/kdB. That
being said, the dependence of the reflection probability on the parameters of the problem
is rather subtle. For example, figure I.2 shows that in the case where kLL = 1, R barely
increases when the step becomes infinitely high (U → −∞, kR/kL → ∞). In the next
section, we will give a rigorous description of quantum reflection as a deviation of the
exact quantum dynamics from the semiclassical approximation and we will derive a
better criterion to identify situations which give rise to quantum reflection.

I.2 Quantum reflection and the WKB approximation

I.2.a The WKB approximation
We have seen in the example of the previous section that quantum wavefunctions behave
in non-classical ways. However, one could argue that we are comparing notions which
are not comparable: the behavior of a point particle and that of a wave. To put our
definition of quantum reflection on a firmer footing, we need a classical theory for matter
waves.

In the previous section, we have defined incident and reflected waves, which was
possible only far from the step, where the motion of a quantum wavepacket mimics that
of a classical particle: the wavepacket does not split and its center propagates along
a classical trajectory. At the step, this picture breaks down and quantum reflection
occurs. The objectives of this section are to find a semiclassical description in which the
direction of propagation is defined unambiguously and to identify the regions where this
description is valid.

TheWentzel-Kramers-Brillouin (WKB) approximation is one of the best known semi-
classical approximations to the Schrödinger equation (I.15). This approximation scheme
can in fact be traced back to the works of Liouville on the heat equation [131] and Green
on waves in canals [132]. It has been introduced in the context of quantum mechanics
by Wentzel [133], Kramers [134] and Brillouin [135], who complemented it by connection
formulas allowing to relate wavefunctions in classically allowed and forbidden areas (we
discuss this issue in more detail in section I.3.e). The contribution of Jeffreys [136] to the
mathematical theory is sometimes acknowledged by appending his initial to the name4.

In the following, unless otherwise mentioned, we place ourselves in a classically al-
lowed region, where F (z) > 0.

A first derivation

The most common derivation of the WKB approximation uses an expansion in powers
of the reduced Planck constant ~ (see [110, 133] for example), which emphasizes its

4Historical notes on the development of the WKB approximation can be found in [137, 138]
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semiclassical nature. Here we first give a related derivation which exploits the similarity
between the equation obeyed by the phase of the wavefunction (I.19) and the classical
Hamilton-Jacobi equation (I.6). Neglecting the term of order ~2 in the quantum equation
amounts to neglecting the Schwarzian derivative in the time-independent equation (I.28):

φ′(z)2 − F (z) = φ′(z)2 − kdB(z)2 ' 0 . (I.53)

In this approximation the phase is a primitive of the de Broglie wavevector:

φ(z) ' ±φdB(z) , φdB(z) ≡
∫ z

z0
kdB(ζ) dζ . (I.54)

We call this primitive the WKB phase and leave its dependence on the energy E and
the reference point z0 implicit. By comparison with (I.10), we see that it is equal to
Hamilton’s characteristic function divided by ~:

φdB(z) = 1
~
Σcl(z, E) . (I.55)

Therefore, within the WKB approximation, a basis of solutions of the Schrödinger equa-
tion is

ψ±WKB(z) ≡ 1√
φ′dB(z)

exp(±iφdB(z)) = 1√
kdB(z)

exp(±iφdB(z)) . (I.56)

A second derivation

Another derivation, by Bremmer [108], emphasizes the relationship of the WKB approx-
imation with quantum reflection. We sketch his derivation in the following. To this
aim we consider an arbitrary potential V (z) and place ourselves in a classically allowed
region (E > V (z)) which we divide into N segments with endpoints

z0 < ... < zj−1 < zj < zj+1 < ... < zN . (I.57)

We now consider an approximation of the potential by a piecewise constant function
which takes the value V (zj) when zj−1 < z < zj . The associated wavevector is kj ≡
kdB(zj) = ~−1

√
2m(E − V (zj)). This is sketched in figure I.3.

In this staircase potential, we can write the wavefunction on each segment as the
sum of a leftward and a rightward traveling component:

ψ(z) = ψ+(z) + ψ−(z) , ψ±(z) ∝ exp(±ikjz) , zj−1 ≤ z < zj . (I.58)

Matching the wavefunction and its derivative on both sides5 of zj , we find that(
ψ+(z+

j )
ψ−(z+

j )

)
= 1

2kj+1

(
kj+1 + kj kj+1 − kj
kj+1 − kj kj+1 + kj

)(
ψ+(z−j )
ψ−(z−j )

)
. (I.59)

5We denote z−j and z+
j the points immediately to the left and right of zj , respectively.
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z
zj−1 zj zj+1

kj

kj+1

Figure I.3: In Bremmer’s derivation of the WKB approximation, the exact potential is
approximated by a piecewise constant function. Neglecting reflections at the steps leads
to the WKB wavefunction.

In regions where the potential is constant, each wave simply picks up a phase, so that(
ψ+(z−j+1)
ψ−(z−j+1)

)
=
(
eikj+1(zj+1−zj) 0

0 e−ikj+1(zj+1−zj)

)(
ψ+(z+

j )
ψ−(z+

j )

)
. (I.60)

We can now form the ratio
ψ±(z−j+1)− ψ±(z−j )

zj+1 − zj
and take the limit of an infinite number

of segments the length of which go to zero. We obtain a pair of coupled differential
equations for ψ±(z):

ψ′±(z) =
(
±ikdB(z)− k′dB(z)

2kdB(z)

)
ψ±(z) + k′dB(z)

2kdB(z)ψ
∓(z) . (I.61)

For the moment, we have only reformulated the Schrödinger equation, and one easily
checks that if (I.61) is satisfied then ψ = ψ+ +ψ− is an exact solution of the Schrödinger
equation. The WKB approximation consists in neglecting reflections on all the steps of
the staircase potential. This amounts to neglecting non diagonal terms in the matrix
which couples rightward and leftward traveling waves in (I.59). The resulting differential
equations are then decoupled:

ψ′±WKB(z) =
(
±ikdB(z)− k′dB(z)

2kdB(z)

)
ψ±WKB(z) (I.62)

and we can integrate them under the form of equation (I.56). With this derivation we
see that the WKB approximation will be satisfied in regions where |k′dB(z)/2kdB(z)| �
kdB(z), that is |λ′dB(z)| � 4π. This is a sufficient, but not a necessary condition, as we
will see later on.

Motion of WKB wavepackets

We now should check that in a region of space and in an energy range where the WKB
approximation is valid, the solutions of the Schrödinger equation indeed behave clas-
sically. To do so, we form a wavepacket of solutions that are well approximated by
rightward traveling WKB waves:

ψ(z, t) =
∫
w(E)ψE(z) exp(−iEt/~) dE , ψE(z) ' ψ+

WKB(z) . (I.63)
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Here w(E) is a real-valued weighting function peaked around a central value E0.
The center of the wavepacket at time t is the position z such that the phase is

stationary with respect to E around E0:

∂

∂E
(φdB(z)− Et/~)

∣∣∣
E0

= 0 , that is ∂

∂E
(W (z, E)− Et)

∣∣∣
E0

= 0 , (I.64)

which yields ∫ z

z0

m dζ√
2m(E0 − V (ζ))

= t . (I.65)

Let zcl(τ) be the classical trajectory starting in z0 with energy E0 and moving towards
the right, it obeys

dzcl
dτ (τ) = pcl(τ)

m
=
√

2m(E0 − V (zcl(τ)))
m

. (I.66)

Using the change of variables ζ = zcl(τ) we show that zcl(t) is the solution of (I.65):∫ zcl(t)

z0

m dζ√
2m(E0 − V (ζ))

=
∫ t

0

dzcl
dτ (τ) m dτ√

2m(E0 − V (zcl(τ)))
=
∫ t

0
dτ = t . (I.67)

We conclude that in regions where the WKB approximation is applicable, wavepackets
follow the classical trajectory corresponding to their central energy. This justifies the
use of WKB wavefunctions as a reference for classical behavior.

I.2.b The badlands function
It is interesting to note that although the WKB wavefunctions (I.56) are not exact solu-
tions of the original Schrödinger equation (I.15), they are exact solutions of a modified
Schrödinger equation:

ψ′′±WKB(z) + F (z)(1 +Q(z))ψ±WKB(z) , (I.68)

where the function Q(z) can be written in a variety of ways:

Q(z) ≡ 1
2F (z){φdB, z} (I.69)

= 1
2
k′′dB(z)
kdB(z)3 −

3
4
k′dB(z)2

kdB(z)4 (I.70)

= F ′′(z)
4F (z)2 −

5F ′(z)2

16F (z)3 (I.71)

= ~2

2m
4(V (z)− E)V ′′(z)− 5V ′(z)2

16(E − V (z))3 (I.72)

= − 1
4π2

(√
λdB(z)

)3 d2

dz2

√
λdB(z) . (I.73)



Chapter I. Quantum reflection 21

In regions where Q(z) is small compared to one, the exact and WKB wavefunctions
obey essentially the same equation, therefore exact solutions can be written as linear
combinations of WKB waves. This is obviously the case in regions of constant potential,
but Q(z) can also become negligible in regions where F (z) = E − V (z) is very large,
even if V (z) varies rapidly. In these regions the direction of propagation of matter waves
can be defined unambiguously, so that no quantum reflection can occur.

It follows that quantum reflection can happen only in regions where Q(z) has signif-
icant values. These regions are typically associated to small values of F (z) and/or fast
variations of the potential. We expect the WKB approximation to break down in these
regions, which are known as the badlands.

To illustrate the link between the badlands function Q(z) and quantum reflection,
we return to the example of the potential step given in section I.1.c. Figure I.4 displays
the energy and potential for various choices of parameters, along with the corresponding
badlands function. The badlands function features a bump accompanied by a smaller
dip and it vanishes away from the step. In the top panel, the potential is kept fixed while
the energy is varied and lower energies are seen to be associated with a larger magnitude
of the badlands function. The middle panel shows the effect of varying the steepness
of the step, with steeper steps corresponding to larger, more localized badlands peaks.
Finally, in the bottom panel the step height U is varied. Although higher steps lead to
slightly taller badlands peaks, the effect is not very pronounced.

Qualitatively, the height of the badlands peak is well correlated with the probability
of quantum reflection (see figure I.2 and the values of R given in the captions of figure
I.4). However, at this point we have not established a quantitative link between the
badlands function and quantum reflection. For the moment the role of the badlands
function is discussed by comparing two different problems associated with equations
(I.15) and (I.68). In section I.3.d we will give a more satisfactory interpretation of
the badlands function, based only on the physical equation (I.15). Until we provide this
firmer footing, the badlands function can only be seen as a clue as to how much quantum
reflection can be expected and where it occurs.

I.2.c Coupled WKB waves
We have seen in the previous section that the WKB waves are constructed in such a way
that their direction of propagation is well defined. Therefore quantum reflection can be
seen as a departure of the exact solution of the Schrödinger equation from its WKB ap-
proximation. In particular, it is instructive to write an exact solution to the Schrödinger
equation as a linear combination of WKB waves with space-dependent coefficients a+(z)
and a−(z):

ψ(z) ≡ a+(z)ψ+
WKB(z) + a−(z)ψ−WKB(z) . (I.74)

The idea is that a± should be constant in regions where the WKB approximation is
accurate but may vary elsewhere, allowing for the conversion of an incident wave into a
reflected one. Moreover, we expect any fast variations of the wavefunction to be absorbed
in the WKB basis functions, so that the coefficients a± vary slowly.



Chapter I. Quantum reflection 22

−1.2
−1.0
−0.8
−0.6
−0.4
−0.2

0.0
0.2
0.4

E
,V

−10 −5 0 5 10
z

−1.0
−0.5

0.0
0.5
1.0
1.5
2.0
2.5

Q

(a) U = −1, L = 0.5 and E =
0.2 (blue), 0.1 (green) and 0.05
(red). The corresponding re-
flection probabilities for a wave
impinging from the left are re-
spectively R = 4.6, 11.4 and
21.6%.

−1.2
−1.0
−0.8
−0.6
−0.4
−0.2

0.0
0.2
0.4

E
,V

−10 −5 0 5 10
z

−2
−1

0
1
2
3
4
5

Q

(b) U = −1, E = 0.1 and
L = 1 (blue), 0.5 (green) and
0.25 (red). The correspond-
ing reflection probabilities for
a wave impinging from the left
are respectively R = 1.8, 11.4
and 22.2%.

−2.5

−2.0

−1.5

−1.0

−0.5

0.0

0.5

E
,V

−10 −5 0 5 10
z

−0.5

0.0

0.5

1.0

1.5

Q

(c) E = 0.1, L = 0.5 and
U = −0.5 (blue), −1 (green)
and −2 (red). The correspond-
ing reflection probabilities for
a wave impinging from the left
are respectively R = 8.5, 11.4
and 13.0%.

Figure I.4: Potential step (I.42) and badlands function Q(z) for various choices of the
energy E (top panel), step width L (middle panel) and step height U (bottom panel).
The units used in these plots are such that ~2/2m = 1.
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Equation (I.74) must be complemented by another condition in order to define a±(z)
unambiguously and several choices have been made in the literature. One option is to
identify a±ψ±WKB with the right and left moving parts of the wavefunction ψ± introduced
in (I.58). Then equations (I.61) yield the following coupled equations for a±:

a′±(z) = k′dB(z)
2kdB(z)a∓(z) exp(∓2iφdB(z)) . (I.75)

This equation is derived in particular by Berry and Mount [110]. This choice leads to
the following expression for the derivative of ψ:

ψ′(z) = ikdB(z)a+(z)ψ+
WKB(z)− ikdB(z)a−(z)ψ−WKB(z) . (I.76)

In his 1935 article [139], Kemble recommends a slightly different choice, requiring
the derivative of the wavefunction to be given by

ψ′(z) = a+(z)ψ′+WKB(z) + a−(z)ψ′−WKB(z) . (I.77)

In this case the coefficients a± can be expressed as Wronskians of ψ with the WKB
functions:

a±(z) = W(ψ∓WKB, ψ)
W(ψ∓WKB, ψ

±
WKB)

= ± 1
2iW(ψ∓WKB, ψ) . (I.78)

This choice is more in line with the method of extracting coefficients of a linear com-
bination using the Wronskian (see equation (I.40)), except that in this case the basis
functions are not exact solutions of the equation. Taking the derivative of this Wron-
skian, and using equations (I.15) and (I.68) obeyed by ψ and ψ±WKB respectively we
find

a′±(z) = ±kdB(z)2

2i Q(z)ψ∓WKB(z)ψ(z)

= ±kdB(z)
2i Q(z) (a±(z) + a∓(z) exp (∓2iφdB(z))) . (I.79)

This procedure can be generalized to any basis of complex conjugate wavefunctions.
For any smooth increasing function ϕ(z) we can write

ψ(z) = a+(z)exp(iϕ(z))√
ϕ′(z)

+ a−(z)exp(−iϕ(z))√
ϕ′(z)

, (I.80)

a±(z) = ±1
2i W

(
exp(∓iϕ(z))√

ϕ′(z)
, ψ

)
. (I.81)

Taking a derivative, we obtain the following coupled equations:

a′±(z) = ±1
2i

(
ϕ′(z)2 − F (z) + 1

2{ϕ, z}
) exp(∓iϕ(z))√

ϕ′(z)
ψ(z) (I.82)

= ±1
2iϕ′(z)

(
ϕ′(z)2 − F (z) + 1

2{ϕ, z}
)

(a±(z) + a∓(z) exp(∓2iϕ(z))) . (I.83)
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Note however that, in general, the basis functions exp(±iϕ(z))/
√
ϕ′(z) cannot be asso-

ciated to a specific direction of propagation, unlike the particular case of WKB wave-
functions ϕ(z) = φdB(z) where we recover the result (I.79).

In all above cases, the current j associated to the wavefunction ψ(z) is proportional
to the difference of squared moduli of a+ and a−, which is therefore a constant:

j = ~
m

(
|a+(z)|2 − |a−(z)|2

)
. (I.84)

I.2.d Scattering matrix
We suppose now that the coefficients a±(z) have finite limits on both sides of a given in-
teraction region. Let L and R denote the left and right sides of that region as represented
in figure I.5. We may write these limits in the following ways:

aL+ ≡ ain
+ ≡ lim

z→L
a+(z) , aR+ ≡ aout

+ ≡ lim
z→R

a+(z) , (I.85)

aL− ≡ aout
− ≡ lim

z→L
a−(z) , aR− ≡ ain

− ≡ lim
z→R

a−(z) . (I.86)

aL+ = ain
+

aL− = aout
−

aR+ = aout
+

aR− = ain
−

Figure I.5: Diagram showing the amplitudes of leftward and rightward traveling waves
on both sides of the scattering region (depicted by the gray ellipse).

We can give a global description of the processes occurring within the interaction
region by specifying only the relations between the input and output coefficients with
the help of a scattering matrix S:(

aout
+
aout
−

)
≡ S

(
ain

+
ain
−

)
, S ≡

(
t̄ r
r̄ t

)
. (I.87)

In the case where the basis functions are WKB waves, the direction of propagation
is well defined on both sides of the interaction region and the elements of the scattering
matrix are reflection and transmission coefficients. For example the solution correspond-
ing to an incident wave arriving from the right which is reflected and transmitted by a
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localized potential has the following asymptotic behavior:

ψ(z) '
z→R

ψ−WKB(z) + r ψ+
WKB(z) , (I.88)

ψ(z) '
z→L

t ψ−WKB(z) . (I.89)

We can calculate the current j in each of these limits and use the fact that it is a constant
to prove that

|r|2 + |t|2 = 1 , (I.90)

which expresses the conservation of probability during the scattering process, R ≡ |r|2
being the reflection probability and |t|2 = 1 − R the transmission probability. More
generally, the scattering matrix is unitary:

SS† = S†S = I . (I.91)

A proof of that property and more details on the scattering matrix and the associated
transfer matrix can be found in appendix A.

I.3 Liouville transformations of the Schrödinger equation

I.3.a Liouville transformations
In this section we consider transformations which preserve the form of the Schrödinger
equation:

ψ′′(z) + F (z)ψ(z) = 0 , (I.92)

with F (z) an arbitrary real function. Such equations are a particular case of Sturm-
Liouville equations [140], the transformation properties of which are detailed in appendix
A.

The Liouville transformation [138] is a coordinate change associated with a rescal-
ing of the wave-function. The coordinate change maps the physical z−domain into a
z̃−domain with z̃(z) a smooth monotonous function (z̃′(z) > 0). The rescaled wave-
function ψ̃(z̃) is

ψ̃(z̃) ≡
√
z̃′(z)ψ(z) (I.93)

and it also obeys a Schrödinger equation

ψ̃′′(z̃) + F̃ (z̃)ψ̃(z̃) = 0 , (I.94)

with a transformed function

F̃ (z̃) =
F (z)− 1

2{z̃, z}
z̃′(z)2 . (I.95)
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The curly braces denote the Schwarzian derivative (I.29) of the coordinate transformation
z̃(z).

This transformation was introduced by Liouville in 1837 [131] to derive the approx-
imation to the solutions of the heat equation that would later be known as the WKB
approximation. Subsequently, Liouville transformations were mostly used in the same
spirit, as a starting point for various approximation schemes. In particular, the trans-
formation is sometimes associated to the names of Miller and Good who developed the
comparison equation approximation as a generalization of WKB [141–143], and which
we will discuss further in sections I.3.d and I.3.e. Many authors have since proposed
variations on the comparison equation approximation [144–148].

The Liouville transformation can also be employed to obtain exact mathematical
results, for example to relate various exactly solvable Schrödinger equations [149, 150]
or to place bounds on the transmission probability [151]. It is also akin to the Duru-
Kleinert transformation of path integrals [152, 153].

Our use of Liouville transformations differs from all these previous works because it
is neither used to perform an approximation, nor to obtain analytical results. Our goal
here is to perform exact calculations for realistic potentials, precisely in regimes where
the comparison equation approximation is not valid [154, 155].

The composition of two Liouville transformations z → z̃ and z̃ → z̆ is again a
Liouville transformation z → z̆, and the group properties of this composition law is
ensured by the Cayley identity for Schwarzian derivatives:

{z̆, z} =
(
z̃′(z)

)2 {z̆, z̃}+ {z̃, z} . (I.96)

When this identity is applied to inverse transformations (z̆ = z), the following relation
is obtained:

0 =
(
z̃′(z)

)2 {z, z̃}+ {z̃, z} , (I.97)

so that the transformation (I.95) can also be written

F̃ (z̃) = z′(z̃)2F (z) + 1
2{z, z̃} . (I.98)

The Liouville transformation relates Schrödinger equations with functions F̃ (z̃) and
F (z) that can be radically different. However the corresponding physical systems share
a number of properties. Indeed many physical quantities can be expressed in terms of
Wronskians (I.35) and the Liouville transformations have the remarkable property of
preserving these Wronskians:

W(ψ1, ψ2) = W̃(ψ̃1, ψ̃2) . (I.99)

As shown in (I.41), the probability density current j can be written in terms of a
Wronskian. It is therefore invariant under Liouville transformations: j = j̃. More gener-
ally, we show in appendix A that all scattering amplitudes can be written as Wronskians
of particular solutions of the Schrödinger equation. Therefore the Liouville transforma-
tion preserves all the scattering properties of a problem.
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The equation (I.28) obeyed by the phase of the wavefunction transforms particularly
naturally under Liouville transformations. Indeed we can use Cayley’s identity to rewrite
it more compactly

φ′(z)2 − F (z) + 1
2{φ, z} = 1

2{exp(2iφ), z} − F (z) = 0 . (I.100)

The Liouville transformation then simply consists in a change of variable in the Schwarzian
derivative:

1
2{exp(2iφ̃), z̃} − F̃ (z̃) = 0 , (I.101)

where the phase transforms as a scalar: φ̃(z̃) ≡ φ(z). In contrast, the density ρ is not
preserved by the transformation, as one deduces from (I.93) that

dz
ρ(z) = dz̃

ρ̃(z̃) . (I.102)

We have seen in section I.2.c the usefulness of decompositions of the form

ψ(z) = a+(z)exp(iϕ(z))√
ϕ′(z)

+ a−(z)exp(−iϕ(z))√
ϕ′(z)

, (I.103)

a±(z) = ±1
2i W

(
exp(∓iϕ(z))√

ϕ′(z)
, ψ

)
. (I.104)

As a consequence of the simple transformation properties of wavefunctions in polar
form, this decomposition also transforms very naturally to

ψ̃(z̃) = ã+(z̃)exp(iϕ̃(z̃))√
ϕ̃′(z̃)

+ ã−(z̃)exp(−iϕ̃(z̃))√
ϕ̃′(z̃)

, ϕ̃(z̃) = ϕ(z) , (I.105)

ã±(z̃) = ±1
2i W̃

(
exp(∓iϕ̃(z̃))√

ϕ̃′(z̃)
, ψ̃(z̃)

)
= a±(z) , (I.106)

ã′±(z̃) = ±1
2i

(
ϕ̃′2 − F̃ (z̃) + 1

2{ϕ̃, z̃}
) exp(∓iϕ̃(z̃))√

ϕ̃′(z̃)
ψ̃(z̃) . (I.107)

The invariance of the a± coefficients under the transformation is another manifestation
of the preservation of the scattering amplitudes by Liouville transformations.

We now consider several specific choices of coordinate changes z̃(z), some of which
will be useful to treat quantum reflection problems.

I.3.b Trivial coordinates
Before we start, note that it is vain to look for Liouville transformations that map the
original equation onto a trivial one, with F̃ (z̃) = 0 or 1. Indeed, as could be expected,
the problem of finding the corresponding coordinate change is equivalent to solving the
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original equation. However, working this out allows us to make the connection with a
noteworthy property of the Schwarzian derivative.

First, note that if we set F̃ = 1 in (I.95), then z̃ obeys the equation (I.28) for the
phase φ of the wavefunction, so that z̃ = φ. If we instead try to set F̃ = 0, then (I.101)
becomes

{exp
(
2iφ̃
)
, z̃} = 0 , (I.108)

which is solved by (see equation (I.34))

exp
(
2iφ̃
)

= az̃ + b

cz̃ + d
. (I.109)

Solving for z̃, we find that it is the ratio of two solutions of the original equation (I.92):

z̃(z) = ψ1(z)
ψ2(z) , (I.110)

ψ1(z) = d
eiφ√
φ′(z)

− b e−iφ√
φ′(z)

, ψ2(z) = −c eiφ√
φ′(z)

+ a
e−iφ√
φ′(z)

. (I.111)

Application of equation (I.95) then yields a well known result for Schwarzian derivatives:
if ψ1 and ψ2 are independent solutions of the Schrödinger equation (I.92), then{

ψ1
ψ2
, z

}
= 2F (z) . (I.112)

I.3.c Dimensionless coordinate
Putting the Schrödinger equation in non-dimensional form can be seen as a (very basic)
Liouville transformation. If κ ≡ ~−1√2mE is the wavevector in the absence of a poten-
tial, we can define the dimensionless coordinate z̃ ≡ κz and the transformed equation
is:

ψ̃′′(z̃) + (1− v(z̃))ψ̃(z̃) = 0 , (I.113)

with v(z̃) ≡ V (z)/E the dimensionless potential function and ψ̃(z̃) =
√
κψ(z) the trans-

formed wavefunction. In this case the Schwarzian derivative vanishes so that no extra
potential term appears. Despite its simplicity, this transformation is a reminder that
all of the scattering properties of the Schrödinger equation depend only on the function
v(z̃) = V (z̃/κ)/E.

I.3.d WKB coordinate
In the absence of classical turning points (F > 0), a particularly interesting Liouville
transformation is obtained by defining a coordinate proportional to the WKB phase6:

z(z) ≡ φdB(z)
κ

. (I.114)

6For the time being the proportionality constant κ is left unspecified.
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Hereafter we use boldfaces to denote quantities related to this coordinate choice. In
particular, we have

ψ(z) =

√
kdB(z)

κ
ψ(z) , F (z) = κ2 (1−Q(z)) . (I.115)

F (z) can be rewritten in terms of an “energy” and a “potential” (compare with equation
(I.15)):

F (z) ≡ E − V (z) , E = κ2 , V (z) = κ2Q(z) . (I.116)

Therefore, with this coordinate choice, the original equation is mapped onto an equation
describing scattering on a potential proportional to the badlands function Q(z) (see
equation (I.69)). This new potential depends on both the original potential and energy
while the new energy depends only on the choice of κ.

With this formulation, the role of the badlands function as a criterion of validity of
the WKB approximation becomes obvious: in regions where the badlands function is
negligible, the transformed equation has solutions ψ(z) = exp(±iκz), which correspond
to the WKB wavefunctions in the original coordinate:

ψ(z) = 1√
z′(z)

ψ(z(z)) =
√

κ
kdB(z) exp(±iφdB(z)) ∝ ψ±WKB(z) . (I.117)

Another way of seeing this is to express the coupled equations describing the exchange
between two waves in the WKB coordinate: if we set z̃ = ϕ̃ = φdB = z (κ = 1) in
(I.107), we find that

ψ(z) = a+(z) exp(iz) + a−(z) exp(−iz) , (I.118)

a′±(z) = ±1
2i Q(z) exp(∓iz)ψ(z) (I.119)

= ±1
2i Q(z) (a±(z) + a∓(z) exp(∓2iz)) . (I.120)

The coefficients a± = a± are therefore constant in the regions where Q(z) ' 0, so that
the WKB approximation is valid there.

The WKB approximation thus consists in neglecting the badlands function in equa-
tion (I.115) in order to make it trivial to solve. This method is generalized by the
comparison equation approximation [110, 141, 143]. The idea behind this approxima-
tion is to choose a coordinate change z̃(z) such that

• |{z̃, z}| � |2F (z)|, so that the Schwarzian derivative can be neglected in the
Liouville-transformed Schrödinger equation (I.94):

ψ̃′′(z̃) + G̃(z̃)ψ̃(z̃) ' 0 , (I.121)

G̃(z̃) ≡ F (z)
z̃′(z)2 ' F̃ (z̃) if |{z̃, z}| � |2F (z)| , (I.122)
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• the “comparison” equation (I.121) obtained by neglecting the Schwarzian deriva-
tive is exactly solvable.

In the case of the WKB approximation, G̃(z̃) is a constant. In the next section we will
introduce the Langer approximation, where G̃(z̃) is a linear function.

Note that the definition of G̃ imposes G̃(z̃) and F (z) always have the same sign, so
that the original and comparison equations have the same turning point structure. For
example the WKB approximation is suitable for problems without a classical turning
point while the Langer approximation can be used in problems with one turning point.

Although the comparison equation approximation can be very powerful, it remains an
approximation. We stress that, in this work, we make no such approximation as we don’t
discard any term in the Liouville-transformed Schrödinger equation (I.94). Moreover,
the turning point structure of the transformed scattering problem can be qualitatively
different from the original. In particular, it can have classical turning points whereas the
original problem had none. In fact, the shape of the new potential is generally a peak.
Indeed, provided that

√
λdB

d
dz
√
λdB vanishes on both sides of the domain, the integral

of V (z) is always positive. To see this, we change variables from z to z in the integral
and perform an integration by parts:∫

V (z)dz = κ
∫
Q(z)kdB(z)dz (I.123)

= − κ
2π

∫ √
λdB

d2

dz2

√
λdB dz (I.124)

= κ
2π

∫ ( d
dz
√
λdB

)2
dz > 0 . (I.125)

The aim of the comparison equation approximation is to approximate the original
equation by a simpler equation which is as similar to it as possible. Here, in contrast,
we will be particularly interested in cases where the original and Liouville-transformed
equations correspond to fundamentally different problems in a semiclassical picture.

I.3.e Langer coordinate
Until now, we have considered quantum reflection in the absence of classical turning
points, that is also in the absence of classical reflection. In fact, the WKB approximation
breaks down at classical turning points: the wavefunctions (I.56) diverge at the turning
point since the wavevector kdB vanishes. Nevertheless, one can extend the definition
(I.16) of the wavevector to the classically forbidden regions (F (z) < 0):

kdB(z) ≡ i

~

√
2m(V (z)− E) , V (z) > E (I.126)

and define exponentially growing or decaying WKB waves in analogy with (I.56):

ψ±WKB = 1√
|kdB|

exp
(
±
∫ z

z0
|kdB(ζ)| dζ

)
. (I.127)
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Here, z0 is a reference point within the classically forbidden region. Connecting the
WKB solutions on both sides of a turning point has been an important challenge in
the development of the semiclassical approximation. Actually, the names of Wentzel,
Kramers and Brillouin are associated with the approximation because they contributed
to solve this “connection problem” [133–135].

However, the WKB phase φdB(z) is then no longer a real and strictly increasing func-
tion, so that it does not qualify as a coordinate for a Liouville transformation. Moreover,
although it can be defined in classically forbidden regions, the badlands function Q(z) di-
verges at classical turning points. In these conditions, the results of the previous section
cannot be applied.

To find a suitable coordinate for a problem with a turning point, we follow the idea
of Langer who proposed an alternative solution to the connection problem by means of
a specific Liouville transformation which is regular around classical turning points [156,
157]. To simplify, we suppose in the following that F (z) has only one zero zt and that
F ′(zt) 6= 0. Thus F (z) is approximately linear in the vicinity of the turning point:

F (z) '
z→zt

F ′(zt)(z − zt) . (I.128)

Langer’s idea was to use a comparison equation (I.121) which mimics this linear behavior:

ψ̃′′(z̃) + G̃(z̃)ψ̃(z̃) ' 0 , (I.129)

G̃(z̃) ≡ F (z)
z̃′(z)2 ≡ α

3(z̃ − z̃t) , (I.130)

where α3 is a constant7 of the same sign as F ′(zt) and z̃t = z̃(zt). Using again boldfaces
for all quantities related to this particular choice of coordinate, the Langer coordinate
is therefore defined by

z′(z) ≡
√

F (z)
α3(z − zt)

, for z 6= zt , (I.131)

z′(zt) ≡
F ′(zt)1/3

α
, z(zt) ≡ zt . (I.132)

This integrates to

z(z) = zt + sgn (F (z))
α

∣∣∣∣32
∫ z

zt

√
|F (ζ)| dζ

∣∣∣∣2/3 , (I.133)

which is approximately linear around zt. The exact transformed function F is

F (z) = α3(z − zt)−
1

2z′(z)2 {z, z} = α3(z − zt) + 1
2{z, z} . (I.134)

7The cube is introduced here to simplify upcoming equations.
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Explicitly evaluating F yields

F (z) = α3(z − zt)−
5

16(z − zt)2 − α
3(z − zt)Q(z) , (I.135)

where Q(z) is the badlands function defined in (I.69). Note that the two last terms in
(I.135) diverge individually at the turning point but their sum cancels out there.

In regions where the Schwarzian derivative {z, z} is negligible, and in particular near
the turning point, the Schrödinger equation tends towards the Airy equation:

ψ′′(z) + α3(z − zt)ψ(z) ' 0 , (I.136)

which is solved by the Airy functions (we discuss these special functions in more detail
in section III.3 and appendix C):

ψ(z) ' AAi(α(zt − z)) +B Bi(α(zt − z)) . (I.137)

Langer’s comparison equation approximation assumes that this is true everywhere whereas,
in our exact treatment, the Schrödinger equation can depart from the Airy equation.

I.3.f Extension to higher dimensions
It is natural to try to extend the Liouville transformation to the Schrödinger equation in
higher dimensions. Unfortunately, the success of the Liouville transformation is linked
to the particular form of the one dimensional Schrödinger equation (I.92) and it does
not extend well to partial differential equations. If the equation is separable, then it is
equivalent to several one dimensional equations which one can transform independently.
The general case is less simple [158, 159].

In 2D one can take advantage of conformal invariance to write transformations that
preserve the shape of the Schrödinger equation[

∂2

∂x2 + ∂2

∂y2 + F (x, y)
]
ψ(x, y) = 0 . (I.138)

To do so, we rewrite the equation in terms of the complex variables z = x + iy and
z∗ = x− iy: [

∂2

∂z∂z∗
+ F (z, z∗)

]
ψ(z, z∗) = 0 . (I.139)

If f(z) is an analytic function in the complex plane we can perform the following change
of variables z → z̃ = f(z) and z∗ → z̃∗ = f(z∗) = f(z)∗:[

∂2

∂z̃∂z̃∗
+ F̃ (z̃, z̃∗)

]
ψ̃(z̃, z̃∗) = 0 , (I.140)

with
ψ̃(z̃, z̃∗) = ψ(z, z∗) and F̃ (z̃, z̃∗) = |f ′(z)|−2F (z, z∗) . (I.141)
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If x̃(x, y) and ỹ(x, y) are the real and imaginary parts of z̃,[
∂2

∂x̃2 + ∂2

∂ỹ2 + F̃ (x̃, ỹ)
]
ψ̃(x̃, ỹ) = 0 . (I.142)

Note that while in 1D any smooth strictly increasing function is a valid coordinate
change, in 2D we have the additional requirement

z̃(z) = x̃(x, y) + iỹ(x, y) = f(x+ iy) , (I.143)

with f an analytic function, which means x̃ and ỹ must satisfy the Cauchy-Riemann
equations:

∂x̃

∂x
= ∂ỹ

∂y
and ∂ỹ

∂x
= −∂x̃

∂y
. (I.144)

In 3D, there seems to be no simple way of changing coordinates while preserving the
shape of the equation[

∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 + F (x, y, z)
]
ψ(x, y, z) = 0 . (I.145)

One possibility is to focus on one direction and perform Fourier transforms to elimi-
nate the derivatives in the transverse directions. This results in one equation for each
transverse mode:[

∂2

∂z2 − k
2
x − k2

y

]
Ψ(kx, ky, z)

= −
∫∫ dk′x

2π
dk′y
2π F(kx − k′x, ky − k′y, z)Ψ(k′x, k′y, z) , (I.146)

Ψ(kx, ky, z) ≡
∫∫

dx dy ψ(x, y, z)e−ikxx−ikyy , (I.147)

F(kx, ky, z) ≡
∫∫

dx dy F (x, y, z)e−ikxx−ikyy . (I.148)

We can now perform a Liouville transform z → z̃(z):

Ψ̃(kx, ky, z̃) ≡
√
z̃′(z)Ψ(kx, ky, z) , (I.149)[

∂2

∂z̃2 −
k2
x + k2

y − 1
2{z̃, z}

z̃′(z)2

]
Ψ̃(kx, ky, z̃)

= −
∫∫ dk′x

2π
dk′y
2π
F(kx − k′x, ky − k′y, z̃)

z̃′(z)2 Ψ̃(k′x, k′y, z̃) . (I.150)

Note that we have proceeded implicitly in the same manner with the time-dependent
Schrödinger equation (I.12), which is also not amenable to Liouville transformation.
Indeed, we have used a Fourier transform to obtain the time-independent equation (I.15).
However, since we did not consider time-dependent potentials, the convolution product
which appears here was reduced to an ordinary product.
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I.4 Semiclassical and quantum regimes
Performing a Liouville transformation to the WKB coordinate emphasizes the role of
the badlands function Q(z) as an indicator of deviations from the semiclassical approx-
imation. We are thus led to define two regimes based on the relative strengths of the
two terms in F = E − V = κ2(1−Q):

• the semiclassical regime if Q(z)� 1 everywhere,

• the quantum regime if there is a region where Q(z)� 1.

In the semiclassical regime, one might want to go beyond the WKB approximation
which neglects any reflection. Instead of boldly taking V = 0, one can treat it as a
perturbation in order to evaluate “semiclassically weak” reflection. Approximate ex-
pressions for the reflection coefficient have been obtained in this way by several authors
[109–112, 160]. This is useful in particular if the original potential V (z) is singular
and cannot be treated perturbatively, even at high energy. In contrast the transformed
potential V typically vanishes when the energy is sufficiently high.

We illustrate the spirit of these approximations by an example. Starting from the
coupled equations (I.119), one can derive the following equation for the ratio a+/a−:

d
dz
a+
a−

= 1
2iQ(z)e−2iz

(
1 + a+

a−
e2iz

)2
. (I.151)

If we consider the solution obeying an absorbing boundary condition on the left: a+(−∞) =
0 and a−(−∞) = 1, then

a+(z)
a−(z) = 1

2i

∫ z

−∞
Q(ζ)e−2iζ

(
1 + a+(ζ)

a−(ζ)e
2iζ
)2

dζ . (I.152)

Since the badlands function has small values in this regime, a+/a− is expected to remain
small as well. Therefore (I.152) can be used as the basis of a recursive scheme, where at
first order the reflection coefficient is given by

r = lim
z→∞

a+
a−

'
Q�1

1
2i

∫ ∞
−∞

Q(ζ)e−2iζdζ . (I.153)

We recognize this as the first order Born approximation [130] for the transformed scat-
tering problem (I.115).

We now consider the quantum limit, meaning that there is a region where Q(z)� 1.
In this region, we neglect the energy E = κ2 in the Liouville-transformed Schrödinger
equation (I.68):

ψ′′(z)− V (z)ψ(z) ' 0 , V (z) = κ2Q(z) = −1
2{z, z} . (I.154)

Transforming back to the physical coordinate z, we find that F (z) ' 0. Indeed, our
approximation has taken us to the trivial frame mentioned in I.3.b. Therefore, large
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values of the badlands function signal regions over which the function F (z) can safely
be neglected, and where the wavefunction is thus approximately linear:

ψ(z) '
Q�1

C

(
1− z

a

)
, (I.155)

where C and a are complex constants.
This property should be put in relation with the universality of scattering near the

threshold E = 0, first noted by Wigner [161]. In particular, it is well-known that the
interaction between ultracold particles can be replaced by an effective contact potential
which depends on a single parameter, the scattering length [129]. For example, this
result is used to model interacting Bose-Einstein condensates with the Gross-Pitaevskii
equation [162, 163].

In fact, this property applies also to particle-surface collisions, which will be the
focus of the next chapter. Indeed, a particle interacting with a plane mirror or two
particles interacting through a spherically symmetric potential are both described by a
one dimensional Schrödinger equation of the form (I.14) defined on the half-line z > 0.

If the wavevector κ ≡ ~−1√2mE is small enough, the associated wavelength 2π/κ
is much larger than the range ` of the potential. We can then define two overlapping
regions, as shown in figure I.6:

• an inner region such that z � κ−1, where the energy is too small to affect the
wavefunction,

• an outer region such that z � `, where the potential is too small to affect the
wavefunction, so that we can write:

ψ(z) '
z�`

N√
κ

(
e−iκz + reiκz

)
. (I.156)

z

z � κ−1

z � `

E

V

Figure I.6: Diagram showing the overlapping regions where the wavefunction is unaf-
fected by the potential (z � `) or by the energy (z � κ−1) provided κ`� 1.
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It follows that in the overlap between these two regions, F (z) can be neglected
altogether so that the wavefunction (I.156) can be linearized:

ψ(z) '
`�z�κ−1

N i
√
κ(r − 1)z +N r + 1√

κ
= C

(
1− z

a

)
, (I.157)

with C = N r + 1√
κ

, a = i

κ

r + 1
r − 1 . (I.158)

More rigorously, the region over which F (z) can safely be neglected is given by the
criterion Q(z)� 1 which we have derived above.

Matching (I.157) with the wavefunction in the inner region fixes the value of a, the
scattering length, which is therefore independent of the energy. Solving for the reflection
coefficient r we find that it has the following energy dependence:

r ' κa+ i

κa− i
' − exp (−2iκa) , κ`� 1 , (I.159)

where the second expression is equal to the first up to order (κa)2.
The net current towards z = 0 is proportional to 1−|r|2. If the collision is elastic, the

incoming and reflected waves are balanced so that |r|2 = 1 and the scattering length a is
real. This is generally the case for inter-atomic collisions. However, in the general case,
inelastic processes can occur when the particle-particle or particle-surface separation is
small, for example the formation of a reaction product [164] or absorption by the surface
[124]. In that case, a is a complex number and its real part determines the scattering
phase shift while its imaginary part is a measure of inelasticity :

arg(r) '
κ`�1

−2κRe(a) , (I.160)

|r|2 '
κ`�1

exp (−4κb) < 1 , b ≡ − Im(a) > 0 . (I.161)

Conclusion
We have shown that WKB waves propagate classically, without reflection. Exact so-
lutions of the Schrödinger equation can be expressed as a sum of counterpropagating
WKB waves with varying amplitudes. Exchange between these two waves – that is to
say quantum reflection – takes place in regions where the WKB approximation breaks
down and that are signaled by the badlands function.

We have introduced Liouville transformations of the Schrödinger equation, which
consist in a change of coordinate associated with a rescaling of the wavefunction. These
transformations have the remarkable property of leaving the scattering amplitudes un-
changed, even if the potential landscape is deeply modified.

In problems without a classical turning point, using the WKB phase as coordinate
maps the original equation onto an equivalent equation where the badlands function
plays the role of a potential. This transformation makes the significance of the badlands
function to quantum reflection clear. In particular, semiclassical and quantum regimes
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of scattering can be defined based on how the badlands function compares to 1. We
have also defined the Langer coordinate, which is adapted to problems with a classical
turning point, and discussed the similarities and differences between our approach and
the comparison equation approximation.

In the next chapter, we apply these results to the specific case of quantum reflection
on the Casimir-Polder potential.



Chapter II
Reflection from the Casimir-Polder
potential

A ground state atom approaching a material surface experiences the attraction of the
Casimir-Polder force. The latter varies more and more rapidly, as the potential diverges
with an inverse power-law near the surface. Upon reaching this potential “cliff”, a
classical particle would inevitably fall towards the surface. A matter wave, on the other
hand, undergoes quantum reflection. The aim of this chapter is to provide an evaluation
of the reflection probability of ground state hydrogen or antihydrogen on a variety of
mirrors.

To do so, we will start by expressing the Casimir-Polder potential in terms of the
electromagnetic scattering properties of both atom and mirror. This approach will allow
us to take into account the material properties of the mirrors, which will be shown to
affect the potential and, consequently, quantum reflection. In particular, we will consider
mirrors which couple weakly to the electromagnetic field, such as thin slabs, graphene
sheets and porous media and show that such mirrors lead to a larger quantum reflection
probability [165, 166].

Solving the Schrödinger equation with the Casimir-Polder potential will allow us to
evaluate the quantum reflection probability. Rather than solving the equation by brute
force, we will expose two methods which take advantage of the link between quantum
reflection and the WKB approximation presented in chapter I. We will especially focus
on the method of Liouville transformation to the WKB coordinate, as we believe it to be
the best suited both for numerical calculations and physical interpretation [154, 155]. It
will notably allow us to explain why mirrors which least reflect the electromagnetic field
best reflect atoms. More generally, we will show that the quantum reflection probability
can be accurately predicted over a wide range of energies and for a great variety of
mirrors with the help of a one-parameter model.

Finally, we will discuss the role of the boundary condition on the surface, which
models all the physico-chemical processes which may occur there. For antimatter exper-
iments like GBAR, annihilation of the anti-atom upon reaching the surface enforces a
simple, absorbing boundary condition. We will show that for matter atoms the situation

38
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can be more involved.

II.1 Casimir-Polder interaction between an atom and a plane
In this section we give the expression of the Casimir interaction energy between two
arbitrary objects in the scattering approach, before specializing to the case of an atom
in front of a plane.

II.1.a Casimir free energy for two objects in vacuum
We consider two objects at rest in vacuum, separated by a distance L and at thermal
equilibrium at temperature T . The interaction of each object with the electromagnetic
field is described by a reflection operator R which gives the field ~Erefl reflected by the
object for a given incident field ~Ein:

~Erefl = R~Ein . (II.1)

Since the objects are at rest, this scattering process preserves frequency. Therefore, in
the following, it is understood that all fields have a harmonic time dependence exp(−iωt).
The proximity of the objects induces a shift in the free energy of the electromagnetic
field compared with the situation where they are infinitely far apart. The average force
F on the objects derives from this energy difference, which is known as the Casimir free
energy FCas:

F = −∂FCas
∂L

. (II.2)

In the scattering approach to Casimir forces, the Casimir free energy FCas has the
following expression [167]:

FCas = −~
∫ ∞

0

dω
2πN(ω)∆(ω) . (II.3)

The first term in the integral is the mean number of photons in a mode of frequency ω
at temperature T , given by Plank’s law, including the zero-point contribution:

N(ω) = 1
e~ω/kBT − 1

+ 1
2 = 1

2 coth
( ~ω

2kBT

)
, (II.4)

The second term is a phase shift acquired by the field during successive reflections on
the two objects:

∆(ω) = −iTr log
[
(I −R1T12R2T21) (I −R∗1T ∗12R∗2T ∗21)−1

]
. (II.5)

The trace represents a summation over all modes of frequency ω. In particular, both
propagating and evanescent modes contribute to the Casimir free-energy [76, 167]. I is
the identity operator. The operators Tij perform translations between the two objects,
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so that the product R1T12R2T21 represents a round trip of the field between the two
objects. When expanding the logarithm, the total phase shift is seen as a sum over the
number of such round trips.

For real materials, the reflection matrices obey several physical properties [76, 168]:

• They are transparent at high frequencies, as the motion of electrons cannot follow
the oscillations of the field. This provides a physical cut-off to the integration, so
that no further regularization scheme is needed.

• They are causal, since the reflected field cannot precede the incoming field. This
ensures that the reflection matrices are analytic in the upper half of the complex
frequency plane.

These mathematical properties allow us to deform the integration contour into the
upper half of the complex frequency plane [169]. It follows that FCas can be expressed
as a sum over the poles of the hyperbolic cotangent function ωn = iξn, where the ξn are
the Matsubara frequencies:

FCas = kBT
′∑
n

Tr log (I −R1T12R2T21) , (II.6)

ξn ≡ n
2πkBT

~
, n ∈ N , (II.7)

where the prime indicates that the term n = 0 should carry a weight 1
2 . This expression is

more amenable to numerical computation, with oscillating terms converted into decaying
exponentials.

Provided the distance L is much smaller than the thermal wavelength λT = ~c/kBT ,
the sum converges towards a Riemann integral:

FCas '
L�λT

~
∫ ∞

0

dξ
2πTr log (I −R1T12R2T21) . (II.8)

At T = 300 K, the thermal wavelength is on the order of 8 µm and it is larger for lower
temperatures. Since the typical length scales involved in quantum reflection are on the
order of 10-100 nm, we will use the zero-temperature expression (II.8) in the remaining
calculations.

In the following, we specialize to the interaction between an atom and a material
plane and we start by evaluating the reflection operators of the atom and plane, as well
as the translation operators between the two.

II.1.b Scattering on a plane and an atom
We consider an atom located at ~rat = (0, 0, zat), above a plane interface of equation
z = 0, as represented in figure II.1. The two are coupled by propagating and evanescent
fields. We will perform the scattering calculation for propagating waves only and assume
that the result can be analytically continued to the evanescent sector [76, 167].
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Given the geometry of the problem, the modes of the electromagnetic field at fre-
quency ω will be expressed in a plane wave basis:

~E~k⊥,p,±(~r) = E0 exp(i~k± · ~r)~ε~k⊥,p,± . (II.9)

These modes are labeled by the projection ~k⊥ of the wavevector in the xy plane, the
polarization p and the direction of propagation. The wavevector of the upward (respec-
tively downward) propagating electromagnetic wave is ~k± = ~k⊥± kz~ez, with kz fixed by
the dispersion relation (in vacuum):

k2
± = k2

⊥ + k2
z = (ω/c)2 (II.10)

kz =


√

(ω/c)2 − k2
⊥ if (ω/c)2 > k2

⊥

i
√
k2
⊥ − (ω/c)2 if (ω/c)2 < k2

⊥
(II.11)

In the first case, kz ∈ R+ and the wave is propagating whereas the second case corre-
sponds to evanescent waves (kz ∈ iR+). We place ourselves in the former case, where
the transverse electric (TE) and transverse magnetic (TM) polarizations are defined by

~ε~k⊥,TE,+ ≡ ~ε~k⊥,TE,− ≡
~ez ∧ ~k⊥
||~k⊥||

, ~ε~k⊥,TM,± ≡
~ε~k⊥,TE,± ∧ ~k±
||~k±||

. (II.12)

0

z

•zat

~k+

~k⊥

kz

Figure II.1: Atom above a plane surface and decomposition of an upward wavevector
~k+ along its transverse and longitudinal components.

We can now set out to evaluate the matrix elements of the reflection and translation
operators in this basis. The translation operators are diagonal:

Tpl−at~E~k⊥,p,+ = exp(ikzzat)~E~k⊥,p,+ , (II.13)

Tat−pl~E~k⊥,p,− = exp(ikzzat)~E~k⊥,p,− . (II.14)

We will suppose that the surface of the material medium is ideally flat, so that reflection
is specular. Therefore the reflection operator on the plane Rpl preserves the polarization
p and the transverse wavevector ~k⊥:

Rpl~E~k⊥,p,− = ρp(~k⊥, ω)~E~k⊥,p,+ . (II.15)
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The reflection coefficients ρp(~k⊥, ω) for various types of materials will be given in section
II.2.a.

The reflection operator on the atom Rat gives the field which is reflected downwards
by the atom when it is hit by an electromagnetic wave traveling upwards. We follow the
derivation of [170] to compute the matrix elements of this operator. We suppose that
the wavelengths involved are large compared to the size of the atom and treat it in the
dipolar approximation. The electric field ~Ein deforms the electron cloud, giving rise to a
dipole oscillating at frequency ω and of amplitude

~d = α(ω)~Ein(~rat) , (II.16)

where α(ω) is the dynamic polarizability. The radiation emitted downwards by this
oscillating dipole forms the reflected wave ~Erefl.

The expression of the dynamic polarizability can be obtained by treating the elec-
tromagnetic field as a time dependent perturbation on the ground state |ψ0〉 of the atom
[130]:

α(ω) = e2

m

∑
n

fn
ω − ωn

, fn = 2mωn
~
| 〈ψn|Ẑ|ψ0〉 |2 . (II.17)

Here ωn = ~−1(En − E0) is the transition frequency to the nth excited state |ψn〉 and
each term is weighed by an oscillator strength fn.

In calculations, we will use the dynamic polarizability of ground state hydrogen given
in [171]. We assume that hydrogen and antihydrogen are symmetric with respect to the
electromagnetic interaction, at least at the level of precision relevant to GBAR. We
therefore take the dynamic polarizability of antihydrogen equal to that of hydrogen1.
For ground state (anti)hydrogen, the value of the static polarizability is known exactly:

αH(ω = 0)
4πε0

= 9
2 a0

3 . (II.18)

The electric field created by the dipole is given by:

~Edipole(~r) = 1
4πε0

~∇∧ ~∇∧
(
~d

exp (iω||~r − ~rat||/c)
||~r − ~rat||

)
. (II.19)

This can be written as a sum over plane waves using Weyl’s plane wave expansion:

exp
(
iω
√
x2 + y2 + z2/c

)
√
x2 + y2 + z2 = 2iπ

∫∫ dkx
2π

dky
2π

exp(i(kxx+ kyy + kz|z|))
kz

, (II.20)

where kz ≡


√

(ω/c)2 − k2
x − k2

y if (ω/c)2 > k2
x + k2

y

i
√
k2
x + k2

y − (ω/c)2 if (ω/c)2 < k2
x + k2

y

(II.21)

1Since many of our results will be equally valid for hydrogen and antihydrogen, we will use the
shorthand “(anti)hydrogen”.
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The field reflected downwards (z < zat) is therefore

~Erefl(~r) = i

2ε0

∫∫ d2~k⊥
(2π)2

1
kz
~∇∧ ~∇∧

(
~d ei

~k−·(~r−~rat)
)

(II.22)

= i

2ε0

∫∫ d2~k⊥
(2π)2

1
kz

(
(~k−)2~d− (~k− · ~d)~k−

)
ei
~k−·(~r−~rat) . (II.23)

We recognize the projection of the dipole on the plane orthogonal to ~k−:

~d− 1
(~k−)2

(
~d · ~k−

)
~k− =

∑
p

(
~d · ~ε~k⊥,p,−

)
~ε~k⊥,p,−

(II.24)

The wave reflected by the dipole for an incoming plane wave ~Ein = ~E~k′⊥,p′,+ is thus

~Erefl =
∑
p

∫∫ d2 ~k⊥
(2π)2

iω2α(ω)
2ε0c2kz

(
~ε~k⊥,p,−

· ~ε~k′⊥,p′,+
)
ei~rat·(~k′+−~k−)~E~k⊥,p,− . (II.25)

The coefficients of this sum are the matrix elements of the atom’s reflection operator.
To be more precise, since we did the calculation in the plane’s reference frame, they are
the matrix elements of Tpl−atRatTat−pl:

(Tpl−atRatTat−pl)~k⊥,p,−;~k′⊥,p′,+
= iω2α(ω)

2ε0c2kz

(
~ε~k⊥,p,−

· ~ε~k′⊥,p′,+
)
ei~rat·(~k′+−~k−) . (II.26)

II.1.c Expression of the Casimir-Polder potential
Since the Casimir free energy FCas will play the role of a potential in the Schrödinger
equation describing the motion of the atom, we will denote it V from now on. Moreover,
the height of the atom zat will simply be denoted z.

Out of resonance, a single atom is a very poor reflector. Therefore we only need to
consider a single scattering process on the atom and we can linearize the logarithm in
the expression of the Casimir-Polder potential (II.8):

V (z) '
||Rat||�1

−~
∫ ∞

0

dξ
2π Tr (RplTpl−atRatTat−pl) . (II.27)

Writing the trace explicitly as a sum over the polarization p = TE,TM and the transverse
wavevector ~k⊥ and evaluating the reflection and translation operators at the imaginary
frequency ω = iξ, we obtain

V (z) = ~
c2

∫ ∞
0

dξ
∫∫ d2~k⊥

(2π)2
α

4πε0

ξ2

κz
e−2κzz

[
ρTE −

(
1 + 2c2k2

⊥
ξ2

)
ρTM

]
, (II.28)

κz ≡ −ikz =
√
ξ2/c2 + k2

⊥ (II.29)
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We have left out the arguments of α(iξ) and ρp(~k⊥, iξ) for the sake of readability and
we have used

~ε~k⊥,p,+ · ~ε~k⊥,p,− =
{

1 if p = TE ,

−1− 2c2k2
⊥/ξ

2 if p = TM .
(II.30)

If the reflection coefficients are independent of the direction of ~k⊥, which will always be
the case in this work, we can further simplify:

V (z) = ~
c2

∫ ∞
0

dξ
∫ ∞

0

k⊥dk⊥
2π

α

4πε0

ξ2

κz
e−2κzz

[
ρTE −

(
1 + 2c2k2

⊥
ξ2

)
ρTM

]
. (II.31)

The integral can be rewritten in a more convenient form for numerical evaluation by
introducing dimensionless variables q = k⊥z and u = ξz/c:

V (z) = ~c
2πz4

∫ ∞
0

du
∫ ∞

0
dq α

4πε0

qu2e−2
√
q2+u2√

q2 + u2

[
ρTE −

(
1 + 2q2

u2

)
ρTM

]
. (II.32)

II.2 Casimir-Polder potential near various surfaces
The properties of the mirror enter the expression of the Casimir-Polder energy through
the reflection coefficients ρp. They can be very different from one material to another,
leading to different Casimir-Polder interaction strengths [172].

II.2.a Thick and thin slabs
In this section we consider homogeneous, isotropic, linear and non-magnetic materials
whose optical response can be described by their relative permittivity (or dielectric
constant) ε(ω) which we will assume independent of temperature.

All interfaces are supposed to be perfectly plane and orthogonal to the z-axis. Correc-
tions due to roughness or curvature [170, 173] are not considered here. In this framework,
the reflection coefficients are obtained by enforcing continuity relations for the electro-
magnetic field at each interface. For a semi-infinite bulk, we obtain the well-known
Fresnel reflection coefficients:

ρTE
∞ (~k⊥, ω) = kz −Kz

kz +Kz
, ρTM

∞ (~k⊥, ω) = ε(ω)kz −Kz

ε(ω)kz +Kz
, (II.33)

where Kz is the longitudinal wavevector inside the medium:

Kz =
√
ε(ω)(ω/c)2 − (~k⊥)2 . (II.34)

For a material slab of finite thickness d suspended in vacuum we have [174–176]:

ρpd(~k⊥, ω) = 1− exp(2idKz)
1− (ρp∞)2 exp(2idKz)

ρp∞ . (II.35)
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Optical response of the mirror

The dielectric constant which enters the expression of the reflection coefficients is eval-
uated at imaginary frequency ω = iξ. We will consider that the causality of the optical
response ensures that the following relation holds:

ε(iξ) = 1 + 2
π

∫ ∞
0

ω Im(ε(ω))
ω2 + ξ2 dω . (II.36)

This formula is particularly useful to obtain ε(iξ) from tabulated values of ε(ω) [177].
Since all frequencies are present in the spectrum of vacuum fluctuations, the Casimir

force is the result of an integration over a broad frequency band. On the one hand this
means that the optical response of the interacting objects must be known over a wide
range of frequencies. On the other hand, details of this optical response are generally
averaged out. It is therefore sufficient to work with models of the relative permittivity
which reproduce its main features.

In practice, we use models which give the dielectric constant as a sum of Lorentzian
functions, each corresponding to an absorption resonance. In such simple models, the
analytical continuation simply consists in making the replacement ω → iξ. Moreover, the
dissipative part of the permittivity can safely be neglected on the imaginary frequency
axis. Note that for the interaction of two metal planes, the situation is more subtle [169].

In numerical calculations we use the following models:

• A perfect or ideal mirror is a material with a very high dielectric constant, so that
the electric field cannot penetrate it and is perfectly reflected: ρTM = −ρTE = 1.
Metals with a high conductivity behave as perfect mirrors below their plasma
frequency, therefore perfect mirrors are sometimes referred to somewhat abusively
as “perfectly conducting” media.

• For intrinsic silicon, we use the Drude-Lorentz model which features one resonance
[178]:

ε(iξ) = ε(∞) + ε(0)− ε(∞)
1 + (ξ/ω0)2 (II.37)

with ε(0) = 11.87, ε(∞) = 1.035 and ω0 = 6.6× 1015 rad.s−1.

• For amorphous silica the relative permittivity is approximated by a Sellmeier model
with three resonances [179]:

ε(iξ) = 1 + B1
1 + (ξ/ω1)2 + B2

1 + (ξ/ω2)2 + B3
1 + (ξ/ω3)2 (II.38)

with the following parameters:

i 1 2 3
Bi 0.6967 0.4082 0.8908

ωi (1016 rad.s−1) 2.727 1.629 0.01903
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• Diamond is also described by a Sellmeier model with two resonant frequencies
[180]:

ε(iξ) = B0 + B1
1 + (ξ/ω1)2 + B2

1 + (ξ/ω2)2 , (II.39)

with the following parameters:

i 0 1 2
Bi 2.3098 3.3566 3.2567

ωi (1015 rad.s−1) 14.3235 0.0376730

• Finally, the relative permittivity of liquid water at 30◦C is obtained by applying
the Kramers-Kronig relation (II.36) to the data tabulated in [178].

Asymptotic behaviors

Above a characteristic frequency Ω, the electrons of the atom and mirror can no longer
follow the oscillations of the field so that both the atom and the mirror become trans-
parent. Therefore frequencies above Ω do not contribute to the integral (II.31). This
frequency scale defines an atom-surface separation Λ ≡ c/Ω at which the behavior of the
Casimir-Polder potential changes.

We first examine the short distance behavior z � Λ. Notice that this limit also
corresponds formally to c → ∞, meaning that it disregards the finite propagation time
between the atom and plane. For this reason it is known as the non-retarded limit. We
will also suppose that the distance z is smaller than the slab width d, so that ρpd ' ρp∞.
Starting from (II.31) we again make the change to the variable q = k⊥z but keep ξ as
the other integration variable:

V (z) = ~
2πc2z

∫ ∞
0

dξ
∫ ∞

0
dq α

4πε0

qξ2e−2
√
q2+ξ2z2/c2√

q2 + ξ2z2/c2

[
ρTE
∞ −

(
1 + 2q2c2

ξ2z2

)
ρTM
∞

]
. (II.40)

The reflection coefficients are evaluated at ω = iξ:

ρTE
∞ =

√
q2 + ξ2z2/c2 −

√
q2 + ε(iξ)ξ2z2/c2√

q2 + ξ2z2/c2 +
√
q2 + ε(iξ)ξ2z2/c2 , (II.41)

ρTM
∞ = ε(iξ)

√
q2 + ξ2z2/c2 −

√
q2 + ε(iξ)ξ2z2/c2

ε(iξ)
√
q2 + ξ2z2/c2 +

√
q2 + ε(iξ)ξ2z2/c2 . (II.42)

They have the following asymptotic behavior when z/Λ goes to zero:

ρTE
∞ →

z/Λ→0
0 , ρTM

∞ →
z/Λ→0

ε(iξ)− 1
ε(iξ) + 1 , (II.43)

so that we end up with

V (z) '
z�d,Λ

− ~
πz3

∫ ∞
0

dq q2e−2q
∫ ∞

0
dξ α

4πε0

ε(iξ)− 1
ε(iξ) + 1 . (II.44)
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The integral over q evaluates to 1
4 , which leaves us with the final result:

V (z) '
z�d,Λ

−C3
z3 , C3 = ~

4π

∫ ∞
0

dξ α(iξ)
4πε0

ε(iξ)− 1
ε(iξ) + 1 . (II.45)

This limit corresponds to the instantaneous interaction of the atom’s and medium’s
induced dipoles, which is the well known non-retarded London-van der Waals interaction.

We now study the opposite limit z � Λ. In this case we start with the dimensionless
expression (II.32) and introduce another change of variables to r ≡

√
q2 + u2 and s ≡√

q2 + u2/u:

V (z) = ~c
2πz4

∫ ∞
0

dr r3e−2r
∫ ∞

1

ds
s4

α

4πε0

(
ρTE + (1− 2s2)ρTM

)
. (II.46)

The exponential term e−2r suppresses the integrand if the value of r is too large. Since
ξ = crs/z and k⊥ = r

√
1− s2/z tend towards zero as z goes to infinity, r remaining

finite, we can replace the reflection coefficients and polarizability by their low-frequency
limit. We then need to distinguish between thick and thin slabs depending on how the
distance z compares with the slab width d.

If z remains small compared to the slab width (z � d), which is generally the case,
we can use the low frequency limit of the Fresnel coefficients:

ρTE
∞ →

s−
√
s2 + ε(0)− 1

s+
√
s2 + ε(0)− 1

, (II.47)

ρTM
∞ → ε(0)s−

√
s2 + ε(0)− 1

ε(0)s+
√
s2 + ε(0)− 1

, (II.48)

and we find
V (z) '

Λ�z�d
−C4
z4 , C4 = 3~c

16π
α(0)
4πε0

f(ε(0)) , (II.49)

with

f(ε(0)) ≡ −
∫ ∞

1

ds
s4

(
s−

√
s2 + ε(0) + 1

s+
√
s2 + ε(0) + 1

+
(
1− 2s2

) ε(0)s−
√
s2 + ε(0)− 1

ε(0)s+
√
s2 + ε(0)− 1

)
.

(II.50)
The function f(ε(0)) grows from 0 for a transparent medium (ε(0) = 1) to 2 when
ε(0) → ∞. The latter limit, corresponds to an ideal mirror and we denote C4,id the
corresponding coefficient. It was first computed by Casimir and Polder in their seminal
paper [64]:

C4,id = 3~c
8π

α(0)
2πε0

= 73.6 a.u. for (anti)hydrogen. (II.51)

In the following, we will often use Vid(z) ≡ −C4,id/z
4 as a reference.

For a thin slab, that is if z � d, the reflection coefficients have the following behavior:

ρpd →
2dr
sz

√
s2 + ε(0) + 1
1− (ρp∞)2 ρp∞ (II.52)
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and after integration we obtain

V (z) '
z�d,Λ

−C5
z5 , C5 = ~cd

40π
α(0)
4πε0

(
14ε(0)− 5− 9

ε(0)

)
. (II.53)

The exponent−5 can be found by supposing that the Casimir-Polder potential is additive
and taking the difference between the potentials created by two semi-infinite media whose
surfaces are separated by a distance d:

V (z) = −C4
z4 + C4

(z + d)4 'z�d −
4dC4
z5 . (II.54)

The fact that this simple calculation does not give the correct value of C5 shows that
dispersion forces are not additive [181–183]. These long-distance limits are referred to
as retarded since at large separations the finite speed of light comes into play.

The Casimir-Polder potential near a thick mirror is sometimes approximated by

V (z) ' − C4
z3(z + C4/C3) = −

(
z3

C3
+ z4

C4

)−1

. (II.55)

This form has the correct asymptotic behavior in the short and long distance limits but
we will not use it here as we have checked it to be a poor approximation of the potential
in the intermediate distance range z ' C4/C3.

Casimir-Polder potential for thick and thin slabs

We now present the potential curves computed using equation (II.32) for the interaction
between an (anti)hydrogen atom and material slabs of various compositions and widths.

Figure II.2 shows the Casimir-Polder potential V (z) near various thick material slabs.
In the right hand panel, we take the ratio of V (z) to the retarded interaction with a
perfect mirror V4,id(z) = −C4,id/z

4 to highlight the van der Waals and retarded regimes.
These ratios tend to linear variations C3z/C4,id at small distances and constant values
C4/C4,id for large separations. The ratio C4/C4,id is smaller than one for real materials,
with lower values corresponding to a weaker coupling of the mirror to the electromagnetic
field.

We will show in section II.3.e that weak Casimir-Polder interactions are associated
with large quantum reflection probabilities, which makes weakly interacting mirrors
of particular interest. With this in mind, we have calculated the Casimir-Polder po-
tential near thin slabs. Thin slabs cannot accommodate modes of large wavelength
and are therefore transparent at low frequencies. This results in a reduction of the
Casimir-Polder potential at long distance, as shown in figure II.3. Again we normalize
the potential by Vid(z) so that the retarded regime is characterized by the inverse law
C5/C4,idz.

We note however that the Casimir-Polder potential is affected by the finite thickness
of the slab only at distances that are large compared to the slab width. This means
that to obtain a significant reduction of the Casimir-Polder potential in the 10-100 nm
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Figure II.2: Left panel: Casimir-Polder potential V (z) between an (anti)hydrogen atom
and a thick mirror (from bottom to top, blue: perfect mirror, green: silicon bulk, red:
silica bulk). Right panel: ratio V (z)/Vid(z) (same color code).

0 20 40 60 80 100
z (nm)

−20

−15

−10

−5

0

V
(n

eV
)

d =∞
d = 50 nm
d = 20 nm
d = 10 nm
d = 5 nm
d = 2 nm
d = 1 nm

10−1 100 101 102 103 104

z (nm)

10−3

10−2

10−1

100

V
/V

id

d =∞
d = 50 nm
d = 20 nm
d = 10 nm
d = 5 nm
d = 2 nm
d = 1 nm

Figure II.3: Left panel: Casimir-Polder potential V (z) between an (anti)hydrogen atom
and thin silica slabs of various widths d (from bottom to top, black: thick slab, purple:
d = 50 nm, blue: d = 20 nm, cyan: d = 10 nm, green: d = 5 nm, yellow: d = 2 nm, red:
d = 1 nm ). Right panel: ratio V (z)/Vid(z) (same color code).
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range relevant to quantum reflection, the slab’s width must be on the order of 1-10 nm.
Suspending such a slab in vacuum is likely to be of insuperable technical difficulty.

Another idea would be to deposit a thin layer of material on a substrate to form an
anti-reflective coating. However, such anti-reflective effects are very dependent on the
wavelength and are averaged out in the integration over frequencies which enters the
calculation of the Casimir-Polder potential.

For completeness, numerical values of constants C3, C4 and C5/d for (anti)hydrogen
near a material wall are given in table II.1.

material perfect mirror silicon silica
C3 (a.u.) 0.2500 0.1007 0.05327
C4 (a.u.) 73.61 50.28 28.11
C5/d (a.u.) / 787.2 166.5

Table II.1: Constants C3,C4 and C5/d describing the short and long range behavior of
the potential felt by (anti)hydrogen near various thin or thick slabs.

II.2.b Potential near an undoped graphene sheet
Given the difficulty of creating free-standing slabs of nanometric width, it is natural to
turn to graphene sheets which are only one atomic layer thick but extremely resistant
mechanically. The electrons in graphene behave like 2D relativistic fermions which can
be described by a Dirac model [184]. The corresponding reflection coefficients, evaluated
at imaginary frequency, are given in [185]:

ρTE = −αΦ
2κz + αΦ , ρTM = ακzΦ

2κ̃2
z + ακzΦ

, (II.56)

where

κz ≡

√
ξ2

c2 + k2
⊥ , κ̃z ≡

√
ξ2

c2 + v2
F

c2 k
2
⊥ , (II.57)

Φ ≡ 4
(

∆
~c

+ κ̃2
z − 4(∆/~c)2

2κ̃z
arctan

(~cκ̃z
2∆

))
. (II.58)

Here α ≡ 1
4πε0

e2

~c is the fine structure constant, vF = 106 m.s−1 the Fermi velocity and ∆
the gap energy. For undoped graphene the numerical value of ∆ is not precisely known
but it is much smaller than 0.1 eV. Its precise value only affects the potential beyond
the region which is important for quantum reflection, so it will not concern us here.

In contrast to the “ordinary” mirrors considered previously, the reflection coefficients
on graphene depend significantly on temperature [186]. In this work we consider only
the zero temperature case.

The Casimir-Polder potential between an (anti)hydrogen atom and a graphene sheet
is presented in figure II.4. We note that the extreme thinness of the sheet is somewhat
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compensated by a strong coupling of the electrons to the electromagnetic field, yielding
a potential comparable to that of nanometric silica slabs in the 1-100 nm separation
regime.

10−1 100 101 102 103 104
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10−1

V
/V

id

∆ = 0.1 eV
∆ = 10−3 eV
∆ = 10−15 eV

1 nm silica slab
2 nm silica slab

Figure II.4: Ratio V (z)/Vid(z) for the zero-temperature Casimir-Polder potential V (z)
between (anti)hydrogen and a suspended graphene sheet described by a Dirac model with
different gap parameters (from top to bottom: red: ∆ = 0.1 eV, green: ∆ = 10−3 eV),
blue: ∆ = 10−15 eV). The potential near silica slabs of width d = 1 and 2 nm is also
plotted for comparison.

II.2.c Effective medium treatment of porous materials
Another family of candidates for weak Casimir-Polder interactions are very low density
materials. These media incorporate a large fraction of gas or vacuum in a solid host
matrix. They can consist in regular or random arrays of nanometric pores, ridges or pil-
lars or in powder- or snow-like assemblies of nanoparticles. We refer to them generically
as nanoporous materials, the porosity φ being the fraction of the total volume occupied
by gas or vacuum. Such materials are inhomogeneous by nature, but from a distance
much larger than the size of these inhomogeneities they can be expected to resemble an
homogeneous medium with a dramatically reduced dielectric susceptibility.

In this work, we will consider only materials with a sufficiently random structure to
avoid diffraction effects:

• Silica aerogels are well-known nanoporous materials because of their numerous
applications. They are usually produced by supercritically drying a silica gel, a
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process which removes the liquid component while leaving the silica matrix undam-
aged. Properties of the resulting medium such as porosity and pore size depend on
the fabrication technique. Porosities as high as 98% and pore sizes in the 5-100 nm
range can typically be achieved [187].

• Porous silicon can be obtained by anodization or etching of a silicon wafer. Porosi-
ties up to 95% are obtained with pore sizes typically ranging from 2 to 50 nm [188,
189].

• Diamond nanoparticles formed by explosive shock have been the subject of many
studies [190, 191]. These particles have sizes of a few nanometers and consist of a di-
amond nucleus (with diamond density) within a thin onion-like shell with complex
chemical composition and lower density [192]. Powders of diamond nanoparticles
have notably been used as extremely efficient reflectors of slow neutrons [193, 194].
The density of such powders can be tuned between 5% and 15% of bulk diamond
density by pressing the sample or blowing air through it [195].

• Very diffuse powders of frozen water nanoparticles can be obtained from “impurity-
helium gels” [196]. These gels are formed by condensing a vapor of helium and the
impurity (here water) on a superfluid helium surface at 1.6 K. Impurity-helium gels
are being considered for use as neutron moderators and have been characterized by
neutron scattering. After evaporation of the helium, a powder of ice nanoparticles
with a mean diameter of 6-10 nm is obtained. Little optical data is available for ice
at such temperatures. We will therefore be using the dielectric constant of liquid
water (see section II.2.a) to describe the ice nanoparticles. Our calculations should
thus be considered as preliminary and a direct measurement of the permittivity of
these powders is desirable.

To compute the Casimir-Polder potential, we need the optical response of these ma-
terials over a broad range of frequencies. If the wavelengths involved are larger than the
size of inhomogeneities, we can use an effective medium approximation, where the com-
posite medium is replaced by a homogeneous effective medium. Several approximations
can be used to express the relative permittivity εeff of the effective medium in terms of
the dielectric constants of the original constituents:

• For a host material containing non-overlapping spherical inclusions of another ma-
terial, application of the Clausius-Mossoti relation yields the Maxwell-Garnett for-
mula [197]:

εeff − εh
εeff + 2εh

= φi
εi − εh
εi + 2εh

, (II.59)

where εh and εi are the dielectric constants of the host and inclusions respectively
and φi is the volume fraction of inclusions.

• The Bruggeman model [198] requires that the average polarization of spherical
inclusions embedded in the effective medium vanish. For a mixture of materials
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with relative permittivities ε1 and ε2 and volume fractions φ1 and φ2 (φ1 +φ2 = 1),
the effective relative permittivity is the solution of the equation:

φ1
ε1 − εeff
ε1 + 2εeff

+ φ2
ε2 − εeff
ε2 + 2εeff

= 0 . (II.60)

• Landau and Lifshitz have proposed another effective model based on the idea that
the cubic root of the dielectric constant is approximately additive [174]:

ε
1/3
eff = φ1 ε

1/3
1 + φ2 ε

1/3
2 . (II.61)

The Maxwell-Garnett model has already been used to describe aerogels in the Casimir-
related literature, either as air inclusions in a solid matrix [199] or as silica inclusions in
air [200]. Since we want to vary the porosity over a wide range of values, we prefer a
model which treats the two components symmetrically. We choose the Bruggeman model
over the Landau-Lifshitz model because of its clear physical interpretation. However,
as shown in figure II.5, the three models give very similar results so that our particular
choice has little impact on the computed Casimir-Polder potential.
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Figure II.5: Comparison of effective medium models for the effective static relative
permittivity εeff(0) of a silica aerogel as a function of its porosity φ: Bruggeman (blue
full line), Landau-Lifshitz (green dashed line), Maxwell-Garnett with air inclusions in a
silica matrix (cyan dot-dashed line), Maxwell-Garnett with silica inclusions in air (red
dotted line).

Such effective models are valid when the size of the medium’s inhomogeneities is
sufficiently small compared with the wavelengths involved in the physical process of
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interest. In our case we expect that they will allow a good estimation of the Casimir-
Polder potential for separations larger than ∼ 100 nm. Similarly, porous materials are
likely to have a rough surface but we will assume that it does not affect the potential
on distances larger than the scale of the roughness, so we maintain our assumption of a
plane surface. Given these assumptions, our results should be taken as a first estimation
of the Casimir-Polder potential with low-density materials.

A more rigorous study of the Casimir-Polder potential near a random medium shows
that the fluctuations ∆V of the potential scale with the separation z and the density n
of scatterers in the medium as [201, 202]

∆V
V
∝ (nz3)−1/2 . (II.62)

This supports the idea that these fluctuations can be neglected when the atom-plane
separation z is much larger than the typical distance between scatterers n−1/3.

Figure II.6 shows the Casimir-Polder potential between an (anti)hydrogen atom and
silica aerogels of various porosities φ. In figure II.7, we compare the potentials associated
with bulk and nanoporous mirrors made from silica, silicon or diamond. Finally, in table
II.2, we collect values of the coefficient C4 characterizing the strength of the long-distance
interaction.

As expected, we observe a drastic reduction of the potential as the porosity increases
and the medium’s optical response diminishes but the shape and relative positions of
the curves are preserved.
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Figure II.6: Left panel: Casimir-Polder potential V (z) between an (anti)hydrogen atom
and nanoporous silica mirrors of various porosities φ (from bottom to top, black: silica
bulk, purple: φ = 25 %, blue: φ = 50 %, cyan: φ = 75 %, green: φ = 90 %, yellow:
φ = 95 %, red: φ = 98 % ). Right panel: ratio V (z)/Vid(z) (same color code).



Chapter II. Reflection from the Casimir-Polder potential 55

10−1 100 101 102 103 104

z (nm)

10−4

10−3

10−2

10−1

100

V
/V

id

bulk silica
bulk silicon
bulk diamond
bulk ice

porous silica
porous silicon
porous diamond
porous ice

Figure II.7: Normalized Casimir-Polder potential V (z)/Vid(z) between an
(anti)hydrogen atom and various bulk (full lines) and nanoporous materials of porosity
φ = 95% (dashed lines). Red: silica, green: silicon, cyan: diamond, blue: ice.

porosity φ 0% 25% 50% 75% 90% 95% 98%
silica (a.u.) 28.1 22.9 16.3 8.47 3.40 1.70 0.68
ice (a.u.) 54.9 51.2 43.5 23.4 8.19 3.89 1.51

silicon (a.u.) 50.3 45.4 36.3 19.2 7.14 3.45 /
diamond (a.u.) 46.8 41.6 32.4 17.1 6.51 3.17 /

Table II.2: C4 coefficients characterizing the long distance behavior of the Casimir-
Polder interaction between an (anti)hydrogen atom and nanoporous silica, ice, diamond
and silicon media with various porosities φ.
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II.3 One-way quantum reflection
We are now ready to tackle the problem of atoms scattering from the Casimir-Polder
potential near surfaces. In this section we consider atoms with positive energy E incident
on a potential V (z) given by the Casimir-Polder interaction only. The situation is
represented in figure II.8 and it is described by the Schrödinger equation

− ~2

2m
d2ψE
dz2 (z) + V (z)ψE(z) = EψE(z) . (II.63)

defined on the positive real axis z > 0. There is no classical turning point and the atom
can be considered as free sufficiently far from the surface. If we denote κ ≡ ~−1√2mE
the wavevector at infinity, the solutions of the Schrödinger equation have the following
asymptotic behavior:

ψ(z) '
z→∞

N√
κ

(
e−iκz + reiκz

)
. (II.64)

The first term corresponds to the incoming matter wave, the second to the reflected wave.
The reflection coefficient r depends on the choice of a boundary condition at the surface
for the Schrödinger equation. In this section we will suppose that the surface is perfectly
absorbing, so that the matter wave can impinge on the Casimir-Polder potential only
from the right, hence the name one-way quantum reflection. This condition is certainly
enforced for antihydrogen, which is annihilated as soon as it touches the matter plate.
We will elaborate on this point in section II.3.b and consider more general situations in
section II.4.

z

V

E

Figure II.8: Schematic representation of scattering of an atom with energy E on the
Casimir-Polder potential V (z).

II.3.a Behavior of the badlands function
We have seen in chapter I that the badlands function discriminates between regions
where waves propagate classically and those where quantum reflection can occur. We
therefore start by plotting the badlands function Q(z) for different mirror materials and
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atom energies. We recall that

Q(z) = ~2

2m
4(V (z)− E)V ′′(z)− 5V ′(z)2

16(E − V (z))3 . (II.65)

In figure II.9 we consider a thick silica mirror and vary the energy of the incoming atom
whereas in II.10 the energy is kept constant but we change the material medium.
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Figure II.9: Badlands function Q(z) for the Casimir-Polder potential between a silica
bulk and an antihydrogen atom with energies E = 0.1, 1.0 and 10.0 neV. The badlands
peak moves away from the surface and becomes larger as the energy is reduced.

We can already make several important observations:

• First of all, the badlands function consists of a single peak and vanishes both
as the distance goes to infinity and as it goes to zero. Indeed, the atom is a
free particle when it is sufficiently far from the surface so that the semiclassical
approximation is valid in that limit. The fact that it is also valid when the atom is
very close to the surface is perhaps more surprising. Actually, the behavior of the
badlands function depends on the relative magnitudes of kdB and its derivatives.
For potentials diverging like −Cn/zn at the surface, the fact that kdB(z) is large
prevails and the badlands function tends to zero if n > 2. This is the case in
the short distance, van der Waals limit of the Casimir-Polder potential (n = 3).
We conclude that there is a single badlands region and that on both sides of this
region, waves propagate semiclassically, in a well defined direction. We will refer
to the classical region near the surface as the cliff side and to the classical region
far from the surface as the far end, as shown in figure II.11.
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Figure II.10: Badlands function Q(z) for the Casimir-Polder potential between an
antihydrogen atom with energy E = 10 neV and perfect, silicon and silica mirrors. The
badlands peak moves towards the surface and becomes larger as the potential strength
is reduced.

• Closer examination reveals that the badlands peak is centered around the point
where |V (z)| = E. It moves away from the surface when the energy is reduced for
a given potential, and closer to it if the potential is weakened while the energy is
kept fixed.

• Finally, it is particularly instructive to look at the peak value of the badlands
function. Indeed, we have seen in section I.3.d that after a Liouville transformation
to the WKB coordinate the badlands function plays the role of a potential. In the
present case, the Liouville-transformed potential is a barrier and the peak value of
the badlands function fixes its height. Higher badland peaks are therefore expected
to be associated with greater reflection probabilities. We observe that the badlands
peak grows as the energy is decreased, signaling the failure of the semiclassical
approximation in the quantum regime. More surprisingly, the peak value of the
badlands function also grows when the potential is weakened. Indeed the peak
is the smallest for a perfect mirror and it is larger for a silica bulk than for a
silicon bulk. We can thus expect more quantum reflection from weaker potentials.
Explicit calculations (see section II.3.e) will confirm that this is indeed the case.

II.3.b Boundary condition on the surface
As mentioned above, in the present section we are assuming that the surface absorbs
atoms perfectly. We have just shown that it is meaningful to speak of waves moving
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towards and away from the surface on the cliff-side since the badlands function vanishes
there. The relative amplitude of these two waves depends on the very short range
interactions between the atom and surface. Such interactions are notoriously difficult
to describe since they involve many competing elastic and inelastic phenomena. For
example the atom might be reflected elastically by the Coulomb repulsion of electronic
clouds, but it could also loose energy to phonons in the medium and be adsorbed on
the surface. The atom will also be affected by the roughness of the surface, with the
possibility of being reflected non specularly. The situation is much simpler in the case of
an anti-atom since annihilation occurs as soon as it comes in contact with the surface.

z

V

Q

1

r

t

E

cliff-side far-end

Figure II.11: Scattering on the Casimir-Polder potential: the incident wave is supposed
to have amplitude 1 and there is no wave coming back from the surface, r and t denote
respectively the reflection and transmission amplitudes for the badlands region.

In this section, we are making the strong assumption that there is no coherent re-
flection on the surface. This corresponds to a purely absorbing boundary conditions on
the surface:

ψ(z) '
z→0
N tψ−WKB(z) (II.66)

or a+(z = 0) = 0 , a−(z = 0) = N t (II.67)

where t is the transmission coefficient2. Under these conditions, the atom can cross the
badlands region only once, and only towards the surface. Although this assumption is
justified for an anti-atom, it is an approximation in the case of real atoms, and we will
show in section II.4 that if there is some coherent reflection from the surface then the
reflection probability can be affected.

We now present two ways of solving the Schrödinger equation describing the quantum
reflection. The first makes use of the differential equations which couple incident and
reflected WKB waves. The second exploits the Liouville transformation to the WKB
coordinate.

2In numerical calculations, it is convenient to set the product N t equal to one.



Chapter II. Reflection from the Casimir-Polder potential 60

II.3.c Using the coupled equations for WKB waves
Before demonstrating the usefulness of Liouville transformations to solve quantum reflec-
tion problems, we describe a more standard approach. It consists in solving the coupled
differential equations for the space-dependent amplitudes of the incoming and outgoing
WKB waves, as presented in section I.2.c. We will use Berry and Mount’s version of the
coupled equations (equations (I.75)):

a′±(z) = k′dB(z)
2kdB(z)a∓(z) exp(∓2iφdB(z)) . (II.68)

The expectation is that these amplitudes have smoother variations than the rapidly
oscillating wavefunction. However, one is still confronted with the fact that the WKB
phase φdB(z) diverges near the surface. To bypass this difficulty, we use an analytical
solution which is valid close to the surface. On the cliff-side, the energy E is negligible
compared to the potential which takes its van der Waals form V (z) ' −C3/z

3. In this
limit, the WKB phase (I.54) is

φdB(z) ' 1
~

√
8mC3
z0

− 1
~

√
8mC3
z

, (II.69)

so that the coupled differential equations (II.68) simplify to

a′±(z) = −3
4z exp

∓2i
~

√
8mC3
z0

± 2i
~

√
8mC3
z

 a∓(z) (II.70)

We introduce the new variable x ≡ ~−1√8mC3/z and obtain

a′±(x) = 3
2x exp (±2i(x− x0)) a∓(x) , (II.71)

which we can rewrite as two decoupled second order differential equations:

x2a′′±(x) +
(
x∓ 2ix2

)
a′±(x)− 9

4a±(x) = 0 . (II.72)

With the following definitions: a±(x) ≡ x3/2f±(t), t ≡ ±2ix, these equations are mapped
onto the Kummer equation:

tf ′′±(t) + (b− t) f ′±(t)− af±(t) = 0 (II.73)

with parameters a = 3/2 and b = 4. A pair of independent solutions is given by
Kummer’s confluent hypergeometric functionsM(a, b, t)3 and U(a, b, t) [1]. The solutions
corresponding to the boundary conditions a+(z = 0) = 0 and a−(z = 0) = N t = 1 are

a+(x) = −2(1 + i)x3/2
[
U

(3
2 , 4, 2ix

)
− i
√
π

8 M

(3
2 , 4, 2ix

)]
e−2ix0 , (II.74a)

a−(x) = −2(1 + i)x3/2U

(3
2 , 4,−2ix

)
. (II.74b)

3Kummer’s M function is also known as the 1F1 hypergeometric function.
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These functions can be evaluated at a finite distance from the surface and used as bound-
ary conditions for the numerical resolution of equations (II.68), thereby circumventing
the singularity at the origin.

On the cliff-side, the equations are better behaved when expressed in the variable
x = ~−1√8mC3/z. It is therefore more convenient to solve equations (II.68) in terms of
this variable close to the surface:

a′±(x) = k′dB(x)
2kdB(x) exp (∓2iφdB(x)) a∓(x) . (II.75)

As we move away from the surface and the potential becomes comparable to the energy,
we can switch back to the original variable z, which is the more appropriate choice far
from the surface, where the WKB phase is proportional to z.

To sum up, the procedure to numerically solve the Schrödinger equation is the fol-
lowing:

• use a fifth order polynomial spline to create an interpolating function V (z) from
the values of the potential computed beforehand using equation (II.32),

• find points zi, zm and zf (and the corresponding xi, xm and xf ) such that |V (zi)| �
E, |V (zm)| ∼ E and |V (zf )| � E,

• obtain the initial values a±(xi) using the analytical expression (II.74),

• integrate equations (II.75) for a±(x) from xi to xm,

• integrate equations (II.68) for a±(z) from zm to zf ,

• evaluate the reflection and transmission amplitudes:

r ≈ a+(zf )
a−(zf ) and t ≈ 1

a−(zf ) . (II.76)

Although this procedure gives good results, it is not completely satisfactory. First,
it depends on being able to find an analytical solution of the equations on the cliff-side.
Moreover, it requires changing variables in the middle of the numerical integration in
order to avoid too fast oscillations of the complex exponential in (II.68). The equations
are best behaved when written in a variable which resembles the WKB phase locally (x
on the cliff-side, z in the far end). This prompts us to express the scattering problem
directly in the WKB coordinate using a Liouville transformation.

II.3.d Liouville transformation from a well to a wall
We now apply the techniques developed in sections I.3.a and I.3.d to the quantum
reflection problem. In the following we fix the origin of WKB phase by imposing:

φdB(z) '
z→∞

κz , κ ≡ ~−1√2mE . (II.77)
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As in section I.3.d, we define the new coordinate to be

z ≡ φdB(z) , (II.78)

where we have taken the proportionality constant κ equal to 1.
For the Casimir-Polder potential, the WKB phase grows continuously from −∞ at

the surface to +∞ infinitely far from it, therefore the new coordinate z spans the whole
real axis. As we have seen in section I.2.b, the badlands function Q(z) for the Casimir-
Polder potential is a peaked function which vanishes both in the far-end and at the cliff-
side. This function plays the role of a potential in the transformed equation (I.115). In
striking contrast with the original quantum reflection problem, the transformed problem
can have classical turning points where F = 0 if the peak of the badlands function is
higher than 1. Therefore our initial problem of scattering on a potential well has been
mapped onto a problem of scattering on a barrier associated with a radically different
semiclassical picture. Classically, there is no reflection on the well and total reflection on
the barrier (provided it is higher than the energy) but the quantum scattering amplitudes
are exactly the same.

To illustrate this point, we go back to the examples of section II.3.a where we had
observed the variation of the badlands function with respects to energy and potential
strength. We first consider (anti)hydrogen impinging on a silica bulk with energies
E = 0.1, 1 and 10 neV. The top panel of figure II.12 shows the shape of the potential
and three horizontal lines corresponding to the energies. The middle panel gives the
WKB phase φdB(z) which will be used as the new variable. Finally, in the bottom
panel, we plot the badlands function in terms of the new variable and a horizontal
line which represents the new “energy”, equal to one in all three cases. The Liouville
transformation ensures that the scattering problems presented in the top and bottom
panels are equivalent.

As we had noted in section II.3.a, the badlands peak becomes taller when the energy
is reduced. Since the “energy” in the transformed problem is always equal to 1, we
expect more reflection from the higher peaks, and hence for atoms with lower energies.
This is confirmed by the values obtained for the reflection probability: R =88.1, 67.7
and 33.1% for E = 0.1, 1 and 10 neV respectively.

We similarly illustrate the effect of varying potential strength in figure II.13, where
we give the example of (anti)hydrogen impinging on an ideal mirror, silicon and silica
bulks with an energy E = 10 neV. As observed in section II.3.a, the WKB approximation
grows worse as the Casimir-Polder potentials is weakened. In the transformed problem
this translates into a potential barrier which is taller for silica than for silicon and ideal
mirrors. The corresponding values of the reflection probability are R =33.1, 19.7 and
14.0% respectively.

Finally we compare the wavefunctions in two equivalent problems. Figure II.14 shows
the potential and wavefunction for (anti)hydrogen scattering on a perfect mirror with
energy E = 1 neV in the original (left panel) and WKB (right panel) coordinates. The
rapid oscillations of the wavefunction near the surface in the initial situation are mapped
to simple sinusoids in the WKB coordinate.
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(a) The original scattering
problems: (anti)hydrogen
atom impinging on a silica
bulk with energy E = 0.1, 1
and 10 neV.
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(b) The new coordinate z =
φdB(z) for the three situations
shown in (a), notice that φdB '
κz in the far-end.
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(c) The transformed problems:
energy E = 1 and potential
V = Q versus the WKB coor-
dinate z = φdB. The new en-
ergy is equal to one in all three
cases but the three original en-
ergies E = 0.1, 1 and 10 neV
each give a different badlands
peak.

Figure II.12: Liouville transformation to the WKB coordinate applied to the
Schrödinger equations describing an (anti)hydrogen atom impinging on a silica bulk
with energies E = 0.1, 1 and 10 neV (blue, green and red lines respectively).
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(a) The original scattering
problems: (anti)hydrogen
atom impinging on perfect,
silicon and silica mirrors with
energy E = 10 neV.
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(b) The new coordinate z =
φdB(z) for the three situations
shown in (a).
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(c) The transformed problems:
energy E = 1 and potential
V = Q versus the WKB coor-
dinate z = φdB. The new en-
ergy is equal to one in all three
cases but the three original po-
tentials, for ideal, silicon and
silica mirrors, each give a dif-
ferent badlands peak.

Figure II.13: Liouville transformation to the WKB coordinate applied to the
Schrödinger equations describing an (anti)hydrogen atom impinging on a on perfect
mirror (blue), a silicon bulk (green) and a silica bulk (red) with energy E = 10 neV.
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Figure II.14: Wavefunction of (anti)hydrogen scattering on a perfect mirror with energy
E = 1 neV in the original (left panel) and WKB coordinates (right panel).

The above results are obtained through the following numerical procedure:

• use a fifth order polynomial spline to create an interpolating function V (z) from
the values of the potential computed beforehand using equation (II.32),

• integrate

z′(z) = 1
kdB(z(z)) (II.79)

to obtain the inverse coordinate change z(z), the result is a list of values of z
corresponding to a given grid z

• translate the origin of the z-grid in order to have z ' κz as z →∞,

• calculate Q(z) from E, V (z) and its derivatives,

• solve the transformed Schrödinger equation ψ′′(z) + (1 −Q(z(z)))ψ(z) = 0 with
the boundary condition ψ(z) ' exp(−iz) for the first z-grid point,

• evaluate the Wronskians W(ψ, exp(−iz)) and W(ψ, exp(iz)) at the last z-grid
point to extract reflection and transmission coefficients.

The method exposed here allows an exact evaluation of the reflection and transmission
coefficients.

It is tempting to compare these results with the estimates given by the semiclassical
Gamow-Gurney-Condon formula for the transmission through a barrier [129, 203]:

|t|2 ' e−2Φ , Φ ≡
∫ z2

z1

√
V (z)−E dz (II.80)
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Φ is the imaginary action integral which runs under the barrier, between the two turning
points z1 and z2. The semiclassical formula turns out to be a poor approximation, as
could be expected since Φ is not invariant under Liouville transformations whereas T is.
This is particularly flagrant in the examples shown here since a Liouville transformation
can relate a quantum reflection problem where Φ is not defined to a tunneling problem
where Φ is large, yet both have the same scattering amplitudes.

II.3.e Reflection probabilities
In this section, we present the one-way reflection probability R ≡ |r|2 of (anti)hydrogen
atoms on various surfaces, corresponding to the potentials computed in the first part
of this work. For the moment, we do not discuss the phase of r, which is not directly
observable in a one-way quantum reflection experiment. These probabilities can be
calculated equivalently using the techniques discussed in section II.3.c and II.3.d.

We first plot the reflection probability on various thick slabs in figure II.15. The
following observations can already be made on this first plot:

• The quantum reflection probability vanishes for large energies, where the classical
behavior is recovered.

• On the contrary, the reflection probability tends to unity at low energies, signaling
purely quantum behavior in that regime.

• Bad reflectors of the electromagnetic field such as silica turn out to be better
reflectors for atoms. While this seems counterintuitive at first, it was to be expected
from the results of the previous section, where we have shown that scattering on
a weaker potential is equivalent to scattering on a taller barrier after Liouville
transformation.

In figure II.16 we present the reflection probability as a function of energy for
(anti)hydrogen impinging on thin silica slabs. It appears that slabs must be extremely
thin, typically less than 10 nm thick, to get a notable increase of reflectivity. As discussed
earlier, this seems extremely challenging from an experimental point of view. On the
same graph, we show the reflection probability on graphene, which turns out to depend
very little on the gap parameter ∆. It is comparable to the reflection probability on an
(unrealistic) 1 nm silica slab.

We will not discuss nanoporous materials in this section. As mentioned in II.2.c, a
simple effective description of such media is valid only at distances from the surface that
are sufficiently large compared to the size of inhomogeneities in the medium. Therefore,
it is necessary to consider low energies in order to have a valid description of quantum
reflection on such media. Indeed we have seen in section II.3.a that quantum reflection
occurs further afar from the surface as the energy is reduced. We will therefore post-
pone the discussion of reflection on nanoporous materials to the next section, where we
consider the low energy limit of quantum reflection.
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Figure II.15: Reflection probability versus energy of an antihydrogen atom impinging
on a thick material medium (top: silica, middle: silicon, bottom: perfect mirror).

10−4 10−3 10−2 10−1 100 101 102 103 104

E (neV)

0.0

0.2

0.4

0.6

0.8

1.0

R silica bulk
d = 50 nm
d = 20 nm
d = 10 nm
d = 5 nm
d = 2 nm
d = 1 nm
graphene

Figure II.16: Reflection probability versus energy for (anti)hydrogen falling on silica
slabs of various thicknesses (from bottom to top the slab width is infinite, 50 nm, 20
nm, 10 nm, 5 nm, 2 nm, 1 nm) and graphene (∆ = 10−15 eV, black dotted line).
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II.3.f Scattering lengths
In section I.4, we have shown that low energy scattering on a localized potential could
be described in terms of a single complex parameter, the scattering length a. If ` is a
characteristic length scale of the potential, the reflection coefficient is then given by:

r '
κ`�1

− exp (−2iκa) , R '
κ`�1

exp (−4κb) , b ≡ − Im(a) . (II.81)

In figure II.17 , we plot − log(−r)/2iκ as a function of energy for different materials,
and show that it indeed goes to a constant value a in the limit E → 0. The tables
II.3 and II.4 below collect the values of the scattering length for some of the various
potentials that have been addressed in this work.
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Figure II.17: Real (full lines) and imaginary (dashed lines) part of − log(−r)/2iκ for
antihydrogen impinging on perfect (blue), silicon (green) and silica (red) mirrors.

perfect mirror silicon silica graphene
Re(a) (a.u.) -53.0 -97.2 -77.0 -15.4
Im(a) (a.u.) -543.0 -435.2 -272.6 -109.7

Table II.3: Scattering length of (anti)hydrogen on various thick slabs and graphene
(with gap parameter ∆ = 10−15 eV).

As expected, the imaginary part of the scattering length draws nearer to zero when
the potential strength is reduced, that is for thinner slabs or materials that couple weakly
to the electromagnetic field. This corresponds to a higher reflection probability. The
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slab width silicon (a.u.) silica (a.u.)
Re(a) Im(a) Re(a) Im(a)

1 nm 3.0 -178.1 6.5 -97.9
2 nm 1.6 -231.8 7.5 -130.3
5 nm -6.5 -311.2 3.2 -181.9
10 nm -21.8 -367.8 -9.3 -221.1
20 nm -45.2 -408.0 -29.1 -250.1
50 nm -73.1 -429.7 -53.3 -267.4
100 nm -85.0 -433.7 -64.4 -271.2
∞ -97.2 -435.2 -77.0 -272.6

Table II.4: Real and imaginary parts of the scattering length for (anti)hydrogen inter-
acting with a thin silicon or silica slab.

real part of the scattering length grows from negative to small positive values when the
slab width is reduced.

As discussed in section II.2.c, quantum reflection calculations for nanoporous me-
dia should be performed at low enough energy to limit the influence of the short range
potential which is affected by inhomogeneities in the medium. Figure II.18 shows the
evolution of b with the porosity of various porous media : silica aerogel, porous silicon
and diamond nanoparticle powder. These materials exhibit remarkably high reflection
probabilities. For example, the parameter b (and therefore also the transmission proba-
bility 1−R ' 4κb) is divided by a factor 20 when comparing bulk silica to 98% porosity
aerogel.

Quantum reflection experiments have been performed by Pasquini et al. with con-
densates of sodium atoms on a nanostructured silicon surface and a silica aerogel [103].
They observed a reflection probability of ∼60% on the nanostructured silicon surface,
compared with ∼15% on bulk silicon. However, no reflection was observed on the aero-
gel, possibly because of uncontrolled surface charges. This is a serious issue to be solved
in order to observe the spectacular enhancement of reflection predicted here.

The fact that quantum reflection increases as matter is removed from the mirror begs
the following question: what happens if the mirror is removed altogether? It is clear
that some of the assumptions we have made must break down in that limit. Indeed,
as the Casimir-Polder interaction is reduced and the atom is allowed to come closer
to the surface, there must be a point where the mirror can no longer be considered
homogeneous nor perfectly plane, or when the description of the atom as a dipole is no
longer valid.

II.3.g Comparison with model potentials
We have seen in the previous section that at low energy quantum reflection can be
described in terms of a complex scattering length. Since the reflection occurs farther
from the surface as the energy goes to zero, one expects this near-threshold behavior
to be governed by the tail of the potential [114, 117, 204]. In particular, for a thick
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Figure II.18: Parameter b characterizing low energy scattering of (anti)hydrogen on
silica aerogel (red) , porous silicon (green) and ice and diamond nanoparticle powders
(dark and light blue, respectively) as a function of the material’s porosity.

mirrors, the Casimir-Polder potential decays as V (z) ' −C4/z
4 in the far-end. We

therefore expect this “C4 potential” to be relevant to low energy scattering on such
mirrors.

Potentials of the form V (z) = −Cn/zn are said to be homogeneous because they
obey the following scaling property:

V (αz) = α−nV (z) . (II.82)

Analytical results can be obtained for such potentials, we have collected them in ap-
pendix B. In particular, the scattering length can be computed exactly for homogeneous
potentials. For the C4 potential we find a = −i~−1√2mC4. Comparison with the values
obtained for real potentials shows that this is at most a crude approximation: the real
part of the scattering length is non-zero and its imaginary part differs significantly.

Analytical calculations can also be carried out for the “C3−C4 model”, which inter-
polates between the short and long range behaviors of the Casimir-Polder potential:

V (z) = − C4
z3(z + C4/C3) . (II.83)

The scattering length is then [119, 124]

a = − C4
2C3

(
1 + 2ρH

(1)′
1 (χ)

H
(1)
1 (χ)

)
, χ ≡ 2C3

~

√
2m
C4

, (II.84)
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where H(1)
1 is the Hankel function of order one of the first kind [1]. Although this model

predicts a non-zero real part for the scattering length, it still fails to give the correct
values. Comparison of the exact scattering lengths with both models is given in table
II.5.

perfect silicon silica
exact Re(a) (a.u.) -53.0 -97.2 -77.0

Im(a) (a.u.) -543.0 -435.2 -272.6
C4 Re(a) (a.u.) 0 0 0

Im(a) (a.u.) -520.0 -429.8 -321.3
C3 − C4 Re(a) (a.u.) -70.0 -103.7 -96.8

Im(a) (a.u.) -505.6 -389.0 -270.0

Table II.5: Real and imaginary parts of the scattering length for various materials. The
first line is the exact numerical result, the second and third lines are the analytic results
for a C4 potential and the C3 − C4 potential, respectively.

A precise evaluation of the scattering length thus requires the knowledge of the
exact potential from cliff-side to far-end. However, we should not hastily conclude that
contrary to our initial supposition, the C4 potential tail is irrelevant to near-threshold
scattering. On the contrary, we will show that if we go beyond the simple reasoning
presented above, the C4 model can be used to make accurate estimations of the reflection
probability over a large range of energies.

Let us study the C4 model in more detail. We start by identifying the relevant length
scales:

• the inverse of the wavevector at infinity:

1
κ
≡ ~√

2mE
, (II.85)

• the length scale associated with the strength of the potential:

` ≡
√

2mC4
~

, (II.86)

• the distance at which E = |V |:

σ ≡

√
`

κ
=
(
C4
E

)1/4
. (II.87)

From these length scales, one can form a single dimensionless parameter κ`. We also
define the dimensionless coordinate u ≡ ln(z/σ).

The Schrödinger equation reads

ψ′′(z) +
(
κ2 − `2

z4

)
ψ(z) = 0 , (II.88)
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so that the WKB wavevector and phase are

kdB(z) = κ
√

1 + e−4u , φdB(z) =
√
κ`

∫ u

u0

√
2 cosh(2υ) dυ , (II.89)

where u0 is chosen to enforce φdB(z) '
z→∞

κz. The integral for the WKB phase can be
expressed in terms of the hypergeometric function (defined as in [1]):

φdB(z) =
√
κ` euF

(−1
2 ,
−1
4 ; 3

4;−e−4u
)

(II.90)

For κ =
√
κ` the WKB coordinate depends only on u:

z = φdB(z)
κ

= euF

(−1
2 ,
−1
4 ; 3

4;−e−4u
)

(II.91)

and the same is true for the potential:

V (z) = κ`Q(z) = 5
8 cosh(2u)3 . (II.92)

Therefore V (z) is a universal function, plotted in figure II.19, that is independent of the
parameters of the problem. V reaches its maximum value 5/8 for u = 0, that is

z = σ, z = σ ≡ F
(−1

2 ,
−1
4 ; 3

4;−1
)

= Γ(3/4)2
√
π
' 0.847213 . (II.93)

V (z) is symmetric around this maximum as can be seen by taking u→ −u:

V = 5
8 cosh(2u)3 −→u→−u

V , (II.94)

z − σ =
∫ u

0

√
2 cosh(2υ) dυ −→

u→−u
σ − z , (II.95)

so that

V (σ + z) = V (σ − z) . (II.96)

At the far-end (z →∞, u→∞), the WKB coordinate has the following asymptotic
behavior:

z '
u→∞

eu , (II.97)

from which we deduce the behavior of the universal potential function:

V (z) '
z→∞

5
z6 . (II.98)
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Figure II.19: Universal transformed potential function V (z) for a C4 potential.

Using the symmetry (II.94) we easily obtain the asymptotic behaviors at the cliff-side:

z '
u→−∞

2σ − e−u , V (z) '
z→−∞

5
(2σ − z)6 . (II.99)

Finally, the integral of V over the z axis can be computed exactly:∫ ∞
−∞

V (z) dz = 5Γ(5/4)2

3
√
π
' 0.772531 . (II.100)

With our choice of WKB coordinate, the potential V (z) is a universal function. As a
consequence, the whole dependence on the parameters of the original problem lies in the
energy E = κ`. In particular the reflection and transmission coefficients are functions
of κ` only. These functions can be obtained by solving the Schrödinger equation and
varying the parameter κ`. This can be done numerically or by using the analytical
solution to the Schrödinger equation (II.88) in terms of Mathieu functions, which is
given in appendix B.

Within the C4 model, the variation of the reflection probability with the original
potential strength (measured by `) and energy (measured by κ) is evident: changing
these parameters modifies the transformed energy E = κ` but not the potential peak
V , so that the lower the product κ` is, the greater the reflection becomes.

A natural question is now whether we can find a similar unique parameter to describe
reflection on realistic Casimir-Polder potentials. We have seen that at low energies the
reflection probability is determined by the product κb, where b is the imaginary part of
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the scattering length in absolute value (section (II.3.f)). Moreover in the special case of
the C4 potential, b = `. It is therefore natural to perform the Liouville transformation to
the WKB coordinate with the proportionality factor κ =

√
κb. The results are presented

in figures II.20 and II.21.
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Figure II.20: Left panel: transformed energy E and potential V (z) with a scaling
factor κ =

√
κb for (anti)hydrogen impinging on a silica bulk with energies E = 0.1, 1

and 10 neV (blue, green and red lines respectively). The universal potential function
V (z) is shown for comparison (dashed black line). Right panel: the same with a vertical
logarithmic scale to emphasize differences in the wings of the potential function.

We observe that with this choice of scaling, the transformed potential functions
V (z) corresponding to various original energies E and potentials V (z) all approximately
collapse onto the universal function for a C4 potential plotted as a dotted line. More
precise inspection of the curves in logarithmic scale shows deviations from this behavior
on the cliff-side, where the C4 model is a poor representation of the real potential.

Changing the original energy and potential therefore leaves the transformed potential
peak almost unchanged but modifies the transformed energy E = κb. As a consequence,
we expect the scattering amplitudes to tend towards universal functions of κb. We show
that this is the case by replotting the reflection probability on a perfect mirror, silicon
and silica as a function of κb in figure II.22.

Again we observe a collapse of the curves on the universal reflectivity curve calculated
for a C4 potential. Comparison with the low energy behavior R ' e−4κb shows that
the agreement between exact results and the C4 model goes far beyond the domain of
validity of the scattering length approximation. Use of a vertical logarithmic scale in
figure II.22 shows that deviations from the universal C4 curves occur at high energy. This
is consistent with the fact that higher energy collisions sample regions of the potential
that are closer to the surface and therefore badly described by the C4 model.

It is remarkable that this universal scaling behavior also applies to potentials which
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Figure II.21: Left panel: transformed energy E and potential V (z) with a scaling
factor κ =

√
κb for (anti)hydrogen impinging on a silica bulk with energy E = 10 neV

on a perfect mirror(blue line), a silicon bulk (green line) and a silica bulk (red line). The
universal potential function V (z) is shown for comparison (dashed black line). Right
panel: the same with a vertical logarithmic scale to emphasize differences in the wings
of the potential function.
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Figure II.22: Left panel: Reflection probability on a perfect mirror, silicon and silica
bulks (blue, green and red lines respectively) as a function of the parameter κb. The
corresponding curves for reflection in the C4 model (black dashed line) and in the scat-
tering length approximation (black dot-dashed line) are shown for comparison. Right
panel: the same curves, plotted with a vertical logarithmic scale to emphasize deviations
from the universal behavior at high energy.



Chapter II. Reflection from the Casimir-Polder potential 76

do not exhibit long-range C4 behavior, for example the potential near matter slabs which
decreases as −C5/z

5 in the far-end.
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Figure II.23: Reflection probability on silica slabs of various widths (black: thick slab,
purple: d = 50 nm, blue: d = 20 nm, cyan: d = 10 nm, green: d = 5 nm, yellow:
d = 2 nm, red: d = 1 nm) and graphene (∆ = 10−15 eV, black dotted line) as a function
of κb. The corresponding curve for reflection in the C4 model is shown for comparison
(black dashed line).

II.3.h Consequences for GBAR
In the GBAR experiment, annihilation of the anti-atom on the surface ensures that
quantum reflection is “one-way”. However, at this point we have not included the grav-
itational potential to which the anti-atom is also submitted in GBAR. Nevertheless, we
will show in section III.3 that a particle dropped from a macroscopic height H in the
Earth’s gravity field can be treated as a plane wave of energy E = mgH over the range
of the Casimir-Polder potential. The results presented above therefore have implications
for the GBAR experiment:

• For fall heights on the order of 10 cm, which is typical of the GBAR setup, the atom
has a kinetic energy of the order of 10 neV, so a significant amount of reflection
(15-30%) is to be expected.

• The material used for the detection plate has an effect on quantum reflection and
metallic surfaces should be used if we want to minimize reflection.
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• Higher energy atoms are more likely to be detected in the GBAR experiment,
which means that the higher end of the initial energy distribution of dropped
atoms will tend to be overrepresented in the results. This will induce a bias which
has to be accounted for when extracting the gravitational acceleration g from the
experimental data.

At first, quantum reflection appears as a hindrance in the GBAR detection scheme.
However, both for GBAR and other experiments, reaching high reflection probabilities
could be a major advantage since it would allow to trap and guide antimatter with mate-
rial walls. Potential applications such as a velocity selector for GBAR and antihydrogen
quantum bouncing ball experiments will be discussed in chapter IV.

II.4 Two-way quantum reflection
In the previous section, we have solved the quantum reflection problem with full ab-
sorption on the surface. To our knowledge, all studies of quantum reflection to date use
this boundary condition. This assumption is motivated by the loss of atoms reaching
the surface through mechanisms such as annihilation, sticking or non-specular reflection.
However it overlooks the possibility of elastic scattering from a very short range repulsive
potential.

A detailed description of the mechanisms at work near the surface is far beyond
the scope of this thesis. However, we will examine the effect of a modification of the
boundary condition at the surface on quantum reflection. The sensitivity of the quantum
reflection probability to such a change could explain the difficulty of accurately modeling
the results of experiments with matter atoms [96–98].

II.4.a Changing the boundary condition on the surface
We have seen that reflection from the Casimir-Polder potential occurs in the badlands
region, some distance away from the surface. This means that we can treat reflection
from the Casimir-Polder potential and from the surface itself separately. Scattering on
the Casimir-Polder potential is described by a scattering matrix relating the amplitudes
of waves propagating away and towards the badlands region, as sketched in figure II.24:(

aout
+
aout
−

)
≡ S

(
ain

+
ain
−

)
, S ≡

(
t̄ r
r̄ t

)
(II.101)

These amplitudes are identical in the original problem and after a Liouville transforma-
tion.

We model the effect of short range interactions at the surface by fixing the ratio of
the counterpropagating waves in the cliff-side region:

ain
+ = ηaout

− , (II.102)
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Figure II.24: Amplitudes of the waves incoming on and outgoing from the badlands
region, in the original (left) and Liouville-transformed (right) scattering problem.

where η is supposed to be to be a complex number of modulus smaller or equal to one,
possibly dependent on the energy. If |η| = 1, the scattering on the surface is purely
elastic whereas for |η| < 1, part of the particle flux is lost at the surface. Full absorption
at the surface, which we have considered in the previous section, corresponds to η = 0.

II.4.b Successive scattering processes
We solve the linear system of equations formed by the definition of the S-matrix and
the relation between ain

+ and aout
− to obtain the overall reflection coefficient

rη ≡
aout

+
ain
−

= r − ηrr̄ + ηtt̄

1− ηr̄ . (II.103)

This result can also be written as a sum over the number of successive scattering processes
on the surface on the one hand and on the badlands on the other hand:

rη = r + tηt̄+ tηr̄ηt̄+ tηr̄ηr̄ηt̄+ · · · = r + tη

( ∞∑
n=0

(r̄η)n
)
t̄ (II.104)

The scattering matrix obeys unitarity and reciprocity relations which follow from
conservation of probability and time-reversal symmetry (see appendix A). Applying
these relations, we find that the reflection and transmission coefficients on one side of
the badlands can be related to those on the other side:

r̄ = −r∗t/t∗ , t̄ = t . (II.105)

We can therefore express rη in terms of r, t and η only:

rη = r + ηt/t∗

1 + ηr∗t/t∗
. (II.106)

Given a value of η, the “two-way” reflection coefficient rη can thus be immediately
calculated from the “one-way” scattering amplitudes r and t. If η = 0 we recover the
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situation of the previous section and r0 = r. In the opposite case where |η| = 1, the
whole scattering process is unitary and the probability density conserved so that |rη| = 1.

It is instructive to write the transmission probability 1 − |rη|2 as a function of the
amplitudes and phases of r, t and η:

1− |rη|2 = A

1 + F cos2(θ/2) , (II.107)

θ ≡ arg(r)− arg(η)− 2 arg(t) , (II.108)

A ≡ (1− |r|2)(1− |η|2)
(1− |rη|)2 and F ≡ 4|rη|

(1− |rη|)2 . (II.109)

This type of formula typically describes transmission of light through a Fabry-Perot
cavity, formed by two partially reflective mirrors facing each other. When the wavelength
of the light is tuned to the cavity length, amplitude builds up within the cavity and
transmission is enhanced. Here the matter wave plays the role of light while the two
mirrors are replaced by the surface and badlands respectively.

In figure II.25 we plot the transmission probability as a function of the phase θ, for
|r|2 = 50% and various values of |η|2. The modulation of the transmission probability
when θ varies can be understood in the following way: θ is the phase difference between a
matter wave that is directly reflected off the badlands (arg(r)) and one that escapes the
“cavity” after one round trip (2 arg(t)+arg(η)). When θ = 2kπ, k ∈ Z, the two interfere
constructively and reflection is maximal. Conversely, when θ = (2k + 1)π reflection is
minimal, the incoming wave matches a resonance of the “cavity” so that transmission is
enhanced. These resonances are sharper for higher values of the coefficient of finesse F ,
corresponding to fewer losses on both sides of the “cavity”.

Figure II.26 shows the modulus squared wavefunction in WKB coordinates in the
resonant and non-resonant case and the relative weights of the counterpropagating waves.
Notice the build-up of amplitude within the cavity in the resonant case and the associated
increase in the net current directed towards the surface.

If the phase of η is unknown, the interference between the matter waves that are
reflected off the Casimir-Polder and off the short range potentials can lead to either an
increase or a reduction of the reflection probability compared to the fully absorbing case
(η = 0), within the following bounds:( |r| − |η|

1− |rη|

)2
≤ |rη|2 ≤

( |r|+ |η|
1 + |rη|

)2
. (II.110)

Figure II.27 shows the range of values that |rη|2 can take for hydrogen reflected off a
perfect mirror for small, fixed values of |η|2. It appears that even small values of |η|2
can lead to sizable variations of the reflection probability.

Quantum reflection experiments attempting to probe the Casimir-Polder potential
should therefore use atoms and surfaces such that there is full absorption upon contact,
in order to be free of uncontrolled effects on the surface. Metastable atoms [96], fragile
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Figure II.25: Transmission probability 1− |rη|2 as a function of the phase θ, for |r|2 =
50% and |η|2 = 0% (black), 1% (blue), 10% (green), 25% (red), 50% (cyan) and 75%
(magenta).
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Figure II.26: Modulus squared of the wavefunction of (anti)hydrogen scattering on a
perfect mirror with energy E = 1 neV and |η|2 = 25%, in the WKB coordinate. In the
left panel the phase of η is chosen such that θ = 0 whereas in the right panel it is such
that θ = π so that the cavity is resonant. The arrows’ relative widths correspond to the
amplitudes of the counterpropagating waves on both sides of the badlands region (the
amplitude arriving from the right is the same in both cases).
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Figure II.27: Bounds on the reflection probability of hydrogen on a perfect mirror if
the probability of reflection on the surface is fixed to |η|2 = 0, 1 or 5%.

dimers or trimers [106] and rough surfaces [97] have been used to that purpose. Antimat-
ter atoms are ideal candidates for such “clean” measurements since they are annihilated
upon contact with the surface.

Conclusion
The scattering approach to Casimir forces has allowed us to take into account the dielec-
tric properties of the mirror in our calculation of the Casimir-Polder potential between
an (anti)hydrogen atom and a wide variety of surfaces. We have observed that quan-
tum reflection on these potentials also depends on the optical response of the mirror.
In particular, the reflection probability increases for mirrors that couple weakly to the
electromagnetic field. For this reason, graphene sheets and nanoporous materials are
interesting for applications where a large reflection probability is needed.

By performing a Liouville transformation to the WKB coordinate we have been able
to to reinterpret quantum reflection on the Casimir-Polder potential well as reflection on
a potential barrier. Although both situations are antinomic from a semiclassical point of
view, they lead to the same quantum scattering amplitudes. In addition to providing a
convenient way of solving the Schrödinger equation, the Liouville transformation method
has allowed us to show that the quantum reflection probability depends essentially only
on the product κb, where κ = ~−1√2mE depends on energy while b is a characteristic
length scale associated with the potential.
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Finally, we have shown that including reflection from the surface leads to resonance
effects in the “cavity” formed by the surface on one side and the badlands on the other.
This can result in a significant increase or decrease of the reflection probability compared
with the case where the surface is absorbing.



Chapter III
Quantum free fall

Until now, we have analyzed scattering on the surface while disregarding the free fall
which precedes. In this chapter, we shift our focus from the surface to the particle falling
freely in a uniform gravitational field. We first solve the time-dependent Schrödinger
equation in a linear potential by showing that it is equivalent to the free equation in
an accelerated frame. We then present a phase space approach to the problem which
demonstrates that quantum free fall can be described in terms of classical trajectories.
Based on these results, we discuss the effect of classical and quantum uncertainties in the
initial state of a dropped atom on the arrival time of the wavepacket at a given plane.
We will end this chapter with a description of stationary states in the gravitational field.
These states will be particularly relevant when we reintroduce the surface in the next
chapter.

III.1 Free fall of a matter wave

III.1.a Schrödinger equation in an accelerated frame
The solution of the Schrödinger equation in a uniform gravitational field can be obtained
from the solution of the free equation after transformation to a uniformly accelerated
frame [37, 38]. In this sense, non-relativistic quantum mechanics is compatible with the
weak equivalence principle.

To see this, we first place ourselves in an inertial reference frame with coordinate
z0. In this frame the quantum state of the particle is |ψ0〉 and it evolves with the free
Schrödinger equation

i~
d
dt |ψ0〉 = Ĥ0 |ψ0〉 = P̂ 2

2m |ψ0〉 , (III.1)

where the Hamiltonian Ĥ0 depends only on the momentum operator P̂ and not on the
position operator Ẑ.

We now consider a moving frame the origin of which lies in z0 = ζ(t) at a time t.
The position z and momentum p in the moving frame are thus related to the position

83
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and momentum in the inertial frame through

z = z0 − ζ(t) , p = p0 −mζ ′(t) . (III.2)

The quantum state in the moving frame |ψ〉 is related to |ψ0〉 by a time-dependent
unitary operator Ô(t) which remains to be specified:

|ψ〉 = Ô(t) |ψ0〉 , Ô(t)†Ô(t) = Ô(t)Ô(t)† = 1̂ , (III.3)

To lighten the notation, we hereafter leave the time dependence implicit when there is
no risk of confusion.

To find Ô, we impose that averages of the position and momentum operators trans-
form according to (III.2):

〈ψ| Ẑ |ψ〉 = 〈ψ0| Ô†ẐÔ |ψ0〉 = 〈ψ0| Ẑ |ψ0〉 − ζ 〈ψ0|ψ0〉 , (III.4)
〈ψ| P̂ |ψ〉 = 〈ψ0| Ô†P̂ Ô |ψ0〉 = 〈ψ0| P̂ |ψ0〉 −mζ ′ 〈ψ0|ψ0〉 . (III.5)

This being true for all |ψ0〉, it follows that

Ô†ẐÔ = Ẑ − ζ , Ô†P̂ Ô = P̂ −mζ ′ , (III.6)
ÔẐÔ† = Ẑ + ζ , ÔP̂ Ô† = P̂ +mζ ′ . (III.7)

We find a suitable unitary operator Ô by combining translation operators in coordinate
and momentum space:

T̂ ≡ exp
(
i

~
ζP̂

)
, T̂ |z0〉 = |z0 − ζ〉 ≡ |z〉 , (III.8)

Ŝ ≡ exp
(−i

~
mζ ′Ẑ

)
, Ŝ |p0〉 = |p0 −mζ ′〉 ≡ |p〉 . (III.9)

We choose for example:

Ô ≡ exp
(
i

~

(
ζP̂ −mζ ′Ẑ + f

))
(III.10)

where the time-dependent function f = f(t) is left unspecified for the moment. The
Zassenhaus formula1 can be used to express Ô in terms of Ŝ and T̂ . For two operators
X̂ and Ŷ which both commute with their commutator [X̂, Ŷ ], we have:

exp
(
X̂ + Ŷ

)
= exp

(
X̂
)

exp
(
Ŷ
)

exp
(
−1

2[X̂, Ŷ ]
)

(III.11)

Since [Ẑ, P̂ ] = i~, changing the ordering of Ŝ and T̂ only leads to the introduction of
extra time-dependent factors:

Ô = T̂ Ŝ exp
(
i

~

(
f + m

2 ζζ
′
))

= ŜT̂ exp
(
i

~

(
f − m

2 ζζ
′
))

. (III.12)

1The Zassenhaus formula is a dual form of the well-known Baker–Campbell–Hausdorff formula (see
[205]).
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With these expressions, we easily show that the action of Ô on the coordinate and
momentum bases is

Ô |z0〉 = exp
(
i

~

(
−mζ ′z0 + f + m

2 ζζ
′
))
|z0 − ζ〉 (III.13)

= exp
(
i

~

(
−mζ ′z + f − m

2 ζζ
′
))
|z〉 , (III.14)

Ô |p0〉 = exp
(
i

~

(
ζp0 + f − m

2 ζζ
′
))
|p0 −mζ ′〉 (III.15)

= exp
(
i

~

(
ζp+ f + m

2 ζζ
′
))
|p〉 , (III.16)

so that equations (III.6) are indeed verified.
By taking the time derivative of equation (III.3) we find that the state vector in the

moving frame obeys a modified Schrödinger equation:

i~
d
dt |ψ〉 =

(
ÔĤ0Ô

† + i~
dÔ
dt Ô

†
)
|ψ〉 (III.17)

=
(
P̂ 2

2m +mζ ′′Ẑ − f ′ + m

2 ζζ
′′
)
|ψ〉 . (III.18)

We can now choose the function f conveniently of the form

f(t) = m

2

∫ t

ζ(τ)ζ ′′(τ) dτ . (III.19)

This choice suppresses the term proportional to the identity and we are left with the
Schrödinger equation for a particle in a linear potential:

i~
d
dt |ψ〉 =

(
P̂ 2

2m +mζ ′′Ẑ

)
|ψ〉 . (III.20)

The solution |ψ(t)〉 to this equation can be expressed in terms of the free evolution
operator Û0(t) and the initial state |ψ(0)〉:

|ψ(t)〉 = Ô(t) |ψ0(t)〉 = Ô(t)Û0(t) |ψ0(0)〉 = Ô(t)Û0(t)Ô(0)† |ψ(0)〉 , (III.21)

Û0(t) ≡ exp
(−i

~
Ĥ0t

)
= exp

(
−i
~
P̂ 2

2mt

)
, (III.22)

so that we can read off the evolution operator in the linear potential:

|ψ(t)〉 = Û(t) |ψ(0)〉 , Û(t) = Ô(t)Û0(t)Ô(0)† . (III.23)

The wavefunctions in the two frames are related through:

ψ(z, t) = 〈z|ψ〉 = 〈z|Ô|ψ0〉 = 〈z + ζ|ψ0〉 exp
(−i

~

(
mζ ′z − f + m

2 ζζ
′
))

(III.24)

= ψ0(z + ζ, t) exp
(−i

~

(
mζ ′z − f + m

2 ζζ
′
))

, (III.25)
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where ψ0 evolves with the free Hamiltonian Ĥ0.
In momentum space the free evolution is diagonal so that we can give the wavefunc-

tion at time t directly in terms of the initial wavefunction:

ψp(p, t) = 〈p|ψ〉 = 〈p|Ô|ψ0〉 = 〈p+mζ ′|ψ0〉 exp
(
i

~

(
ζp+ f + m

2 ζζ
′
))

(III.26)

= ψp,0(p+mζ ′, t) exp
(
i

~

(
ζp+ f + m

2 ζζ
′
))

(III.27)

= ψp(p+mζ ′, 0) exp
(
−i
~

(p+mζ ′)2

2m t

)
exp

(
i

~

(
ζp+ f + m

2 ζζ
′
))

. (III.28)

III.1.b Particle in a uniform gravity field
We now consider a freely falling test particle, typically an antihydrogen atom, and denote
g its gravitational acceleration. This corresponds to the choice ζ(t) = gt2/2 in the
equations of the previous section. The Schrödinger equation then reads

i~
∂

∂t
ψ(z, t) = − ~2

2m
∂2ψ

∂z2 (z, t) +mgzψ(z, t) . (III.29)

The characteristic length and time scales associated with this equation are

zg ≡
(

~2

2m2g

)1/3

, tg ≡
( 2~
mg2

)1/3
. (III.30)

The associated momentum and energy scales are

pg ≡
~
zg

= (2~m2g)1/3 , Eg ≡
~
tg

=
(
~2mg2

2

)1/3

. (III.31)

We will use these quantities as our units in plots. If m is the mass of hydrogen and
g = g, their numerical values in the S.I. system are2:

zg ≈ 5.87× 10−6 m , tg ≈ 1.09× 10−3 s , (III.32)
pg ≈ 1.80× 10−29 kg.m.s−1 , Eg ≈ 9.64× 10−32 J . (III.33)

With our choice of ζ(t), the function f(t) is given by (see equation (III.19))

f(t) = mg2t3

12 . (III.34)

We can write the wavefunction in coordinate space in terms of the solution ψ0(z, t) of
the free equation:

ψ(z, t) = ψ0

(
z + gt2

2 , t

)
exp

(
−i
~

(
mgtz + mg2t3

6

))
. (III.35)

2Energies are more conveniently expressed in nanoelectronvolts: Eg ≈ 6.02× 10−4 neV.
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In momentum space the wavefunction can be written directly in terms of the initial
wavefunction:

ψp(p, t) = ψp(p+mgt, 0) exp
(
−i
~

(
p2t

2m + gt2p

2 + mg2t3

6

))
. (III.36)

The evolution operator is

Û(t) = T̂ ŜÛ0 exp
(
i

~
mg2t3

3

)
= ŜT̂ Û0 exp

(
−i
~
mg2t3

6

)
, (III.37)

Ŝ = exp
(
− i
~
mgtẐ

)
, T̂ = exp

(
i

~
gt2

2 P̂

)
. (III.38)

Evaluating it between an initial and a final momentum state gives the propagator in
momentum space:

Kp(pf , pi, t) ≡ 〈pf |Û(t)|pi〉

= exp
(
−i
~

(
p2
f t

2m + gt2pf
2 + mg2t3

6

))
δ(pf +mgt− pi) . (III.39)

In coordinate space the propagator is expressed in terms of the free propagator:

K(zf , zi, t) ≡ 〈zf |Û(t)|zi〉

= K0

(
zf + gt2

2 , zi, t

)
exp

(
−i
~

(
mgtzf + mg2t3

6

))
, (III.40)

with

K0(zf , zi, t) ≡ 〈zf |Û0(t)|zi〉 =
∫ dp

2π 〈zf |p〉 exp
(
−i
~
p2

2mt

)
〈p|zi〉 (III.41)

=
√

m

2iπ~t exp
(
i

~
m(zf − zi)2

2t

)
, (III.42)

therefore,

K(zf , zi, t) =
√

m

2iπ~t exp
(
i

~

(
m(zf − zi)2

2t − mg(zf + zi)t
2 − mg2t3

24

))
. (III.43)

(III.44)

We recognize that

K(zf , zi, t) =
√

m

2iπ~t exp
(
i

~
Scl(zf , zi, t)

)
, (III.45)
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with Scl(zf , zi, t) Hamilton’s principal function associated with the classical trajectory
joining points zi and zf in time t:

Scl(zf , zi, t) =
∫ t

0

(
m

2

(dzcl
dτ (τ)

)2
−mgzcl(τ)

)
dτ , (III.46)

where

zcl(τ) = zi + viτ −
gτ2

2 , vi = zf − zi
t

+ gt

2 . (III.47)

The fact that the phase of the quantum propagator is proportional to the action associ-
ated with the classical trajectory is a well known property of systems with Hamiltonians
that are at most quadratic in position and momentum [206].

III.1.c Wigner function
We have just seen that the propagator (III.45) in a uniform field can be written in terms
of the classical action. Quantum states thus propagate classically in a linear potential.
However, the state itself can be highly non-classical. This is best seen in the phase
space formulation of quantum mechanics introduced by Wigner [207], as discussed in
particular in [41].

The Wigner phase space quasi-distribution or Wigner function is a mixed position-
momentum representation of the density matrix ρ̂. It is equivalent to the density matrix,
meaning that it can describe both quantum superpositions and statistical ensembles
[208]. Its proximity to the classical phase space distribution makes the Wigner function
an ideal tool to study the classical limit [209], but we stress that it is a fully quantum
object.

The Wigner function is a real function of the pair of conjugate variables z and p
defined by

W (z, p, t) ≡ 1
2π~

∫
dζ 〈z + ζ/2|ρ̂(t)|z − ζ/2〉 e−ipζ/~ , (III.48)

which is easily shown to be equivalent to the dual definition

W (z, p, t) ≡ 1
2π~

∫ d$
2π~ 〈p+$/2|ρ̂(t)|p−$/2〉 ei$z/~ . (III.49)

For a pure state ρ̂ = |ψ〉 〈ψ|, we get

W (z, p, t) = 1
2π~

∫
dζ ψ(z + ζ/2, t)ψ∗(z − ζ/2, t)e−ipζ/~ (III.50)

= 1
2π~

∫ d$
2π~ψ(p+$/2, t)ψ∗(p−$/2, t)ei$z/~ . (III.51)
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Unlike the classical phase space distribution function, the Wigner function is not a
proper probability density, in particular it can take negative values [210, 211]. Neverthe-
less, it is known as a quasi-probability distribution since it can be used to write averages
of observables on phase space:

〈Â〉 ≡ Tr(ρ̂Â) =
∫

dz dp W (z, p, t)AW (z, p, t) , (III.52)

where AW (z, p, t) is the Weyl transform of the observable:

AW (z, p, t) ≡
∫

dζ 〈z + ζ/2|Â(t)|z − ζ/2〉 e−ipζ/~ . (III.53)

In particular the marginals of the Wigner function give the probability densities in
position and momentum space:∫

W (z, p, t) dz = 1
2π~ 〈p|ρ̂|p〉 ,

∫
W (z, p, t) dp = 〈z|ρ̂|z〉 , (III.54)

and the current can be expressed as

j(z, t) =
∫

p

m
W (z, p, t) dp . (III.55)

To obtain the evolution equation of the Wigner function, we start with the von
Neumann equation for the density matrix:

i~
dρ̂
dt = [Ĥ, ρ̂] =

(
P̂ 2

2m + V (Ẑ)
)
ρ̂− ρ̂

(
P̂ 2

2m + V (Ẑ)
)
. (III.56)

Using the momentum and position representations to treat the kinetic and potential
terms respectively, one shows that the Wigner function obeys an equation known as the
quantum Liouville or Wigner equation:

∂W

∂t
(z, p, t) =− p

m

∂W

∂z
(z, p, t) + Θ[V ]W (z, p, t) , (III.57)

where we used the shorthand notation

Θ[V ]W (z, p, t) ≡ −i
2π~2

∫
dζ [V (z + ζ/2)− V (z − ζ/2)]

× 〈z + ζ/2|ρ̂|z − ζ/2〉 e−ipζ/~ . (III.58)

If V is infinitely differentiable, Θ[V ] can be written as a pseudo-differential operator:

Θ[V ] = i

~

[
V

(
z − i~

2
∂

∂p

)
− V

(
z + i~

2
∂

∂p

)]
(III.59)

=
∞∑
n=0

(−~2/4)n

(2n+ 1)!
∂2n+1V

∂z2n+1 (z)
(
∂

∂p

)2n+1
. (III.60)



Chapter III. Quantum free fall 90

Another possible representation is

Θ[V ]W (z, p, t) =
∫

d$ W (z, p+$, t)J(z,$) , (III.61)

with
J(z,$) = 1

2π~2

∫
dζ [V (z + ζ/2)− V (z − ζ/2)] sin($ζ/~) , (III.62)

provided this last integral is defined.
If the potential V (z) is at most quadratic, the pseudo-differential operator reduces

to its zeroth order term and the quantum Liouville equation reduces to the classical
Liouville equation which describes the evolution of a classical phase space density in a
potential V (z):

∂

∂t
W (z, p, t) = − p

m

∂W

∂z
(z, p, t) + dV

dz (z)∂W
∂p

(z, p, t) . (III.63)

In this case the exact quantum evolution can be expressed in terms of classical trajec-
tories. Indeed, if the functions zcl(t), pcl(t) obey the classical equations of motion

dzcl
dt = pcl

m
and dpcl

dt = −dV
dz (zcl) , (III.64)

then
dW
dt (zcl(t), pcl(t), t) = ∂W

∂t
+ dzcl

dt
∂W

∂z
+ dpcl

dt
∂W

∂p
= 0 , (III.65)

so that

W (zcl(t), pcl(t), t) = W (zcl(t− τ), pcl(t− τ), t− τ) . (III.66)

In particular, for a linear gravitational potential V (z) = mgz, the equation is
∂W

∂t
(z, p, t) = − p

m

∂W

∂z
(z, p, t) +mg

∂W

∂p
(z, p, t) (III.67)

and

zcl(t− τ) = zcl(t)−
pcl(t)
m

τ − 1
2gτ

2 , pcl(t− τ) = pcl(t) +mgτ , (III.68)

so that (replacing zcl(t), pcl(t) by z, p)

W (z, p, t) = W

(
z − pτ

m
− gτ2

2 , p+mgτ, t− τ
)
. (III.69)

As noticed by the authors of [41], this evolution can be seen as the composition of a
translation D̂ and a shear Ŝ in phase space:

W (z, p, t) = D̂(τ)Ŝ(τ)W (z, p, t− τ) , (III.70)
Ŝ(τ) : (z, p) 7→ (z − pτ/m, p) , (III.71)
D̂(τ) : (z, p) 7→ (z + gτ2/2, p+mgτ) . (III.72)
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Moreover, this evolution is easily generalized to three dimensions (~g ≡ −g~ez):

W (~r, ~p, t) = W

(
~r − ~pτ

m
+ ~gτ2

2 , ~p−m~gτ, t− τ
)
. (III.73)

Instead of relating the Wigner function at two different times, one might want to
connect its values at two different heights. We make the replacement pτ/m+gτ2/2→ ζ
in equation (III.69) and find two possible expressions:

W (z, p, t) = W

(
z − ζ,

√
p2 + 2m2gζ, t+ p

mg
− 1
mg

√
p2 + 2m2gζ

)
(III.74)

= W

(
z − ζ, −

√
p2 + 2m2gζ, t+ p

mg
+ 1
mg

√
p2 + 2m2gζ

)
, (III.75)

along with the requirement that p2 + 2m2gζ ≥ 0. Indeed, one must keep in mind that a
classical particle must have enough energy to reach a given plane, and if it does, then it
crosses the plane twice: once going upwards and once going downwards.

The fact that the Wigner function propagates like a classical phase space distribution
in a linear potential will prove useful in upcoming calculations. However, one must keep
in mind that the Wigner function describes a quantum state. For instance, in contrast
with a classical distribution, it is constrained by Heisenberg’s uncertainty principle.

III.1.d Free falling wavefunctions
Based on the results of the previous sections, we now present two notable time-dependent
solutions of the Schrödinger equation with a linear potential.

The first is a plane wave which initially has no momentum:

ψp(p, 0) = N δ(p) . (III.76)

Applying the results of section III.1.b we find

ψ(z, t) =
∫ dp

2π~ψp(z, t)e
ipz/~ = N

2π~ exp
(
− i
~

(
mgtz + mg2t3

6

))
. (III.77)

The momentum of the plane wave thus follows the classical law pcl(t) = −mgt [212].
The second solution is more physical and more relevant to our purposes. It is the

wavefunction of a particle dropped from a harmonic trap. The ground state wavefunction
of a harmonic trap of frequency ω and centered at height H is a Gaussian:

ψ(z) =
(
mω

~π

)1/4
exp

(
−mω2~ (z −H)2

)
, (III.78)

ψp(p) =
(4π~
mω

)1/4
exp

(
− p2

2~mω − i
pH

~

)
. (III.79)
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Its position and momentum uncertainties are

∆z =
(∫
|ψ(z)|2(z −H)2 dz

)1/2
=

√
~

2mω , (III.80)

∆p =
(∫
|ψp(p)|2p2 dp

)1/2
=

√
~mω

2 , (III.81)

and they saturate Heisenberg’s uncertainty principle: ∆z∆p = ~/2.
Suppose at first that there is no gravity. If the trapping potential is turned off at

time t = 0, the wavefunction expands freely:

ψ0(z, t) =
(

mω

~π(1 + iωt)2

)1/4
exp

(
− mω

2~(1 + iωt)(z −H)2
)
. (III.82)

In the presence of gravity, the evolved wavefunction is given by equation (III.35):

ψ(z, t) =
(

mω

~π(1 + iωt)2

)1/4
exp

(
− mω

2~(1 + iωt)(z −H + gt2/2)2
)

× exp
(
− i
~

(
mgzt+ mg2t3

6

))
, (III.83)

or in momentum space (see equation (III.36)):

ψp(p, t) =
(4~π
mω

)1/4
exp

(
−(p+mgt)2

2m~ω
− i

~
(p+mgt)H

)

× exp
(
− i
~

(
p2t

2m + gt2p

2 + mg2t3

6

))
. (III.84)

Due to the presence of phase factors, these wavefunctions do not give an intuitive picture
of the evolution. The Wigner function, in contrast, has the advantage of being free of
cumbersome phases. It is initially equal to:

W (z, p, 0) = 1
π~

exp
(
− p2

m~ω
− mω

~
(z −H)2

)
(III.85)

so that after a free fall time t it becomes (see equation (III.69)):

W (z, p, t) = 1
π~

exp

−(p+mgt)2

m~ω
− mω

~

(
z −H − pt

m
− gt2

2

)2
 . (III.86)

The Wigner quasi-distribution and its marginal distributions are plotted in figure III.1
at times t = 0, TH/2 and TH , where TH ≡

√
2H/g is the free fall time of a classical

particle dropped with no initial velocity. We can note that the momentum distribution
is centered on the classical momentum zcl(t) = −mgt and that it keeps its shape. The
center of the position distribution also moves along the classical trajectory zcl(t)− gt2/2
but the wavepacket spreads as it falls.
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Figure III.1: Freely falling Gaussian wavepacket dropped from height H = 20zg with
no average velocity, at times t = 0 (blue), TH/2 (green) and TH (red). Central panel:
Wigner function, left panel: probability density in coordinate space, bottom panel:
probability density in momentum space.
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III.2 Propagation of errors for the fall of a wavepacket
Tests of the weak equivalence principle which time the free fall of a test mass are often
limited by the control over the initial dropping time, position and velocity. For this
reason, the most precise tests of the equivalence principle on macroscopic masses are
performed using torsion pendulums [7, 213]. For microscopic test masses this is no
longer possible and a precise control of the initial conditions is essential.

For a quantum particle, there are two types of uncertainties on the initial position
and velocity:

• classical uncertainties on the central position and velocity of the wave packet, which
might be due to vibrations of the trap in which the particle is held for example,

• quantum uncertainties corresponding to the width of the wavepacket itself in po-
sition and momentum space,

While there is no fundamental restriction on how well the central position and velocity of
the wave packet are defined, the quantum uncertainties are constrained by Heisenberg’s
uncertainty principle:

∆z∆v ≥ ~
2m . (III.87)

In an experiment where an atom is prepared in a trap and then dropped on a detection
plate, both types of uncertainties will result in a spread of the arrival time distribution.
In this section we will determine this spread supposing that the particle is dropped from
a height ' H with initial velocity ' 0 and that it is detected by an ideal detector as it
crosses the plane z = 0.

III.2.a A first, simple calculation
We have shown that the quantum phase space quasi-distribution W (z, p, t) obeys classi-
cal equations of motion in a uniform gravity field. It follows that we can do all calcula-
tions based on classical trajectories, by treating classical and quantum uncertainties on
the same footing.

Classically, a particle with initial position zi and initial velocity vi follows the tra-
jectory:

z(τ) = zi + viτ −
gτ2

2 (III.88)

Therefore a particle dropped from zi = H + δz with velocity vi = 0 + δv reaches z = 0
at time T = TH + δt with

TH =
√

2H
g

and δt = δz + THδv

gTH
(III.89)

at first order in the small errors δz, δv.
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If δz, δv are independent and normally distributed with standard deviations ∆z, ∆v,
the variance ∆T 2 on the arrival time is given by:

∆T 2 =
( ∆z
gTH

)2
+
(∆v
g

)2
(III.90)

and so the relative uncertainty on the arrival time is:

∆T
TH

=

√(∆z
2H

)2
+
(∆v
vH

)2
, vH ≡

√
2gH . (III.91)

For a quantum wavepacket, in the best possible case, ∆z and ∆v are of purely
quantum origin and they saturate the Heisenberg inequality (III.87). The uncertainty
on the arrival time (III.91) can then be expressed in terms of ∆z only

∆T
TH

=

√(∆z
2H

)2
+
( ~

2mvH∆z

)2
(III.92)

and it reaches an optimum for

∆zopt =
√

~H
mvH

, ωopt = 1
TH

= 1
tg

√
zg
H

. (III.93)

The corresponding optimum resolution for the free fall measurement is:(∆T
TH

)
opt

=
√

~
2mvHH

. (III.94)

The larger the product mvHH is with respect to ~/2, the better this optimal resolution
becomes.

III.2.b Quantum probability current through a surface
We now proceed to a more precise calculation of the arrival time distribution. In the
absence of quantum reflection from the detector, the arrival time distribution on a de-
tector placed in the plane z = 0 is given by the probability current distribution |j(0, t)|.
It can be calculated directly from its definition (I.21) and the expression of the falling
wavefunction or alternatively with the help of the Wigner function:

j(z, t) =
∫

p

m
W (z, p, t) dp . (III.95)

This integral can be performed exactly in the case of the Gaussian wavepacket consid-
ered in section III.1.d. The Wigner function (III.86) at height z = 0 is then a Gaussian
function of p:

W (0, p, t) = 1
π~

exp

− mω

~(1 + ω2t2)

(
H − gt2

2

)2
 exp

(
−(p− pmax)2

2∆2

)
, (III.96)
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with mean value
pmax(t) = − mω2t

1 + ω2t2

(
H + gt2

2 + g

ω2

)
(III.97)

and variance
∆2(t) = m~ω

2(1 + ω2t2) . (III.98)

Therefore, the probability current crossing the detection plane at height z = 0 is given
by

j(0, t) = pmax(t)
m

∫
W (0, p, t) dp = pmax(t)

m
|ψ(0, t)|2 (III.99)

= −
√

mω5t2

~π(1 + ω2t2)3

(
H + gt2

2 + g

ω2

)
exp

− mω

~(1 + ω2t2)

(
gt2

2 −H
)2
 .

(III.100)
Expanding the argument of the exponential to second order in δt = t − TH we recover
the result (III.90) of the previous section:

mω

~(1 + ω2t2)

(
gt2

2 −H
)2

'
δt�TH

δt2

2∆T 2 , (III.101)

∆T 2 = ~
4mωgH + ~ω

2mg2 =
( ∆z
gTH

)2
+
(∆p
mg

)2
. (III.102)

In figure III.2 we plot the Wigner function and arrival time distribution of various
Gaussian wavepackets. For values of ω smaller than the optimal value ωopt (equation
(III.93)), the spread in arrival times is dominated by the initial position dispersion. On
the other hand, if ω is larger than ωopt the initial velocity dispersion dominates.

We can also derive an approximate expression for the current at the detection plane
for a non-Gaussian wavepacket if it is initially well localized compared with the drop
height. To do so, we write the current in terms of the initial Wigner function:

j(0, t) =
∫

p

m
W

(
−pt
m
− gt2

2 , p+mgt, 0
)

dp . (III.103)

We change the integration variable to ζ = −pt/m− gt2/2:

j(0, t) = −
∫
m

t2

(
ζ + gt2

2

)
W

(
ζ,

m

t

(
gt2

2 − ζ
)
, 0
)

dζ . (III.104)

We can now use the fact that W (z, p, 0) is peaked around z = H to obtain the approxi-
mate expression:

j(0, t) ' −m
t2

(
H + gt2

2

)∫
W

(
ζ,

m

t

(
gt2

2 −H
)
, 0
)

dζ (III.105)

' −m
t2

(
H + gt2

2

) ∣∣∣∣∣ψp
(
m

t

(
gt2

2 −H
)
, 0
)∣∣∣∣∣

2

. (III.106)
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Figure III.2: Gaussian wavepackets of various initial widths dropped from H = 20zg.
The top row shows the Wigner function at times t = 0 (blue), TH/2 (green) and TH (red).
the bottom row is the distribution of arrival times at the plane z = 0. On the left hand
side, the uncertainty on the arrival time is dominated by the initial position uncertainty
whereas on the right hand side it is dominated by the momentum uncertainty. The
central plot shows the optimal case ωopt = t−1

g

√
zg/H (see equation (III.93)).
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If the packet is dropped with no initial velocity, |ψp(p, 0)|2 is peaked around p = 0,
so that the time arrival distribution is peaked around the classical arrival time TH . We
can thus write t = TH + δT and expand for δT � TH small:

j(0, t) ' −mg |ψp(mgδT, 0)|2 . (III.107)

The shape of the arrival time distribution is therefore given by the momentum distribu-
tion of the initial state. In particular an initial velocity dispersion ∆v translates into a
spread of arrival times ∆T = ∆v/g. Again we recover the simple result of the previous
section in the case where the velocity dispersion is dominant.

III.2.c Squeezed arrival time distribution
We have presented the Gaussian wavepacket satisfying (III.93) as optimal. However this
result was derived assuming no initial correlations between position and momentum.
Introducing such correlations allows us to focus the wavepacket on the detector and to
make the arrival time distribution arbitrarily narrow.

To do so, we use our knowledge of the Wigner function’s evolution to tailor the initial
state so that at time t = TH , the Wigner function is squeezed along the z direction [208]:

W (z, p, t = TH) = 1
π~

exp
(
− z2

2σ2 −
2σ2(p−mvH)2

~2

)
(III.108)

with σ arbitrarily small, leading to an arbitrarily narrow arrival time distribution, ∆T '
σ/vH . The initial and final Wigner functions are related through

W (z, p, t = TH) = W

(
z − pTH

m
− gT 2

H

2 , p+mgTH , 0
)

(III.109)

so that the initial state is

W (z, p, 0) = 1
π~

exp
(
− 1

2σ2

(
z + pTH

m
−H

)2
− 2σ2p2

~2

)
(III.110)

The limitation of this calculation is that it does not tell us how to prepare such an initial
state, which happens to be particularly extended both in position and momentum space,
as can be observed in figure III.3.

III.3 Stationary states

III.3.a Airy wavefunctions
Although we have already exposed exact solutions of the time-dependent Schrödinger
equation, it is also interesting to look at stationary solutions ψ(z, t) = ψE(z) exp(−iEt/~)
which obey the time-independent equation:

− ~2

2m
d2

dz2ψE(z) +mgzψE(z) = EψE(z) (III.111)
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Figure III.3: Evolution of the Wigner function initially given by equation (III.110) and
which is tailored to focus at the detection plane (H = 20zg, σ = zg).

When written in terms of the dimensionless variables,

x ≡ z/zg − E/Eg , y(x) ≡ ψE(z) , (III.112)

the Schrödinger equation becomes the Airy equation:

y′′(x)− xy(x) = 0 (III.113)

A pair of independent solutions are the Airy functions Ai and Bi, so that the general
solution of the Schrödinger equation is:

ψE(z) = AAi
(
z

zg
− E

Eg

)
+B Bi

(
z

zg
− E

Eg

)
. (III.114)

The Airy functions are plotted in figure III.4. They exhibit oscillatory behavior on the
negative real line, which corresponds to the classically allowed region:

Ai(−x) '
x→∞

1√
πx1/4 cos

(2
3x

3/2 − π

4

)
, (III.115)

Bi(−x) '
x→∞

−1√
πx1/4 sin

(2
3x

3/2 − π

4

)
. (III.116)

For positive x, Ai tends exponentially to zero whereas Bi diverges:

Ai(x) '
x→∞

exp
(
−2

3x
3/2
)

2
√
πx1/4 , Bi(x) '

x→∞

exp
(

2
3x

3/2
)

√
πx1/4 . (III.117)
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More properties of the Airy functions can be found in appendix C, in the NIST
Handbook of Mathematical Functions [1] and in the extensive work of Vallée and Soares
[214]. Let us simply mention here that the first Airy function can be written as a Fourier
integral:

Ai(x) =
∫ ∞
−∞

dk
2π exp

(
i
k3

3 + ikx

)
, (III.118)

which is easily seen to be a solution of equation (III.113).
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Figure III.4: The Airy functions Ai and Bi.

If the position of the particle is not bounded from below, the only boundary condition
when solving the Schrödinger equation is that the wavefunction must decay above the
classical turning point. Therefore, the coefficient of the Bi function must vanish and the
eigenstates |E〉 have the following wavefunction:

ψE(z) = 〈z|E〉 = 1√
Egzg

Ai
(
z

zg
− E

Eg

)
(III.119)

It is remarkable that all eigenstates have the same functional form and are related to
one another by a translation along the z axis. This is of course a consequence of the
invariance of the force field under translations.
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III.3.b Decompositions on the stationary state basis
With the chosen normalization we have the following orthogonality properties:∫ +∞

−∞
ψE(z)ψE′(z) dz = δ(E − E′) , (III.120)∫ +∞

−∞
ψE(z)ψE(z′) dE = δ(z − z′) . (III.121)

The first equation allows us to decompose a wavefunction on the basis of Airy functions:

ψ(z, t) =
∫
w(E)ψE(z)e−iEt/~ dE , with w(E) =

∫ +∞

−∞
ψ(z, 0)ψE(z) dz . (III.122)

For example, the weighing function for the Gaussian wavepacket (III.78) can be obtained
analytically:

w(E) = 1√
Egzg

(4π~
mω

)1/4
Ai
(
H

zg
− E

Eg
+ ~2

4m2ω2z4
g

)

× exp
(

~
2mωz2

g

(
H

zg
− E

Eg
+ ~2

6m2ω2z4
g

))
. (III.123)

The second equation corresponds to the closure relation∫
|E〉 〈E| dE = 1̂ . (III.124)

It can be used to express the propagator in terms of the eigenstates:

K(zf , zi, t) =
∫ ∞
−∞

ψE(zf )ψE(zi)e−iEt/~ dE . (III.125)

Using the expression of ψE as a Fourier integral one can show that this is indeed equal
to equation (III.44).

Similarly, we can obtain the decomposition of the Wigner function on the eigenstate
basis by inserting two closure relations in the definition of the Wigner function (III.48).
We find that

W (z, p, t) =
∫∫

dE dE′ 〈E|ρ̂(t)|E′〉WE,E′(z, p) (III.126)

=
∫∫

dE dE′ 〈E|ρ̂(0)|E′〉 e−i(E−E′)t/~WE,E′(z, p) , (III.127)

where

WE,E′(z, p) ≡
1

2π~

∫
dζ ψE(z + ζ/2)ψ∗E′(z − ζ/2)e−ipζ/~ . (III.128)
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Thanks to the special relation between position and energy in this problem, we have

WE,E′(z, p) = exp
(−i

~
E − E′

mg
p

)
W0,0

(
z − E + E′

2mg , p

)
. (III.129)

The integral

W0,0(z, p) = 1
2π~zgEg

∫
dζ Ai

(
z + ζ/2
zg

)
Ai
(
z − ζ/2
zg

)
e−ipζ/~ (III.130)

is given in [214]:

W0,0(z, p) = 1
21/3π~Eg

Ai
(

22/3

Eg

(
p2

2m +mgz

))
, (III.131)

so that finally

WE,E′(z, p) = 1
21/3π~Eg

exp
(−i

~
E − E′

mg
p

)
Ai
(

22/3

Eg

(
p2

2m +mgz − E + E′

2

))
.

(III.132)
This generalizes the expression ofWE,E(z, p) given by Kajari et al. in [41]. In accordance
with equation (III.69) we have the relation:

WE,E′(z, p)e−i(E−E
′)t/~ = WE,E′

(
z − pt

m
− gt2

2 , p+mgt

)
. (III.133)

III.3.c WKB approximation
It is interesting to see how the eigenstates of the linear potential compares to the WKB
approximation discussed in section I.2.a. Taking the classical turning point zt ≡ E/mg
as the phase reference we have3

φdB(z) = 1
~

∫ z

zt

√
2m(E −mgζ) dζ (III.134)

=− 2
3

(√
E

Eg
− z

zg

)3

(III.135)

and

Q(z) = ~2

2m
5m2g2

16(mgz − E)3 . (III.136)

The badlands function diverges at the turning point but tends to zero on either side,
so that the WKB approximation become increasingly precise as we move away from zt.

3We use the principal square root to obtain well defined expressions on both sides of the turning
point.
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In fact the asymptotic expressions given in equations (III.116) and (III.117) are simply
superpositions of WKB waves:

ψ±WKB =
z<zt

(
~2

2m(E −mgz)

)1/4

exp

∓i23
(
E

Eg
− z

zg

)3/2
 , (III.137)

ψ±WKB =
z>zt

(
~2

2m(mgz − E)

)1/4

exp

±2
3

(
z

zg
− E

Eg

)3/2
 . (III.138)

Below the turning point, the stationary state ψE(z) therefore corresponds to a balanced
sum of rising and falling waves.

If we place ourselves at a distance H � zg below the turning point so that the WKB
approximation is valid, then for small variations δz � H around that point, the solutions
of the Schrödinger equation in the linear potential resemble plane waves of energy mgH:

if z = zt −H + δz , zt − z � zg , δz � H , (III.139)

Ai
(
z

zg
− E

Eg

)
± iBi

(
z

zg
− E

Eg

)

' 1√
π

(
zg
H

)1/4
exp

∓2i
3

(
H

zg

)3/2

± iπ4


× exp

(
± i
~

√
2m2gHδz

)
. (III.140)

Therefore, under these conditions, we can locally expand a wavepacket as a sum over
up- and downward traveling plane waves. This observation justifies the approximation
made in section II.3.e, where a particle falling from a height H � zg was treated as a
plane wave of energy mgH over the range ` of the Casimir-Polder potential (`� H).

Conclusion
One can argue that non-relativistic quantum mechanics is compatible with the weak
equivalence principle in the sense that acceleration and gravity are equivalent. Although
the wavefunction of a free falling particle depends explicitly on its inertial mass, this
dependence is the same as that of a freely expanding wavepacket. This is consistent
with the fact that the Wigner function representing the quantum state propagates along
classical trajectories. Building on these results, we have described how the arrival time
distribution of a falling particle at a given plane reflects the variance of its wavefunction
in position and momentum space. This sets limits on the precision with which the value
of g that can be determined in a free fall experiment. Finally, we have studied stationary
states in the gravitational potential which will play a prominent role in the upcoming
chapter.



Chapter IV
Quantum bouncers

In this last chapter, we combine the elements that we have studied separately in the
previous chapters. We study quantum particles in a gravitational potential with their
motion now constrained by the introduction of one or two horizontal mirrors.

A quantum bouncer is the quantum analogue of a ball bouncing on a horizontal
surface. On most of its trajectory it is subject only to the gravitational field but an
extra interaction causes it to reverse its direction when it reaches the surface. The
quantum bouncer is thus trapped from above by gravity and from below by reflection
on the mirror. The quantized states in this potential well are known as gravitationally
bound states .

We study these bound states within a simple yet particularly instructive toy model
where reflection on the surface is modeled by an infinite potential step [215]. We will
also examine the case where a second reflective or absorbing surface is added above the
first one.

We then turn to the case of an atom which bounces above a mirror thanks to quantum
reflection from the Casimir-Polder potential. This system can be described by supposing
that we can decouple gravity and the atom-surface interaction. We also develop an
alternative, unified treatment, by means of a Liouville transformation to the Langer
coordinate.

Finally, we apply the ideas developed in the course of the chapter to propose a way
of improving the resolution of the GBAR experiment. The idea is to use the quantum
bounces of antihydrogen to shape the velocity distribution of the dropped atom and thus
achieve a better control on the initial conditions of the free fall [216, 217].

IV.1 Toy models
We start by considering reflection on an infinite potential step. This idealized situation
is convenient for calculations but it is also a good description for ultracold neutrons
bouncing on a material surface. Indeed the neutrons interact via the strong interaction
with the nuclei of the mirror. The effective potential obtained after averaging over
the spatial extension of the neutron’s wavefunction is a sharp step known as the Fermi

104
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potential. Since the potential step is larger than the energy of the ultracold neutrons,
the interaction results in a perfect reflection, which is used in ultracold neutron physics
[218, 219]. We first consider only one mirror and will examine the case of a waveguide
formed by two mirrors or one mirror and an absorber in the following section.

IV.1.a Infinite step
The potential corresponding to our first quantum bouncer model is

V (z) =
{
mgz if z > 0
+∞ otherwise.

(IV.1)

The stationary solutions of the Schrödinger equation in the presence of the infinite wall
are obtained from the unconstrained solutions ψE(z) described in section III.3 (equation
(III.119)) by requiring that the wavefunction vanish at the wall [52, 215]:

ψn(z) ∝

Ai
(
z
zg
− En

Eg

)
if z > 0 ,

0 otherwise.
(IV.2)

Therefore, the energies En correspond to zeros of the Airy function:

En = anEg , Ai(−an) = 0 , n ∈ N . (IV.3)

The Airy function has a countable infinity of zeros on the negative real axis (see figure
III.4). The first few are given in table IV.1. From the asymptotic form of the Airy
function at negative infinity (III.116), we deduce an asymptotic expression for the zeros
for large n:

an '
n→∞

(3π
2

(
n− 1

4

))2/3
. (IV.4)

Comparing with the exact values from table IV.1, we see that this is in fact a good
approximation even for small values of n.

n 1 2 3 4 5 6 7 8
an 2.338 4.088 5.521 6.787 7.944 9.023 10.040 11.009(

3π
2

(
n− 1

4

))2/3
2.320 4.082 5.517 6.784 7.942 9.021 10.039 11.008

Table IV.1: First zeros of the Airy functions: Ai(−an) = 0, compared with the asymp-
totic expression (IV.4).

The wavefunctions of the gravitationally bound states are

ψn(z) ≡ Θ(z)
√
zg Ai′(−an) Ai

(
z

zg
− an

)
, (IV.5)
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where Θ(z) is the Heaviside step function. The wavefunctions of the first states are
plotted in figure IV.1. We have chosen the normalization such that the wavefunctions
satisfy the orthogonality relation∫ +∞

−∞
ψm(z)ψn(z) dz = δm,n. (IV.6)
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Figure IV.1: Wavefunctions of the first six gravitationally bound states.

To characterize the quantum bouncer’s eigenstates, we calculate the following aver-
ages, using mathematical results from [214, 220, 221]. The nth state has a mean altitude

〈ψn|Ẑ|ψn〉 = 2an
3 zg (IV.7)

and a dispersion

∆zn =
√
〈ψn|Ẑ2|ψn〉 − 〈ψn|Ẑ|ψn〉

2 = 2an
3
√

5
zg . (IV.8)

Its average momentum is zero:
〈ψn|P̂ |ψn〉 = 0 (IV.9)

and its momentum dispersion is

∆pn =
√
〈ψn|P̂ 2|ψn〉 =

√
an
3 pg . (IV.10)
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Note that both ∆zn and ∆pn increase with n and that the product

∆zn∆pn = 4 a3/2
n

3
√

15
× ~

2 (IV.11)

does not reach the minimum of Heisenberg’s uncertainty principle.
Using the orthogonality relation (IV.6), we can write the decomposition of any wave-

function with support on R+ on the bound states:

ψ(z) =
∑
n

Cnψn(z) Cn =
∫ ∞

0

ψ(z)
√
zg Ai′(−an) Ai

(
z

zg
− an

)
dz (IV.12)

For example, we take a Gaussian wavefunction (III.78) centered around a height H that
is much larger than its width ∆z =

√
~/2mω. Since it assumes negligible values outside

R+, we can extend the integral (IV.12) to R. Based on the result for the unconstrained
stationary states (III.123), we find that the expansion coefficients are:

Cn = 1
√
zg Ai′(−an) Ai

(
H

zg
− an + ~2

4m2ω2z4
g

)

×
(4π~
mω

)1/4
exp

(
~

2mωz2
g

(
H

zg
− an + ~2

6m2ω2z4
g

))
. (IV.13)

Another interesting analytical result is the decomposition of a gravitationally bound
state on a basis of states that are shifted downwards relative to it. For example, we
consider a particle in a bound state above a surface of equation z = H:

ψHn (z) = Θ(z −H)
√
zg Ai′(−an) Ai

(
z −H
zg

− an

)
. (IV.14)

The particle is moving horizontally towards the top of a step of height H. When it
reaches the step, it is projected onto the states defined with reference to the plane z = 0:

ψHn (z) ==
∑
m

Cnm(H)ψ0
m(z) . (IV.15)

Using (IV.6) and results on integrals of Airy functions we find the expression of the
coefficients

Cnm(H) =
∫ ∞
−∞

ψHn (z)ψ0
m(z) dz =

(
H

zg
+ an − am

)−1 Ai
(
H
zg
− am

)
Ai′ (−am) (IV.16)

The time evolution of the probability density |ψ(z, t)|2 of a state that has fallen off
the edge of a step is shown in figure IV.2. Before the time t = 0, the particle is in
the 2nd gravitationally bound state on top of the step. For t > 0, the probability
density roughly follows the trajectory of a classical bouncing ball but exhibits complex
interference patterns.
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Figure IV.2: Probability density |ψ(z, t)|2 of the state obtained by dropping the second
gravitationally bound state from a step of height H = 6zg

If a bound state falls from an infinitely high step, it should be projected on the set
of unconstrained stationary states ψE(z) given by equation (III.119):

if ψ(z, 0) = ψn(z) , (IV.17)

then ψ(z, t) =
∫
Cn(E)ψE(z)e−iEt/~ dE for t > 0 , (IV.18)

with Cn(E) =
∫ ∞
−∞

ψn(z)ψE(z) dz =
√
Eg

E − En
Ai
(
− E

Eg

)
. (IV.19)

If an ideal detector is placed at a height H � anzg below the top of the step, the width
of the time of arrival distribution of such a wavepacket is given by formulas (III.107)
and (IV.10):

∆Tn = ∆pn
mg

=
√
an
3 tg . (IV.20)

IV.1.b Waveguide
In the previous section, the quantum bouncer was trapped from below by an impen-
etrable barrier and from above by the gravitational field only. There are interesting
situations where the motion is constrained from the top by a second surface. In this
section we will consider both impenetrable and absorbing top surfaces.

We first consider a particle whose motion is constrained by two impenetrable barriers
at heights 0 and h. For 0 < z < h, solutions of the Schrödinger equation are of the form

ψn(z) = An Ai
(
z

zg
− En
Eg

)
+Bn Bi

(
z

zg
− En
Eg

)
, (IV.21)

with the requirement that ψn(0) = ψn(h) = 0. These conditions form a system of
two linear equations for An and Bn, which has a non-trivial solution if the following
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determinant cancels:

Ai
(
−En
Eg

)
Bi
(
h

zg
− En
Eg

)
−Ai

(
h

zg
− En
Eg

)
Bi
(
−En
Eg

)
= 0 . (IV.22)

This condition selects the eigenenergies En. For 0 < z < h the wavefunction is given by

ψn(z) = N
[
Bi
(
−En
Eg

)
Ai
(
z

zg
− En
Eg

)
−Ai

(
−En
Eg

)
Bi
(
z

zg
− En
Eg

)]
(IV.23)

and it vanishes elsewhere. The normalization condition
∫ h

0 |ψn(z)| dz = 1 yields1

N = π
√
zg

1−
Bi
(
−En
Eg

)2

Bi
(
h
zg
− En

Eg

)2


−1/2

(IV.24)

We plot the corresponding wavefunctions in figure IV.3. While the low lying states
resemble that of the unconstrained quantum bouncer (see figure IV.1), the higher energy
states resemble infinite square well states.
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Figure IV.3: Wavefunctions of the first seven states in an impenetrable waveguide of
height h = 7zg.

Another possibility is to replace the top mirror by an absorber which suppresses
particles that come into contact with it. Such a device can be used to prepare particles

1We again use results from [214] and the Wronskian W(Ai,Bi) = π−1
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in the first gravitationally bound states by suppressing higher energy states which overlap
with the absorber. This is precisely what was done by Nesvizhevsky and collaborators
to observe the gravitationally bound states of neutrons [53–55]. As the distance between
mirror and absorber was increased, transmission through the device was seen to increase
by steps, corresponding to one more gravitationally bound state fitting inside the device.

Transmission through such a waveguide can be modeled phenomenologically by sup-
posing that the particles are in the unperturbed gravitationally bound states (IV.5) but
that they decay at a rate Γn which increases with the overlap of wavefunction ψn(z)
with the top wall. If the horizontal motion of the particles is classical, with a velocity V ,
then after traveling a distance L the state ψn is suppressed by a factor exp(−ΓnL/V ),
and this suppression is larger for larger values of n [222, 223].

IV.2 Atom bouncing above a real surface
So far we have supposed ideal reflection of the quantum bouncer on the mirror. This
is a good enough model for neutrons, which are reflected off a high and steep potential
step. In the case of atoms, quantum reflection on the Casimir-Polder potential is the
mechanism responsible for the bounces. The atoms no longer reflect off a sharp step and
they have a finite probability of being transmitted across the badlands. If we suppose
that the particle is lost upon hitting the surface, then the bouncer is not in a stationary
state anymore, but in a slowly decaying quasi-stationary state.

To see this, we study the Schrödinger equation in the presence of both gravity and
the Casimir-Polder potential V (z):

− ~2

2m
d2ψ

dz2 (z) + (mgz + V (z))ψ(z) = Eψ(z) . (IV.25)

IV.2.a Quasi-stationary states
In a first approach to the problem, we take advantage of the difference between the
length and energy scales characterizing the gravitational and Casimir-Polder interac-
tions. Indeed, for an (anti)hydrogen atom dropped from H ∼ 10 cm, the free fall height
is much larger than the quantum length scale zg ≈ 5.8 µm, which is itself much larger
than the range of the Casimir-Polder interaction ` ∼ 30 nm.

Following the method initially proposed by Voronin et al. [124–126], we will consider
solutions of the Schrödinger equation in the Casimir-Polder potential alone on the one
hand and in the gravitational field alone on the other hand and then match them.

In the absence of gravity, we have seen in chapter II (equation (II.64)) that the
solutions of the Schrödinger equation far from the surface are of the form

ψ(z) ' N√
κ

(
e−iκz + reiκz

)
(IV.26)

If |r| < 1, they correspond to a non-zero current flowing towards the surface, which is
fed by a source at infinity.
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In the region dominated by gravity, the wavefunction is a linear combination of Airy
functions (see section III.3):

ψ(z) ' AE Ai
(
z

zg
− E

Eg

)
+BE Bi

(
z

zg
− E

Eg

)
(IV.27)

and the requirement that the wavefunction vanish as z →∞, so that BE = 0, precludes
the existence of a non zero current if E is real.

Given that solutions of the time-independent Schrödinger equation have a uniform
current, it is clear that we cannot match (IV.26) and (IV.27) as such. This is not
surprising: if the wavefunction is absorbed by the surface but no amplitude arrives from
infinity to compensate this loss, the system cannot be in a stationary state.

A way around this problem is to allow the energy to be complex, denoting it E? =
ε − i~γ/2. The corresponding solutions of the time-dependent equation are no longer
stationary but decay slowly at a rate γ:

ψ(z, t) = ψE?(z) exp(−iE?t) = ψE?(z) exp(−iεt/~) exp(−γt/2) , (IV.28)
|ψ(z, t)|2 ∝ exp(−γt) . (IV.29)

They are known as quasi-stationary states [129].
The Airy functions can be analytically continued to the complex plane (see appendix

C) and the requirement that the wavefunction vanish at infinity still entails BE? = 0.
However, the analytical continuation of (IV.26) to complex E is not straightforward in
general. At low enough energies though, we can use the scattering length approximation
(see section I.4) in which the reflection coefficient has a simple energy dependence:

r ' − exp
(
−2ia~−1√2mE?

)
. (IV.30)

We choose a matching point zm satisfying

`� zm � 1/κ and zm � zg , (IV.31)
(IV.32)

or, put otherwise,

`� zm � zg and E � ~2

2mz2
m

. (IV.33)

Around zm the wavefunctions (IV.26) and (IV.27) can both be linearized:

ψ(z) '
z'zm

C

(
1− z

a

)
(IV.34)

ψ(z) '
z'zm

AE? Ai
(
−E

?

Eg

)
+AE?

z

zg
Ai′

(
−E

?

Eg

)
(IV.35)
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Equating the two, we find that

Ai
(
−E

?

Eg

)
+ a

zg
Ai′

(
−E

?

Eg

)
= 0 '

|a|�zg

Ai
(
a

zg
− E?

Eg

)
. (IV.36)

This last equation determines the energy in terms of the zeros of the Airy function:

E?n = anEg +mga . (IV.37)

In the region dominated by gravity, the corresponding wavefunctions are

ψn(z) ∝ Ai
(
z − a
zg
− an

)
. (IV.38)

The effect of the Casimir-Polder potential is therefore to displace all the energies of the
ideal quantum bouncer by the same amount mga. While the real part of the scattering
length contributes a (small) energy shift mgRe(a), its imaginary part Im(a) = −b is
associated with a decay rate γ = 2~−1mgb, or a lifetime τ ≡ 1/γ = ~/2mgb.

Remarkably, the transition frequencies between gravitationally bound states

ωmn ≡
1
~

(E?n − E?m) = Eg
~

(an − am) (IV.39)

are independent of the scattering length a and are the same as in the ideal model of
section IV.1.a. Therefore, spectroscopy experiments which induce transitions between
these states give direct access to the value of Eg and are not affected by the details of
the interaction with the surface [124–126]. This is true as long as the scattering length
approximation is valid, i.e. for

~−1
√

2manEg`� 1 , that is n� 2
3π

(
~2

2m`2Eg

)3/2

∼ 106 . (IV.40)

Finally, we note that the lifetime of the quasi-stationary states can be calculated
classically. The duration of a bounce of height H is 2

√
2H/g. The probability of

transmission through the badlands at each bounce is 1 − R ' 4κb, with κ =
√

2mE =
m
√

2gH. Therefore the decay rate is

γ = transmission probability for each bounce
duration of a bounce = 2mgb

~
(IV.41)

The fact that all states have same lifetime can be interpreted classically by the compen-
sation of the lower reflection probability at higher energies by less frequent bounces.

IV.2.b Resonances in Langer coordinate
We now tackle the problem in a more systematic and unified way which does not rely on
the scattering length approximation or on a matching procedure. In the spirit of section
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II.3, we reinterpret quantum reflection of gravitationally bound atoms as reflection on a
potential barrier. Since the Schrödinger equation (IV.25) has a single turning point zt
such that mgzt+V (zt) = E, we use a Liouville transformation to the Langer coordinate
(see section I.3.e).

In the definition (I.131) of the Langer coordinate z, we choose α = −1 and zt = 0
to obtain simple dimensionless equations:

z′(z) ≡

√
−F (z)
z

, for z 6= zt , (IV.42)

z′(zt) ≡ −F ′(zt)1/3 , z(zt) = 0 , (IV.43)

F (z) = −z + 1
2{z, z} = −z − 5

16z2 + zQ(z) . (IV.44)

The new coordinate z spans the whole real axis. The function V (z) = −F (z) can be
seen as a potential in the transformed equation, the new energy being equal to zero:
E = 0. In figure IV.4 we plot this potential for an (anti)hydrogen atom above a silica
mirror with energy E = 1, 5 and 10 Eg. It differs from a linear potential only in a
localized region around z ' −E/Eg, where it exhibits a large peak, analogous to the
badlands peak responsible for quantum reflection in the absence of gravity.

The physical picture is clear: the peak forms a barrier which holds the wavefunction
against gravity for some time before it escapes by tunneling. We can therefore expect
a resonant behavior, with resonances when the original energy E is such that the well
formed by gravity on the one side and the quantum reflection barrier on the other holds
a bound state with energy E = 0. These resonances are of course associated with the
quasi-stationary states displayed in the previous section and their signature can be seen
in the scattering amplitudes associated with the peak, as we will now show.

On both sides of the peak, the wavefunction can be written as a superposition of
Airy functions, and we choose the combinations corresponding to upward and downward
waves as our basis (see equation (III.140)):

ψ(z) ' a+ Ci+(z) + a−Ci−(z) , (IV.45)
Ci± ≡ Ai(z)± iBi(z) . (IV.46)

We then define the scattering matrix in the usual way (see section I.2.d):(
aout

+
aout
−

)
≡ S

(
ain

+
ain
−

)
, S ≡

(
t̄ r
r̄ t

)
. (IV.47)

where ain
+ and aout

− are associated with the left side of the peak and ain
− and aout

+ are
associated with its right side (see figure I.5).

Our objective is to compute these scattering amplitudes. In practice, this is done by
the following numerical procedure:

• use a fifth order polynomial spline to create an interpolating function V (z) from
the values of the potential computed beforehand using equation (II.32),
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Figure IV.4: Liouville transformation to the Langer coordinate applied to the
Schrödinger equations describing an (anti)hydrogen atom impinging on a silica bulk
with energies E = 1, 5 and 10 Eg (blue, green and red lines respectively).
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• find the turning point zt such that V (zt) +mgzt = E,

• integrate

z′(z) =
√

−z
F (z(z)) , for z 6= 0 , (IV.48)

z′(0) = −F ′(zt)−1/3 , z(0) = zt , (IV.49)

to obtain the inverse coordinate change z(z) ,

• calculate the new potential using the expression

V (z) = z + 5
16z2 − zQ(z) . (IV.50)

This is preferable to computing the Schwarzian derivative V (z) = −1
2{z, z} which

involves third derivatives. However, one must be careful of the large cancellation
between the two last terms near the turning point.

• Solve the new Schrödinger equation with a purely outgoing boundary condition:

ψ′′(z)− V (z)ψ(z) = 0 , (IV.51)
ψ(z) = Ci−(z) on the left of the peak (ain

+ = 0 and aout
− = 1), (IV.52)

• evaluate the Wronskians W(ψ,Ci±) on the right side of the peak to extract ain
−

and aout
+ . All scattering amplitudes can then be retrieved:

r = aout
+ /ain

− , t = t̄ = 1/ain
− , r̄ = −r∗t/t∗ . (IV.53)

Note that the solution of the Schrödinger equation that we are computing is unphys-
ical in the sense that it diverges for z → ∞. This is a consequence of the fact that
we are looking for stationary solutions to a problem with a net outgoing current. Such
solutions can only exist if sources balance the loss of amplitude. In the absence of a
gravitational field, the system could be fed by a plane wave arriving from the right; this
is no longer possible in the presence of gravity. However, our objective here is only to
retrieve the scattering amplitudes. These amplitudes can then be included in a broader
problem including the appropriate sources and sinks, but they already contain significant
information about the system by themselves.

The quasi-stationary states introduced in the previous section satisfy simultaneously
two conditions, they vanish asymptotically at infinity and obey a fully absorbing bound-
ary condition at the surface:

aout
+ = ain

− = 1 , ain
+ = 0 . (IV.54)

As we have seen, this can only be fulfilled for complex energies E?n = εn− i~γn/2. From
the conditions (IV.54) we deduce that the reflection coefficient on the right side of the
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peak satisfies r(E?n) = 1. Expanding formally, we find that in the vicinity of E?n, the
reflection coefficient for a real energy E is

r(E) '
E'E?

n

1 + (E − E?n) dr
dE

∣∣∣
E?

n

. (IV.55)

We define the closed-loop function of the cavity as a sum over the number of round
trips in the cavity:

1
1− r = 1 + r + r2 + . . . '

E'E?
n

( dr
dE

∣∣∣
E?

n

)−1 1
E?n − E

(IV.56)

This function has poles at the energies E?n of the quasi-stationary states. On the real
axis, the proximity of these poles results in Lorentzian resonances of the squared modulus
of the closed-loop function:∣∣∣∣ 1

1− r

∣∣∣∣2 '
E'E?

n

An
(E − εn)2 + ~2γ2

n/4
, An =

∣∣∣∣ dr
dE

∣∣∣
E?

n

∣∣∣∣−2
. (IV.57)

Figure IV.5 shows the first ten resonance peaks of the absolute square of the closed-
loop function for (anti)hydrogen interacting with a perfect mirror. The parameters εn,
γn and An can be retrieved by fitting a Lorentzian curve to each of these peaks. In figure
IV.6 we show a close up on the third peak and the fitting function, for (anti)hydrogen
interacting with a perfect mirror, a silicon bulk or a silica bulk.

We observe that, for a given mirror, all peaks have the same width and are slightly
shifted by the same amount relative to the ideal quantum bouncer energies Egan. In
figure IV.7 we compare the fitted values E?n = εn − i~γn/2 with the expression E?n =
Egan +mga derived in the previous section. The agreement is particularly good for the
imaginary part but less so for the real energy shift. If precise values of the resonant
energies are needed, the unified treatment of quantum reflection and gravity described
in this section should be preferred over the matching procedure of section IV.2.a.

IV.3 Shaping the distribution of vertical velocities of H in GBAR
We now apply the arguments developed in the previous sections to the GBAR exper-
iment. In particular, we show how the GBAR experiment can take advantage of the
quantum bounces of antihydrogen to improve its resolution. The idea is to reduce the
initial velocity dispersion of the falling atom and thereby achieve a smaller uncertainty
on the arrival time of the particle.

IV.3.a Limits on the precision of GBAR
Let us first recall a few numbers that are typically considered for the experiment. We will
use these figures in our numerical applications. The ion trap from which H is dropped
is centered at a height H = 10 cm above the detection plate. In general, the precision of
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Figure IV.5: Squared modulus of the closed loop function (IV.56) as a function of
energy for (anti)hydrogen interacting with a perfect mirror.
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Figure IV.7: Values of the real (left panel) and imaginary (right panel) parts of the
energy shift E?n− anEg of the quasi-stationary states of (anti)hydrogen interacting with
a perfect mirror (blue), a silicon bulk (green) or a silica bulk (red), in units of Eg. The
values predicted by the matching procedure of section IV.2.a are shown as horizontal
lines for comparison.

a free fall experiment increases when the dropping height increases. In GBAR, the free
fall height is limited by the size of the vacuum vessel. Assuming g = g (which we will
do in numerical calculations), this corresponds to a time of free fall TH ≈ 0.14 s and an
arrival velocity vH ≈ 1.4 m.s−1 for a classical particle with no initial velocity.

The ELENA ring is expected to provide a pulse of antiprotons every 110 s and a
single cold antihydrogen atom can be prepared per pulse. Therefore, on the order of
Ntot = 7500 atoms can be cooled in ten days of continuous operation.

If we assume that the initial velocity distribution of the atoms is centered on zero
and that the height H is well defined, the estimated value of g after a single free fall of
duration T is g ≈ 2H/T 2, and the relative uncertainty on that value is

∆g
g

= 2∆T
TH

. (IV.58)

After Ntot independent events, it is reduced to

1√
Ntot

∆g
g

= 2√
Ntot

∆T
TH

. (IV.59)

We have considered only statistical fluctuations here. A few possible systematic effects
are discussed below.

In the GBAR experiment, the uncertainty ∆T on the free fall time originates from
various sources:
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• uncertainty on the start time of the free fall, that is the time at which the extra
positron is photodetached,

• finite resolution on the measurement of the annihilation time, which marks the
end of the free fall,

• momentum kick by the antihydrogen atom received during the photodetachment
process,

• width of the position and momentum distributions of the quantum wavepacket.

In order to minimize the uncertainty on the starting time of the free fall, the pho-
todetachment will be performed by a series of short, well separated laser pulses. The
start time is thus defined with high precision and there is no ambiguity on which shot
triggered the free fall. The free fall time is less than 150 ms and we have approximately
100 s between antiproton pulses. If 100 µs laser shots are repeated every 500 ms during
100 s, the free fall start time can be located unambiguously within one 100 µs time
interval and the photodetachment efficiency over the whole 100 s is larger than 90 %
[224]. The associated uncertainty on the free fall time is thus:

∆Tstart ≈
100 µs√

12
. (IV.60)

The photodetachment process is also responsible for an initial velocity dispersion
because of the recoils associated with the photon absorption and positron emission. The
photodetachment cross section is larger for higher energy photons, but the energy in
excess of the photodetachment threshold is converted to kinetic energy. Therefore a
trade-off has to be made between the photodetachment efficiency and minimization of
the velocity dispersion. Calculations show that a photodetachment rate of 130 s−1 can
be achieved with a 1 W laser beam tuned 10 µeV above the threshold energy ET=0.76 eV
and focused on a 10 µm ×10 µm area covering the Paul trap center. If the laser beam is
horizontally polarized, these settings lead to a vertical velocity dispersion on the order
of 0.5 m.s−1 [224]. The resulting uncertainty on the free fall time is

∆Trecoil ≈ 50 ms . (IV.61)

This figure disregards a possible systematic effect whereby the atom would recoil in a
preferred direction. Such an effect would evidently be hugely detrimental to GBAR. We
will come back to this point later.

We now consider the uncertainty associated with the extension of the quantum
wavepacket in coordinate and momentum space. Before the free fall, the Paul trap
holds the H+ ion in a harmonic potential. The operation of the Paul trap requires differ-
ent horizontal and vertical trapping frequencies, that we denote ω and Ω respectively 2.

2In general, we will use uppercase and lowercase letters to denote quantities relating to the horizontal
and vertical directions, respectively.
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Typically, 2 < Ω/ω < 4 [225]. The ground state wavefunction of this trap is a Gaussian

ψ(x, y, z) =
(
m3ωΩ2

π3~3

)1/4

exp
(
−mω2~ (z −H)2 − mΩ

2~ ρ
2
)
, ρ =

√
x2 + y2 ,

(IV.62)

with vertical position and velocity dispersions

∆z =

√
~

2mω , ∆v =

√
~ω
2m (IV.63)

and a horizontal root mean square (rms) velocity

Vrms =

√
~Ω
m

. (IV.64)

The range of trap frequencies that can be used is limited by the residual kinetic energy of
the atoms after cooling. In GBAR, the considered frequency range for vertical trapping
is 0.1 MHz < ω/2π < 1 MHz, so that one gets 0.22 µm > ∆z > 0.07 µm , 0.14 m/s <
∆v < 0.44 m/s and 0.28 m/s < Vrms < 1.26 m/s. The uncertainty on the free fall time
follows from formula (III.90):

∆Tquantum ≈ 10− 40 ms . (IV.65)

For comparison, we recall the velocity and position dispersions which minimize the
uncertainty on the arrival time, derived in section III.2.a:

∆zopt =
√

~H
mvH

≈ 67 µm , ∆vopt =

√
~vH
4mH ≈ 0.47 mm.s−1 . (IV.66)

This corresponds to a wavepacket that is cooler than the planned performance of GBAR
by orders of magnitude.

Leaving out any systematic effect due to photodetachment, the resolution of the
GBAR experiment is thus limited by the velocity dispersion ∆v ≈ 0.7 m.s−1 due to
both photodetachment recoil and quantum uncertainty:

1√
Ntot

∆g
g
' 2√

Ntot

∆v
vH
≈ 1% . (IV.67)

Although it is not experimentally feasible to reduce this dispersion in GBAR, it is pos-
sible to improve the resolution by removing atoms with a large vertical velocity. Indeed,
a reduction of the vertical velocity range from ∆v to δv yields an improvement of the
single-shot resolution by a factor scaling as δv/∆v while the statistics are reduced by a
factor scaling as

√
δv/∆v, so that an overall improvement is expected. As an additional

benefit, if the central velocity of the velocity window δv can be selected, such a filtering
scheme leads to a better control over a possible systematic effect associated with the
photodetachment.



Chapter IV. Quantum bouncers 121

IV.3.b Velocity shaper for GBAR
The proposed device to realize the filtering of initial velocities in GBAR is inspired by
the techniques used to observe the gravitationally bound states of ultracold neutrons
[54, 55, 226, 227]. The idea is to send the particles in the waveguide between a smooth
bottom mirror which reflects them and a rough top surface which acts as an absorber,
as described in section IV.1.b.

Since H does not leave the trap in a preferred horizontal direction (if we omit the
possible anisotropy of the photodetachment kick), the shaping device should consist of
two disks of radius R centered around the trap with a central opening of radius r to
allow operation of the trap. One or several sectors could be removed to provide extra
access to the trap and for testing purposes. A scheme of the proposed device is shown
in figure IV.8, where relevant dimensions are introduced.

The bottom disk should be made of a rigid material such as sapphire and be coated
with a metal to avoid stray charges in proximity of the ion trap. It should have a flat,
horizontal and smooth upper surface to allow specular reflection of the anti-atoms: only
the direction of the vertical velocity should be changed upon reflection, not its magnitude
nor the horizontal velocity. In contrast, the lower surface of the top mirror should be
rough so that reflection upon it mixes the horizontal and vertical velocity components
and prevents the atom from leaving the device, leading ultimately to its annihilation.
Therefore atoms with insufficient vertical velocity to reach the top disk would bounce
with high probability on the bottom disk before exiting the device, whereas atoms with
a larger vertical velocity would hit the top disk and thus be suppressed.

IV.3.c Classical trajectories in the shaper
If the height h of the slit formed by the two disks is small enough (on the order of
several times zg, that is tens of microns), the quantization of the vertical motion inside
the waveguide should be taken into account using the notions from section IV.1.b. For
the moment we assume that h is larger than 50 µm, and that the quantum motion can
be described by an ensemble of classical trajectories, as in the case of a free fall without
boundary conditions (see section III.1). This assumption allows us to determine the
acceptance of the device based on a classical calculation. Moreover we will suppose that
reflection on the lower surface and absorption on the top one are ideal.

As shown in figure IV.9, we take the detection plate as the origin of altitudes. The
top surface of the bottom disk is located at a height z = H and the center of the ion trap
is in z = H + z0. The extension of the wavepacket in the trap (∼ 0.1 µm) being much
smaller than all other lengths scales in the problem, it is neglected and we suppose that
all particles leave from the same point. Denoting ρ the radial coordinate, we consider
a particle initially in ρ = 0, z = H + z0 with vertical and horizontal velocities v = v0
and V = V0 respectively. The horizontal velocity V is conserved throughout so that the
horizontal coordinate follows ρ(t) = V t = V0t.

A typical trajectory through the shaper is sketched in figure IV.9. The atom is
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Figure IV.8: A scheme of principle of the proposed shaping device: an H atom is
released from the Paul trap (central spot) and it bounces a few times on the mirror
surface of the bottom disk (arrows); if it scatters on the rough top surface, it annihilates
(lightnings); otherwise, it escapes from the aperture between the two disks, and falls
to the detection plate where it annihilates (lightning on the detection plate). R is the
radius of the bottom and top disks, r is the radius of central openings in the disks, h
is the distance between the top surface of the bottom disk and the bottom surface of
the top disk, H is the distance between the top of the detection plate and the top of
the bottom disk, L is the horizontal distance between the initial spot and the detection
point.
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Figure IV.9: Example of a classical particle’s trajectory in the shaping device.

released at time t = 0 and its trajectory before the first bounce is given by

z(t) = H + z0 + v0t−
1
2gt

2 . (IV.68)

The particle enters the waveguide at ρ = r (i.e. t = r/V ) provided that

0 < z0 + v0r

V
− gr2

2V 2 < h . (IV.69)

If it enters the guide, the time and position of the first bounce are given by solving
z(t1) = H (with t1 > 0):

t1 = 1
g

(v0 +
√
v2

0 + 2gz0) , ρ1 = V

g
(v0 +

√
v2

0 + 2gz0) (IV.70)

and the vertical speed v1 = v(t+1 ) = −v(t−1 ) at the bounce is

v1 = |v0 − gt1| =
√
v2

0 + 2gz0 . (IV.71)

This vertical speed must be smaller than
√

2gh for the particle not to reach the absorber
(assuming the guide is long enough), which yields a second condition:√

v2
0 + 2gz0 <

√
2gh . (IV.72)

The following bounces are identical, the time between two successive bounces is
Tbounce = 2v1/g, the distance covered is d = V τ = 2V v1/g and the maximum height
reached is v2

1/2g. At the exit of the guide (ρ = R), the particle has bounced n times,
with

R = ρ1 + (n− 1)d+ δ , δ < d . (IV.73)
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This defines δ, the distance between the last bounce and the end of the guide. The
particle exits the guide at a time δ/V after this last bounce. The particle crosses the
surface ρ = R at time Tshaper = R/V , at height zout = v1δ/V − gδ2/2V 2 and with a
vertical velocity vout = v1 − gδ/V which satisfy

H < zout < H + h , −
√

2gh < vout <
√

2gh . (IV.74)

Let us now take a closer look at the two conditions on the particle’s velocity, sup-
posing the position z0 of the trap is given. From (IV.72) we immediately get

|v0| <
√

2g(h− z0) . (IV.75)

If this is satisfied, so is the second inequality in (IV.69), so that finally the two conditions
for the particle to exit the device are

|v0| <
√

2g(h− z0) , (IV.76)

v0 >
g

2
r

V
− V

r
z0 . (IV.77)

The number of atoms allowed through the shaping device is given by the following
integral restricted to the domain defined by (IV.76) and (IV.77):

N = Ntot

∫∫
dv0 dV0 2πV0

√
m3

~3π3ωΩ2 exp
(
−mv

2
0

~ω
− mV 2

0
~Ω

)
. (IV.78)

At the output of the device, the vertical velocities range from −
√

2gh to +
√

2gh.
Keeping this interval fixed, we want to maximize the transmission through the shaper.
In particular we do not want to lose atoms that would otherwise make it through the
shaper because of the central opening, in short the bond (IV.77) should not be limiting.
Moreover the value of z0 should be kept as small as possible in view of (IV.76). We
therefore choose:

g

2
r

V
− V

r
z0 = −

√
2g(h− z0) , (IV.79)

which yields the smallest value of z0 such that (IV.77) is automatically satisfied if (IV.76)
is satisfied. We find:

z0 = r

V

√
2gh− gr2

2V 2 , (IV.80)

so that the bound on the initial vertical velocity is

|v0| <
√

2gh− gr

V
. (IV.81)

The central radius r should thus be kept as small as possible, with ideally r � V
√

2h/g.
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The outer radius R of the disks should be sufficiently large to ensure that atoms with
a too large vertical velocity touch the top disk. The time Tshaper spent in the shaper
should therefore be larger than the time of the longest possible bounce, from which we
deduce a lower bound for the disks’ radius R:

Tshaper = R

V
> 2

√
2h
g

⇒ R > Rmin = 2V
√

2h
g
. (IV.82)

On the other hand R should not be too large since there is a small probability of loosing
the atom at each bounce on the lower mirror. Of course V is randomly distributed and
it should be replaced by its rms value when estimating the optimal values of z0, r and R.
Typically, z0 can be neglected, r is in the millimeter range while R is in the centimeter
range.

In GBAR, the annihilation signal is resolved in time and space. Therefore we have
access to both the horizontal distance L from the center of the trap to the position of
annihilation on the detection plate and the time Ttot taken by the anti-atom to go from
one to the other. This gives us the atom’s horizontal velocity V = L/Ttot, which allows
to correct for the time spent inside the device before the free fall Tshaper = R/V :

Tfree fall = Ttot − Tshaper . (IV.83)

The proposed shaping device satisfies the requirements of reducing the vertical veloc-
ity range and fixing its central value. Not only does this lead to an improved resolution,
as we show in the next section, but it also guarantees the experiment against any ver-
tical asymmetry in the photodetachment recoil, which would seriously jeopardize the
experiment otherwise.

IV.3.d Estimation of the statistical uncertainty
The position and velocity of the atom at the output of the shaping device are correlated.
For example, an atom leaving the device at altitude z = H+h can only have zero vertical
velocity while an atom exiting at height z = H has a maximal vertical velocity.

Here, for a first estimation of the performances of the shaping device, we suppose
that the output velocity and position distributions are Gaussian and uncorrelated, with
standard deviations δv =

√
2gh/3 and δz = h/

√
12 respectively. This allows us to use

the results of section III.2 on the free fall of Gaussian wavepackets to obtain the reduced
spread of arrival times δT .

If we neglect quantum reflection on the detection plate, the spread of arrival times
is given by equation (III.92), which in this case evaluates to

δT

TH
=

√(
h

4
√

3H

)2
+ h

3H . (IV.84)

If h� H, the spread in initial velocities dominates and

δT

TH
'

h�H

√
h

3H . (IV.85)
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The corresponding accuracy on the value of g obtained after a single annihilation is

δg

g
' 2

√
h

3H . (IV.86)

This simple estimation is not fundamentally modified when the quantum nature of
the motion in the waveguide is taken into account. Indeed, suppose that the output
state of the shaper is an incoherent superposition of the bound states which fit in the
slit, that is states with

n ≤ nmax , anmaxzg ≈ h . (IV.87)

This approximation can be justified qualitatively by considering that the effects of co-
herence are washed out in the averaging associated with free fall propagation as well as
horizontal velocity dispersion. For the nth gravitationally bound state, the width ∆Tn of
the arrival time distribution after a free fall over a height H is given by formula (IV.20).
If all states are equally populated, which is a natural assumption if the slit size is small
compared with the size of the wavefunction which enters the device, the total dispersion
is the quadratic sum

δT

TH
=

√√√√ 1
nmax

nmax∑
n=1

(∆Tn
TH

)2
=

√√√√ 1
nmax

nmax∑
n=1

anzg
3H , (IV.88)

In the limit where nmax � 1, we can use the asymptotic expression (IV.4) for an and
replace the sum by an integral to find

δT

TH
'

√
h

5H (IV.89)

which differs from the previous result only by a factor
√

5/3.
On the other hand, the proportion of atoms which exit the device also scales like√
h/H. To be more specific, suppose that the trap is at the level of the bottom mirror,

that is z0 = 0, and that the effect of gravity over the short time r/V is small so the
first term in (IV.77) can be omitted. Under these conditions the shaper selects velocities
satisfying 0 < v0 <

√
2gh and if

√
2gh� ∆v the integral (IV.78) is approximately:

N

Ntot
'

√
h

2πH . (IV.90)

The achieved statistical accuracy with the shaper is therefore

1√
N

δg

g
' 2(2π)1/4
√

5Ntot

(
h

H

)1/4
(IV.91)

The best accuracy is therefore achieved for smaller slit sizes, keeping in mind that below
a certain slit size, the quantization of the vertical motion in the shaper must be taken
into account.
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• If h = 1 mm, the fraction of selected atoms is N/Ntot ≈ 4% and the statistical
accuracy is δg/g

√
N ≈ 0.5%, a twofold improvement on the original resolution.

For a conducting mirror and a maximal vertical velocity
√

2gh ≈ 0.14 m/s, the
reflection probability on the bottom mirror is 78%.

• For h = 50 µm, N/Ntot ≈ 1% and the statistical accuracy is δg/g
√
N ≈ 0.2%,

which is a factor 5 better than the original experiment. The reflection probability
for an atom with the maximal velocity

√
2gh = 3.1×10−2 m/s is 94% for a perfect

mirror.

• For h < 20 µm, only atoms in the lowest quantum state can pass through the slit.
The uncertainty on the free fall time of such an atom is given by equation (IV.20).
It follows that the resolution on g after the measurement of a single free fall is
δg/g ≈ 1.4%, a result comparable with the 1% accuracy expected for the original
GBAR setup after 7500 free falls.

These estimations are preliminary and should be completed by simulations which
take into account the following effects:
• position-momentum correlations at the exit of the device,

• loss of atoms because of shadowing by trap electrodes,

• finite size of the detection plate,

• annihilation on the bottom mirror,

• accuracy of the correction for the time spent in the shaping device,

• reflection on detection plate,

• defects in the geometry of the device, such as inclination of the disks and detection
plate,

• vibrations of the device,

• effect of electrostatic patches on the mirror surfaces,

• diffraction of atoms on the mirror edges.
The first five points have already been included in Monte-Carlo simulations by Debu
[228] which confirm our simple estimations. Further simulations should follow as the
design of the experiment is refined.

It is probable that the experiment will first be operated without the shaping device,
in order to keep the largest number of events. However, when sufficient control has been
achieved over the previous stages of the experiment, the shaper should be inserted to
ensure a fine control of the initial conditions of the free fall and in particular to avoid
systematic effects caused by the photodetachment process.

On the long term, the shaping device could constitute a first step towards experiments
with the gravitationally bound states of antimatter, which could push the resolution on
g by several orders of magnitude [126, 229, 230].
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Conclusion
A quantum particle bouncing on an infinite step in a linear potential is certainly a
problem of theoretical and pedagogical interest, but not only. This physical system
has actually been realized with ultracold neutrons and is a promising tool for precise
measurements of gravity and short-range forces.

We have shown that quantum bouncers could also be realized with neutral atoms
thanks to quantum reflection on the Casimir-Polder potential above a mirror. Since
reflection no longer occurs on a sharp step and is not total, the energy levels of these
bouncers receive a complex shift with respects to the ideal case. However, as all low-
lying states are displaced by the same amount, the transition frequencies between these
quasi-stationary states are universal.

We have suggested an interesting alternative approach to the problem by means of a
Liouville transformation to the Langer coordinate. Quantum reflection was shown to be
equivalent to reflection on a barrier and the quasi-stationary states could be interpreted
as resonances of a lossy “cavity” formed by the gravitational potential on the one hand
and the quantum reflection barrier on the other.

Finally we have shown that the quantum bounces of antihydrogen could be used to
shape the initial velocity distribution in the GBAR experiment, allowing a more precise
measurement of g and paving the way for future experiments with gravitationally bound
state of antihydrogen.



Conclusions and perspectives

Our exploration of quantum reflection on the Casimir-Polder potential has taken us
through three successive layers of quantum phenomena. First, the atom-mirror interac-
tion arising from fluctuations of the quantized electromagnetic field. Next, the reflection
of the atomic matter wave on this interaction potential. And finally, the quantum
bounces of the atom in the gravity field above the mirror.

Casimir forces are efficiently calculated from the scattering properties of the inter-
acting objects. We have used this scattering approach to compute the interaction energy
between a hydrogen or antihydrogen atom and a variety of mirrors. We have especially
stressed the dependence of the Casimir-Polder potential on the thickness, density and
dielectric properties of the mirror.

Despite being attracted to the surface, the atom has a probability of being reflected
before it even reaches it. To provide a thorough understanding of the quantum reflection
phenomenon, we have introduced Liouville transformations of the Schrödinger equation.
These transformations relate dissimilar potential landscapes which lead to identical scat-
tering amplitudes. In particular, we have shown that scattering on the Casimir-Polder
potential well was quantum mechanically equivalent to a collision with a repulsive wall;
two problems that are antithetic from a semiclassical point of view. The barrier in the
Liouville-transformed problem has a clear interpretation as a measure of the departure of
the exact quantum equation from the semiclassical WKB approximation. Exploring the
links between quantum reflection and other non-adiabatic phenomena could constitute
a promising continuation of this work.

Using these tools, we have presented a quantitative study of quantum reflection of
a hydrogen or antihydrogen atom on a variety of mirrors. We have been able to show
that the reflection probabilities for a wide range of surfaces are well described by a one-
parameter model based on the long-range C4 potential. It transpired that bad reflectors
of the electromagnetic field, which are associated with weak Casimir-Polder potentials,
are highly reflective for atoms. This effect can be enhanced by decreasing the width
or density of the mirror. In particular, nanoporous materials exhibit exceptionally high
quantum reflection probabilities. In this context, a generalization of our calculations
to non-specular quantum reflection on rough surfaces and inhomogeneous media would
constitute an appealing objective for future work.

While most calculations to date assume that atoms are lost upon reaching the surface,
we have also investigated the influence of coherent reflection from the surface. The
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matter wave can become resonant with the cavity formed by the surface and the Casimir-
Polder potential, similarly to the electromagnetic field inside a Fabry-Perot cavity. A
small amount of coherent reflection from the surface may thus significantly alter the
overall reflection probability.

The next step was to include the effect of gravity on the atomic wavepacket. In ac-
cordance with the equivalence principle, a matter wave in a uniform field behaves like a
free particle seen from an accelerated coordinate frame. Although the wavepacket prop-
agates classically, its quantum nature imposes that it is extended in phase space. This
results in a spread of the time of arrival distribution on an ideal detector. Specifically,
we have noted the adverse effect of the initial momentum dispersion on the precision of
a quantum free fall experiment.

If the ideal detector is replaced by a reflective surface, the matter wave can bounce
on top of it. The combination of a perfectly reflecting surface and gravity forms a
potential well which holds gravitationally bound states. However, if the bounces are
due to quantum reflection from the Casimir-Polder potential then reflection is partial
and the atom can only bounce a finite amount of times before hitting the surface. The
resulting quasi-stationary states can again be seen as resonances of a lossy cavity formed
by gravity and the quantum reflection barrier.

Finally, we have exposed a scheme to improve the precision of the GBAR experi-
ment by reducing the velocity dispersion of the falling atoms. This scheme relies on the
quantum reflection of the antihydrogen atoms on a horizontal surface above which an
absorber is placed to suppress atoms with a large vertical velocity. In addition to im-
proving control on the initial conditions of the free fall, this scheme is a first step towards
the observation of the quantized states of atoms or anti-atoms in the gravitational field.
Such “quantum bouncer” experiments could take advantage of spectroscopic and inter-
ferometric measurement techniques to perform fundamental tests with an unprecedented
resolution.



Appendices

A The Schrödinger equation in 1D
In this appendix, we compile mathematical results on the time-independent Schrödinger
equation in one-dimension:

ψ′′(z) + F (z)ψ(z) = 0 . (A.1)

In particular, we focus on results relevant to scattering theory and on transformations
of the equation.

A.1 Wronskians
We recall the definition of the Wronskian of two functions ψ1 and ψ2:

W(ψ1, ψ2) ≡ ψ1(z)ψ′2(z)− ψ′1(z)ψ2(z) . (A.2)

If ψ1 and ψ2 are solutions of (A.1),W(ψ1, ψ2) is independent of z so that the Wronskian
is a bilinear skew-symmetric form on the space of solutions.

For a pair ψ+, ψ− of linearly independent solutions of (A.1), the Wronskian is non-
zero:

W(ψ+, ψ−) ≡ w 6= 0 . (A.3)

ψ+ and ψ− form a basis in which any other solution ψa can be expressed:

ψa(z) = a+ψ
+(z) + a−ψ

−(z) . (A.4)

The coefficients a+ and a− can be extracted using the Wronskian:

a± = W(ψ∓, ψa)
W(ψ∓, ψ±) = ∓ 1

w
W(ψ∓, ψa) . (A.5)

This property allows one to express a change of basis in terms of Wronskians. In partic-
ular, the scattering and transfer matrices are changes between specific bases of solutions.
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We introduce the following matrix notation (> symbolizes matrix transposition):

ψa(z) = [A|Ψ] = [Ψ|A] , (A.6)

[A| ≡
(
a+ a−

)
, |A] ≡ [A|> [Ψ| ≡

(
ψ+ ψ−

)
, |Ψ] ≡ [Ψ|> . (A.7)

In a given basis ψ±, the Wronskian bilinear form has the following matrix representation:

W(ψa, ψb) = [A|W |B] , (A.8)

with W the skew-symmetric matrix:

W ≡
(
W(ψ+, ψ+) W(ψ+, ψ−)
W(ψ−, ψ+) W(ψ−, ψ−)

)
= wJ , (A.9)

J ≡
(

0 1
−1 0

)
, J2 = −1 . (A.10)

We introduce a new basis ψ̃± and the associated vector |Ψ̃]. The vector of coefficients
of ψa in this new basis is |Ã]:

ψa(z) = [Ψ̃|Ã] = [Ã|Ψ̃] . (A.11)

The two bases are related by an invertible matrix U :

|Ã] = U |A] , [Ã| = [A|U> , (A.12)
|Ψ̃] = U−1>|Ψ] , [Ψ̃| = [Ψ|U−1 . (A.13)

In the new basis, the Wronskian is represented by the matrix W̃ :

W(ψa, ψb) = [Ã|W̃ |B̃] = [A|U>W̃U |B] = [A|W |B] , (A.14)
W = U>W̃U , W̃ = U−1>WU−1 . (A.15)

A simple calculation shows that W̃ is of the same form as W :

W̃ = 1
detU

(
0 w
−w 0

)
=
(

0 w̃
−w̃ 0

)
. (A.16)

Equation (A.15) can be used to obtain an expression of the matrix U when the
wavefunctions ψ± and ψ̃± are known. Indeed, isolating U in (A.15) we have:

U = W̃−1U−1>W . (A.17)

U−1> is the matrix of coefficients of ψ̃± in the ψ± basis so that U−1>W is the matrix
of Wronskians between ψ̃± and ψ±:

U−1>W =
(
W(ψ̃+, ψ+) W(ψ̃+, ψ−)
W(ψ̃−, ψ+) W(ψ̃−, ψ−)

)
. (A.18)
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Using the fact that J2 = −1 we find:

U = −1
w̃
J

(
W(ψ̃+, ψ+) W(ψ̃+, ψ−)
W(ψ̃−, ψ+) W(ψ̃−, ψ−)

)
(A.19)

= 1
W(ψ̃+, ψ̃−)

(
W(ψ+, ψ̃−) W(ψ−, ψ̃−)
W(ψ̃+, ψ+) W(ψ̃+, ψ−)

)
. (A.20)

At each point z0, we can define a “fundamental basis” of solutions Cz0(z), Sz0(z)
defined by:

Cz0(z0) = 1 , C ′z0(z0) = 0 , (A.21)
Sz0(z0) = 0 , S′z0(z0) = 1 . (A.22)

In this basis a solution ψ is written:

ψ(z) = ψ(z0)Cz0(z) + ψ′(z0)Sz0(z) (A.23)

and the Wronskian is represented by

W =
(

0 1
−1 0

)
. (A.24)

Similarly, at each point z0, we can define the “WKB basis” ψ→z0 (z), ψ←z0 (z) as the pair
of exact solutions of the Schrödinger equation which coincide with the WKB approximate
wavefunctions in z0:

ψ→z0 (z0) = ψ+
WKB(z0) , ψ′→z0 (z0) = ψ′+WKB(z0) , (A.25)

ψ←z0 (z0) = ψ−WKB(z0) , ψ′←z0 (z0) = ψ′−WKB(z0) . (A.26)

This basis satisfies ψ→z0 = (ψ←z0 )∗ so that

w =W(ψ→z0 , ψ
←
z0 ) = −2i , therefore W = −2iJ . (A.27)

A solution ψ(z) to the Schrödinger equation can be written in the WKB bases asso-
ciated to any point z0:

ψ(z) = a−(z0)ψ←z0 (z) + a+(z0)ψ→z0 (z) (A.28)

where

a−(z0) = − 1
2iW(ψ→z0 , ψ) , a+(z0) = 1

2iW(ψ←z0 , ψ) . (A.29)

In z = z0, the basis functions have the same value as the WKB functions so that :

ψ(z0) = a−(z0)ψ−WKB(z0) + a+(z0)ψ+
WKB(z0) . (A.30)
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This is precisely the decomposition introduced by Kemble [139] and discussed in section
I.2.c. Indeed, evaluating the Wronskians (A.29) in z0, we recover equation (I.78):

a±(z0) = ± 1
2iW(ψ∓WKB, ψ) . (A.31)

The decomposition chosen by Berry and Mount [110] corresponds to a slightly dif-
ferent definition of the basis functions:

ψ⇒z0 (z0) = ψ+
WKB(z0) , ψ′⇒z0 (z0) = ikdB(z0)ψ+

WKB(z0) , (A.32)
ψ⇐z0 (z0) = ψ−WKB(z0) , ψ′⇐z0 (z0) = −ikdB(z0)ψ−WKB(z0) . (A.33)

With this definition, the basis functions have the same value as the WKB functions in
z0, so that (A.30) still holds, but their derivative is not equal to the derivative of the
WKB functions.

A.2 Transfer and scattering matrices
Hereafter we will consider a situation where the physical domain is divided into a central
“interaction” region and “asymptotic” regions on its left and right. For the moment,
this division is rather arbitrary, we will see how it can be given physical meaning later
on. We choose a reference point zL (resp. zR) and an associated basis ψ±L (resp. ψ±R)
in the left (resp. right) asymptotic region. In a very broad sense, the transfer matrix is
the operator which performs the change between these two bases.

Let aL±, aR± be the coefficients of a generic solution ψa in the left and right bases
respectively and |AL], |AR] the associated vectors, the transfer matrix T is defined by

|AR] = T |AL] . (A.34)

It follows from (A.20) that the transfer matrix has the following expression in terms of
the Wronskians of the basis functions:

T = −1
W(ψ+

L , ψ
−
L )
J

(
W(ψ+

L , ψ
+
R) W(ψ+

L , ψ
−
R)

W(ψ−L , ψ
+
R) W(ψ−L , ψ

−
R)

)
. (A.35)

Instead of associating a basis to each side of the interaction region, we can pair
the wavefunctions ψ±L , ψ

±
R depending on whether they are “propagating” towards the

interaction region or away from it. At this point, the notion of propagation is purely
conventional and we associate the plus (resp. minus) sign to “propagation” towards the
right (resp. left). We therefore make the following identifications:

ψ+
L ≡ ψ

+
in , aL+ ≡ ain

+ , (A.36)
ψ+
R ≡ ψ

+
out , aR+ ≡ aout

+ , (A.37)
ψ−L ≡ ψ

−
out , aL− ≡ aout

− , (A.38)
ψ−R ≡ ψ

−
in , aR− ≡ ain

− , (A.39)
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aL+ = ain
+

aL− = aout
−

aR+ = aout
+

aR− = ain
−

Figure 1: Diagram showing the amplitudes of leftward and rightward traveling waves
on either side of the scattering region (depicted by the gray ellipse).

as sketched in figure 1.
The scattering matrix S relates the coefficients |Aout] of a generic wavefunction ψa

in the “out” basis ψout
± to the coefficients |Ain] of ψa in the “in” basis ψin

± :

|Aout] = S|Ain] . (A.40)

Its expression in terms of Wronskians follows from (A.20):

S = −1
W(ψ+

out, ψ
−
out)

J

(
W(ψ+

out, ψ
+
in) W(ψ+

out, ψ
−
in)

W(ψ−out, ψ
+
in) W(ψ−out, ψ

−
in)

)
. (A.41)

The matrices S and T contain the same information. The link between the two can
be made explicit by rewriting the identifications (A.36) with the help of the projection
matrices

Π+ ≡
(

1 0
0 0

)
and Π− ≡

(
0 0
0 1

)
. (A.42)

We obtain:

Π+|Aout] = Π+|AR] , Π+|Ain] = Π+|AL] , (A.43)
Π−|Aout] = Π−|AL] , Π−|Ain] = Π−|AR] . (A.44)

(A.45)

Summing these relations by pairs and using the fact that Π+ + Π− = I, we find that

|Aout] =
(
Π+T + Π−

)
|AL] , (A.46)

|Ain] =
(
Π−T + Π+

)
|AL] , (A.47)

so that

S =
(
Π+T + Π−

) (
Π−T + Π+

)−1
. (A.48)
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Similarly, we find that

T =
(
Π+S + Π−

) (
Π−S + Π+

)−1
. (A.49)

If we introduce the following notation for the matrix elements of S and T ,

S ≡
(
t̄ r
r̄ t

)
, T ≡

(
a b
c d

)
, (A.50)

these relations yield:

S = 1
d

(
det T b
−c 1

)
, T = 1

t

(
detS r
−r̄ 1

)
. (A.51)

Hitherto, the discussion has remained rather abstract. To give physical meaning to
the transfer and scattering matrices, we must choose appropriate basis functions and
define the “asymptotic regions” more precisely. In the present thesis, we ask that WKB
approximation be valid in the asymptotic regions, i.e. that the badlands function Q(z)
vanish there (see section I.2.b). The natural basis wavefunctions are then those who
match WKB wavefunctions on either side:

ψ+
L ≡ ψ

+
in ≡ ψ

→
zL
, (A.52)

ψ+
R ≡ ψ

+
out ≡ ψ→zR

, (A.53)
ψ−L ≡ ψ

−
out ≡ ψ←zL

, (A.54)
ψ−R ≡ ψ

−
in ≡ ψ

←
zR
, (A.55)

with the notations of the previous section. Since the WKB approximation is valid
asymptotically, these definitions do not depend on the choice of the reference points zL
and zR within each asymptotic region. Moreover, the direction of propagation of these
waves is well defined in the asymptotic regions. With this choice, the scattering matrix
effectively relates waves that are traveling towards the interaction region and away from
it and its matrix elements are reflection and transmission coefficients.

A.3 Unitarity and reciprocity
The scattering and transfer matrices have specific mathematical properties which follow
from current conservation and time reversal symmetry.

If ψ+ = (ψ−)∗, then the Wronskian w = W(ψ+, ψ−) is pure imaginary and the
current associated with

ψa(z) = a+ψ
+(z) + a−ψ

−(z) (A.56)

has the following simple expression:

j(ψa) = ~$
m

(|a+|2 − |a−|2) , $ ≡ iw/2 ∈ R . (A.57)



Appendices 137

Since the current is conserved, we deduce

|aL+|2 − |aL−|2 = |aR+|2 − |aR−|2 , (A.58)

which we rewrite

|aout
+ |2 − |aout

− |2 = |ain
+ |2 − |ain

− |2 , (A.59)

or in matrix notation:

(|Aout])† |Aout] = (|Ain])† |Ain] . (A.60)

We inject the definition of the scattering matrix:

(S|Ain])† S|Ain] = (|Ain])† S†S|Ain] = (|Ain])† |Ain] . (A.61)

This being true for all |Ain], we deduce that S is unitary:

S†S = I . (A.62)

The transmission and reflection amplitudes thus obey

|r|2 + |t|2 = |r̄|2 + |t̄|2 = 1 , (A.63)
t̄∗r + r̄∗t = 0 . (A.64)

The time-dependent Schrödinger equation (I.12) can be time-reversed by taking its
complex conjugate. For the time-independent equation, this means that if ψ(z) is a
solution, so is its complex conjugate ψ∗(z). Complex conjugation switches the direction
of the WKB waves: (ψ±WKB)∗ = ψ∓WKB. Therefore equation (A.40) should also hold after
the substitutions ain

+ ↔ (aout
− )∗ and ain

− ↔ (aout
+ )∗:(

(ain
−)∗

(ain
+)∗

)
≡ S

(
(aout
− )∗

(aout
+ )∗

)
(A.65)

If we introduce the matrix

M =
(

0 1
1 0

)
(A.66)

which exchanges the top and bottom elements of a vector, we find that

S∗ = MS−1M , (A.67)

so that

t = t∗ detS , t̄ = t̄∗ detS , (A.68)
r = −detS r̄∗ , r̄ = −detSr∗ . (A.69)
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In particular, it follows that

|detS|2 = |rr̄ + tt̄|2 = 1 , r̄ = −tr∗/t∗ . (A.70)

These are known as reciprocity relations.
Finally, if we combine unitarity and reciprocity, we find that

t = t̄ , or equivalently, det T = 1 . (A.71)

These properties can also be proven directly from the expression of the S and T matrices
in terms of Wronskians.

A.4 Sturm-Liouville equations and their transformations
Sturm-Liouville equations are second-order linear differential equations of the form

d
dx

(
p(x)dy

dx(x)
)

+ q(x)y(x) = 0 . (A.72)

In the special case where p(x) = 1, the equation is said to be in Liouville normal form:

y′′(x) + q(x)y(x) = 0 . (A.73)

This is for example the case of the (time-independent) Schrödinger equation (A.1).
The Wronskian of two solutions of a Sturm-Liouville equation is defined as previously:

W[y1, y2](x) ≡ y1(x)y′2(x)− y′1(x)y2(x) , (A.74)

but we have adapted the notation to account for the fact that the Wronskian is not
constant in general. Indeed, by taking its derivative we find that

d
dxW[y1, y2](x) = −p

′(x)
p(x)W[y1, y2](x) , (A.75)

so that the product p(x)W[y1, y2](x) is a constant. In particular, if the equation is in
Liouville normal form, p(x) = 1 and so the Wronskian is constant.

We consider two elementary transformations which leave the form of the Sturm-
Liouville equation (A.72) unchanged:

• A (spatially dependent) rescaling of the dependent variable: Y (x) ≡ y(x)/α(x).
The equation becomes

d
dx

(
P (x)dY

dx (x)
)

+Q(x)Y (x) = 0 , (A.76)

P (x) = α(x)2p(x) , Q(x) = α(x)2
(
q(x) + p(x)α

′′(x)
α(x) + p′(x)α

′(x)
α(x)

)
.

(A.77)
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• A change of the independent variable: y(x(x)) ≡ y(x), with x(x) a smooth invert-
ible function such that x′(x) > 0. In this we obtain

d
dx

(
p(x)dy

dx(x)
)

+ q(x)y(x) = 0 , (A.78)

p(x) = x′(x)p(x) , q(x) = q(x)/x′(x) . (A.79)

Note that the product p(x)W[y1, y2](x) is invariant under both operations:

p(x)W[y1, y2](x) = P (x)W[Y1, Y2](x) = p(x)W[y1, y2](x) . (A.80)

We now apply both transformations successively: Y (x(x)) ≡ Y (x) = y(x)/α(x). We
obtain

d
dx

(
P (x)dY

dx (x)
)

+Q(x)Y (x) = 0 , (A.81)

P (x) = x′(x)P (x) = x′(x)α(x)2p(x) (A.82)

Q(x) = Q(x)
x′(x) = α(x)2

x′(x)

(
q(x) + p(x)α

′′(x)
α(x) + p′(x)α

′(x)
α(x)

)
. (A.83)

Liouville transformations are defined by P (x) = p(x). Therefore they satisfy

α(x) = 1√
x′(x)

, Y (x(x)) =
√
x′(x)y(x) , (A.84)

Q(x) = 1
x′(x)2

(
q(x)− p(x)

2 {x, x} −
p′(x)

2
x′′(x)
x(x)

)
. (A.85)

where

{x, x} = x′′′(x)
x′(x) −

3
2

(
x′′(x)
x′(x)

)2
(A.86)

is the Schwarzian derivative of x with respect to x, which we discuss in the next section.
Since P (x) = p(x), it follows from equation (A.80) that Liouville transformations

preserve the Wronskian:

W[Y 1, Y 2](x) =W[y1, y2](x) . (A.87)

Moreover, equations in Liouville normal form remain in the same form after a Liouville
transformation:

y′′(x) + q(x)y(x) = 0→ Y
′′(x) +Q(x)Y (x) = 0 , (A.88)

Q(x) = 1
x′(x)2

(
q(x)− 1

2{x, x}
)
. (A.89)
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B Reflection from homogeneous potentials

Potentials of the form V (z) = −Cn/zn are said to be homogeneous because they obey a
simple scaling property:

V (αz) = α−nV (z) . (B.1)

In this appendix, we consider homogeneous potentials with n > 2, which correspond
to the typical asymptotic behavior of the Casimir-Polder potential. For example n = 3
corresponds to the non-retarded Van der Waals interaction, n = 4 to the retarded
potential for a thick mirror and n = 5 to the retarded potential for a thin slab. For the
sake of brevity, we will refer to these potentials simply as “Cn potential”.

When considering the Schrödinger equation (I.14) with a homogeneous potential, the
following length scales appear:

1
κ
≡ ~√

2mE
(B.2)

is the inverse of the wavevector at infinity,

`n ≡
(2mCn

~2

) 1
n−2

(B.3)

measures the strength of the potential, and

σn ≡
(
Cn
E

)1/n
(B.4)

is the distance at which E = |Vn|.
The Schrödinger equation can thus be written

ψ′′(z) +
(
κ2 + `n−2

n

zn

)
ψ(z) = 0 . (B.5)

B.1 Scattering lengths
We start by considering the case of a particle near threshold, that is, the limit where
the inverse wavevector 1/κ goes to infinity:

ψ′′(z) + `n−2
n

zn
ψ(z) ' 0 (B.6)

This equation can be solved exactly [119, 231] by changing the coordinate and rescal-
ing the wavefunction3:

s(z) ≡ 2
n− 2

(
`n
z

)n
2−1

, (B.7)

ψ(z) ≡
√
z χ(s) . (B.8)

3This is not a Liouville transformation.
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We then obtain the Bessel equation [1]

s2χ′′(s) + sχ′(s) + (s2 − ν2)χ(s) = 0, ν ≡ 1
n− 2 (B.9)

A general solution of that equation can be written as a linear combination of Hankel
functions H(1)

ν (s) and H(2)
ν (s) , so the general solution of the Schrödinger equation is:

ψ(z) =
√
z
(
AH(1)

ν (s) +BH(2)
ν (s)

)
(B.10)

As we approach the surface, s goes to infinity and the Hankel functions have the
following asymptotic behavior:

H(1),(2)
ν (s) '

s→∞

√
2
πs

exp
(
±i
(
s− νπ

2 −
π

4

))
. (B.11)

Recognizing that s = −φdB(z) + constant, we see that the term proportional to H(1)

matches the incoming WKB wave near the surface, while the term proportional to H(2)

matches the outgoing WKB wave. A fully absorbing boundary condition on the surface
thus corresponds to B = 0.

In this case, the long distance behavior of the wavefunction is obtained from the
s→ 0 expansion of the first Hankel function:

H(1)
ν (s) '

s→0


− 2i
πs

+ π + 2i(γ + ln(s/2)− 1/2)
2π s if ν = 1 ,

− i

sin(πν)

(
(s/2)−ν

Γ(1− ν) − e
−iπν (s/2)ν

Γ(1 + ν)

)
if ν < 1 .

(B.12)

The scattering length a can be read off by comparison with

ψ(z) '
`n�z�κ−1

N
(

1− z

a

)
. (B.13)

We find

a =


∞− iπ`3 if n = 3 ,

exp
(−iπ − 2 ln(n− 2)

n− 2

) Γ(1− 1/(n− 2))
Γ(1 + 1/(n− 2))`n if n > 3 .

(B.14)

In table 2 we give the real and imaginary parts of the scattering length for n = 3, 4, 5.

n 3 4 5
Re(a) ∞ 0 0.364506 `5
Im(a) −π`3 −`4 −0.631342 `5

Table 2: Real and imaginary parts of the scattering length for homogeneous potentials.
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The exact scattering length can also be calculated for the model potential

V (z) =
(
z3/C3 + z4/C4

)−1
(B.15)

which reproduces the short- and long-range limits of the Casimir-Polder potential near
a thick mirror [119, 125]. In that case the zero-energy wavefunction is

ψ(z) ∝
√
z

(
z + C4

C3

)
H

(1)
1

(
2
√
`3

(1
z

+ C3
C4

))
(B.16)

and the scattering length is

a = − C4
2C3

(
1 + η

H
′(1)
1 (η)

H
(1)
1 (η)

)
, η = 2C3

~

√
2m
C4

= 2`3
`4

(B.17)

In particular,
Im(a) = − C4

πC3|H(1)
1 (η)|2

(B.18)

When η � 1, i.e. when `3 is small compared to `4, the C3 potential is dominant and
Im(a)→ −π`3, whereas for large values of η the C4 regime dominates and Im(a)→ −`4.

B.2 Liouville transformation to the WKB coordinate
For the Cn potential, the WKB wavevector and phase are

kdB(z) = κ

√
1 + 1

xn
, x ≡ z

σn
, (B.19)

φdB(z) = κσn

∫ x

x0

√
1 + 1

x′n
dx′ , (B.20)

where x0 is chosen to enforce

φdB(z)− κz −→
z→∞

0 (B.21)

For n > 2, we φdB can be expressed in terms of the hypergeometric function F , defined
as in [1]:

φdB = nxκσn
n− 2

(
F

(1
2 ,
−1
n

; 1− 1
n

; −1
xn

)
− 2
n

√
1 + 1

xn

)
. (B.22)

The badlands function has the following expression:

Q(z) = nxn−2

(κσn)2
4− n+ 4(1 + n)xn

16 (1 + xn)3 . (B.23)
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It is a peaked function which reaches its maximum at

xm =
(

5n2 − 3n− 8 +
√

3(7n4 − 6n3 − 13n2)
4(n2 + 3n+ 2)

)1/n

. (B.24)

Since Q scales as (κσn)−2, we define the WKB coordinate as

z ≡ φdB(z)
κσn

. (B.25)

The Liouville-transformed equation is then

ψ′′(z) +
(
(κσn)2 − Vn(z)

)
ψ(z) = 0 , (B.26)

where the potential functions Vn(z) do not depend on any other parameter than n and
have the following parametric expression:

z = nx

n− 2

(
F

(1
2 ,
−1
n

; 1− 1
n

; −1
xn

)
− 2
n

√
1 + 1

xn

)
, (B.27)

Vn = (nxn−2)4− n+ 4(1 + n)xn

16 (1 + xn)3 , x > 0 . (B.28)

The universal functions Vn(z) are drawn on figure 2 for the cases n = 3, 4, 5.

−4 −2 0 2 4
z

0.0

0.2

0.4

0.6

0.8

1.0

V
n

n = 3

n = 4

n = 5

Figure 2: Plot of the universal functions Vn(z) for n = 3, 4, 5 (smallest to tallest).
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The integrals of Vn(z) over the real axis are real numbers depending only on n and
they can be expressed in terms of the Gamma function:

∫ ∞
−∞

Vn(z) dz =
n
√
πΓ
(
2 + 1

n

)
sec

(
π
n

)
12Γ

(
1
2 + 1

n

) . (B.29)

B.3 Exact solution for the C4 potential
The Schrödinger equation with a C4 potential admits an exact solution in terms of
Mathieu functions [232–234]. From a practical point of view, this analytical method
is not superior to a numerical resolution of the Schrödinger equation for the potential
V4(z) or V4(z), nevertheless we feel it is worth describing here.

The derivation presented here follows the work of [233] and uses results from [1, 235].
We start with the Schrödinger equation

ψ′′(z) +
(
κ2 − `2

z4

)
ψ(z) = 0 , (B.30)

where we have dropped the index “4” in order to recover the notation of section II.3.g.
We first perform a Liouville transformation:

z → z̃(z) = ln z

σ
, ψ(z)→ ψ̃(z̃) = ψ(z)√

z
. (B.31)

which transforms the equation (B.30) into the modified Mathieu equation:

ψ̃′′(z̃) + (−a+ 2q cosh(2z̃)) ψ̃(z̃) = 0 , (B.32)

where a ≡ 1
4 while q ≡

√
κ` is the only remaining parameter.

A pair of solutions to this equation can be written as series involving products of
Bessel functions:

ψ̃(±)(z̃) =
∞∑

n=−∞
(−1)nA(τ)

n J±(n+τ)(
√
qez̃)J±n(√qe−z̃) . (B.33)

Here τ is a complex parameter yet to be determined, known as theMathieu characteristic
exponent. The coefficients A(τ)

n obey the following recurrence relation:(
(τ + 2n)2 − a

)
A(τ)
n + q

(
A

(τ)
n+1 +A

(τ)
n−1

)
= 0 . (B.34)

The infinite determinant associated with this system of equations must be zero for a non
trivial solution to exist. Therefore τ must obey the following condition [236]:

sin2
(
πτ

2

)
= ∆ sin2

(
π
√
a

2

)
= ∆

2 (B.35)
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where ∆ is an infinite and convergent determinant. In practice, ∆ can be approximated
by the successive elements of the sequence ∆n, defined by [233]:

∆n ≡ Yn(2Xn − Yn) , (B.36)
Xn ≡ Xn−1 − ZnZn−1Xn−2 , n ≥ 1 , X0 = X−1 ≡ 1 , (B.37)
Bn ≡ Bn−1 − ZnZn−1Yn−2 , n ≥ 2 , Y1 = Y0 ≡ 1 , (B.38)

Zn ≡
q

4n2 − a
. (B.39)

Alternatively, Mathematica provides a function MathieuCharacteristicExponent[a,q]
which returns the value of τ .

The recurrence relation on the An allows us to write the ratios A(τ)
n /A

(τ)
n−1 and

A
(τ)
−n/A

(τ)
−(n−1) as continued fractions:

An
An−1

= −q
(τ + 2n)2 − a+ qAn+1/An

, (B.40)

A−n
A−(n−1)

= −q
(τ + 2n)2 − a+ qA−(n+1)/A−n

. (B.41)

These ratios go to 0 when |n| increases so that we can truncate the continued fractions
to obtain numerical values for A(τ)

n (we fix the normalization by setting A(τ)
0 = 1).

As a result of the invariance of equation (B.32) under parity z̃ → −z̃ (which is the
symmetry discussed in II.3.g), ψ̃(±)(−z̃) are also solutions, and one can show that:

ψ̃(±)(z̃) = e∓σψ̃(∓)(−z̃), ς ≡ ln ψ̃
(−)(0)

ψ̃(+)(0)
. (B.42)

Using known results for the Bessel functions:

Jν(x) '
x→∞

√
2
πx

cos
(
x− νπ

2 −
π

4

)
, Jn(0) = δn,0 , (B.43)

we deduce the asymptotic behaviors:

ψ̃(±)(z̃) '
z̃→∞

√
2

π
√
qez̃

cos
(√

qez̃ ∓ πτ

2 −
π

4

)
, (B.44)

ψ̃(±)(z̃) '
z̃→−∞

e∓ς
√

2
π
√
qe−z̃

cos
(√

qe−z̃ ± πτ

2 −
π

4

)
. (B.45)

We now consider the solution ψ−L (z) of the Schrödinger equation which matches an
outgoing WKB wave near the surface. From equation (II.99), it follows that

φdB(z) '
z→0

2κ`σ − `

z
, σ = Γ(3/4)2

√
π

, (B.46)
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so that

ψ−L (z) '
z→0

tz√
`

exp
(
−i
(

2κ`σ − `

z

))
, (B.47)

Far from the surface ψ−L (z) takes the usual asymptotic form

ψ−L (z) '
z→∞

e−iκz + reiκz√
κ

. (B.48)

Matching the asymptotic form (B.47) to (B.45) and (B.44) to (B.48), we obtain the
reflection and transmission amplitudes:

r = −i sinh(ς)
sinh(ς + iπτ) , t = sin(πτ)e2iκ`σ

sinh(ς + iπτ) . (B.49)

We can easily check that |r|2 + |t|2 = 1. Note that these coefficients depend only on the
parameter κ` = 2m~−2√EC4. When κ` goes to zero, r behaves as (κ` − 1)/(κ` + 1),
which agrees with the scattering length found in B.1 a = −i` = −i~−1√2mC4. The
quantum reflection probability R = |r|2 is drawn on figure 3.

10−3 10−2 10−1 100 101

κ`

0.0

0.2

0.4

0.6

0.8

1.0

R

Figure 3: Quantum reflection probability R calculated for the C4 model and shown as a
function of the dimensionless parameter κ`.

C Airy functions
The Airy function was introduced by Airy in 1838 to describe optical caustics such as
rainbows [237, 238]. It is a solution to the Airy equation:

y′′(x)− xy(x) = 0 . (C.1)
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This equation appears in many areas of physics, in particular in the study of stationary
quantum states in a uniform field (see section III.3). In this appendix, we compile useful
mathematical properties of the solutions of the Airy equation. For a complete reference,
we direct the reader to the NIST Handbook of Mathematical Functions [1] and to the
book by Vallée and Soares [214] from which many of the following results are taken.

C.1 Definition
We can look for solutions of the Airy equation (C.1) under the form of a Laplace integral
along a path C in the complex plane

f(x) ≡
∫
C

dk
2iπ g(k)ekx . (C.2)

We find that f(x) is a solution of the Airy equation provided g(k) obeys the first order
equation

g′(k) + k2g(k) = 0 (C.3)

and that g(k)ekx vanishes at the ends of C. Therefore, solutions of equation (C.1) can
be written

f(x) ≡
∫
C

dk
2iπ exp

(
−k

3

3 + kx

)
(C.4)

with the extremities of C lying at infinity in the sectors where k3 > 0. With 1, j ≡
exp(2iπ/3) and j2 the cubic roots of unity, two independent solutions that are real on
the real line are:

Ai(x) ≡
∫ j∞

j2∞

dk
2iπ exp

(
−k

3

3 + kx

)
(C.5)

Bi(x) ≡
∫ ∞
j∞

dk
2π exp

(
−k

3

3 + kx

)
+
∫ ∞
j2∞

dk
2π exp

(
−k

3

3 + kx

)
(C.6)

= ij2 Ai(j2x)− ijAi(jx) (C.7)

The corresponding integration contours are shown in figure 4.
For a real x, one can deform the paths to run along the real and imaginary axes and

obtain:

Ai(x) =
∫ ∞
−∞

dk
2π exp

(
i
k3

3 + ikx

)
(C.8)

= 1
π

∫ ∞
0

dk cos
(
k3

3 + kx

)
. (C.9)

Bi(x) = 1
π

∫ ∞
0

dk
(

exp
(
−k

3

3 + kx

)
+ sin

(
k3

3 + kx

))
. (C.10)
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Re(k)

Im(k)
j∞

j2∞

Figure 4: Integration contours used in the definition of the Airy functions.

Finally, the Wronskian of the two Airy functions is

W (Ai,Bi) = 1
π
. (C.11)

C.2 Asymptotic behavior and zeros
For the sake of completeness, we recall the asymptotic behavior of the Airy functions,
already discussed in section III.3:

Ai(x) '
x→∞

1
2
√
π x1/4 exp

(
−2

3x
3/2
)

(C.12)

Bi(x) '
x→∞

1
2
√
π x1/4 exp

(2
3x

3/2
)

(C.13)

Ai(−x) '
x→∞

1√
πx1/4 sin

(2
3x

3/2 + π

4

)
(C.14)

Bi(−x) '
x→∞

1√
πx1/4 cos

(2
3x

3/2 + π

4

)
(C.15)

We deduce the following approximate expression for the zeros of the Airy function:

Ai(−an) = 0 , n ∈ N , an '
n→∞

(3π
2

(
n− 1

4

))2/3
. (C.16)

The numerical value of the an and of their approximation can be found in table IV.1.

C.3 Integrals
We now list a number of integrals that are useful in calculations involving stationary
states in a uniform field. In the following, A(x) and B(x) are arbitrary linear combina-
tions of Ai(x) and Bi(x).
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We recall the Fourier transform of the Airy function:

Ai(x) =
∫ ∞
−∞

dk
2π exp

(
i
k3

3 + ikx

)
, (C.17)

which can be generalized to∫ +∞

−∞

dk
2π exp

[
i

(
k3

3 + ak2 + bk

)]
= exp

[
ia

(
2a2

3 − b
)]

Ai
(
b− a2

)
. (C.18)

The primitive of a product of Airy functions is particularly useful:
∫
A(x+ β1)B(x+ β2) dx =

{
(x+ β)AB −A′B′ if β1 = β2 = β ,

1
β1−β2

(AB′ −A′B) if β1 6= β2 .
(C.19)

In particular we have∫ +∞

−∞
Ai(x+ β1) Ai(x+ β2) dx = δ(β1 − β2) , (C.20)

∫ ∞
0

Ai(x− an) Ai(x− am) dx = Ai′(−an)2δm,n (C.21)

and ∫ ∞
h

Ai(x− h− an) Ai(x− am) dx = 1
h+ an − am

Ai′(−an) Ai(h− am) . (C.22)

The convolution product of an Airy function with a Gaussian is given by∫ +∞

−∞

e−y
2

√
π

Ai
(
x− y
α

)
dy = exp

( 1
4α3

(
x+ 1

24α3

))
Ai
(
x

α
+ 1

16α4

)
. (C.23)

The Wigner function associated with a stationary state in a linear potential can be
computed using∫ +∞

−∞
Ai (x+ y) Ai (x− y) e2iky dy = 2−1/3 Ai

(
22/3

(
x+ k2

))
. (C.24)

C.4 Airy wavepackets
Airy functions also appear in the expression of the non-spreading, self-accelerating
wavepackets discovered by Berry [239]. We start with a stationary solution of the
Schrödinger equation in a linear potential (III.119) and replace the acceleration g by
an arbitrary acceleration G (without loss of generality we take E = 0):

ψ(z, 0) = N Ai

(2m2G

~2

)1/3

z

 . (C.25)
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Letting this wavepacket evolve in the gravity field, we find that

ψ(z, t) = N Ai

(2m2G

~2

)1/3 (
z − G− g

2 t2
) (C.26)

× exp
[
−i
~

(
m(g −G)tz + (g − 2G)(g −G)mt3

6

)]
(C.27)

The wavepacket thus propagates without dispersion and with a uniform acceleration
G− g. This is also true in the absence of any external force (g = 0).

D Time dependent quantum harmonic oscillator
Quantum reflection can be interpreted as a transfer between incident and reflected waves
due to spatial variations of the potential. It can thus be likened to non-adiabatic tran-
sitions between the states of a driven quantum system. In this appendix we explore the
links between quantum reflection and (non-)adiabaticity by studying in detail the case
of an oscillator with a time-dependent frequency.

The Hamiltonian of the system is

Ĥ(t) = P̂ 2

2m + 1
2mω(t)2Ẑ2 (D.1)

and the associated time-dependent Schrödinger equation reads

i~
∂ψ

∂t
(z, t) = − ~2

2m
∂2ψ

∂z2 (z, t) + 1
2mω(t)2z2ψ(z, t) . (D.2)

The solutions to this equation can be written in terms of the classical trajectories zcl(t)
which solve the classical equation of motion

z′′cl(t) + ω(t)2zcl(t) = 0 . (D.3)

This classical equation is essentially identical to the time-independent Schrödinger equa-
tion describing one-dimensional scattering

ψ′′(z) + F (z)ψ(z) = 0 . (D.4)

The results which we have obtained in our study of quantum reflection can thus be
transposed to the time-dependent quantum harmonic oscillator. In particular we will
underline the connection between quantum reflection and the parametric generation of
quanta. Moreover we will investigate the effect of Liouville transformations of equation
(D.3) on the quantum oscillator and establish a link with shortcuts to adiabaticity:
choices of the function ω(t) such that the number of quanta in the system is the same
in the initial and final states.
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D.1 Solution in terms of classical trajectories
As mentioned earlier, the solution to the time-dependent quantum problem can be given
in terms of solutions to the classical equation of motion (D.3). The derivation presented
here is inspired by the work of Husimi [240].

The solution ψ(z, t) of equation (D.2) given an initial state ψ(z, 0) is

ψ(zf , t) =
∫
K(zf , zi, t)ψ(zi, 0) dzi . (D.5)

Since the Hamiltonian is quadratic in Ẑ and P̂ , the exact propagator K(zf , zi, t) can be
expressed in terms of Hamilton’s principal function [206]:

K(zf , zi, t) = 1√
2iπ~

∣∣∣∣∣ ∂2Scl
∂zi∂zf

∣∣∣∣∣
1/2

exp
(
i

~
Scl(zf , zi, t)

)
, (D.6)

where

Scl(zf , zi, t) =
∫ t

0

(1
2mz

′
cl(τ)2 − 1

2mω(τ)2zcl(τ)2
)

dτ (D.7)

and zcl(τ) obeys the classical equation of motion (D.3) and the following boundary
conditions:

zcl(0) = zi , zcl(t) = zf . (D.8)

Using equation (D.3), we can write

Scl(zf , zi, t) =
∫ t

0

d
dτ

(1
2mz

′
cl(τ)zcl(τ)

)
dτ (D.9)

= 1
2m

(
z′cl(t)zcl(t)− z′cl(0)zcl(0)

)
. (D.10)

It remains to rewrite this expression in terms of zf = zcl(t) and zi = zcl(0) only. To do
so, we write a generic real solution zcl(τ) in terms of a fundamental complex solution of
equation (D.3):

Z(τ) ≡ X(τ) + iY (τ) , (D.11)
Z(0) = 1 , Z ′(0) = −iω0 , (D.12)

where ω0 is an arbitrary frequency. Any classical trajectory zcl(τ) can then be written

zcl(τ) = zcl(0)X(τ)− z′cl(0)
ω0

Y (τ) . (D.13)

We deduce

z′cl(0) = ω0
zcl(0)X(t)− zcl(t)

Y (t) , (D.14)

z′cl(t) = zcl(0)X ′(t)− Y ′(t)zcl(0)X(t)− zcl(t)
Y (t) (D.15)

= ω0zcl(0) + Y ′(t)zcl(t)
Y (t) . (D.16)
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In the last equality, we have used the fact that the Wronskian W (Y,X) = ω0 is a
constant. Hamilton’s principal function thus reads

Scl(zf , zi, t) = m

2Y (t)
(
Y ′(t)z2

f + 2ω0zfzi − ω0X(t)z2
i

)
(D.17)

and we finally have

K(zf , zi, t) =
√

m

2iπ~Y (t) exp
(

im

2~Y (t)
(
Y ′(t)z2

f + 2ω0zfzi − ω0X(t)z2
i

))
. (D.18)

Equivalently, the time dependent quantum harmonic oscillator can be solved using
the Wigner phase space quasi-distribution. For a quadratic Hamiltonian, the Wigner
function W (z, p, t) describing the quantum system obeys the classical Liouville equation
(see section III.1.c):

∂W

∂t
(z, p, t) = − p

m

∂W

∂z
(z, p, t) +mω(t)2z

∂W

∂p
(z, p, t) , (D.19)

whose solution is

W (zf , pf , t) = W (zi, pi, 0) , (D.20)

where zi, pi and zf , pf are the starting and end points of the classical trajectory zcl(τ), pcl(τ)
defined by equation (D.3) and pcl(τ) = mz′cl(τ). Using again the solution Z(τ) defined
by equation (D.12) we find that

W (z, p, t) = W

( 1
mω0

Im
(
pZ(t)−mzZ ′(t)

)
, Re

(
pZ(t)−mzZ ′(t)

)
, 0
)
. (D.21)

D.2 Parametric creation of quanta
In this section, we will suppose that the frequency ω(t) of the oscillator remains constant
outside a given time interval:

ω(t) = ω0 for t < 0 , (D.22)
ω(t) = ωf for t > tf > 0 . (D.23)

Therefore, the function Z(t) oscillates sinusoidally for t < 0 and t > tf :

Z(t) = exp(−iω0t) for t < 0 , (D.24)

Z(t) = α

√
ω0
ωf

exp(−iωf t) + β

√
ω0
ωf

exp(iωf t) for t > tf . (D.25)

The constants α and β depend on the form of ω(t) between t = 0 and tf . They are
analogous to the scattering amplitudes associated with equation (D.4). The fact that
the Wronskian of Z(t) and its complex conjugate Z∗(t) is a constant entails

|α|2 − |β|2 = 1 , (D.26)
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which is the counterpart of current conservation in quantum scattering.
We now suppose that the system starts off in an eigenstate of the time-independent

harmonic oscillator of frequency ω0. For t < 0, the Wigner function is thus given by
[241]

W (z, p, t) = Wn

(
H0(z, p)
~ω0

)
(t < 0) , (D.27)

Wn(x) ≡ (−1)n

~π
exp (−2x)Ln (4x) , H0(z, p) ≡ p2

2m + 1
2mω

2
0z

2 , (D.28)

where Ln is the nth Laguerre polynomial [1]. The initial energy is

E0 =
∫∫

dz dp H0(z, p)Wn

(
H0(z, p)
~ω0

)
= ~ω0

(
n+ 1

2

)
. (D.29)

During the subsequent evolution, the Wigner function reads (see equation (D.21))

W (z, p, t) = Wn

(
|pZ(t)−mzZ ′(t)|2

2m~ω0

)
. (D.30)

We now want to evaluate the energy for t > tf :

Ef =
∫∫

dz dp Hf (z, p)W (z, p, t) , Hf (z, p) ≡ p2

2m + 1
2mω

2
fz

2 . (D.31)

Replacing Z(t) by its final expression (D.25), we find

W (z, p, t) = Wn

(
Hf (z, p)
~ωf

(
|α|2 + |β|2 + 2 Re

(
p+ imωfz

p− imωfz
αβ∗e−2iωf t

)))
. (D.32)

To evaluate the integral we change to cylindrical coordinates:

r cos θ ≡ p√
2m~ωf

, r sin θ ≡
√
mωf
2~ z , (D.33)

Ef = ~ωf
∫ ∞

0
dr
∫ 2π

0
dθ r3Wn

(
r2
(
|α|2 + |β|2 + 2|αβ| cos(2θ + arg(αβ∗)− 2ωf t)

))
.

(D.34)

We change the origin of angles and rescale the radius:

θ′ ≡ θ + 1
2 arg(αβ∗)− ωf t r′ ≡ r

√
|α|2 + |β|2 + 2|αβ| cos(2θ′) , (D.35)

Ef = ~ωf
∫ ∞

0
dr′ r′3Wn

(
r′2
) ∫ 2π

0
dθ′

(
|α|2 + |β|2 + 2|αβ| cos(2θ′)

)−2
. (D.36)
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The integral on θ′ can be performed:

Ef =
(
|α|2 + |β|2

)−2
(

1− 4|αβ|2

(|α|2 + |β|2)2

)−3/2

~ωf
∫ ∞

0
2πdr′ r′3Wn

(
r′2
)
. (D.37)

Using equation (D.26) this simplifies to

Ef = (1 + 2|β|2)~ωf
∫ ∞

0
2πdr′ r′3Wn

(
r′2
)
. (D.38)

We can now transform the radial integral back into the form of (D.29) by defining

r′ cos θ′ ≡ p′√
2m~ωf

, r′ sin θ′ ≡
√
mωf
2~ z′ , (D.39)

and we get

Ef = (1 + 2|β|2)
∫∫

dz′ dp′ Hf (z′, p′)Wn

(
Hf (z′, p′)

~ωf

)
(D.40)

= (1 + 2|β|2)~ωf
(
n+ 1

2

)
. (D.41)

The final energy Ef is thus always larger than the energy of the nth eigenstate of the
harmonic oscillator of frequency ωf . The extra energy is measured by the amplitude β
of the negative frequency component of the function Z(t), that is, in the language of
quantum reflection, the amplitude of the reflected wave.

The fact that a variation of the oscillator’s frequency can lead to the generation of
new quanta is highly reminiscent of scalar particle formation in an expanding metric
[242–244] or in the presence of a moving mirror [245–248]. The amplitude β can be
likened to a Bogoliubov coefficient linking “in” and “out” vacua.

It is natural to ask oneself under what conditions the amplitude β is equal to zero.
The connection we have established with quantum reflection (and in this case, the ab-
sence thereof) provides a first answer: β = 0 if the WKB approximation can be applied
to the classical equation of motion (D.3). Indeed, if this is the case, then

Z(t) '
√

ω0
ω(t) exp

(
−i
∫ t

0
ω(τ) dτ

)
(D.42)

and so for t > tf ,

Z(t) '
√
ω0
ωf

exp (−iωf t+ iδ) , (D.43)

where δ is a real constant, so that

α ' eiδ , β ' 0 , Ef ' ~ωf
(
n+ 1

2

)
. (D.44)
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Moreover, we have

W (z, p, t) 'Wn

(
1

~ω(t)

(
p2

2m + 1
2mω(t)2z2

))
(D.45)

so that at all times the system is in an instantaneous eigenstate of the system. The
WKB approximation applied to the classical equation of motion is thus equivalent to
the adiabatic approximation for the quantum oscillator.

The validity of the adiabatic approximation is therefore bound to that of the WKB
approximation. It follows that the adiabatic approximation is valid provided the bad-
lands function

Q(t) ≡ 1
2
ω′′(z)
ω(z)3 −

3
4
ω′(z)2

ω(z)4 (D.46)

remains much smaller than 1 at all times.

D.3 Liouville transformations
Given that it has the same form as the Schrödinger equation (D.4), we can perform a
Liouville transformation of the classical equation of motion (D.3) obeyed by the function
Z(t). In that aim, we introduce a new time coordinate t̃(t) (with t̃′(t) > 0) and define

Z̃(t̃) =
√
t̃′(t)Z(t) (D.47)

which obeys the transformed equation

Z̃ ′′(t̃) + ω̃(t̃)2Z̃(t̃) = 0 , ω̃(t̃)2 =
ω(t)2 − 1

2{t̃, t}
t̃′(t)2 . (D.48)

This new classical equation is associated with a Schrödinger equation

i~
∂ψ̃

∂t̃
(z̃, t̃) = − ~2

2m
∂2ψ̃

∂z̃2 (z̃, t̃) + 1
2mω̃(t̃)2z̃2ψ̃(z̃, t̃) (D.49)

the solutions of which we want to relate with solutions of the original equation (D.2).
We will assume that in the vicinity of t = 0, we have t̃ = t. This way the function

Z̃(t̃) ≡
√
t̃′(t)Z(t) (D.50)

has the same initial values as Z(t):

Z̃(0) = 1 , Z̃ ′(0) = −iω0 . (D.51)

The propagator associated with equation (D.49) is thus

K̃(z̃f , z̃i, t̃) ≡
√

m

2iπ~Ỹ (t̃)
exp

(
im

2~Ỹ (t̃)

(
Ỹ ′(t̃)z̃2

f + 2ω0z̃f z̃i − ω0X̃(t̃)z̃2
i

))
. (D.52)
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We can write the propagator (D.18) associated with the original equation (D.2) in
terms of this Liouville-transformed propagator:

K(zf , zi, t) =(t̃′(t))1/4
√

m

2iπ~Ỹ (t̃)
exp

(
−im
4~

t̃′′(t)
t̃′(t)

z2
f

)
(D.53)

× exp
(

im

2~Ỹ (t̃)

(
Ỹ ′(t̃)z̃2

f + 2ω0z̃f z̃i − ω0X̃(t̃)z̃2
i

))
(D.54)

=(t̃′(t))1/4 exp
(
−im
4~

t̃′′(t)
t̃′(t)

z2
f

)
K̃
(
z̃f , z̃i, t̃

)
, (D.55)

where z̃f ≡
√
t̃′(t)zf and z̃i ≡

√
t̃′(0)zi = zi. Given an initial wavefunction ψ̃(z̃i, 0) and

the associated solution to equation (D.49)

ψ̃(z̃f , t̃) =
∫
K̃
(
z̃f , z̃i, t̃

)
ψ̃(z̃i, 0) dz̃i , (D.56)

it follows that the wavefunction

ψ(zf , t) ≡ (t̃′(t))1/4 exp
(
−im
4~

t̃′′(t)
t̃′(t)

z2
f

)
ψ̃(z̃f , t̃) (D.57)

is a solution of the original equation. Indeed,

ψ(zf , t) = (t̃′(t))1/4 exp
(
−im
4~

t̃′′(t)
t̃′(t)

z2
f

)∫
K̃
(
z̃f , z̃i, t̃

)
ψ̃(z̃i, 0) dz̃i (D.58)

=
∫
K (zf , zi, t)ψ(zi, 0) dzi , (D.59)

where ψ(zi, 0) = ψ̃(z̃i, 0). One can check explicitly that if ψ̃(x̃, t̃) is a solution of (D.49)
then the ansatz

ψ(z, t) = t̃′(t)1/4 exp
(
−im
4~

t̃′′(t)
t̃′(t)

z2
)
ψ̃(z̃, t̃) (D.60)

solves (D.2).
We can do the equivalent transformation in the Wigner function formalism. Replac-

ing Z(t) by its expression in terms of Z̃(t̃) in equation (D.21), we find that

W (z, p, t) = W̃
(
z̃(t̃), p̃(t̃), t̃

)
, (D.61)

where

z̃(t̃) = z
√
t̃′(t) , (D.62)

p̃(t̃) = mz̃′(t̃) = 1√
t̃′(t)

(
p+mz

t̃′′(t)
2t̃′(t)

)
(D.63)

and W̃ obeys
∂W̃

∂t̃
(z̃, p̃, t̃) = − p̃

m

∂W̃

∂z̃
(z̃, p̃, t̃) +mω̃(t̃)2z̃

∂W̃

∂p̃
(z̃, p̃, t̃) . (D.64)
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D.4 Shortcuts to adiabaticity
We have seen that provided the badlands function (D.46) remains small, the time-
dependent harmonic oscillator stays in the instantaneous eigenstates of the system at
all times. In general this is possible only for sufficiently slow variations of the oscillator
frequency. In this section we will look for functions ω(t) such that the system eventually
returns to its initial eigenstate (possibly at a different frequency) but does not neces-
sarily remain in that state throughout the evolution. These are known as shortcuts to
adiabaticity since the final state is identical to that which is obtained through adiabatic
evolution but it can be reached in an arbitrarily short amount of time.

We are looking for functions ω(t) such that β = 0. Since β is invariant under Liouville
transformations, all functions which are related to the constant function ω̃(t̃) = ω0 by
a Liouville transformation are adequate. We conclude from equation (D.48) that ω(t)
must be such that

ω(t)2 = ω2
0 t̃
′(t)2 + 1

2{t̃, t} (D.65)

with t̃(t) a smooth and strictly increasing function. Note that ω(t)2 can temporarily be-
come negative, which corresponds to turning the harmonic trap into a repulsive parabolic
barrier. For ω(t) to have the correct initial and final values, we also require

t̃(t) = t for t < 0 , (D.66)

t̃(t) = ωf
ω0
t+ constant for t > tf . (D.67)

The exact solution of (D.3) is then the “WKB-like” function

Z(t) =
√

ω0
Ω(t) exp

(
−i
∫ t

0
Ω(τ) dτ

)
, Ω(t) ≡ ω0t̃

′(t) . (D.68)

In particular,

Z(t) ∝ exp (−iωf t) for t > tf , (D.69)

so that β is indeed equal to zero.
In practice, one can start from a function Ω(t) which goes from ω0 to ωf in the

desired amount of time and obtain the shortcut to adiabaticity as

ω(t) = Ω(t) + 1
2

(
Ω′′(t)
Ω(t) −

3
2

Ω′(t)2

Ω(t)2

)
. (D.70)

Starting from a Hamiltonian

H0(t) ≡ P̂ 2

2m + 1
2mΩ(t)2Ẑ2 , (D.71)
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we have added an extra driving term

H1(t) ≡ m

4

(
Ω′′(t)
Ω(t) −

3
2

Ω′(t)2

Ω(t)2

)
Ẑ2 (D.72)

such that the exact evolution under H0 +H1 mimics the adiabatic evolution under H0.
This approach is known as transitionless quantum driving [249–251].

Another derivation of this shortcut to adiabaticity was proposed by Chen et al. [252,
253]. Based on the Lewis-Riesenfeld invariants of the harmonic oscillator [254], the
authors introduce the ansatz

ψ(z, t) = 1√
b(t)

Φ
(

z

b(t) ,
∫ t

0

dτ
b(τ)2

)
exp

(
i
m

2~
b′(t)
b(t) z

2
)
, (D.73)

where the function b(t) obeys the Ermakov equation4:

b′′(t) + ω(t)2b(t) = ω0
b(t)3 (D.74)

along with the boundary conditions

b(t) = 1 for t < 0 , b(t) =
√
ω0/ωf for t > tf . (D.75)

Under these conditions, ψ(z, t) solves (D.2) provided that Φ is the wavefunction of an
oscillator with a constant frequency ω0. If we identify

b(t) ≡ 1√
t̃′(t)

, (D.76)

we recognize that the ansatz (D.73) corresponds to the Liouville transformation rule
for the wavefunction (D.60) and that the Ermakov equation (D.74) is equivalent to the
condition (D.65) for ω(t) to be a shortcut to adiabaticity.

By means of a Liouville transformation of the classical equation of motion, we were
thus able to derive shortcuts to adiabaticity for the time-dependent quantum harmonic
oscillator. In the language of quantum reflection, these shortcuts correspond to “poten-
tials” ω(t)2 which do not generate any reflection [255, 256]. Our approach highlights the
links between the WKB and adiabatic approximations.

4This equation is sometimes also known as the Milne or Pinney equation.
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Sujet : Réflexion quantique sur le potentiel de Casimir-Polder

Résumé : Les collisions entre atomes ultrafroids et surfaces matérielles sont caractérisées
par la réflexion de l’onde de matière atomique sur le potentiel attractif de Casimir-Polder.
Cette réflexion quantique est déterminante pour des expériences telles que GBAR, qui
mesurera l’accélération d’un atome d’antihydrogène froid chutant vers une plaque de dé-
tection. Dans cette thèse, le potentiel de Casimir-Polder est calculé à partir des propriétés
de diffusion électromagnétique de l’atome et de la surface. Il s’avère dépendre de la réponse
diélectrique, de l’épaisseur et de la densité du milieu. Nous montrons que la réflexion sur ce
potentiel est associée à une rupture de l’approximation semiclassique et qu’elle augmente
pour des atomes lents et des potentiels faibles. Les transformations de Liouville relient
des équations de Schrödinger avec des potentiels différents mais les mêmes amplitudes de
diffusion. L’équivalence entre la réflexion quantique sur un puits de potentiel et la réflexion
sur une barrière offre de nouvelles perspectives sur le problème. Nous discutons aussi des
effets de la gravité sur le paquet d’onde atomique et de ses conséquences pour les expé-
riences avec des atomes en chute libre. Associée à la réflexion quantique sur un miroir
horizontal, la gravité permet de maintenir des particules dans des états à longue durée de
vie aux applications prometteuses pour la métrologie. En particulier, nous proposons un
système pour améliorer la précision de GBAR en réduisant la dispersion en vitesse des
atomes d’antihydrogène.

Mots clés : Réflexion quantique, interaction de Casimir-Polder, antihydrogène, gravita-
tion, équation de Schrödinger, transformation de Liouville.

Subject : Quantum reflection from the Casimir-Polder potential

Abstract : Collisions between ultracold atoms and material surfaces are characterized
by the reflection of the atomic matter wave from the attractive Casimir-Polder potential.
This quantum reflection is particularly relevant to experiments such as GBAR, which will
determine the gravitational acceleration of a cold antihydrogen atom by timing its fall
onto a detection plate. In this thesis, the Casimir-Polder potential is computed from the
electromagnetic scattering properties of the atom and surface and it is found to depend
notably on the dielectric response, thickness and density of the medium. We show that
reflection on this potential is associated with a breakdown of the semiclassical approxima-
tion and that it is enhanced for slow atoms and weak potentials. Liouville transformations
relate Schrödinger equations with different potential landscapes but identical scattering
properties. We gain new insights on the problem of quantum reflection on a potential well
by mapping it onto an equivalent problem of reflection on a barrier. We also discuss the
effect of gravity on the atomic wavepacket and its implications for free fall experiments
with atoms. When combined with quantum reflection from a horizontal mirror, gravity
can be used to trap particles in long lived states with promising applications for metrology.
In particular, we suggest a scheme to improve the precision of the GBAR experiment by
reducing the velocity dispersion of the falling atoms.

Keywords : Quantum reflection, Casimir-Polder interaction, antihydrogen, gravity, Schrödinger
equation, Liouville transformation.
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