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Abstract —

Predictive maintenance plays a crucial role in maintaining continuous production sys-
tems since it can help to reduce unnecessary intervention actions and avoid unplanned
breakdowns. Indeed, compared to the widely used condition-based maintenance (CBM),
the predictive maintenance implements an additional prognostics stage. The maintenance
actions are then planned based on the prediction of future deterioration states and residual
life of the system. In the framework of the European FP7 project SUPREME (Sustain-
able PREdictive Maintenance for manufacturing Equipment), this thesis concentrates on
the development of stochastic deterioration models and the associated remaining useful
life (RUL) estimation methods in order to be adapted in the project application cases.

Specifically, the thesis research work is divided in two main parts. The first one
gives a comprehensive review of the deterioration models and RUL estimation methods
existing in the literature. By analyzing their advantages and disadvantages, an adaption
of the state of the art approaches is then implemented for the problem considered in the
SUPREME project and for the data acquired from a project’s test bench. Some practical
implementation aspects, such as the issue of delivering the proper RUL information to
the maintenance decision module are also detailed in this part.

The second part is dedicated to the development of innovative contributions beyond
the state-of-the-art in order to develop enhanced deterioration models and RUL estimation
methods to solve original prognostics issues raised in the SUPREME project. Specifically,
to overcome the co-existence problem of several deterioration modes, the concept of the
“multi-branch” models is introduced. It refers to the deterioration models consisting of
different branches in which each one represent a deterioration mode. In the framework of
this thesis, two multi-branch model types are presented corresponding to the discrete and
continuous cases of the systems’ health state. In the discrete case, the so-called Multi-
branch Hidden Markov Model (Mb-HMM) and the Multi-branch Hidden semi-Markov
model (Mb-HsMM) are constructed based on the Markov and semi-Markov models. Con-
cerning the continuous health state case, the Jump Markov Linear System (JMLS) is
implemented. For each model, a two-phase framework is carried out for both the diag-
nostics and prognostics purposes. Through numerical simulations and a case study, we
show that the multi-branch models can help to take into account the co-existence problem
of multiple deterioration modes, and hence give better performances in RUL estimation
compared to the ones obtained by standard “single branch” models.

Keywords: Deterioration modeling, remaining useful life, prognostics, diagnostics, pre-
dictive maintenance, Hidden Markov Model, HMM, Hidden semi-Markov model, HsMM,
Jump Markov linear systems, JMLS.





Résumé —

La maintenance prédictive joue un rôle important dans le maintien des systèmes de
production continue car elle peut aider à réduire les interventions inutiles ainsi qu’à éviter
des pannes imprévues. En effet, par rapport à la maintenance conditionnelle, la main-
tenance prédictive met en œuvre une étape supplémentaire, appelée le pronostic. Les
opérations de maintenance sont planifiées sur la base de la prédiction des états de détéri-
oration futurs et sur l’estimation de la vie résiduelle du système. Dans le cadre du pro-
jet européen FP7 SUPREME (Sustainable PREdictive Maintenance for manufacturing
Equipment en Anglais), cette thèse se concentre sur le développement des modèles de
détérioration stochastiques et sur des méthodes d’estimation de la vie résiduelle (Remain-
ing Useful Life – RUL en anglais) associées pour les adapter aux cas d’application du
projet.

Plus précisément, les travaux présentés dans ce manuscrit sont divisés en deux par-
ties principales. La première donne une étude détaillée des modèles de détérioration et
des méthodes d’estimation de la RUL existant dans la littérature. En analysant leurs
avantages et leurs inconvénients, une adaptation d’une approche de l’état de l’art est
mise en œuvre sur des cas d’études issus du projet SUPREME et avec les données ac-
quises à partir d’un banc d’essai développé pour le projet. Certains aspects pratiques de
l’implémentation, à savoir la question de l’échange d’informations entre les partenaires du
projet, sont également détaillées dans cette première partie.

La deuxième partie est consacrée au développement de nouveaux modèles de détéri-
oration et les méthodes d’estimation de la RUL qui permettent d’apporter des éléments
de solutions aux problèmes de modélisation de détérioration et de prédiction de RUL
soulevés dans le projet SUPREME. Plus précisément, pour surmonter le problème de la
coexistence de plusieurs modes de détérioration, le concept des modèles « multi-branche
» est proposé. Dans le cadre de cette thèse, deux catégories des modèles de type multi-
branche sont présentées correspondant aux deux grands types de modélisation de l’état
de santé des systèmes, discret ou continu. Dans le cas discret, en se basant sur des mod-
èles markoviens, deux modèles nommés Mb-HMM and Mb-HsMM (Multi-branch Hidden
(semi-)Markov Model en anglais) sont présentés. Alors que dans le cas des états continus,
les systèmes linéaires à sauts markoviens (JMLS) sont mis en œuvre. Pour chaque modèle,
un cadre à deux phases est implémenté pour accomplir à la fois les tâches de diagnostic
et de pronostic. A travers des simulations numériques, nous montrons que les modèles de
type multi-branche peuvent donner des meilleures performances pour l’estimation de la
RUL par rapport à celles obtenues par des modèles standards mais « mono-branche ».

Mots clés : Deterioration, vie résiduelle, pronostic, diagnostic, maintenance prédic-
tive, modèle de Markov caché, systèmes linéaires à sauts Markoviens.
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Chapter 1

Introduction

1.1 Industrial maintenance: from corrective to predic-
tive

Maintenance costs are a major part of the total operating costs of all manufacturing or
production plants. Depending on the specific industry, maintenance costs can represent
between 15 and 60 percent of the cost of goods produced [104]. For a lot of sectors,
maintenance is a major issue, with a ratio between maintenance costs and added value
higher than 25% [139].

The European standard NF EN 13306 X60-319 defines the maintenance as “all of
technical, administrative and management activities throughout the life cycle of an asset
in order to maintain or restore it to the state where it can perform the intended functions”
[113]. Intuitively, “maintain” refers to maintenance activities implemented on a working
system in order to prevent it from a breakdown. While “restore” implies the “correction”
activities that are conducted once the system failed already. Accordingly to these two
activity types, maintenance methods can be classified into two main groups: corrective
and preventive, see Figure 1.1.

Maintenance

Corrective Preventive

Condition-based PredictiveSystematicCurativePalliative

Figure 1.1: Maintenance methods classification

1
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1.1.1 Corrective maintenance

Corrective maintenance is defined as “maintenance carried out after failure detection
and is aimed at restoring an asset to a condition in which it can perform its intended
function” [113]. It can be palliative or curative.

1.1.1.1 Palliative maintenance

Palliative maintenance is commonly called troubleshooting. It refers to actions that
allow a failed component or equipment to accomplish temporarily all or a part of its re-
quested functions. Palliative maintenance is mainly carried out while waiting for curative
ones.

1.1.1.2 Curative maintenance

The curative maintenance seeks the underlying causes of failure and repairs the failed
component(s) for the aim of bringing it to the initial state. In contrast to the palliative
ones, the result of the curative activities should have a permanent effect.

1.1.2 Preventive maintenance

According to the European standard NF EN 13306 X60-319, preventive maintenance is
defined as “maintenance performed at predetermined intervals or according to prescribed
criteria and intended to reduce the probability of failure or degradation of the operation
of an asset” [113]. The preventive maintenance aims to increase the availability and the
reliability of the system of interest. In addition, preventive maintenance methods can
also help to reduce the maintenance cost, especially by limiting unplanned breakdowns.
It consists of three types: systematic, condition-based and predictive.

1.1.2.1 Systematic maintenance

Systematic maintenance is the preventive maintenance that is performed at prede-
termined intervals of time or a defined number of units of use but without control of
the condition of the property. If the maintenance activities are planned at specified cal-
endar times, it is called clock-based or calendar-based maintenance. Otherwise, if they
are implemented at specified age of the item, we have the age-based maintenance [131].
By intervening at fixed times in the future, this type of maintenance can prevent some
catastrophic failures from occurring. However, this could also lead to some unnecessary
repairs when machine or system still remain in a good condition. In addition, some criti-
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cal failures may still happen before the planned dates of intervention. In such cases, the
machine must be repaired using the corrective methods.

1.1.2.2 Condition-base maintenance (CBM)

CBM is a preventive maintenance program that is widely studied in the literature. It is
based on using real-time data to prioritize and optimize maintenance resources. The state
of the system is observed by condition monitoring system. Such a system will determine
the equipment’s health, and act only when one or more indicators show that equipment
is going to fail or that equipment performance is deteriorating [67]. Compared to the
systematic one, the CBM attempts to maintain the correct equipment at the right time.
The CBM can be therefore shortly described as “maintenance when need arises”. However,
its implementation is more complex and expensive than the corrective and the systematic
maintenance methods.

1.1.2.3 Predictive maintenance

Predictive maintenance is the most advanced maintenance program that is currently
developed in the literature [104]. Within a predictive maintenance program, maintenance
actions are planned based on the prediction of system’s health state in the future and/or
the time at which the system will fail. This is where the word “predictive” comes from.
Intuitively, by knowing the future state of the system, the predictive maintenance could
bring higher maintenance performance than the CBM in terms of reducing unnecessary
intervention actions, planing the purchase of spare parts and hence reducing the main-
tenance cost. Moreover, by predicting the time to failure of the monitored system, the
predictive maintenance could also avoid unplanned breakdowns.

In the literature, the predictive maintenance can be considered as a new development
of the CBM method.

Figure 1.2 summarizes the evolution and the development of the maintenance methods
in the literature. Compared to the other ones, the predictive maintenance can give more
benefits (in terms of the availability of system, the save of maintenance costs, ect.).
However, the price to pay for achieving such benefits is also the highest.

For continuous production industries such as food, cement or paper, it is well-known
that unscheduled downtime has a direct impact on energy consumption and can affect
the quality of the production by generating “off-specs” products. Ensuring continuity of
production is therefore one of the key requirements in order to improve the productivity
of a manufacturing plant. Predictive maintenance is hence a critical issue since it can
help to anticipate the failure and give an optimal planning of maintenance operation. If
being correctly implemented, the predictive maintenance could help to reduce drastically
the maintenance costs and ensure an optimal use of each equipment, including up-time,
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Figure 1.2: Maintenance methods evolution

production quality and energy consumption.

1.2 SUstainable PREdictive Maintenance for manufac-
turing Equipement - SUPREME project

The SUPREME project is one of the European projects funded under the Framework
Program - FP7 and was officially launched on 01/09/2012. The overall objective of the
project is to provide new tools for predictive maintenance, which will also reduce energy
consumption, and can then be qualified as sustainable predictive maintenance. Specifi-
cally, SUPREME provides new tools to adapt dynamically the maintenance and operation
strategies to the current condition of the critical components in production equipment.
It develops also a reference model to achieve an integrated approach to optimal energy
consumption by means of predictive maintenance tools.

SUPREME is a collaborative project of ten partners coming from different countries
in Europe. The partners are specialists in different domains and come from both indus-
trial and academical areas, among which Grenoble Institute of Technology - Grenoble
INP, Table 1.1. With the presence of a partner coming from the paper mill Condat in
France, the proposed tools and the developed methods are firstly tested and applied in
paper industry. However, they could be also useful in other sectors with similar problems
(i.e. with continuous production requirements) such as power generation, chemical, food
industry, and cement.
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Table 1.1: SUPREME project partners

Participant organization name Short name Country
Centre Technique des Industries Mecaniques CETIM France

Loy & Hutz AG L& H Germany
Fraunhofer-Gesellschaft Zur Foerderung
Der Angewandten Forschung E.V

FhG-IPA Germany

Optimitive SL Optimitive Spain
EC Systems SPZOO ECS Poland

Institut Polytechnique de Grenoble Grenoble INP France
Orloga SA Orloga Spain
Condat Condat France

ENDEL SAS ENDEL France
Ceske Vysoke Uceni Technicke V Praze CVUT Czech Republic

1.2.1 Concept and objectives of the project

1.2.1.1 SUPREME concept

As already presented, the SUPREME project aims to develop new tools for predictive
maintenance, which will also reduce energy consumption, and can then be qualified of
sustainable predictive maintenance. In order to better understand the concept of the
project, the predictive maintenance implementation should firstly be represented. Figure
1.3 summarizes the five main stages of a predictive maintenance program.

The five stages include: data pre-processing, feature extraction, diagnostics, prog-
nostics and decision making. The data (information) from targeted physical system is
collected by sensors and stored through a process called data acquisition. In practice,
however, such collected data are rarely useful in their raw form because they may contain
the measurement noises and errors. Thus the data must be pre-processed, i,e. filtered,
compressed, correlated, etc., in order to remove artifacts and reduce noise levels as well
as the volume of data to be processed subsequently. Once the pre-processing module con-
firms that the sensor data are “clean” and formatted appropriately, features or signatures
of normal or faulty conditions can be extracted [144]. The procedure of extracting useful
information is called feature extraction. At this stage, various signal processing tech-
niques such as spectral analysis, Wavelet Packet Decomposition (WPD) algorithm, etc.
could be implemented. The extracted-features are the essential inputs to fault diagnostics
algorithms.

The next stage is the diagnostics in which faults could be detected and isolated. This
stage, together with the data pre-processing and feature extraction stages, can be imple-
mented in a Condition Monitoring System (CMS). Based on the extracted features and/or
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Figure 1.3: Illusatration of a predictive maintenance program

the diagnostics information, the prognostics could be implemented. The main objective
of this stage is to estimate the remaining useful life (RUL) of the monitored system. For
this end, a possible solution is to construct a deterioration model that represent the tem-
poral evolution of a default. Then basing on this model, one can assess the actual level of
deterioration of the system as well as predict its future evolution for the purpose of esti-
mating the system’s RUL. As the prediction is always uncertain, uncertainties should be
characterized in this stage, i.e. with the help of confidence intervals. It is the prognostics
stage that makes the predictive maintenance be more advanced in comparison with the
condition-based maintenance one.

Decision making is the last stage for the implementation of a predictive maintenance
program. In this stage, the maintenance decision, i.e. repair, overhaul, etc., can be
made by basing on both the diagnostics information about the default of system and the
RUL estimation result. This will help to avoid catastrophic failures as well as unnecessary
interventions, or in other words, to save the maintenance cost and improve the availability
of systems.

The concept of the SUPREME project is constructed from specific technical tasks of
the five above stages. It is represented in Figure 1.4.

The realization of the SUPREME predictive maintenance concept requires the develop-
ments of new solutions based on affordable (components costs consistent with installations
costs and/or down-time costs...) and intelligent technologies (smart sensors, embedded
signal processing...) in relation with:
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Figure 1.4: SUPREME project concept

• Embedded Condition Monitoring Modules: including sensor integration in
mechanical components, robust wireless communication, generic detection technol-
ogy suitable to non-stationary and noisy environment, robust data validation, ad-
vanced signal processing, automated configuration of the monitoring systems, inter-
face to the automation system and simple but communicative user interface.

• Reliability and Maintainability Modules: including risk-based identification
of critical components, condition and risk based maintenance planning, remaining
useful life prediction, dynamic adaptation of maintenance intervals and tasks.

• Intelligent control and data mining Modules: taking into account process
state and process condition data integration, knowledge-based assistance for optimal
operation and maintenance, Artificial Intelligence and Data Mining for intelligent
failure-mode data analysis.

These three modules and their specific tasks correspond to the three work packages
3, 4 and 5 of the project respectively and will be presented in more detailed in Section
1.2.2. They cover all the technical aspects of the SUPREME project and their relation
with the project concept is shown in Figure 1.5.

1.2.1.2 Scientific and technology objectives

In order to reach a big step in the development of predictive maintenance, the SUPREME
project aims to integrate and interface different tools (existing and to be developed), from
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Figure 1.5: SUPREME project concept and related work packages

different technical fields, which is not currently done. The first key objective is to establish
a new modular architecture with generic interfaces to link maintainability modules and lo-
cal embedded condition monitoring modules, both integrating intelligent data capacities.
The second objective is to solve specific challenges in each technical module.

The SUPREME project also provides innovative answers to achieve a new generation
of predictive maintenance (the sustainable predictive maintenance), knowledge based sys-
tems based on smart supervision devices, which can:

• Take into account maintenance at the design stage.

• Monitor the real state/behavior of functioning of the different components or sub-
system that are involved in the system and to have embedded signal processing in
order to deliver ready to use information.

• Automated configuration procedures, creating much more accurate fit of the system
to the monitored machine with greatly reduced human involvement.

• Embedded advanced data analysis algorithms, reducing the data flow only to events
and integrated machinery quality indicators.

• Validate all the innovative achievements by presenting the project impact on indus-
trial sector through a Research and Technological Development (RTD) platform.
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• Integrate process condition and process state data to provide energy optimization
capabilities by means of Intelligent IT supported plant operation under both normal
and abnormal situations.

• Automatically learn failure mode patterns and to apply them for further process
diagnostics.

• Optimize maintenance planning decisions based upon failure prediction and cost/benefit
strategies.

The proposed predictive maintenance system enables to contribute to:

• Higher productivity under varying conditions,

• Smaller losses of operational time due to improved maintenance planning,

• Lower energy consumption (optimal mode of production, avoidance of lost produc-
tion due to unacceptable quality...),

• Guaranteed production quality (optimal mode of production, detection of malfunc-
tioning...),

• Improve safety of operators (especially by reducing unplanned maintenance inter-
ventions, by increasing the safety level of the components and control systems...),

• Protection against risk caused by failures of components (explosion, machine de-
struction, pollution...).

To demonstrate the potential of the achieved predictive maintenance system, SUPREME
implements its achievements on an industrial field, i.e. in a paper manufacturer. The plat-
form is provided by the industrial partners of the project (Orloga and Condat). In this
context, the project expected overall achievements are to reduce by 20% the lost time
due to machinery failures and process problem, and thus increase the total efficiency of
the machine, while reducing energy costs as well as environmental cost. These objec-
tives could be achieved through combined new technological developments in equipment
monitoring, intelligent data processing and the dynamic adaptation of the maintenance
strategy over the equipment’s life-cycle.

1.2.2 Work packages

In order to reach all of its objectives as well as to facilitate the following of the
project progress, the SUPREME project is divided into eight smaller parts, called the work
packages and abbreviated by WP. Each WP deals with a specific technical or management
aspect of the project. The organization of these work packages are represented in Figure
1.6.
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Figure 1.6: SUPREME work plan (work packages)

1.2.2.1 WP1: Technical and scientific management

This WP covers the technical and scientific management of the project, including:

• the organization of the project meetings,

• the scientific coordination and monitoring of other work-packages and tasks.

• the supervision of the project progress

• the scientific review of the work performed by the project partners, i.e. through
deliverables.

• research risk and quality management in the project.

1.2.2.2 WP2: SUPREME Reference Model

The WP2 deals with the development of the SUPREME Reference Model, in order
to ensure a successful industry-driven implementation of the SUPREME concepts and
technologies for a sustainable predictive maintenance. For this end, the following works
are carried out:

• Requirements analysis in order to specify the inter-dependencies and interfaces for
the SUPREME Modules as a basis for development of the required tools in WP3,
WP4, WP5 and their future integration,

• Continuously capturing and updating of the state-of-the-art and beyond the state-
of-the-art.
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• Conception and realization of the SUPREME Reference Model, by identifying, col-
lecting, specifying and modeling of the SUPREME Modules as logic entities. The
SUPREME Reference Model includes phases (e.g. Equipment and component risk
assessment, maintenance strategy, etc.), sub-processes the underlying methods and
models, the required input and output information and their inter-dependencies.

• Identification and mapping of the required generic tools (e.g. condition moni-
toring system) to the already existing commercial or in-house developed existing
tools/systems in order to perform the functionality of each module and phase of the
reference model.

1.2.2.3 WP3: SUPREME Embedded Condition Monitoring Modules

The WP3 is focused on the design and the development of the embedded condition
monitoring system (ECMS). It consists of following key components:

• Design and development of ECMS: including the analysis of the embedded condition
monitoring requirements, the design of its embedded CM hardware and software.

• Development of advanced signal processing tools that have the capacity for: auto-
matic detection of the characteristics of the signal (peaks, modulations, ...), signal-
ization of the system failures and more robust fault detection.

• Development of multi-sensor approach

• Embedded CM prototype realization and test: including Laboratory verification, on
site test and implementation of custom algorithms

1.2.2.4 WP4: SUPREME Reliability and Maintainability Module

The overall objective of this WP is to develop the SUPREME Reliability and Main-
tainability Module aiming at the implementation of a new life cycle orientated condition
and risk-based maintenance planning. The tasks included within this WP are: risk-based
identification of critical components, condition and risk based maintenance planning, re-
maining useful life prediction, dynamic adaptation of maintenance intervals and tasks.
Compared to the predictive maintenance implementation in Figure 1.3, this WP4 corre-
sponds to the two last stages: prognostics and decision making. The main works of this
thesis are involved in the development of the reliability sub-module. For a clarification
of the problem statement and the works to be done within this thesis, the WP4 will be
presented in more detailed in Section 1.2.3.
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1.2.2.5 WP5: Intelligent Control and Data Mining Modules

The objective of this WP is to perform the intelligent processing of real-time data com-
ing from sensors, including data fusion, feature extraction and matching, failure prediction
and operation optimization targeted towards energy saving, both in normal and abnormal
working conditions. Specifically, data mining techniques are performed on failure modes
starting from historical data. Then knowledge will be generated from this data mining
task, which could be exploited for failure prediction. Moreover, such knowledge is also
used for energy optimization by means of enhanced operation of the plant. In this context,
hybrid approaches could be used to perform data fusion as required for pre-processing,
and adequate process identification and optimization are carried out according to nature
and complexity of the data.

1.2.2.6 WP6: Industrial Application and Validation

The objectives of the WP6 are to:

• Test and validate the SUPREME modules developed,

• Integrate and interface the SUPREME modules, to develop the SUPREME predic-
tive maintenance tool and validate it on the demonstrator case, a paper machine.

• Compare the results with other maintenance approaches in order to quantify the
reduction of operational loss time and the decrease of energy consumption.

1.2.2.7 WP7: Continuous Dissemination and Exploitation

WP7 Dissemination of the SUPREME results towards industry and particularly small
and medium enterprises (SMEs) is an essential activity of the project. SMEs are the
main target of the dissemination task. Two ways are identified to spread new knowledge
of SUPREME results, including: i) direct exploitation, mainly by the consortium members
including SMEs and ii) special tasks of training towards SMEs by e-learning modules.

1.2.2.8 WP8: Administrative and financial management

This work package covers the day to day administrative management of the project as
well as administrative aspects of project progress and deliverable reporting. The overall
project management is operated by the Project Management Board (PMB). Its main
tasks are to follow the project’s progress and tackle unexpected issues.
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1.2.3 Reliability and Maintainability module

As mentioned above, the overall objective of the WP4 - Reliability and Maintainability
(R&M) module is to improve the maintenance activities aiming at the implementation
of a new life cycle orientated condition and risk-based maintenance planning. To achieve
this objective, the R&M module is divided into four sub-modules:

• high level data management providing the relevant information of the following
methods and tools,

• risk assessment and management of components relevant for value stream,

• deterioration models to predict the residual useful lifetime for high risk rated com-
ponents and

• dynamic adaption of the maintenance strategy and plan over the time.

The structure and the relationship between these sub-modules is shown in Figure 1.7
.

Figure 1.7: WP4 sub-modules structure
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1.2.3.1 High level data acquisition and management sub-module

This task concerns the development of a tool for high level data management in order
to manage production system and maintenance system data for the WP4. The main
purpose is to manage the high level features, production and maintenance related data of
the R&M module, i.e. production master data, production orders, maintenance master
data or maintenance orders. This sub-module provides the necessary data for the others
sub-modules of the WP4.

1.2.3.2 Equipment and component risk assessment sub-module

This sub-module is dedicated for the enhancement of a method and tool for systematic
identification of critical components of an equipment relevant for the value chain. In order
to increase the availability of production systems, one key aspect is to identify critical
machines and components and to define corresponding failure risk measures. A holistic
risk management can be constructed for addressing this problem. Such a risk management
system is carried out and implemented by the two partners: IPA-FhG and L&H.

1.2.3.3 Deterioration model sub-module

In order to make the transition from classical preventive maintenance policies (i.e.
time-based or age-based) to more dynamic predictive maintenance policies, it is necessary
to make the transition from classical reliability modeling to deterioration-based reliabil-
ity modeling and prediction of residual useful life. Within this sub-module, the main
developments are related to deterioration modeling, damage prognostics and residual life
prediction of the identified critical component (c.f. Figure 1.8).

This sub-module can be considered as an implementation of the prognostics stage
within a predictive maintenance program (c.f. Figure 1.3). The works of this thesis are
found within this sub-module. The output of this sub-module is then the basis for the
dynamic adaptation of maintenance strategy sub-module.

1.2.3.4 Dynamic adaptation of maintenance strategy sub-module

Once deterioration models are constructed and the prediction of the RUL are made,
the next and crucial stage in implementing the predictive maintenance is to make the
maintenance decision. This sub-module is dedicated to the dynamical adaptation and
improvement of maintenance strategies and plans, considering the current situation within
the production.

By taking into account the current maintenance work orders, production orders, person
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Figure 1.8: Reference model of the deterioration sub-module [53]

capacities, component risk and stop costs, this sub-module expects to achieve a minimized
costs for the monitored components by minimizing unplanned downtime of a machine.

1.3 Problems statement and contributions of the thesis

Involved in the deterioration sub-module of the WP4, the main works of the thesis
concentrate on the development of deterioration models and the residual life prediction
methods with the applicability for the potential SUPREME application cases. This dam-
age prognostics and the residual life prediction process consist of two main steps, each of
them corresponding to specific technical difficulties:

• Assessing the current deterioration level of the item, by analyzing and processing
the condition monitoring information gathered online (vibration, current,...) and
developing a deterioration model for the item: this model should be able to describe
the temporal evolution of the item wear and will be the basis for the prediction
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of the future evolution of the system, given its present actual (or estimated) state.
Stochastic processes (with covariates) can be used as efficient tools in order to
capture the item-to-item and temporal variability.

• Developing the residual life prediction based on the deterioration model, integrating
the online information available on the item both on its state and on its environment
and operational conditions.

In this thesis, a complete review of the existing deterioration models and the associated
residual life estimation methods is firstly conducted and presented in Chapter 2. This
step is essential for the development of new deterioration models for the SUPREME
project. Indeed, it helps to have a comprehensive overview of the models and methods
that have been used in the literature as well as to analyze their advantages and their
limitations. With the development of the condition monitoring system within the WP3, a
large amount of CM data could be acquired within the SUPREME project. The literature
review concentrates hence on the data-driven approaches. Moreover, as the deterioration
processes are often stochastic in practice and the prediction is always uncertain, the
uncertainties management should also be taken into consideration. An efficient way to do
this is to model the deterioration phenomena by stochastic processes as well as characterize
the residual life by probabilistic distributions. A special attention is therefore paid to the
stochastic deterioration models in this first study.

Based on the literature review results, the main contributions of this thesis can be
summarized in the two following points:

• Adaptation of the state-of-the-art of stochastic deterioration models and associated
RUL estimation methods to the SUPREME application case (Chapter 3).

• Advancement of the state-of-the-art: development of several advanced deterioration
models and associated RUL prediction methods to overcome the identified limi-
tations and to have ready-to-use deterioration models when the required data is
available (Chapters 4, 5 and 6).

Specifically, to simulate the real deterioration processes, a test-bench was constructed
in the framework of the SUPREME project and is presented in Chapter 3. The health
indicators are extracted from vibration signals acquired from accelerometers located on
the housing of the main bearing of the test-bench. Investigating the temporal evolution
of this indicator, two different stages are realized: During the first stage, the deterioration
indicators are small and stay relatively constant while they begin to propagate quickly
in the second one. A so-called incubation/propagation is hence adapted and the RUL
estimation procedure is also presented. In addition, in the SUPREME framework, the
output of the dynamic adaptation of maintenance strategy sub-module is to modify the
production orders of the machine in order to have a best adaptation of the load applied
on the deteriorated component so that its lifetime could be extended, at least it could
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operate until the next planned intervention action. To model the impacts of different
loads on the deterioration processes, a load-dependent deterioration modeling study is
implemented. Furthermore, some practical implementation issues are also addressed in
this chapter.

Concerning the second point, we are interested in this thesis the co-existing problem
of several deterioration modes, even within a component. Indeed, such deterioration phe-
nomenon has not been carefully taken into consideration in the literature. To tackle this
problem, the concept of the multi-branch model is proposed and developed in the second
part of this thesis. Depending on the nature (discrete or continuous) of the health state
of the component, two types of multi-branch models are introduced. For the discrete-
state case, the multi-branch Hidden Markov Model is presented in Chapter 4 and the
multi-branch Hidden semi-Markov Model in Chapter 5. Chapter 6 is dedicated to repre-
sent the multi-branch model for the continuous-state case. For each model, a two-phase
framework is implemented for both the diagnostics and prognostics purposes. Through
numerical as well as case studies, we show that the multi-branch models, by taking into
account the co-existence of multiple deterioration modes, can give better performances in
RUL estimation compared to the ones obtained by standard “mono-branch” models.

1.3.1 List of publications

The main contributions of this thesis are the principal subject of the following publi-
cations:

1.3.1.1 International journals

[1] T.T. Le, F. Chatelain, C. Bérenguer, “Multi-branch Hidden Markov Models for
remaining useful life estimation of systems under multiple deterioration modes”.
Proceedings of the Institution of Mechanical Engineers, Part O: Journal of Risk and
Reliability, (1st revision under review) 2015

1.3.1.2 International conference papers with proceedings

[1] T.T. Le, F. Chatelain, C. Bérenguer, Hidden Markov models for diagnostics and
prognostics of systems under multiple deterioration modes, in Safety and Reliability:
Methodology and Applications - Proc. of the European Safety and Reliability Con-
ference - ESREL 2014 - 14-18 September, 2014 - Wroclaw, Poland - T. Nowakowski,
M. Mlynczak, A. Jodejko-Pietruczuk & S. Werbinska-Wojciechowska (eds) - London
: Taylor & Francis (CRC Press/Balkema), 2015 - ISBN : 978-113802681-0, pages
1197-1204 [77]

[2] T.T. Le, C. Bérenguer, F. Chatelain, Multi-Branch Hidden Semi-Markov Modeling
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for RUL Prognosis, in Proc. Annual Reliability and Maintainability Symposium -
RAMS 2015 - January 26-29, 2015 - Orlando, FL, USA - Los Alamitos, CA, USA
: IEEE - ISBN : 978-1-4799-6702-5 [CD-ROM] - ISSN : 0149-144X, pages 122-128,
paper#03D1 - doi:10.1109/RAMS.2015.7105132 [75]

[3] T.T. Le, C. Bérenguer, F. Chatelain, Prognosis based on Multi-branch Hidden
semi- Markov Models : A case study, in Proc. 9th IFAC Symposium on Fault
Detection, Supervision and Safety for Technical Processes - SAFEPROCESS 2015 -
September 2-4, 2015. Arts et Métiers ParisTech, Paris, France - IFAC, 2015, pages
91-96 [76]

[4] T.T. Le, F. Chatelain, C. Bérenguer, Jump Markov Linear Systems for deteriora-
tion modeling and Remaining Useful Life estimation, in Safety and Reliability of
Complex Engineered Systems - Proc. of the 25th European Safety and Reliability
Conference - ESREL 2015 - 7-10 September, 2015 - Zurïch, Switzerland - L. Pod-
ofillini, B. Sudret, B. Stoja- dinovic, E. Zio & W. Kröger (eds) - London : Taylor &
Francis (CRC Press/Balkema), 2015 - ISBN : 978-1-138-02879-1, pages 1287-1295
[78]

1.3.1.3 European project deliverable

[1] R. Haug, M. Eltabach, J. Christien, C. Johann, T.T. Le, C. Bérenguer, P. Granjon,
T. Atienza, D. Lucke, T. Adolf, J. Klema, R. Cernoch. Deliverable 2.12: State of the
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Introduction of the first part

This part is dedicated to present the research work conducted during the first stage
of our participation to the SUPREME project. Involved in the deterioration models sub-
module of the WP4, the first essential task is to carry out a literature review about the
existing deterioration models as well as the remaining useful life estimation methods.
Such a review is indispensable and is the basis for the next stage of the thesis’ works.

This part contains two chapters: Chapter 2 and Chapter 3. In Chapter 2, we firstly
introduce some background about the deterioration modeling as well as the RUL esti-
mation with the requirement of uncertainties management. The existing approaches and
their inherent advantages and limitations are then analyzed. With the development of
an embedded condition monitoring system within the SUPREME project, several types
of CM data could be made available. The data-driven prognostics approaches are hence
selected for a more detailed study in this chapter.

Based on the presented literature study, Chapter 3 is dedicated to the investigation of
an adaptation of the state-of-the-art deterioration models and RUL estimation method to
a SUPREME application case. Specifically, the so-called incubation/propagation model is
applied for the data acquired from a test-bench that is constructed in the framework of the
SUPREME project for modeling the deterioration processes in practice. The numerical
results show that such model can well represent the dynamic in evolution of the real
deterioration processes. The RUL estimation method is also addressed for this two-phase
deterioration model.

Chapter 3 also addresses the impacts of environmental factors on the deterioration
dynamics. Indeed, in the SUPREME framework, the estimated RUL is provided to the
dynamic adaptation of maintenance strategy sub-module whose output is to modify the
production orders of the machine, i.e. the load applied on the deteriorated component
so that its lifetime could be extended. Such the load changes will affect back to the
deterioration evolution. To model such impacts, a load-dependent deterioration study is
presented. Furthermore, some aspects of practical implementation are also addressed. For
example, the problem of information exchange between the project partners is presented
in this chapter.
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Chapter 2

Deterioration modeling and remaining
useful life estimation: state-of-the-art

2.1 Preliminary

Prognostics plays an important role in implementing a predictive maintenance pro-
gram. It is this stage that distinguishes between the predictive maintenance and the
condition-based maintenance. Indeed, prognostics helps to predict accurately and pre-
cisely the remaining useful life (RUL) of a failing component or system. This estimation
is an essential source of information so that maintenance personnel can schedule and op-
timize maintenance actions in order to reduce maintenance costs and avoid unscheduled
downtime.

There exists several definitions of prognostics in the literature. For example, Heng et
al. defined the prognostics as the forecast of an asset’s remaining operational life, future
condition, or risk to completion [59]. Engel considered the prognostics as “the capability to
provide early detecting of the precursor and/or incipient fault condition of a component
and to have the technology and means to manage and predict the progression of this
fault condition to component failure” [35]. In the industrial and manufacturing areas,
prognostics is interpreted as the methodology to predict the remaining useful lifetime
(RUL) of a machine or a component once an impending failure condition is detected,
isolated, and identified [144]. The RUL here is the time left for a system to accomplish
its required function, i.e. before a completed failure, given the past, the current and/or
the future operation profiles of the system.

From the above definitions, one can realize that estimating the RUL plays the center
role in prognostics implementation. Since the prediction is always uncertain, uncertainties
management becomes an important issue in prognostics [144]. There are several sources of
uncertainties that can affect the RUL estimation results, such as modeling uncertainties,
measurement noises or operating environment uncertainties [141]. Characterizing the RUL
by a probabilistic distribution is an effective way to take into account such uncertainties.
For example, in [67], Jardine et al. define the RUL as a conditional random variable:

RUL = Tf − t0 | Tf > t0, Z (t0)

where Tf is a random variable representing the time to failure, t0 is the current age and
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Z(t0) is the past condition profile (including environment data) up to the current time
and/or existing knowledge on the future use of the system.

Figure 2.1: Deterioration and RUL estimation illustration

Figure 2.1 clarifies the above definition of the RUL and gives an example about how
the RUL distribution can be estimated. In this figure, t indicates the current age of a
component. Based on the features and the information obtained from the diagnostics
stage, an indicator representing the health state of component from the beginning of life
until time t is constructed. To estimate the RUL, the failure need to be defined. In the
literature, a widely used assumption about the failure is based on the “first hitting time”
principle: the system is supposed to be failed once its health indicator reaches for the first
time a predetermined threshold [83]. By propagating the temporal evolution in the future
of the health index in this example until it reaches a threshold L, the RUL distribution
is obtained.

It should be noted that the RUL of a component shares the same probability law as
its conditional time to failure; that is survival function of the RUL coincides with the
conditional reliability, with only a time translation difference:

P (RUL > u) = P (Tf > t+ u | Tf > t, Z (t))

This leads the estimation of the RUL of a component being equivalent to the estimation
of its conditional reliability. In the case of deterioration-based reliability, the conditional
part integrates all the knowledge on the deterioration level delivered by the monitoring
information.

In the next section, we firstly review the state-of-the-art of the prognostics approaches
that exist in the literature. Then in Section 2.3.2 and Section 2.3.1, the deterioration
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models as well as the associated RUL estimation methods are studied in detail. The
conclusion is given in Section 2.4.

2.2 Prognostics approaches classification

Depending on the type of used data and techniques, the existing prognostics ap-
proaches can be classified into three main categories [17, 144]:

• Experience-based prognostics

• Evolutionary or trending models-based

• Physical model-based prognostics

The range of prognostics approaches as a function of the applicability to various sys-
tems and their relative implementation cost are summarized in Figure 2.2.

Figure 2.2: Classification of prognostics approaches [17]

2.2.1 Experience-based prognostics

This approach is the traditional reliability estimation method, which can be called
as reliability-based modeling approach in the literature. It involves analyzing the event
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data (e.g. time to failure data) of a population of identical units and determining a
probability density function and related hazard function for the population. This density
function is not representative of a single fault progression from incipience to final failure,
it just provides information about when failures are typically expected to occur. Various
parametric failure models have been used to model failure data, such as Exponential,
Lognormal, Gaussian or Weibull distribution. The most commonly used among them
is the Weibull distribution because of its ability to describe many types of behavior,
including infant mortality in the “bath-tub” curve [137].

The advantage of the experience-based prognostics approaches is that the time-to-
failure distributions are derived from observed statistical data specifically relevant to the
equipment of interest. Such data could be easily extracted from a company’s existing
computerized maintenance management systems [137]. In other words, it does not re-
quire the condition monitoring data hence the installation of sensors is not necessary.
In addition, this approach is relatively straightforward for being analyzed by reliability
engineers. This property gives it a wide range of system applicability.

Despite its merits, experience-based prognostics approaches possess some limitations.
Firstly, they may have little value in making maintenance’s decisions since they only pro-
vide general overall estimate for the entire population of identical components. Obviously,
one would be more interested in the ongoing reliability information of a particular com-
ponent that is currently running in a machine, rather than in the mean time to failure or
mean residual life (MRL) of the whole population [59]. Lastly, estimating the parameters
of the lifetime distribution requires sufficient historical failure data, which may be difficult
to achieved in real-life situation, such as in the case of the paper machine as found in the
SUPREME project.

2.2.2 Data-driven approaches

As indicated by its name, data-driven approaches assess the health state and estimate
the RUL of a machine basing on the available data. According to Jardine et al., the data
used for prognostics can be categorized into two main types: event data and condition
monitoring (CM) data [67]. The event data include the information on what happened
and/or what was done (i.e. installation, breakdown, minor repair, etc.) while the condi-
tion monitoring data are the measurements related to the health condition/state of the
physical system of interest.

The data-driven approaches can be further divided into two main classes: Evolutionary
or trending-based and Artificial intelligence-based.
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2.2.2.1 Evolutionary or trending prognostics

The fundamental principle of the evolutionary or trending-based approaches is that
the health of monitored equipment is represented by some key CM features called the
health indicators. The RUL is then estimated by propagating these indicators toward
a predefined failure threshold to predict the “first hitting time” [83]. For this purpose,
several regression techniques were used in the literature, such as Auto-Regressive (AR)
models [162, 160], support vector regression approaches [124, 18], general path model [95],
Lévy process [145, 30, 158], etc. Among them, the two most popular ones in the literature
are the general path model and the Lévy process.

2.2.2.2 Artificial learning techniques

Artificial Neural Network (ANN) is currently the most commonly used data-driven
technique in the prognostics literature. The idea of using ANN for RUL estimation is
that the ANN computes an estimated output for the remaining useful life of a component,
directly or indirectly, from a mathematical representation of the component derived from
observation data rather than a physical understanding of the failure processes. This
method is usually called the black box method in the literature.

A typical ANN consists of a layer of input nodes, one or more layers of hidden nodes,
one layer of output nodes and connecting weights as illustrated in Figure 2.3. It can use
a number of different types of data as the inputs including process variables, condition
monitoring indicators, asset characteristics (e.g. age, operating hours) and maintenance
history features (e.g. time since last overhaul). The RUL of a system can be obtained at
the output.

Input

layer

    Optional 

hidden lyaers

Output

 layer

Figure 2.3: An neural network example

The principle of a neural network is that it learns the unknown function by adjusting
its weights with repetitive observations of inputs and outputs. An activation function is
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associated with each node that defines if and how information is transmitted to subsequent
nodes. Calculated values of each node’s activation function are then used as inputs to any
subsequent nodes. The same activation function is generally used for all nodes in a layer;
however, other layers in the same network may use different functions. As processing
(computing the activation function) can be performed by the nodes in parallel, neural
networks are computationally very efficient. The global behavior of a particular network
is determined by its architecture (nodal arrangement), synaptic weights and parameters
of the nodal activation function. The behavior of one node in the network is shown in
Figure 2.4.

p - number of nodes in

      preceding layer  

 = vector of input values

     from preceding layer  

 = vector of input weights

 = activation function  

...

Figure 2.4: Behavior of a single ANN node

Neural network architectures used for RUL estimation can be classified as feed-forward
(static) neural networks (FFNN as shown in Figure 2.3) or dynamic networks. In the first
architecture, the inputs to a particular layer depend only on the outputs of the preced-
ing layer while in the second one; the inputs to a particular layer are dependent on the
outputs of the preceding nodes as well as preceding iterations of the network itself. Most
prognostics RUL models developed to date have been based on static networks, in which
the popular architectures are Multilayer Perceptron (MLP), Radial Basis Function (RBF)
network and General Regression Neural Network (GRNN). Among these, multilayer per-
ceptron is the most popular architecture [137].

The traditional MLP approach was used by Huang et al. in [62]. In their paper,
they dealt with a new scheme for the prediction of a ball bearing’s RUL based on Self-
Organizing Map (SOM) and Back Propagation (BP) neural network methods. Similarly,
Gebraeel et al. have applied the MLP networks for the data acquired from accelerated
bearings test [42]. They also proposed another model that grouped the bearings into
several clusters and then used a GRNN to compute a single regression function for the
degradation signals of the bearings from the same clusters.

Traditional neural networks are good at mapping non-linear, numerical information.
Unfortunately, much of the practical data for describing failures is linguistic, ambiguous
and/or approximate. Thus, a number of researchers have integrated fuzzy logic into MLP
networks to be able to capture this additional information. For example, in [156], Wang et
al. used a neural-fuzzy (NF) network to predict spur gear condition value one step ahead.
The fuzzy interference structure is determined by experts, whereas the fuzzy membership
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functions are trained by the neural network. Bonissone and Goebel proposed a Hybrid Soft
Computing Model based on Adaptive Network-Based Fuzzy Inference System (ANFIS)
to predict the time to break of papers in the wet-end section of paper machine [14]. Yam
et al. used a Recurrent Neural Network (RNN) to perform one-step ahead prediction of
CM data from a planetary gear train [161]. Wang and Vachtsevanos in [153] developed
a Recurrent Wavelet Neural Network (RWNN) to predict rolling element bearing crack
propagation.

The advantages of using ANN for RUL estimation are:

• It can model complex, multidimensional, non-linear relationship between the RUL
at the output and the CM data at the inputs.

• It can use many different types of input data such as sensor readings, fuzzy infer-
ences, user inputs, etc.

• There are many user-friendly software packages available for developing neural net-
work because most commercial prognostics modeling system uses ANN for RUL
prediction.

Despite of their merits, the biggest problem of applying ANN for RUL estimation is
that they do not naturally provide confidence limits for their prediction. Other disadvan-
tages of using this approach are that they require a large data set for training the model
and that it is difficult to interpret the obtained result (no physical meaning). Without
physical meaning and confidence of the estimation, it seems to be very difficult to schedule
an effective maintenance plan.

2.2.3 Physical model-based approaches

Physical model based prognostics techniques use analytic and/or physics-based mod-
els of the degradation phenomenon to predict the dynamics and degradation in system
behavior. These approaches apply to situations where accurate mathematical models
of system behavior can be constructed from first principles [17]. Model-based methods
assume that the system is represented as a physical-based model.

A common physics-based approach in the literature is crack growth modeling which
can be fallen into two major categories: deterministic and stochastic models. Fatigue
crack growth in machinery components such as bearings, gears, shafts, and aircraft wings
is affected by a variety of factors, including stress states, material properties, temperature,
lubrication, and other environmental effects. To date, almost the available empirical and
deterministic fatigue crack propagation models are based on Paris’ formula [144]. Li et al
[93, 91, 92] modeled rolling element bearing defect growth using a variation of Paris’ law:

Ḋ =
dD

dt
= C0 (D)n
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which states that the rate of defect growth is related to the instantaneous defect area D
under a constant operating condition. The parameters C0 and n are material constants
that need to be determined experimentally. Since these parameters often vary with factors
other than the instantaneous defect size, an adaptive scheme was developed to predict
the defect propagation rate and defect area size by Li et al. [91, 92].

With the above model, the defect area D can be deterministically decided at any time
given the parameters C0, n and an initial defect size. However, the defect propagation is
stochastic in nature. It means that identical bearings under the same operating condi-
tions can have significantly different crack propagation paths. Taking this problem into
account, Li et al. [93] developed a stochastic bearing fatigue defect-propagation model by
introducing a log-normal random variable, eZ(t) to the deterministic model:

Ḋ =
dD

dt
= C0 (D)n eZ(t)

The log-normal random variable is used to characterize the amount of uncertainty in
material properties or environmental factors. Since the resulting growth equation is a
stochastic differential equation, we can use the Monte Carlo simulation of probabilistic
neural network to estimate its parameters distribution [144].

Recently, the crack growth state model have been integrated with the particle filter by
Orchard and Vachtsevanos to estimate the crack length on the plate of a UH-60 planetary
gearbox [116]. They have compared their methodology with an EKF-based approach for
long-term prediction. The particle filter-based approach was demonstrated to be suitable
for on-line fault diagnostics and failure prognostics.

Another physical models that were used in the literature for bearing prognostics is
the fatigue spall initiation and progression model and stiffness-based prognostics model.
In [117], Orsagh et al. used a stochastic version of the Yu-Harris bearing life equation
[168] to predict spall initiation and the Kotzalas-Harris progression model to estimate the
time to failure. Qiu et al. [127] constructed a vibration model that based on the sitffness
and damping coefficient. By using that model, the authors established the equations
relating the bearing lifetime with the natural frequency of vibration and its amplitude.
The recursive least square (RLS) parameter estimation algorithm has been used for on-line
application purpose.

The main advantage of using physical models is the ability to directly incorporate the
existing understanding of the physical mechanisms of failure. Once such model is available
and accurate, it can give the better performance in RUL estimation than other methods
[137]. Additionally, the changes in model outputs as described by the residuals tend to
have a direct (or easily translatable) physical meaning. Understanding the significance of
model outputs is hence straightforward and easy to action.

However, such accurate physical model is usually difficult to establish for complex
systems in reality because it requires a deep understanding of how the failure mechanisms
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behave under the range of relevant operating conditions. Another disadvantage of this
approach is that it is only suitable for the use in some particular cases. In the complex
working environment as in a paper machine, it seems to be impossible to establish accurate
physical models.

2.3 Stochastic deterioration models and RUL estima-
tion methods

A deterioration model, as indicated by its name, represents the dynamic time evolution
of deterioration processes. It can also be used to link between the observed symptoms
(e.g. measures) and the actual health states of a system. The purpose of modeling
deterioration processes is to i) help the maintenance persons to assess actual machine
deterioration level given the monitoring information, ii) predict or extrapolate the future
evolution of machine health and iii) estimate residual useful life of the machine.

Figure 2.5 shows a classification of deterioration models existing in the literature.
According to the deterioration nature of item, the deterioration processes can be classified
as discrete or continuous processes. The former assumes that the deterioration state of a
system changes directly from one level to another whilst the latter assumes that system
health varies continuously in time domain.

Stochastic deterioration models

Continuous-state models

Multi-state modelsShock models General path modelLévy process

Discrete-state models

Figure 2.5: Deterioration models classification

2.3.1 Discrete-state deterioration models

2.3.1.1 Shock models

Shock models have been studied by several authors and provide a realistic formulation
for modeling certain reliability systems situated in random environment. These models
are usually physically motivated. For instance, the extreme and cumulative shock models
may be appropriate descriptions for the fracture of brittle materials, such as glass, and
for the damage due to the earthquakes or volcanic activity, respectively [99].
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Shock models describe systems subject to shocks that occur at random time with
random magnitude. There are several types of shock models existing in the literature,
such as cumulative shock models, extreme shock models [109]. The former supposes that
systems break down when the cumulative shock magnitude exceeds a given threshold
while the latter is based on the assumption that one single large shock exceeding a given
threshold can lead to systems failure. For the purpose of modeling deterioration processes,
in this section, we consider only the cumulative shock model. An illustration of this model
is depicted in Figure 2.6.

Figure 2.6: Illustration of cumulative shock models

In this standard cumulative model, the paths of the degradation process Z(t) are
monotone increasing step functions. It is commonly assumed that arrivals of shocks on
the item follow a non-homogeneous Poisson process and random damage is accumulated
to the previous damage level of the item which remains unchanged between shocks [110].
The item is said to be failed when the total amount of damage exceeds a failure threshold
L which is usually assumed to be constant and pre-determined in the literature.

Let Wi, (i = 1, 2, . . .) be random variables representing the damage due to i-th shock,
N(t) be the total number of shocks received up to time t, t > 0, the total damage at time
t can be determined by:

Z(t) =

N(t)∑
i=1

Wi (N(t) = 1, 2, . . .)

From this formula and based on the renewal theory, several reliability quantities such
as the reliability function, the mean time to failure or the hazard rate, etc. can be
calculated [109]. Several stochastic process have been proposed and investigated in the
literature in order to represent the occurrence of the damage. We can name here some
typical processes, such as the birth process [126], the counting process [122], etc.
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2.3.1.2 Multi-state models

Multi-state models simplify a system behavior into a stochastic process with a finite
number of state values. Markov chain and semi-Markov chain are the two most popular
processes to model this type of deterioration. Markov chain assumes that the system can,
at any instant, be in only one state. As the time passes, the system will either remain
in the same state or jump to another one with some probabilities. An example of using
Markov chain for modeling the deterioration of a bearing is illustrated in Figure 2.7. In
this example, bearing health conditions are described by five discrete states: normal,
nick, scratches, more nicks and failure. Since the bearing’s degradation process is usually
irreversible in practice, there is no probability of returning to the previous state from
current state. The bearing is said to be failed when its health state reaches for the first
time the final (failure) state.

Figure 2.7: A Markov chain representing bearing deterioration process

The principle of RUL estimation using Markov-based models is to compute the first
passage time (FPT) which is the amount of time the process will take to transit from the
current state to the absorbing state (e.g. Failure state) for the first time. This principle is
easy to understand and closer to what is used in industry, therefore it leads the Markov-
based models to have been widely applied for RUL estimation and to maintenance decision
making support. However, there are two limitations which limit the capacity of applying
this model to bearing prognostics framework. Firstly, it is assumed that the system health
state sojourn time is exponentially distributed to have the constant rate of transition
between states. This assumption is inappropriate in practice and can be resolved by
semi-Markov models [69]. The second problem is that the system’s state is supposed to
be observed directly. Such assumption, however, is usually difficult to achieve especially
for bearings in reality. The Hidden Markov Model can be used to overcome this problem.
So, in what follows, we will concentrate on the use of Hidden Markov Model (HMM) and
Hidden semi-Markov Model (HsMM) for bearings prognostics in the literature.

Hidden Markov Model composes of two stochastic processes: a Markov chain which is
unobservable representing the real health state of the component, and an observable pro-
cess which could be the observed CM information or the extracted features. An example
of a five states HMM for bearings is illustrated in Figure 2.8.
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Figure 2.8: An example of an 5-state HMM model

In [169], Zhang et at. proposed an adaptive stochastic fault prediction model base on
HMM. In their work, the authors used the principal component analysis (PCA) technique
for feature extraction from raw vibration data. The extracted features are then used
to train the HMM. One of the key advantage of their algorithm is its capability for
on-line learning. However, for the purpose of RUL estimation, the HMM was trained to
predict the evolution of actual health indicator, so that it still requires a predefined failure
threshold. Along this line of work, Yu in [164] presented a HMM based framework for
offline modeling and online health monitoring and assessment, as depicted in Figure 2.9.
In his paper, an HMM-based Mahalanobis distance (MD) is proposed for quantifying the
deviation degree of the current state with the healthy state space of bearings. Ocak et
al. also used the HMM for tracking the severity of bearing fault but they implemented
the wavelet packet decomposition (WPD) for feature extraction purpose [115]. Recently,
Medjaher et al. [100] and Tobon-Mejia et al. [142] developed the Mixture of Gaussians
Hidden Markov Models (MoG-HMMs) represented by Dynamic Bayesian Networks to
represent the evolution of the component’s health condition from which its RUL can be
calculated.

Figure 2.9: HMM based framework for bearing health degradation monitoring [164]

An inherent limitation of HMM technology is that its state duration follows an ex-
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ponential distribution. In other words, HMM does not provide adequate representation
of temporal structure. So that, for a more powerful prognostics tool, HsMM has been
introduced in the literature. As a generalization of HMM, HsMMs are useful in many
engineering applications such as signal estimation, diagnostics and prognostics. It is tra-
ditionally defined by allowing the unobserved state process to be a semi-Markov chain.
In other word, it relax the inherent Markovian property of the Markov-based models
and allows modeling the state duration by any arbitrary distributions such as Gamma,
Weibull or Gaussian. Thus, HsMM possess both the flexibility of hidden Markov chain
for approximating complex probability distributions and the flexibility of semi-Markov
chains for representing temporal structures.

The HsMM has four basic problems that must be solved to be of use as a prognostics
tool. Dynamic programming techniques have been developed to efficiently solve these
problems. A detailed description is given by [32] and [165]. It should be noted that,
although it has been successfully applied in speed recognition, the literature of HsMM
in RUL estimation is very limited. It has just attracted some attentions in health state
prognostics since 2006. For example, Dong et al. showed a case study of a HsMM based
method on health diagnostics of an UH-60A Blackhawk main transmission and RUL
estimation of pumps [33]. Through the experimental studies, the authors argued that
HsMM offers several significant advantages over HMM in equipment health prognostics.
Further, Dong has incorporated an Auto-regressive structure in a HsMM (AR-HsMM)
to avoid the Markov chain’s memory-less property [31]. However, this model used only
partial history information and was not completely free from the memoryless assumption.
Bechhoefer et al. also used HsMM for health diagnostics and prognostics, applied for
generator shaft of a helicopter [7].

2.3.2 Continuous-state deterioration modeling

In practice, many industrial systems are under continuous physical degradation due to
erosion [24], corrosion [114], crack propagation [147], or wear [22], etc... These phenomena
can be described by continuous processes. This section reviews the models that consider
the deterioration as a continuous process.

The continuous deterioration modeling can be divided into three main categories:
Physic-of-failure models, general path models and stochastic processes.

2.3.2.1 General path model

General path model (also called random coefficient regression model) was first intro-
duced by Lu and Meeker to present a general path of a population of units [95]. It is
commonly used in industry as well as in academic domain to describe a phenomenon of
continuous degradation [93, 101]. The idea is to adjust degradation measures by a regres-
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sion model with random and/or fix coefficients. Given the observed sample degradation
S(t) at time t, the general degradation model can be represented as:

S (t) = g (t, λ, θ) + ε (2.1)

where S (t) denotes the deterioration measure at time t, λ and θ are the vectors of co-
efficients of the random and the fixed effect respectively, g is a deterministic continuous
function representing the underlying degradation and ε corresponds to measurement er-
rors. The different forms of g (i.e. linear, concave, convex, etc.) allow to model different
mechanisms of degradation, so that this model can be easily adapted to several deterio-
ration categories in practice. One advantage of the general path models is that they are
relatively simple to construct and the model parameters can be estimated efficiently by
classical statistical methods [101]. Another advantage is the direct application of mea-
sures of degradation in the statistical analysis. The reliability function or the remaining
useful lifetime distribution can be often obtained in an analytic form.

From the first model of Lu and Meeker, many applications of the general trajectory
model have been implemented in the literature [96, 132, 173], and its theory is becoming
more sophisticated. Indeed, the fundamental assumptions of random-effect model are
listed by [155]. Haghighi et al. synthesized in [50] various approaches (parametric, semi-
parametric and non-parametric) to estimate the survival function based on the general
path model. The review article of Si et al. [136] and the series of work of Gebraeel et al.
[44, 40, 43, 41] summarize several models and random effects regression models to predict
the residual life of a system.

The analysis of previous studies shows that the general path model is relatively simple
to construct and can be easily adapted to different categories of degradation by modi-
fying its underlying function g. The model parameters can be estimated efficiently by
conventional statistical methods [101]. Another advantage of this model is the direct ap-
plication of degradation measures in the statistical analysis. The reliability or residual
life calculated from the model is often obtained in analytical form.

2.3.2.2 Lévy processes

The second category of continuous deterioration models is the Lévy processes. The
class of Lévy processes is a widely used tool for modeling the evolution of the degradation
of systems. A stochastic process {xt}t≥0 is called a Lévy process if:

• x0 = 0

• It has independent increments, that is for any 0 ≤ t1 ≤ t2 ≤ . . . ≤ tn: xt2−xt1 , xt3−
xt2 , · · · , xtn − xtn−1 are independent
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• It has the property of stochastic continuity:

lim
h→0

P (|xt+h − xt| ≥ ε) = 0 ∀ε > 0

If the increments are stationary, it is called homogeneous Lévy process, otherwise it
is non-homogeneous [2].

Note that the third property of the Lévy process does not imply that it is always a
continuous process. In fact, contrary to the general path model, the Lévy process gives
a degradation process from an infinite number of independent microscopic jumps. This
makes the modeling of component deterioration more flexible and appropriate, especially
in a dynamic operating environment since it can take into account the temporal uncer-
tainties. The drawback of using the Lévy process for deterioration modeling is that the
theoretical calculation may be sometime very difficult. In the literature, the choice of
modeling a continuous degradation phenomenon with the class of Lévy processes is often
based on a Gamma or a Wiener process.

2.3.2.3 Gamma process

A Gamma process is a stochastic process with independent, non-negative increments
following a Gamma distribution with an identical scale parameter. It was first proposed
by Abdel-Hameed as a proper model for degradation occurring random in time [1]. One
advantage of using this process for deterioration modeling is that the required mathemat-
ical calculations are relatively straightforward. The RUL can be hence obtained in an
analytical form. The Gamma process is suitable to model gradual damage monotonically
accumulating over time (Figure 2.10) in a sequence of tiny increments, such as wear, fa-
tigue, corrosion, crack growth, erosion, consumption, creep, swell, degrading health index,
etc. [145].

time

Failure threshold

Figure 2.10: Deterioration evolution modeled by a Gamma process

If {xt}t≥0 is a Gamma process with shape parameter α(t) and scale parameter β then:
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a. x0 = 0 with a probability equal to 1.

b. xt2 − xt1 ∼ Ga (α(t2)− α(t1), β)

c. xt has independent increments

where Ga (α(t), β) denotes the Gamma distribution with shape parameter α(t) and
scale parameter β. Its probability density function is given by:

f (u) =

(
1
β

)α(t)

Γ (α (t))
uα(t)−1 exp

(
−u
β

)
(2.2)

with u > 0 and Γ (·) signifies the Gamma function:

Γ (y) =

∞∫
0

uy−1e−udu for y > 0 (2.3)

The cumulative distribution function of the Gamma distribution is also given by:

F (u) = 1−
Γ
(
α (t) , u

β

)
Γ (α (t))

(2.4)

where Γ (a, z) =
∞∫
z

ua−1e−udu for z ≥ 0, a ≥ 0 corresponds to the incomplete Gamma

function.

Over a time interval of length t, the average degradation speed-rate for a Gamma pro-
cess is α (t) · β and its variance α (t) · β2. The choice of α and β allows to model various
degradation behaviors from almost-deterministic to very chaotic. Given the degradation
data, these parameters can be estimated using classical statistical methods such as max-
imum likelihood method, moment method, Bayesian statistics method, etc. [145].

If α(t) is a linear function of time i.e. α(t) = α · t, the process is called stationary
or “homogeneous” Gamma process. In this case, the expected deterioration is linear
over time. The stationary of the gamma process basically follows from the property
that increments are independent and have the same distribution type as their sum. In
mathematical terms, this property is covered by the so-called infinite divisibility i.e. a
random variable following a Gamma law with parameters α and β can be written as the
sum of n independent variables following a Gamma law with parameters α

n
and β.

A good survey of applications of the Gamma process and its properties can be found
in [145].

Since Gamma process is suitable to model gradual damage monotonically accumu-
lating over time in sequence such as wear, fatigue, corrosion, crack growth, creep and
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degradation health index (e.g. extracted from vibration data), it has been widely used
in the literature for bearings deterioration modeling and RUL estimation. For example,
Park and Padgett considered Gamma processes in accelerated degradation modeling using
the fatigue crack growth data and then inferred the lifetime distribution at the use con-
dition [119]. Lawless and Crowder incorporated the gamma process with random effects
to model unit-to-unit differences in the degradation signals among a population of similar
components. The proposed method was also verified using crack-growth data [74]. Zhou
et al. proposed a Gamma-based state space model to predict engineering asset life when
multiple degradation indicators are involved and the failure threshold on these indicators
are uncertain. A case study using the vibration data of bearings from LNG pumps has
been conducted [172]. Zhang et al. [170] also used the Gamma-based state space model
for RUL estimation of a gearbox by taking a few wear monitoring data as direct condi-
tion information and taking the plentiful vibration data as indirect condition information.
They combined the Expectation-Maximization (EM) algorithm with the particle filter to
estimate the real states as well as the parameters of the model. For more specific details
of Gamma process and its application in the context of maintenance, one can refer to the
excellent review of [145].

The use of Gamma process to model the evolution of deterioration indicators has a
nice property: the sum of Gamma distributed increments is again a Gamma variable.
The mathematical calculations for modeling degradation through Gamma process are
hence relatively straightforward [48]. Additionally, using Gamma process-based model,
the distribution of the RUL can be obtained. Another advantage of this model is that its
physical meaning is easy to understand. In contrast to the random coefficient regression
methods, Gamma process-based degradation models can take the temporal variability into
account as argued by Pandey et al. in [118]. However, we should note that the Gamma
process seems only appropriate to represent degradation by strictly monotonic process.
This property is usually held for the direct health indicators such as the crack depth on a
gear. But this type of indicator is very difficult to measure on-line in reality, especially in
the case of a paper machine. When applying the Gamma process for indirect indicators
(e.g. features extracted from vibration signals), the non-linear relationship between these
indicators and the actual health of equipment should be taken into account.

2.3.2.4 Wiener process

The Wiener process {X(t)}t≥0, also called Gaussian process or Brownian motion with
drift, is a continuous-time stochastic process with drift parameter µ(t) and variance pa-
rameter σ2 σ > 0:

X (t) = µ (t) + σ ·B (t) (2.5)

where B(t) is Brownian motion, i.e. it is normally distributed variable with mean 0 and
variance t, known also as the white noise in several fields.
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Similar to the Gamma process, if the drift parameter is a linear function of time
µ(t) = µ · t, the Wiener process is called homogeneous and has the following properties:

• X(0) = 0 with a probability equal to 1.

• The increments are independent normally distributed: for any ti < tj, X (ti)−X (tj)

is normally distributed with mean µ · (tj − ti) and variance σ2 · (tj − ti).

• In particular, for any time t ≥ 0 the mean value of X(t) is µ · t and the variance is
σ2 · t.

A characteristic feature of this process, in the context of deterioration modeling, is
that a system degradation alternately increases and decreases (c.f. Figure 2.11), similar to
the exchange value of a share [145]. For this reason, unlike the Gamma one, the Wiener
process is inadequate in modeling monotonous deterioration processes. Instead, it has
been widely used for modeling the non-monotonous degradation.

time

Failure threshold

Figure 2.11: Homogeneous Wiener process. Evolution of the degradation to failure

The parameters of the Wiener process can also be estimated using classical statistical
methods such as maximum likelihood method, moments method, Bayesian method, etc.
given the degradation data.

2.3.3 Environment effects in deterioration modeling

The deterioration models analyzed above can model a wide range of degradation pro-
cesses. However, they suffer an important limitation that is these models don’t take into
account the variation of dynamic environment in which the system operates. In reality,
changes of environmental factors, such as changes of temperatures, humidity, etc. may
significantly affect the deterioration processes. Several models have been proposed in
the literature to model the effects of environmental factors in component deterioration
processes. They will be reviewed in this section.
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In the literature, evolution of environmental factors (usually called covariates) is often
represented by a stochastic process and their impacts on the continuous degradation
process can be divided in four principal types [64]: punctual impact and temporal impact
on degradation process, impact on failure threshold and impact on failure modes (c.f.
Figure 2.12).

Figure 2.12: Covariates impacts on the deterioration model [64]

• Punctual impact on degradation

For this impact type, the evolution of covariates can generate a point impact on the
degradation. It means that an abrupt change in covariates states causes a sudden
increase in the level of degradation of the system (c.f. Figure 2.12(a)). This type of
impact is considered in [27, 28, 123, 157].

• Temporal impact on degradation

For this second type, the covariates have a temporal impact on the degradation
process. Very often, in this case, the speed and / or the variance of the degradation
process are driven by covariates (c.f. Figure 2.12(b)). In the literature, the propor-
tional hazards model of Cox [26] and its derivations (model covariates proportional
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pattern explicit hazards, etc... [49]) are the most used models to express this rela-
tionship. Bagdonavicius and Nikulin [5] and [74] proposed to incorporate covariates
in a Gamma process through its shape or scale parameter. Other examples can be
found in [85, 125, 138].

• Impact on failure threshold

The third type of impact does not change the state of degradation of the system,
but its failure threshold (c.f. Figure 2.12(c)). In this case, the failure threshold is
no longer fixed, but represented as a random variable depending on covariate distri-
bution. As noted by Lu and Meeker in [95], the most commonly used distributions
are uniform, normal or lognormal. For example, Wang and Coit developed in [152]
a degradation model whose failure threshold is distributed according to a normal
distribution, while Feng et al. proposed in [36] a log-normal distribution to model
the threshold.

• Impact on failure modes

The last type of impact considers that covariates can lead to a further failure mode
of the system (c.f. Figure 2.12(d)). Since the failure of a system can be divided into
shock and failure by degradation, we are interested in models representing both
these two failure modes. Such models are called Degradation- Threshold -Shock
model (DTS) [85]. We consider a system fails as soon as the level of degradation
exceeds a critical threshold or due to shock occurs. This model was proposed for the
first time by Lemoine and Wenocur [86]. After that, a large number of extensions
and applications are developed [28, 63, 90, 123, 146]. DTS models with covariates
can be considered as a general model that combines the previous types of impacts.

Covariate based hazard models

One of the most popular covariate-based models existing in the literature is the Pro-
portional Hazard Model (PHM). The PHM model is firstly proposed by Cox in 1972 [26].
Due to its generality and flexibility, PHM was quickly and widely applied in different areas
of lifetime analysis such as the biomedical, reliability and economics. Almost all covariate
models are based on PHM theory. For this reason, we will study the use of PHM model
on the estimation of the RUL in this section.

The conventional PHM assumes that the Hazard rate of a system at time t consists of
two multiplicative factors, a baseline hazard function and a function of covariates, that is

h (t|z(t)) = h0 (t)ψ (βz (t))

where h0 (t) is the unspecified baseline hazard function which is dependent on time only
and without influence of covariates. The positive functional term ψ (βz (t)) is dependent
on the effects of different factors, which have multiplicative effect on the baseline hazard
function, where β is a column vector consisting of the corresponding regression coefficients
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and z (t) is the covariates vector. These coefficients are generally estimated by maximizing
the partial likelihood function without specifying the baseline hazard function h0 (t).

In this PHM model, the baseline hazard function h0 (t) can be either parametric or non
parametric. In the case that this baseline function is non parametric, it can be estimated
using the failure event data and censored data, such as the Kaplan-Meier estimator [131].
When it is specified to a parametric distribution, the Weibull distribution is widely used
as the baseline function for PHM [136]. In the following, we will investigate how the RUL
can be calculated from the hazard rate of a system.

We know that the reliability of a system can be deduced from the hazard rate by the
formula

R (t|Z (t)) = P (T > t|Z (t)) = exp

{
−
∫ t

0

h (s|z (s)) ds

}
where Z (t) = {z (s) , 0 ≤ s ≤ t} denotes the entire covariate information history up to
time t and z (s) is the information obtained at time s.

Based on the PHM model, we can define the RUL as Xt = {xt : T − t | T > t, Z (t)}
where T is the lifetime. The power density function of the RUL at time t can be then
formulated as follows

fXt (xt|Z (t)) =
f (t+ xt|Z (t))

R (t|Z (t))
= h (t+ xt|Z (t))

R (t+ xt|Z (t))

R (t|Z (t))

From the above equation, we can see that a PHM needs the event data such as fail-
ure and censored data as well as CM information to estimate the RUL without an exact
failure threshold. For example, Ghasemi and Hodkiewicz developed in [47] a prognos-
tics model to estimate the Mean Residual Life of Rail Wagon Bearings within certain
confidence intervals. The prognostics model was constructed using a PHM approach,
informed by imperfect data from a bearing acoustic monitoring system, and a failure
database. Van-Tung et al. combined the PHM with the support vector machine (SVM)
to assess performance degradation and to predict the RUL of a machine [143]. However,
they also used the ARMA model to model the degradation path, so that they still needed
define an unacceptable level or a failure threshold. You et al. [163] developed a two-zone
PHM to predict equipment’s RUL, in which the life-cycle was divided into two zones, i.e.
a stable zone representing the normal operation and a degradation zone representing the
degraded states of equipment. Based on the detection of the change-point from the stable
zone to the degradation one, the RUL of equipment can be accurately estimated.

In the framework of the covariate-based models, there are some other variants based on
the basic PHM to achieve hazard modeling, such as proportional intensities model [149],
accelerated failure time model, additive hazard model, proportional intensities model, etc.
For a more intensive study of these models, one can refer to the review of Gorjian et al.
in [48].
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The main problems of using covariate-based hazard models for RUL estimation are

• The models mix the casual relationship of different covariates. In reality, some
covariates may impact on the hazard rate and some others may be influenced by
the hazard. So they should be modeled differently.

• When the evolution of covariates is stochastic, we have to use an other process (e.g.
Markov chain) to describe the covariate process. This is an added burden to the
model.

• From the definition of PHM, we have h(t|z1(t))
h(t|z2(t))

= ψ(βz1(t))
ψ(βz2(t))

, which is known as the
proportionality assumption. It means that the rate of hazard function is propor-
tional to the difference of covariates. This assumption, however, is not always true
in practice.

• The estimation of coefficients requires sufficient failure event data and associated
CM information which may not always be available in reality.

2.4 Conclusion

Prognostics plays an important role in predictive maintenance implementation. It
makes the predictive maintenance being more advanced than the condition-based one
thanks to its ability to predict the temporal evolution of system’s health as well as estimate
the residual lifetime of the system.

This chapter reviews several prognostics approaches existing in the literature. The
advantages and the disadvantages of each approach were also analyzed. In the framework
of the SUPREME project, the WP3 is dedicated for the development of the embedded
condition monitoring system (ECMS). A large volume of condition monitoring data could
be made available during the project execution. The data-driven prognostics approach
appears to be suitable for further investigation within the project. Moreover, as there are
several sources of uncertainties that can affect the RUL estimation results, a solution for
uncertainties management is to consider the RUL as a random variable and to characterize
the RUL by a probabilistic distribution. For this reason, we are interested in the followings
of this manuscript in the stochastic deterioration models with the RUL estimation based
on the evolutionary or trending techniques.

The impacts of the covariates on the deterioration processes were also reviewed and
analyzed in this chapter. Such analysis is essential since in practice a machine rarely
operates under a static environment. In the context of the WP4, such impacts can be
described by the affect of maintenance strategies change, i.e. change in production orders,
on the deterioration dynamic of the machine. This problem will be addressed in the next
chapter. Moreover, based on the review and the analysis presented in this chapter, an
adaption of the state-of-the-art deterioration models and RUL estimation methods was
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carried out and implemented for the data acquired from a test-bench constructed in the
framework of the SUPREME project (c.f. Chapter 3).

Beside that, the analysis of the state-of-the-art helps also to identify the limitations
of the existing methods, basing on which more advanced deterioration models can be
developed for the SUPREME project. The main works presented in this chapter have
been reported in the deliverable D2.12 entitled “State-of-the-Art and Beyond the State-
of-the-Art” of the SUPREME project [57].





Chapter 3

State-of-the-art adaptation and
application to the SUPREME project

3.1 Introduction

After having studied the state-of-the-art of deterioration models and the associated
RUL estimation methods, the second stage of this thesis was dedicated to investigate
their applications in the framework of the SUPREME project. This chapter presents
some works realized as well as the obtained results in applying the state-of-the-art with
both simulated and real data.

When applying a deterioration model for a real system, the first step is to learn the
model, i.e. to estimate its parameters, from the available data set. A large amount of data
is hence often required for this purpose. It should be noted that the data here must be the
one that represents the deterioration phenomenon of the system, from the initiation of the
defect until the system failure. Unfortunately, such deterioration data is quite difficult to
be acquired, especially for a big and complex system like the paper machine. In effect, due
to its critical role, the paper machine cannot be allowed to deteriorate until the complete
failure. In order to overcome this difficulty, a test bench has been constructed to simu-
late the real deterioration phenomena of critical components that could be found in real
production systems. Based on this test bench, deterioration data set could be created,
allowing the test and the validation of the developed approaches in the framework of the
SUPREME project. For this reason, in this chapter, we first apply the state-of-the-art
deterioration models for the data acquired from this test bench. More specifically, in Sec-
tion 3.2 the deterioration of a bearing, a component that is commonly used within a paper
machine is considered. By investigating the temporal evolution of the health indicator
constructed from the acquired vibration signal, a so-called incubation/propagation model
is adapted. The RUL estimation method for this model is also discussed.

Moreover, as already presented in Chapter 1, the output of the “reliability” sub-module,
i.e. the deterioration models and the RUL estimation results, is used as input for the
“maintenance” one in order to obtain a better dynamic adaptation of maintenance strate-
gies for the monitored component. Generally, a maintenance strategy concerns the mod-
ification of the intervention plan, i.e. the inter-inspection intervals, so that an optimal
long-run expected maintenance cost rate can be obtained [64]. However, regarding the
continuous production system such as the paper machine targeted by the SUPREME

47



48
Chapter 3. State-of-the-art adaptation and application to the SUPREME

project

project, a shutdown of the machine could lead to very expensive losses. Therefore, the
output of the maintainability sub-module in this case is aimed to modify the production
orders of the machine. The purpose is to have a best adaption of the load applied on the
deteriorated component so that its lifetime could be extended, at least it could operate
until the next planned intervention action. This leads to the fact that the machine could
operate under different loads and the changes of the applied load are not stochastic but
deterministic or planned. By supposing that the loads could affect the deterioration dy-
namic of the monitored component, a load-dependent deterioration process is applied and
introduced in Section 3.3.

Furthermore, within the WP4, the fact that the reliability sub-module is developed
by Grenoble-INP and CETIM in France while the maintainability one is conducted by
IPA in Germany leads to the requirement of exchanging the information between these
partners. For example, the estimated RUL must be defined and its format must be unified
before it can be sent to IPA for the dynamic maintenance adaptation. These problems
are addressed in Section 3.4.

3.2 Test bench at CETIM

3.2.1 The test bench

The test bench is installed at CETIM in Senlis, France. It is designed to represent
a wind turbine architecture but at a smaller scale (c.f. Figure 3.1a). In effect, at the
input of the bench, a geared-motor generates the rotation and simulates the wind power
in reality. The main shaft bearing is loaded in axial and radial directions by two hydraulic
actuators (in the loading unit). This loading unit represents the forces of the wind and
the weight of blades. The multiplier gearbox has a ratio of 100.75 : 1. It multiplies the
rotational speed of the main shaft so that the generator can operate between 500 and 3000

revolutions per minute (rpm) which is usual speed on the real wind turbines. A generator
is located at the output of the test bench in order to transform mechanical energy into
electricity.

One of the main objectives of the test bench in the SUPREME project is to simulate
real deterioration processes in practice. Thanks to the two additional loading units,
defects could be generated by fatigue, i.e. by applying artificial loads on the bearings and
the gearboxes. These components are selected for the deterioration generation since they
play an important role in many practical production systems. In effect, a break of one of
these components could lead to a complete failure of the whole system.

Figure 3.2 summarizes the eight endurance test programs that have been planned to
be carried out in the framework of the SUPREME project. These tests represent different
defect scenarios that can take place for the test bench. However, at the time of writing
this thesis, there are only three among them that have been completed while the others
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(a) An overall view (b) Main components

Figure 3.1: The test bench installed at CETIM

are still in progress. Therefore, only the data obtained from these completed tests will be
considered in this chapter.

Figure 3.2: Summary of tests for the test bench

The completed tests, denoted by I.1.1, I.1.2 and I.1.4, represent 3 different defect
levels of the main bearing, ranging from a very early damage (i.e. start of spalling) to a
very advanced deterioration with spalling on inner race, outer race and rollers. Table 3.1
summaries these tests with some photos illustrating the defects at the end of each test.

It is worth noting that the three tests I.1.1, I.1.2 and I.1.4 are conducted independently.
In effect, after having finished one test, the defected bearing is removed and changed by
a new one before starting the other tests. The bearings are selected to have the same
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Table 3.1: Summary of tests on the main bearing

Test Duration (hours) Defect level Photo of defects

I.1.1 258
Very low damage: Cracks and
start of spalling on the outer race
Defect size: 1mm

I.1.2 215
Medium damage: Some
spalling on the outer race
Defect size: 2mm

I.1.4 194

High damage: Spallings spread
over complete the inner and the
outer races, some spallings on the
rollers
Defect size: all the races

type, i.e. the spherical roller bearings with two rows of rollers. Furthermore, the tests
are conducted under the same operating conditions. For these reasons, we can consider
the data acquired from these tests are mutually independent and one deterioration model
can hence be developed for representing the deterioration of these tests.

3.2.2 Health indicator construction based on vibration signal anal-
ysis

The defects on the bearing are often unobservable, especially when the system is
operating. However, it could be detected through the condition monitoring data, i.e.
by the vibration signals acquired by accelerometers located on the bearing’s house. For
example, Figure 3.3a represents the spectrum analysis on the main bearing at the end
of the test I.1.1 (very small defect) compared to the beginning (flawless bearing) of the
test. Abnormal high amplitudes can be observed at the Ball Pass Frequency of Outer
race (BPFO) frequencies, which imply the appearance of the defect on the outer race of
the bearing. In this figure, H1 represents the BPFO frequency (H1 = 2.721 Hz) while
H2, H3 and H4 are the harmonics corresponding to the values of 2xH1, 3xH1 and 4xH1
respectively. If we record the values of the amplitudes at the frequencies H1, H2 and H3
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for the whole test, we obtain the evolution in time of these values as shown in Figure 3.3b.

(a) Frequency spectrum (b) Temporal evolution of amplitudes

Figure 3.3: Test I.1.1 - very small defect

In this figure, the amplitudes at H1, H2 and H3 frequencies are relatively small and
stable for the period from the time zero until about 225[h] of operation. After that, a
considerable increment can be noticed. It can be deduced that the bearing stays in a
normal condition from the beginning of test until time t = 225[h]. Then, the bearing
moves to the defect state. Therefore, the amplitudes at the BPFO frequency can be
considered as the indicator representing the deterioration level of the bearing under the
test I.1.1.

The same analysis can be performed for the medium and high level of defect tests.
Since the defects also appeared on the outer race of the bearing under the test I.1.2, we
consider the amplitude at the BPFO frequency as the deterioration indicator for this test
as well. Regarding the test I.1.4, since the defects appear not only on the outer race, but
also on the inner race and the rollers, a further investigation needs to be conducted. From
the frequency spectrum of the bearing at the end of this test, we realize that the amplitude
at the BPFI frequency (Ball Pass Frequency of Inner race) is much higher than the one
at the BPFO frequency (c.f. Figure 3.4). In other words, the defects are exhibited more
clearly at the BPFI frequency than the other one. For this reason, we use the amplitude
at the BPFI frequency to be the deterioration indicator for the test I.1.4.

In summary, the temporal evolution of the deterioration indicators for all the tests are
shown in Figure 3.5. Compared to the test I.1.1, the tests I.1.2 and I.1.4 show clearer
trends in the defected period. This is reasonable since these two tests are designed to
produce higher levels of defect than the first one.

Moreover, two stages can be noticed in the temporal evolution of the indicators: one
stage in which the indicators values are relatively small and stable and another stage in
which they vary significantly in time. The first stage can be considered as an incubation
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Figure 3.4: Test I.1.4 - Critical defect, spectrum [0 - 12] Hz
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Figure 3.5: Evolution of deterioration indicators

period while the second one is a propagation one. In order to take into account such two-
stage deterioration phenomenon, in the next section the so-called incubation/propagation
model will be presented and adapted to the deterioration data of the main bearings.

3.2.3 Incubation/propagation model

3.2.3.1 Introduction

As indicated by its name, the incubation/propagation model is used to represent
the deterioration processes that progress through two different stages: incubation and
propagation. This type of model is motivated from the fact that, once a defect is initiated,
there may exist a period at the beginning in which the defect does not expose clear
evidences about its appearance. It means that, if we are looking at the health indicators
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extracted from raw data, we do not realize any abnormal signs but the defect has already
initiated: the indicators are relatively stable in this period. This period is hence called
the incubation period. Then, after some period of time, the defect begins to progressively
propagate and shows clearer trends in its temporal evolution. This second stage is called
the propagation stage. Figure 3.6 illustrates an example of such two-stage deterioration
process.

time
Incubation Propagation

Failure threshold

Figure 3.6: Example of the incubation/propagation process

As the deterioration indicator value in the incubation period is relatively small and sta-
ble, we are more interested in its duration than in the level of the deterioration within this
period. One common way to model the incubation duration is to consider it as a random
variable that follows a parametric distribution, such as the Weibull, the Normal or the
Poisson distributions. Regarding the propagation period, the stochastic processes studied
in Chapter 2, i.e. the Gamma or the Wiener processes, could be used for representing the
temporal evolution of the deterioration indicator in this period.

3.2.3.2 Adaption to the test bench case

In the case of the test bench, due to the limitation of the available data (there are only
three data sequences corresponding to the three completed tests), the distribution that
has the least free parameters could be a good choice from the statistical learning point
of view. Moreover, as the vibration signals are acquired periodically by the condition
monitoring system, the time can be assumed to be discrete. Consequently, the duration
of the incubation period will take the integer values. Compared to others distributions
such as Gaussian, Gamma or Weibull, the Poisson distribution has only one parameter
appearing to be a suitable one. It is hence chosen for representing the incubation duration
in the case of the test-bench.

A discrete random variable x is said to have a Poisson distribution with parameter
λ > 0, if, for k = 0, 1, 2, . . ., the probability mass function of x is given by:

f (k;λ) = P (x = k) =
λke−λ

k!
(3.1)

where k! denotes the factorial of k.
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Regarding the propagation period, the Brownian motion with drift (i.e. the Wiener
process) is suitable for representing the evolution of the deterioration indicators in the
test bench case due to its non-monotonic increments. The Wiener process is assumed to
be homogeneous with two parameters µ and σ, that is:

X (t) = µ · t+ σ ·B (t) (3.2)

where B (t) is the standard Brownian motion, i.e. it is normally distributed variable with
mean 0 and variance t.

The parameters of the incubation/propagation model can be estimated through some
standard statistic techniques such as maximum likelihood estimator (MLE). In effect,
given a set of n samples ki, for i = 1, · · · , n, the maximum likelihood estimation for the
parameter λ of the Poisson distribution is the sample mean:

λ̂ =
1

n

n∑
i=1

ki

In the test bench case, 3 values of the incubation duration in the three tests are
recorded, which are 135h, 200h and 230h respectively. We have:

λ̂ =
1

3
(135 + 200 + 230) = 188[h]

In the following, we use the superscript i to imply the test I.1.i. Regarding the prop-
agation period, let xij denote the indicator value at time tij for j = 1, . . . , N i where N i is
the number of data points with respect to the test I.1.i. We assume that the deterioration
increments, defined by δxij = xij+1 − xij, are independent and identical distributed, i.e.
they follow a Normal distribution with mean µ ·

(
tij+1 − tij

)
and variance σ2:

fµ,σ
(
δxij
)

=
1√

2πσ2
exp

(
−
[
δxij − µ ·

(
tij+1 − tij

)]2
2σ2

)

Denote δX i =
(
δxi1, . . . , δx

i
N i−1

)
, the joint log-likelihood function is given by:

log f
(
δX1, δX2, δX3

)
=

3∑
i=1

(N i − 1
)

log
1√

2πσ2
−

N i−1∑
i=1

−
[
δxij − µ ·

(
tij+1 − tij

)]2
2σ2


The parameters of the Wiener process can be estimated by maximizing this log-

likelihood function. In effect, by letting the partial differential of the function with respect
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to µ and σ equal to zero respectively, we obtain:

µ̂ =

3∑
i=1

N i−1∑
j=1

δxij
(
tij+1 − tij

)
3∑
i=1

N i−1∑
j=1

(
tij+1 − tij

)2

(3.3)

σ̂2 =

3∑
i=1

N i−1∑
j=1

(
δxij − µ̂

(
tij+1 − tij

))2

3∑
i=1

(
N i − 1

) (3.4)

Firstly, we estimate the parameter µ by Equation (3.3) and then use this value to
estimate σ by Equation (3.4). In this case, we obtain:{

µ̂ = 6.47 · 10−6

σ̂ = 1.2 · 10−4

3.2.3.3 Deterioration regeneration

This section is dedicated to demonstrate the capacity of the incubation/propagation
model in representing the dynamic in the evolution of the defects found in the test-bench
case. A possible way to do that is to regenerate some trajectories of “artificial” (i.e.
simulated) health indicators from the model learned in the previous section.

Each trajectory of indicator is regenerated in two steps. Firstly, the incubation du-
ration is randomly generated from the Poisson distribution with the parameter λ̂. The
health indicators are fixed at a small value and are kept constant during this period.
Then, the temporal evolution of the indicators in the propagation period is simulated
from Equation (3.2). Figure 3.7 shows both the simulated trajectories and the real ones
of the health indicators.

The real health indicator trajectories corresponding to the three tests I.1.1, I.1.2 and
I.1.4 show the variety in the incubation times and represent the three different level
of defect at the end of each test. However, as earlier mentioned, these three tests are
conducted in the same operating conditions with the same type of component (i.e. the
main bearing). The different between the last values of the indicators is due to the fact
that these tests are stopped at different moments. Therefore, we can intuitively assume
that these curves express the same dynamic in temporal evolution within the propagation
period.

Figure 3.7 shows that the “artificial” indicators generated from the learned incuba-
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Figure 3.7: Real vs simulated indicators

tion/progpagation well represent the temporal evolution of the real ones. In effect, the
simulated incubation times ranges from 140[h] to 230[h] demonstrating that the variety of
the real ones is well taken into account. Furthermore, the dynamic of the real indicators
in the propagation period is also well represented. It can be deduced that the learned
incubation/propagation model has well represented the real deterioration phenomenon of
the bearings in the case of the test bench.

3.2.3.4 RUL estimation

In this section, we demonstrate the RUL estimation procedure for the adapted incu-
bation/propagation model in case that a failure threshold is available.

Supposing that the bearing fails once its health indicators reach for the first time the
threshold L. Let xt0 denote the deterioration level at the current time t0. According to
the first hitting time principle (c.f. Chapter 2), the RUL of the bearing at this time can
be calculated by taking into account the stage, i.e. incubation or propagation, in which
the bearing is belonging to:

P (RUL < t | xt0 < L) = P (RUL < t | xt0 < L, the equipment is in stage 1 at t0)

+ P (RUL < t | xt0 < L, the equipment is in stage 2 at t0) (3.5)

We consider two following scenarios:

• Scenario 1: The bearing is still in the incubation period at t0.

In this scenario, the RUL can be calculated as the sum of the two residual times: the
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remaining time of being in the incubation stage and the duration of the propagation
period. We have:

RUL = RUL1 +RUL2 = τ − t0 + T (3.6)

where RUL1 = τ − t0 is a random variable representing the remaining time in
the incubation period and RUL2 = T represents the propagation period duration.
Supposing that these two variables are independent, the probability density function
(pdf) of the RUL can be calculated by:

fRUL (t) = (fRUL1 ∗ fRUL2) (t) (3.7)

where the symbol ∗ denotes the convolution product.

If the incubation duration follows a Poisson distribution, the conditional remaining
incubation time given the deterioration level at time t0 follows a truncated Poisson
distribution. That is:

fRUL1 (t) = fτ (t | τ > t0) =
fτ

1− Fτ (t0)
(3.8)

where Fτ (·) denotes the cumulative mass function of the Poisson distribution.

Regarding the second pdf fT , since the bearing is currently in the incubation period,
its deterioration level is relatively small. We can suppose that the bearing will start
the propagation stage at xt0+RUL1 ≈ 0. The pdf fT hence coincides with the pdf of
the first hitting time (FHT), i.e. the time to exceed the threshold L for the first time
from x = 0, given the stochastic process used for modeling the temporal evolution
of the indicators in this period. If the homogeneous Wiener process with drift is
used (c.f. Equation (3.2)), the FHT will follow the inverse Gaussian distribution
with two parameters η and ξ, i.e. FHT ∼ IG (η, ξ) whose pdf is given by:

fRUL2(x) =

√
ξ

2πx3
· exp

[
− ξ

2η2

(x− η)2

x

]
(3.9)

where 
η =

L

µ

ξ =
L2

σ2

From Equations (3.8) and (3.9), the RUL pdf can be evaluated, i.e. numerically, by
Equation (3.7).

• Scenario 2: The bearing is in the propagation period at time t0

Suppose that the deterioration indicator xt0 at time t0 could be perfectly estimated
or determined. Given xt0 , the bearing will fail at time tf if the deterioration ac-
cumulation between t0 and tf exceeds for the first time the level L − xt0 . In other
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Figure 3.8: RUL estimation results for the two scenarios

words, the bearing’s RUL in this case shares the same pdf form with the variable
representing the first hitting time to reach the threshold L−xt0 from 0. In case that
the evolution of the deterioration is modeled by a Homogeneous Wiener process, the
pdf of the RUL can be given by Equation (3.9) where the parameters η and ξ are
now become: 

η =
L− xt0
µ

ξ =
(L− xt0)

2

σ2

To verify the exactitude of the above RUL calculation, a numerical investigation is con-
ducted. The analytic RUL pdf is compared to the histogram obtained by the Monte Carlo
simulation method. Figure 3.8 shows the RUL estimation results in the two scenarios for
the incubation/propagation model.

3.3 Load-dependent deterioration processes

3.3.1 Introduction

As discussed in Section 3.1, the aim of the dynamic adaptation of maintenance strate-
gies sub-module is to modify the production orders applied to the machine so that it can
operate in the most suitable load conditions. This leads to the requirement of the devel-
opment of the deterioration models based on the stochastic processes that are able to take
into account such changes in the loads. In this section, we suppose that the loads have
temporal impacts on the deterioration processes. Specifically, the rate or the variance of
the deterioration process is assumed to be dependent on the operation conditions [64]. To
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Figure 3.9: Example of load-dependent deterioration process

model such phenomenon, a simple and efficient solution is to consider the parameters of
the deterioration process as a function of the machine’s loads.

An example of the load-dependent deterioration process is illustrated in Figure 3.9

In this figure, two production orders corresponding respectively to the “normal” and
“severe” load conditions are considered. Under the “normal” load, the deterioration pro-
cess evolves more slowly than under the “severe” one. In real systems, the machine often
operates in a dynamic environment, leading to the random changes in operating condi-
tions. However, in the framework of the SUPREME project, the production orders are
optimized beforehand. Therefore, the loads can be considered to be deterministic in this
case. From the RUL estimation point of view, this helps to reduce the variance in the
RUL results.

In the test bench case, the Wiener process has been selected to model the deterioration
process due to the non-monotone in temporal propagation of health indicators. Neverthe-
less, in several practical situations, the deterioration could be a monotonic and gradual
deterioration process. For modeling such deterioration phenomena, the Gamma process
is the most appropriate one [145]. Therefore, we assume in this section that the deterio-
ration of the equipment of interest follows a Gamma process. For the sake of simplicity,
the process is supposed to be homogeneous with the shape parameter α(t) = α · t and the
scale parameter β. If we denote α1, β1 and α2, β2 the couples of parameters of the Gamma
process corresponding respectively to the normal and severe conditions of load, we have
α1 · β1 < α2 · β2, which implies that under the normal load condition the deterioration
rate is smaller than under the severe one.
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3.3.2 RUL estimation

Consider the normal and severe loads in the above example and suppose that the
parameters of the Gamma process under these two load conditions can be perfectly esti-
mated from the available training data. Given the load evolution in the future, the RUL
of the equipment can be estimated as follows.

Denote t0 the instant at which we want to estimate the RUL and x0 = x (t0) the
deterioration level of the equipment at that time. The equipment is assumed to be failed
once its deterioration level reaches for the first time a predetermined threshold L. To
estimate the RUL, it is necessary to calculate firstly the probability density function (pdf)
of the total increments of deterioration from the initial instant t0. Given the information
up to t, the RUL shares the same distribution with the conditional reliability:

R (t | x0) = P (xt − x0 < L− x0) =

∫ L−x0

0

f (x) dx (3.10)

where f(x) is the pdf of the total increments in the period [t0, t].

By knowing beforehand the loads dynamic, we know how many times the load will
change as well as its state after each transition. Suppose that the load will change n times
and denote di, i = 1, 2, . . . , n the time at which the nth change occurs. We can divide
therefore the interval [t0, t]t>t0 into (n+1) sub-intervals [t0, d1], [d1, d2],...,[dn−1, dn], [dn, t].
Let α(i) and β(i) denote the parameters of the Gamma process corresponding to the load
state in the ith interval. Moreover, denote ui the total increments in the ith interval,
the pdf of the total increments can be expressed as the convolution of the increments in
different regimes of loads:

f (x) = (f1 ∗ f2 ∗ . . . ∗ fn+1) (x) =

∫ L−x0

0

∫ L−x0−u1

0

· · ·
∫ L−x0−u1−...−un

0

fn+1(
L− x0 − u1 − . . .− un, α(n+1) · (t− dn) , β(n+1)

)
·

fn
(
un, α

(n) · (dn − dn−1) , β(n)
)
·

...

f2

(
u2, α

(2) · (d2 − d1) , β(2)
)
·

f1

(
u1, α

(1) · (d1 − t0) , β(1)
)
·

dun+1dun . . . du2du1

where f1, f2, . . . , fn+1 are the pdfs of the corresponding increments; f (x, α, β) the density
function with respect to the variable x of a Gamma distribution with two parameters α
and β and ∗ denote the convolution product.

The above expression of the conditional reliability is, however, too complex to be
calculated even by numerical techniques. In this case, the Monte Carlo method can be
adapted to overcome the difficulty. In effect, given the current deterioration level and
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Figure 3.10: Prediction of deterioration evolution under different load

the future load changes, the temporal deterioration evolution can be simulated. Once it
reaches for the first time the failure threshold, a RUL value can be determined. Figure
3.10 illustrates the deterioration prediction given the load profile.

In this figure, the load profile value 0 signifies the normal condition and the value
1 represents the severe one. The blue curve at the bottom figure represents a predicted
evolution in the future of the deterioration indicator. In addition, the upper and the lower
bounds of the RUL represented by the black curves are also predicted by considering
the worst case and best case scenarios. In these scenarios, the load are supposed to
be unchanged (i.e. it remains either in the normal or in the severe condition) for the
prediction horizon.

By repeating this simulation a large number of times (i.e. 10000 times), the histogram
of the RUL is obtained and shown in Figure 3.11.

Regarding the boundaries of the RUL, since the load do not change under the worst
case of best case scenario, the RUL probability density function can be analytically com-
puted as the case of the homogeneous Gamma process presented in Section 2.2.2. These
boundaries are represented by the black and red curves in Figure 3.11. It can be noticed
that the histogram of the RUL under varied load scenario is the mixture of the ones
calculated under the two worst and best cases.
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Figure 3.11: RUL estimation result

3.4 Information exchange between SUPREME partners

3.4.1 Database access

The previous sections demonstrate the RUL estimation for the different cases: one
for the main bearing of the test-bench at CETIM and the other for the case of compo-
nent whose deterioration process is load-dependent. In the framework of the SUPREME
project, for practical implementation purpose of the deterioration modeling as well as
the estimation of the RUL, the RUL calculation conducted at Grenoble-INP can be trig-
gered in two modes: manual or automatic. In the first mode, the RUL is calculated once
Grenoble-INP receives the demand from the dynamic adaptation of maintenance strategy
sub-module (i.e. from IPA) while in the second one, the RUL is calculated periodically,
i.e. after every 6 hours.

Figure 3.12 illustrates an installation scheme of the sub-modules of the WP4 in the
framework of the SUPREME project. For the applications of the predictive maintenance
tools on a paper machine, the ECMS developed in the WP3 is implemented on site
at the paper mill located in Condat, France. Once the RUL prediction is triggered,
the deterioration model sub-module implemented by Grenoble-INP must access to this
database in order to acquire the data relevant to the component of interest. However,
this database was inaccessible from outside of the paper mill due to some IT difficulties.
One solution to provide required data for the WP4 was given by ECS: all the database is
duplicated and stored in another server located at ECS in Krakow, Poland so that this
server can be accessed by all the others partners of the project.
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Figure 3.12: Installation scheme of the SUPREME R&M Module
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Figure 3.13: RUL exchange format

3.4.2 RUL information exchange

After having been estimated, the RUL, i.e. in the format of a probability density func-
tion, needs to be sent to the sub-module “dynamic adaptation of maintenance strategies”.
In other words, it needs to be sent to IPA partner located in Germany. For this end, one
solution is to define the extensible markup language (xml) files that contain all the RUL
information and then put them on an ftp (File Transfer Protocol) server in common for
all the WP4 partners (c.f. Figure 3.12).

Figure 3.13 represents RUL format with different elements that are contained within
an xml file for the data exchange.

An .xml file is structured by a root element containing the identified information of
the requested component such as name, component ID, deterioration model, etc. and
several RUL nodes in which each node represents RUL information at one timestamp and
contain the following elements:

• RUL_ID: each RUL node should have a unique ID for the identification purpose.

• Date time stamp: The moment that the RUL is required to be calculated.

• Current Operating hours: The number of operating hours of the component until
the requested time.

• Mean RUL: The mean value of the RUL

• RUL_quantile nodes: A simple way to exchange the distribution of the RUL is
to store it by several different couples of failure quantile values and corresponding
RUL values. As shown in Figure 3.13, a RUL_Value is a value that indicates the
remaining time before a component will fail with a certain probability which is
indicated by a Failure_Quantile_value.
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Figure 3.14: An example of the exported .xml file

To assure that the xml file could be used by the WP4 partners, an xsd (XML Schema
Definition) file has been provided by IPA. This xsd file is an xml schema definition defined
by IPA in order to unify the exchanged file format. Every xml files after having been ex-
ported must be validated by the software Notepad++ using this schema definition. Figure
3.14 represents an example of the exported xml file with all required RUL information.

Finally, all the exported .xml files are put on the ftp server at Cetim in Senlis, France
that is accessible for all the WP4 partners.

3.5 Simulation Software Environment Test

To facilitate the applications as well as the development of the deterioration models
and its associated RUL estimation methods, a simulation software environment test has
been developed and implemented (c.f. Figure 3.15).

This environment is integrated an user graphic interface, which helps to facilitate the
required steps and unifies all the developments under a unique environment. In the main
function panel, there are five functions which correspond to different tests and develop-
ments that were carried out in the framework of the SUPREME project. The first one,
namely “load-independent test” corresponds to the trivial case where the deterioration is
modeled by the stochastic processes that are independent to the operating conditions. The
“multiple deterioration modes” function is reserved for the development of the novel dete-
rioration models beyond the state-of-the-art that will be presented in the next chapters of
this manuscript. The three remaining functions are the ones that have been applied and
presented in this chapter. Once choosing a test, a corresponding supplementary window
will appear and supply all the necessary tools to carry out the test and validation.

For the visualization purpose, two figures are integrated in the software: The figure on
the top represents the deterioration indicators (for training as well as for testing purpose).
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Figure 3.15: Simulation Software Environment Test developed at Grenoble INP

The second figure in the bottom is used to represent the estimated RUL results. There
are two options of displaying the RUL results: The probability density function (pdf) or
the cumulative distribution function (cdf).

After having calculated the RUL, the results can be exported in an xml file format for
the information exchange purpose between the WP4 partners by using functions provided
in the “export results” panel.

3.6 Chapter summary and conclusion

This chapter presented the applications of the state-of-the-art deterioration models and
the associated RUL estimation methods as well as the works realized in the framework of
the SUPREME project. Firstly, the incubation/propagation model has been applied for
the vibration data acquired from the test-bench at CETIM. The numerical results showed
that the learned model is able to represent the deterioration dynamic of the main bearing
in a real situation.

Furthermore, a load-dependent study was also carried out in order to adapt to the
case that the production order could be changed according to the output of the dynamic
adaptation of maintenance strategy sub-module. Under the varied loads, the RUL of
equipment was estimated thanks to the Monte Carlo method. The numerical results
showed that the final RUL is the mixture of the ones estimated under the worst and the
best cases. Finally, a practical installation scheme for the data exchange between the
SUPREME partners was introduced.

These works terminate the first stage of this thesis. The corresponding results have
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been reported in the two deliverables: D4.2 “Development of the new Required Compe-
tencies, Methodologies and Tools” [55] and D4.3 “Realisation of SUPREME Reliability
and Maintainability Modules in Living Labs” [56] of the SUPREME project.
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Introduction of the second part

An application of the state-of-the-art deterioration models to the test-bench data pre-
sented in the last chapter shows very promising results both in terms of deterioration
modeling as well as remaining useful life estimation. However, the deterioration phenom-
ena of practical systems such as of a paper machine could be more complex than the ones
found in a test environment. Moreover, in order to validate a deterioration model, from
a statistical point of view, it is necessary to have enough data for training the model, i.e.
to learn its parameters. It should be noted that the data considered here is the one that
represents the deterioration evolution from the beginning to the end of life of the system.

Unfortunately, such sources of data is not available at the beginning of the project.
One reason is that for a quite big machine like the paper machine, it is not possible to let
it deteriorating until a completed failure to obtain a full sequence of deterioration data.
For this reason, it is required in the second stage of this thesis, to develop some advanced
deterioration models and the associated RUL estimation methods in order to have some
“ready-to-use” tool for adapting to the SUPREME project cases once the deterioration
data is available. This part is dedicated to accomplish this requirement.

We are interested particularly in the co-existence problem of several deterioration
modes. Indeed, in practice, multiple deterioration modes could compete and co-exist
even within one component. To take into account such phenomenon, the concept of
“multi-branch” model is introduced in this part. Depending on the nature of deterioration
states, i.e. discrete or continuous, two classes of the multi-branches models are studied.
The discrete cases are dealt in the two chapters 4 and 5 while Chapter 6 is dedicated to
the continuous one.

Specifically, based on the Markov modeling method, the so-called multi-branch Hidden
Markov Model (Mb-HMM) is firstly presented in Chapter 4. Through numerical studies,
we show that the multi-branch model concept can give better performances in RUL esti-
mation compared to the one obtained by standard “mono-branch” HMM model. Chapter
5 extends the Mb-HMM to the multi-branch Hidden semi-Markov Model (Mb-HsMM) in
order to overcome state sojourn time problems due to the Markovian property that are
inherent to the Markov-based model.

However, both the Mb-HMM and the Mb-HsMMmodels assume that the deterioration
modes are exclusive once having initiated. Chapter 6 overcomes this limitation and applies
the multi-branch model concept to the continuous-state case with the implementation of
the Jump Markov Linear Systems (JMLS). The difficulties in model training are also
addressed in this chapter.
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Chapter 4

Multi-branch Hidden Markov Model

4.1 Introduction

This chapter is dedicated to develop novel deterioration models as well as associated
RUL estimation methods that are beyond the state-of-the-art. The main purpose is to be
able to adapt to more complicated practical cases that can be found in the framework of
the SUPREME project.

Hidden Markov Model (HMM) have been successfully applied in temporal pattern
recognition, such as speech, handwriting and gesture recognition [128] thanks to their
strong mathematical basis. An HMM consists of two stochastic processes: A Markov
chain with a finite number of discrete states describing an underlying state evolution
mechanism and an observation process which relates to the state process by some proba-
bilistic links. In the context of predictive maintenance, HMM models equipment’s health
conditions by several meaningful states, such as “good”, “minor defect”, “maintenance
required” and “failure” and therefore can give easy-to-interpret results for maintenance
personnel [136]. The features extracted from condition monitoring data can be repre-
sented by the observation process that links to the health states by some probabilistic
relationships. For this reason, HMM is being more and more investigated in the recent
years to be used as an efficient tool for modeling the deterioration processes as well as for
the estimation of the RUL [6, 15, 19, 45, 100, 142, 151].

Figure 4.1: Different deterioration rates of the bearing

However, almost all of HMM studies in the literature have dealt only with the mono-
mode deterioration case, meaning that the equipment is assumed to degrade following one
unique mechanism during its whole life. On the contrary, in many real-life applications,
several deterioration mechanisms could co-exist in competition even within a single com-
ponent. As an illustration, a bearing could deteriorate at different rates depending on the
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element that is being defected, such as outer race, inner race, cage, or ball (c.f. Figure
4.1). Another example is the propagation of a fatigue crack: the crack depth is affected
by several factors such as loading ratio, environment, micro-structure, geometry, etc [73].
This dependency together with the dynamic of the operational conditions could lead to
different propagation rates of the crack.

In this chapter, we propose a multi-branch model to deal with the co-existence problem
of multiple deterioration modes. The model is based on the HMM and is called the multi-
branch Hidden Markov Model (MB-HMM). In the next section, we firstly review some
basic theories of the standard HMM model. Then the extension to the MB-HMM model is
introduced in Section 4.1.2. Based on the MB-HMM model, a diagnostics and prognostics
framework is proposed in Section 4.2. Finally, the performance of the proposed model is
evaluated through numerical studies in Section 4.3.

4.1.1 Hidden Markov Model background

Hidden Markov Model is an extension of Markov chains in which the states are “hidden”
or cannot be observed directly. Instead, they can be revealed through the observations
which are related to the states by some probabilistic links [128]. Figure 4.2 illustrates an
example of the HMM model.

Hidden states

Observations

...

Figure 4.2: A left-right HMM model

With the development of digital technologies, the sampling step plays nowadays an
important role in data acquisition system or in data processing procedure [137]. The
observations to be modeled by the deterioration models are therefore often sampled at
discrete time intervals. For this reason, we only consider the discrete-time case in using
the HMM model for deterioration modeling purpose in this chapter. Denote qt and ot
the hidden state and the observation at time t, t = 1, 2, . . ., a discrete-time HMM is
characterized by the following elements [128]:

• A finite set of hidden states, i.e., S = {S1, S2, . . . , SN}

• An initial state probability distribution, i.e., π = {πi} where πi = P {q1 = Si},
1 ≤ i ≤ N

• A state transition probability matrix, i.e., A = {aij} where aij = P (qt+1 = Sj | qt = Si)
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• An observation model, i.e., B = {bj (·)}, where bj (ot) = P (ot | qt = Sj)

In the literature, the compact notation λ = (A,B, π) is often used to represent the
HMM model.

Generally, the observations within the HMM model can be discrete or continuous.
The models are called the discrete HMM model (DHMM) or continuous HMM model
(CHMM) correspondingly. However, the CHMM model is more suitable for modeling
continuous signals which are often found in the framework of industrial condition moni-
toring [6, 128, 151]. In the CHMM models, the distributions bi (·) are typically specified
using a parametric model family. A common distribution used in the literature is the
mixture of Gaussian thanks to its ability of approximating closely any finite continuous
density functions [89]. The probability density function of a finite mixture of Gaussian
distributions is given by:

bj (x) =
K∑
k=1

cjkN (x;µjk,Σjk) (4.1)

where x is the vector being modeled, cjk is the mixture coefficient for the kth mixture
in state Sj and N (x;µjk,Σjk) denotes the probability density function of a Gaussian
distribution with mean vector µjk and covariance matrix Σjk for the kth mixture in state
Sj. The mixture coefficients cjk satisfy the stochastic constraint:

K∑
k=1

cjk = 1, 1 ≤ j ≤ N (4.2)

cjk ≥ 0, 1 ≤ j ≤ N, 1 ≤ k ≤ K (4.3)

There are two main types of the HMM models: the ergodic or fully connected model
and the left-right or the Bakis model [128]. In deterioration modeling framework, the
deterioration processes are often irreversible if no intervention action is carried out. It
means that a component cannot come back from current health state to a better one as
time passes. The component can only stay in the current health state or move to the next
one. In this context, the left-right HMM model appears to be a suitable one for modeling
deterioration processes whose severity increases over time (c.f. Figure 4.2). Furthermore,
one can assume that in almost of cases, the deterioration level could not jump directly
more than δ states, δ = 2, 3, . . .. The state transition probabilities of the left-right HMM
model have the following properties:

aij = 0, j < i

aij = 0, j > i+ δ

aNN = 1,

(4.4)

The second equation avoids the jump of more than δ states while the last one implies
that the final state SN is an absorbing state. It means that the model cannot escape
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from the final state once having reached it. This state can hence be used to represent the
failure state in the deterioration modeling framework. Moreover, since the model always
starts from state S1, the initial state distribution of the left-right HMM model has the
property:

πi =

{
0 i 6= 1

1 i = 1
(4.5)

In the subsequent sections of this chapter, we will deal with the continuous “strictly”
left-right HMM in modeling the deterioration processes. Strictly means that the system
can transit from the current state to only the next one. In other words: δ = 1 in
Equation (4.4). In the following of this manuscript, the terminology left-right will be
used for implying the strictly left-right topology. To take into account the continuous
aspect of the observations, an other compact notation is used to represent the left-right
CHMM model:

λ = (A,C,µ,Σ, π) (4.6)

where C, µ and Σ correspond to the parameters cjk, µjk and Σjk respectively.

4.1.1.1 Three basic problems of HMM model

In order to be used in real-world applications, there are three basic problems associated
with the HMM model that must be solved [128]:

1) Evaluation problem

Given the HMM model λ and a sequence of observations O = {o1, o2, . . . , oT},
compute the probability that the observed sequence was produced by the model.
This problem can be solved by the Forward-Backward algorithm [128].

2) Decoding problem

Given the HMM model λ and a sequence of observations O, the decoding problem
deals with finding the optimal hidden state sequence Q = {q1, q2, . . . , qT} that have
most likely produced the observation sequence. There are several criteria existing
for defining the optimality, but the most commonly used criterion is to find the
single best state sequence (path) Q that maximizes P (Q | O, λ) or equivalently
P (Q,O | λ). The problem can be solved through the Viterbi algorithm, a technique
based on dynamic programming methods [38].

3) Training problem

Given the observations O = {o1, o2, . . . , oT}, find the HMMmodel λ = (A,C,µ,Σ, π)

that best describe how the observations come about. The maximum likelihood es-
timates of the HMM parameters can be computed by the Baum-Welch algorithm
[128].
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The solutions for these problems are described in detail in Appendix A.

4.1.1.2 Model topology selection

The above three problems can be solved if we already know the topology of the HMM
model, i.e. left-right or ergodic, number of hidden states, etc. In some particular ap-
plications, such information could be given or determined from the experience or expert
knowledge. However, in most of cases, they are not available. The model topology selec-
tion becomes hence a crucial issue since a good choice of the model topology leads to a
correct modeling of the dynamic behavior of the observations. In deterioration modeling
framework, by supposing that the deterioration is an irreversible process, the left-right
topology is a suitable one for representing its temporal evolution. The difficult remains
to find the optimal number of hidden states N and the number of mixture components
M of the observation model.

There exists several criteria that have been used for model selection purpose, such as
the “Akaike Information Criterion (AIC)” or the “Bayesian Information Criterion (BIC)”
[11]. In general, these two criteria are represented by two terms which account for a
compromise between a measure of model fitness and the model complexity. The first
term is based on the likelihood of the model while the second one is measured in terms of
the number of free parameters and in terms of the number of observations. For example,
the BIC is formally defined as:

BIC = −2 logL
(
λ̂
)

+ k log(n) (4.7)

where L
(
λ̂
)

is the likelihood of the model parameters λ̂ that are estimated from the
maximum likelihood principle, k is the number of free parameters needed to be estimated
and n is the number of data used for the estimation. If the model becomes more complex,
i.e. it has more parameters, the likelihood will increase but the penalized term k log(n)

will also increase. This helps to avoid the overestimation problem in determining the
model structure [11].

Compared to the AIC, the BIC criterion penalizes more strongly the number of pa-
rameters or equivalently the complexity of the model [16]. Moreover, the BIC criterion
has also been widely used in the literature for topology selection of the HMM models
[88, 9]. For this reason, the BIC criterion will be used in this chapter for the selection
of the number of states N and the number of mixture components M . Specifically, these
parameters can be determined by selecting the HMM model with the smallest BIC value.

In the HMM model context, the number of model parameters p can be calculated by
p = ps+po where ps is the number of parameters corresponding to the hidden states layer
and po is the one for the observation layer. Specifically, we have: ps = (N−1)+(N−1)·N
whereN−1 accounts for the prior state probabilities π while (N−1)·N represents the state
transition matrix A. Concerning po, if the finite mixture of Gaussian assumption is used
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for the observation model, we have po = [O ·N ·K] +
[
O·(O+1)

2
·N ·K

]
+ [(K − 1) ·N ]

where each term corresponds to the mean vector µ, the covariance matrix Σ and the
mixture coefficients C respectively and O denotes the dimension of the observations.

It should be noted that in clustering applications, using only one criterion as the
BIC cannot allow to determine the two parameters N and K at the same time since the
problem may be unidentifiable [52]. In effect, different models having the same number
of mixture components, i.e. the same product N ·K, could be the same likely, i.e. they
have the same likelihood values, in generating the observations. In such case, the only
thing that make the differences in BIC criterion is the second term that penalizes the
complexity of the models.

This problem is, however, solved in case of the left-right HMM model. Indeed, by
implying the constraints on the transition matrix, i.e. by Equation (4.4), the likelihood
values are different between the models even they have the same number of total mixture
components. In addition, from the above calculation of the model parameters, when N ·K
is fixed, the model complexity penalize terms are different at different values of N . For
this reason, in the following, the BIC criterion will be used for topology selection purpose.

4.1.2 Extension to multi-branch HMM model

Thanks to their strong mathematical basis, the HMM models are being more and
more investigated as an efficient tool for modeling the deterioration processes as well as
for RUL estimation purpose [6, 15, 151]. However, almost all of the works based on the
HMM models in the literature have dealt only with the mono-mode case, meaning that
only one deterioration mode has been taken into consideration. On the contrary, in real-
life applications, systems could deteriorate following different modes depending on several
factors such as the environmental conditions, production orders, loads, etc. In order to
take into account the coexistence of such different modes, a simple and efficient solution
is to use several HMM models in which each one represent one possible mode and then
combine them into an unified model. This idea has been introduced and investigated
in the handwriting, speech and gesture recognition literature [66, 82, 81, 72, 61, 51, 98].
For example, Iyer et al. combined several individual HMM models to form a so-called
parallel-path HMM model and applied it for modeling trajectories of the speech. In
the work of Lee et al., the compound model is called the “multiple parallel-path HMM”
and was applied for online handwriting recognition applications. The name “multi-path
model” is also used in the works of Hämäiläinen et al. [51] or Lee et al. [81]. Nevertheless,
this idea has not yet been applied for the diagnostics and prognostics domain. In this
section, based on the multiple model idea, we develop the multi-branch Hidden Markov
Model (MB-HMM) in order to deal with the coexistence of multiple deterioration modes
of systems.

Specifically, the MB-HMM model is constructed from M parallel individual standard
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left-right Markov chains (c.f. Figure 4.3). Each chain together with the observations can
be considered as a standard left-right HMM model representing a deterioration mode of
the system. The observations are assumed to be continuous and are modeled by a finite
mixture of Gaussian distribution (c.f. Equation (4.1)).

Initial state

...

...

...

...

...

...

...

...

Observations

Final state

...

Figure 4.3: Example of left-right MB-HMM model

Apart from the branches, two extra states are added in the developed model: the initial
state S0 and the final state SF . In the deterioration modeling context, S0 represents the
normal health condition while SF is the failure state of the system. These states are
assumed to be the two non-emitting states, i.e. they do not emit the observations. This
assumption is originated from the fact that when the system is in a normal condition,
the signals acquired from the CM system are often stationary and do not exhibit any
evidences of defect. By supposing that the initiation and appearance of a defect can be
perfectly detected thanks to diagnostics task, we are interested only in the observations
obtained in the deterioration period. In addition, once entering the failure state, the
system is assumed to be stopped immediately. Therefore, no more observations can be
acquired and the system will stay in this failure state until it is repaired or replaced by a
new one. For this reason, the final state SF is also considered as an absorbing state.

Starting from the initial state S0, the model can follow the branch m with a certain
probability. Let {θm}m=1..M denote the probabilities that the model will follow the mth
branch, we have

∑M
m=1 θm = 1. For the sake of simplicity, we further assume that once

entering in a deterioration mode, the model cannot jump into another one. It means that
branch switching is not allowed in this model. An example of the deterioration modes
that are so exclusive is given by maintenance engineers in the SUPREME framework. In
effect, they have noticed that when a crack initiates early, then it grows rapidly (such a
crack is due to e.g. a defect in the material), and that when a crack initiates later, it
grows more slowly (such a crack can result from fatigue).
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4.2 MB-HMM based framework for diagnostics and prog-
nostics

Generally, once implementing a mathematical model for representing the dynamic of
a system, the first and crucial step is to train the model, i.e. estimate its parameters
from the available data set. In the deterioration modeling framework, this step is often
conducted “off-line” given the historical deterioration data and all the others condition
monitoring information about the population of the equipment of interest. The learned
model can then be used in an “online” phase to accomplish both the diagnostics and
prognostics tasks.

Similar to the works in [164], based on the MB-HMM model, a two-phase framework
for the diagnostics and prognostics is proposed in this section and is shown in Figure 4.4.
It consists of the two phases: off-line (training) and on-line .

Off-line

Training data

Data mode 1 Data mode 2 Data mode M

Branch 1 Branch 2 Branch M

A priori probabilities assignment 

Multi-branch Hidden Markov Model 

On-line

Test data

Mode detection

Health state 

recognition

Diagnostics

RUL estimation

Prognostics

...

...

Figure 4.4: Proposed MB-HMM framework for diagnostics and prognostics

4.2.1 Offline phase

The main purpose of the offline phase is to train the MB-HMM model, i.e. to learn
the model parameters from the historical deterioration data. The data can be raw signals
or extracted features that represent the deterioration states of systems. We assume that
enough historical deterioration data are available for training purpose. Since the model
has several branches, the idea is to divide the training data set into smaller subsets in
which each one corresponds to a deterioration mode and use them to train individually
the branches of the model.
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A crucial task in training the model is to determine the number of branches M .
This task is equivalent to determine the number of deterioration modes existing in the
training data set. This task can be trivial if knowledge about the system’s deterioration
are available. For example, if we have the judgments of engineers or experts on the
deterioration processes. In the context of industrial production systems, the knowledge
of the deterioration mechanisms may often be available. Therefore, we assume in this
chapter that the number of branches M is already known. We further suppose that
thanks to such available knowledge, the data can be grouped into M subsets. If this is
not the case, clustering analysis techniques such as “k-means” can be applied with k = M

for grouping the training data into M “clusters” [11].

The next step is to apply the Baum-Welch algorithm to train each branch from the
corresponding data subset. In our model, the system is considered to be failed once it
enters the failure state SF for the first time. For the later RUL estimation purpose,
the probability of transition from the final emitting state SN of each branch to state SF
must also be estimated. To this end, we integrate the state SF into each branch of the
compound model to form an HMM model with a non emitting state as shown in Figure
4.5.

...

Observations ...

Figure 4.5: HMM with non-emitting state SF for the mth branch

To apply the standard Baum-Welch algorithm for this model, a slight modification on
the state transition matrix, the initial state distribution and the observation model must
be carried out [88]. Consider the standard N-state left-right HMM model, its standard
transition matrix is given by:

A0 =


a11 a12 · · · a1N

a21 a22 · · · a2N
...

... . . . ...
aN1 aN2 · · · aNN

 (4.8)

To take into account the existence of the non-emitting state SF , some extra elements
corresponding to this state are added and the standard matrix A0 becomes:

An =


a11 a12 · · · a1N a1F

a21 a22 · · · a2N a2F
...

... . . . ...
...

aN1 aN2 · · · aNN aNF
0 0 · · · 0 1

 (4.9)
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where the final line is due to the fact the SF is an absorbing state. Note that the stochastic
constraint (i.e.

∑
j

aij = 1 ∀i ∈ {1, 2, . . . , N, F}) is still hold for this modified matrix.

Similarly, the new initial state distribution is:

π =
[

1 0 . . . 0︸ ︷︷ ︸
N elements

0
]T (4.10)

where the final 0 is added corresponding to the state SF .

Another modification must be considered for the observation model. In effect, in
implementing the standard forward-backward procedure, we usually use the standard
observation matrix:

B0 =


b11 b12 · · · b1T

b21 b22 · · · b2T
... . . . ...

...
bN1 bN2 · · · bNT

 (4.11)

where bit = P (ot | qt = Si). With the existence of SF , this matrix becomes:

Bn =


b11 b12 · · · b1T 0

b21 b22 · · · b2T 0
...

... . . . ...
...

bN1 bN2 · · · bNT 0

0 0 · · · 0 1

 (4.12)

This modification is equivalent to assigning a virtual observation oT+1 to state SF at
the end of observation sequence of length T and disallowing any other feature at that state
(i.e. the N first elements in the last line of the matrix are set to 0). In case the mixture
Gaussian distribution is used as the observation model, an extra observation matrix B2

of dimension N × K × T where B2 (i, k, t) = P (ot | qt = Si, Kt = k) is often used when
applying the Baum-welch algorithm [129]. Here Kt denotes the mixture component at
time t. A similar modification can also be done for this matrix by adding the corresponding
elements for the state SF .

With the above modifications, the standard Baum-Welch algorithm can be applied
as usual for estimating the parameters of all the branches of the MB-HMM model. The
remaining parameters that need to be estimated are the branch probabilities θ1, θ2, . . . , θM .
Suppose that there are Dm observation sequences in the mth training data subset, the a
priori probability of the branch m can be computed by:

θm = P (λm) =
Dm∑M
m=1 Dm

(4.13)

where λm is the HMM model corresponding to the mth branch.
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4.2.2 Online phase

In the online phase, the model learned from the off-line phase is used for the imple-
mentation of the diagnostics and the prognostics tasks for the monitored equipment. The
deterioration data is assumed to be acquired “online” from the condition monitoring sys-
tem and is used as test data. The monitored equipment is assumed to be identical and
operate under the same conditions as the ones in the history. In the case of co-existence
of several deterioration modes, an important diagnostics task is to detect the actual mode
that the equipment is following. Given the detected mode, another important diagnostics
task is to assess the current health state of the equipment. Based on the diagnostics
results, the prognostics can follows for estimating the remaining useful life (RUL) of the
equipment.

In the framework of the multi-branch modeling, each constitute branch is used to
represents a deterioration mode. For this reason, in the followings, the two terminologies
branch and mode are used interchangeable: the system is said to be in branch k is
equivalent to the system is following the deterioration mode k.

4.2.2.1 Deterioration mode detection

The actual deterioration mode can be determined as the one that has the maximum
posterior probability given the test data sequence [11]. That is:

m̂ = arg max
m

P (λm | O) (4.14)

where O = {o1, o2, . . . , ot} is the observation sequence until the current time t and the
posterior probability of the mode m is calculated via the Bayes’ theorem:

P (λm | O) =
P (O | λm)P (λm)∑M
m=1 P (O | λm)P (λm)

(4.15)

where P (O | λm) is the likelihood of the HMM model λm that corresponds to the mth
branch with respect to the observation sequence O and can be computed via the forward-
backward procedure (see Appendix A); P (λm) is the a priori probability of the branch
m and is calculated by Equation (4.13).

4.2.2.2 Health state assessment

Once the deterioration mode has been detected, the next task is to assess the health
state of the equipment. Given the sequence of test data O, this task can be accomplished
in two steps: Firstly, determine the most likely sequence of hidden states thanks to the
Viterbi algorithm and then consider the last one in the estimated sequence as the current
health state of the equipment. A detailed explication of the Viterbi algorithm can be
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found in [128] or in Appendix A.

Specifically, suppose that the equipment is currently in the mode m̂ and let Qm̂ denote
a possible path of states under the mode m̂. The best sequence of the states is given by:

Q∗ = arg max
Qm̂

P (Qm̂ | O, λm̂)

The last state in the sequence Q∗ is the current health state of the equipment.

4.2.2.3 RUL estimation

Since the constituent branches of the MB-HMM model are exclusive, the equipment
can only follow one branch for reaching the failure state SF . In other words, if the
equipment is currently staying in state Si of the mth branch, the RUL can be defined
as the time needed to pass the states Si+1, Si+2, . . . , SN of that branch and hence can be
computed in the same manner as in the standard HMM model case.

Consider an HMM model with a non-emitting state in Figure 4.5 and suppose that
the equipment is currently in the state Si. Under the discrete time context, the model is
suppose to realize a state transition (including self-state one) after every one time step.
In this case, the RUL can be defined as the number of transition steps to reach the final
state SF for the first time from the current one:

RUL = min {n ≥ 0 : qt+n = SF | qt = Si} (4.16)

where qt denotes the system state at the time t.

By this definition, the RUL can be considered as a discrete variable. Its probability
mass function (pmf) is given by:

P (RUL = n | qt = Si) = P (qt+n = SF , qt+n−1 6= SF , . . . , qt+1 6= SF | qt = Si) (4.17)

That is, the probability that the system fails in n transition steps given that it is in state
Si at time t is the probability that it is in state SF for the first time at time t+ n.

Denote h(n)
i = P (RUL = n | qt = Si). The pmf of the RUL can be computed by the

following backward recursive equations:

• At state SN :

Since at the next time step t + 1, the system can either staying in the state SN or
jump to the failure state SF , the probability that the RUL equal 1 is exactly the
probability of transition from state SN to state SF aNF . The probability that RUL
equal to n with n > 1 equal to probability that the system will stay in state SN for
more n− 1 time steps and then jump to state SF .
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Failure state

...

We obtain:

h
(1)
N = aNF

h
(2)
N = aNNh

(1)
N

. . .

h
(n)
N = aNNh

(n−1)
N

• At state SN−1:

...

Failure state

If the system is at state SN−1, it can only jump to state SN or stay at state SN−1

after one time step. Similar to the above calculation, we have:

h
(1)
N−1 = a(N−1)F

h
(2)
N−1 = a(N−1)(N−1)h

(1)
N−1 + a(N−1)Nh

(1)
N

. . .

h
(n)
N−1 = a(N−1)(N−1)h

(n−1)
N−1 + a(N−1)Nh

(n−1)
N

· · · · · ·

• At state Si By the same principle:

Failure state

... ...

h
(1)
i = aiF

h
(2)
i = aiih

(1)
i + ai(i+1)h

(1)
i+1

. . .

h
(n)
i = aiih

(n−1)
i + ai(i+1)h

(n−1)
i+1

where aij is the transition probability from state Si to state Sj.

It should be noted that the above calculation is carried out for a given branch of
the MB-HMM model. However, if the deterioration mode is wrong detected, especially
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at the beginning of a defect propagation when the observations are insufficient to show
an obvious trend, the RUL could be estimated with a very large bias. To take into
consideration the uncertainties in mode detection, the Bayesian Model Averaging (BMA)
technique [60] can be implemented. Specifically, the final RUL distribution is computed
as an average of the RULs estimated for all branches, weighted by their posterior model
probability:

P (RUL | O) =
M∑
m=1

P (RUL | λm,O)P (λm | O) (4.18)

where P (λm | O) is calculated from Equation (4.15).

4.3 Numerical results

In order to evaluate the performances of the proposed model, we investigate in this
section two studies corresponding to two deterioration cases. In the first one, the health
states of equipment are discrete and the observations are “artificially” generated from
an MB-HMM model. The aim is to demonstrate the exactitude of the diagnostics and
prognostics framework proposed in the last Section. In the second study, the MB-HMM
model is used for approximating and representing the evolution of continuous health
states, i.e. the depth of a crack appeared within a bearing. We show that by taking into
account the co-existence of multiple modes of deterioration, the MB-HMM model can
outperform the standard HMM, which is “mono-branch”, in the estimation of the RUL.

4.3.1 Simulation study with synthetic data

4.3.1.1 Data generation

Motivated from engineering observations discussed in Section 4.1.2 about the difference
in propagation rates of a crack related to its different apparition time, we consider in this
study two deterioration rates of the crack: slow (mode 1) and rapid (mode 2). Under
each mode, we suppose that the equipment passes through four discrete states before the
complete failure. A two-branch HMM model with 4 states within each branch is hence
implemented to model the deterioration process of the equipment. Without any a priori
knowledge about the underlying mode once a crack initiates, the branch probabilities can
be chosen to be equal θ = [θ1; θ2] = [0.5; 0.5].

We further suppose that two signals X1, X2 can be obtained through the condition
monitoring system, i.e. in case of vibration monitoring, these two signals can correspond
to the vibration signals acquired by two accelerometers located in horizontal and vertical
direction on the equipment’s house. The observations density are hence modeled by a
bivariate Gaussian distribution. For the sake of simplicity, K = 1, i.e. one mixture
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component is chosen for data generation purpose. Based on the works reported in [84]
and [20], the following parameters are chosen:

• State transition probabilities

A1 =


0.99 0.01 0 0 0

0 0.99 0.01 0 0

0 0 0.99 0.01 0

0 0 0 0.99 0.01

0 0 0 0 1

 A2 =


0.95 0.05 0 0 0

0 0.95 0.05 0 0

0 0 0.95 0.05 0

0 0 0 0.95 0.05

0 0 0 0 1


• Observation model

µ1
1 = µ2

1 =

[
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20

]
µ1

2 = µ2
2 =

[
20

35

]
µ1

3 = µ2
3 =

[
35

35

]
µ1

4 = µ2
4 =

[
35

20

]

Σ1
1 = Σ2

1 =

[
20 0

0 20

]
Σ1

2 = Σ2
2 =

[
15 0

0 15

]
Σ1

3 = Σ2
3 =

[
15 −2

−2 15

]
Σ1

4 = Σ2
4 =

[
5 0

0 5

]
where the superscript implies the corresponding mode.

Note that we have integrated the non-emitting failure state SF in the model param-
eters. Furthermore, the observation models under the two modes are chosen to be the
same reflecting the fact that the equipment could goes through the same health states
under different deterioration modes. The only difference that distinguishes the two modes
is the rate of state transitions. In effect, the self-transition probabilities in the matrix A1

is greater than the ones in the matrix A2 means that the deterioration rate under the
mode 1 is lower than under the mode 2.

A training data set composed of 20 histories are generated. The choice of deterioration
modes is done by randomly sampling from the mode probability vector θ. One example
of the observed signals under mode 1 is illustrated in Figure 4.6.

4.3.1.2 Model training

As the model has two different branches, in order to train individually each branch
by the Baum-Welch algorithm, the training data is divided into two subsets by applying
the k-mean technique with k = 2 on the lifetime data. In effect, the equipment will last
longer when it is in the mode 1 than when it is in the mode 2. Hence, by classifying the
lifetime data into two “clusters”, we obtain two data subsets for model training purpose.
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Figure 4.6: Example of training data

Before applying the Baum-welch algorithm for parameter estimation, we must deter-
mine the number of hidden states N and the number of mixture components K for each
branch. These two quantities are estimated in the same time by using the BIC criterion
introduced in Section 4.1.1.2. To this end, we do vary N from 2 to 8 states, K from 1 to
4 and compute the BIC value for each combination of N and K via Equation (4.7).
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Figure 4.7: BIC values for the branch 1

Figure 4.7 shows the BIC values at different values of N and K for the branch 1. The
minimum BIC value can be found at N = 4 and K = 1 which are the real values used for
generating the data. A similar result is obtained for the branch 2.

The last step in training the MB-HMM is to calculate the a priori probabilities of the
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two modes, i.e. by Equation (4.13).

4.3.1.3 Online phase
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Figure 4.8: Posterior probability for the two branches

After having trained the MB-HMM model from the historical data, we now investigate
its performances in accomplishing the diagnostics and prognostics tasks. For this end, we
use the true model to generate one more data sequence, consider it as the test data. The
deterioration mode is randomly chosen based on the mode probabilities vector θ. Note
that we have only the observations and the real states are hidden. Our main goals are to
identify the mode under which the equipment is deteriorating, to assess its current health
state and to estimate the RUL. According to Equation (4.15), the posterior probabilities
of the two modes at different times are calculated. Figure 4.8 shows the estimated result
for the case where the real deterioration mode is the mode 1.

At time t = 0, the mode probabilities are the prior ones that are θ̂ = [0.5; 0.5]. When
the time passes, the posterior probability of the mode 1 approaches the value 1 whilst the
mode 2 converges to 0. In other words, the mode 1 has been correctly detected.

Once the mode is detected, we apply the Viterbi algorithm to find the “optimal” single
state path from which we can assess the current health state. Figure 4.9 shows that
the health states of the equipment have been correctly estimated. For example, at time
t = 100, the equipment is in state S1 and at time t = 160, it is in state S2.

Regarding the RUL estimation, Figure 4.10 shows the mean values of the estimated
RUL and the corresponding 95% prediction interval at different instants. We can see
that at some intervals, the RUL values do not change even when time passes. This is
due to the inherent Markovian property of the MB-HMM model. In effect, because of
the “memoryless” characteristic, the equipment’s RUL are still the same when it has just
entered in a state or when it has stayed for a while in that state. However, the estimated
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Figure 4.9: Optimal single state path estimated by the Viterbi algorithm

RUL converges to the real one and the prediction interval always covers these real values,
which demonstrates the accuracy of the proposed RUL estimation method.
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Figure 4.10: RUL estimation at different times

4.3.2 Numerical study with crack length data

In the previous section, we have investigated the performance of the proposed model
with the synthetic data generated from an MB-HMM model. In this section, motivated
from the effect of crack initiation time to its length propagation rate discussed in Section
4.1.2, the MB-HMMmodel is applied to represent the temporal evolution of a crack depth.
As discussed in Section 2.2.3, a common used physical model in the literature is the one
representing the evolution of a crack depth. To take uncertainties into consideration, a
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stochastic version of the Fatigue Crack Growth (FCG) model presented in [108] is used
to generate the deterioration data. It should be noted that the crack depth evolution is
continuous in time, therefore the most natural way to model such process is use continuous
stochastic processes such as the Brownian motion or Gamma process. However, by using
a discrete-state model like the MB-HMM one to represent a continuous deterioration
process, our main purposes are to show that:

• The proposed approach still performs correctly even in “non-favorable” conditions.
This demonstrates also the robustness of the proposed model. In other words, we
aim to show that the approach based on a discrete-state model is versatile enough
to tackle both discrete and continuous deterioration phenomenon.

• The benefit of using a multi-branch model for taking into account the co-existence of
several deterioration modes, even if continuous. For this end, a comparative study
is given in Section 4.3.3.

4.3.2.1 Fatigue Crack Growth model for data generation

The Fatigue Crack Growth (FCG) model is constructed basing on the popular Paris-
Erdogan equation and has been widely used in the literature to describe the evolution
of a crack [65, 108]. In order to take into account the stochastic aspects of the crack
propagation, we adapt in this study the discretized and randomized version of the FCG
model introduced in [108]:

xti = xti−1
+ ewtiC

(
β
√
xti−1

)n
∆t (4.19)

where xti denotes the crack depth at time ti, C, and n are constants depending on the
material property, β is a factor representing the relation between the stress intensity
amplitude and the crack depth, wti are independent and identically distributed according
to a Normal distribution N (0, σ2

w). By construction we have 0 < xti−1
< xti ∀i.

This discretized model allows to determine recursively the crack depth xti at time ti
given the previous depth xti−1

and the model parameters. By this way, the propagation
data of the crack depth can be generated.

The different modes of deterioration are represented by the rates of propagation of the
crack which are assumed to depend on the operating conditions. Specifically, we consider
the coefficient β of Equation (4.19) as a function of the operating environment state,
denoted by e, as below [65]:

β (e) = βb · eγe (4.20)

where βb is the base stress level of system, the values γe ≥ 0, e = 1, 2, . . . ,M determine the
level of extra stress linking with the state of the environment. Obviously, from Equations
(4.19) and (4.20), the propagation rate is proportional to γe, i.e. the greater the value of
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γe is, the more quickly the crack depth evaluates.

In practice, it is difficult to measure directly and accurately the depth of a crack
without stopping the machine. For this reason, we suppose that the crack depth is un-
observable but we can observe it directly through the measurements. In this study, the
measurement is assumed to be the sum of the actual crack depth and a zero-mean Gaus-
sian noise, that is:

yti = xti + ξti (4.21)

where ξti ∼ N
(
0, σ2

ξ

)
is the measurement error.

4.3.2.2 Model training and RUL estimation

Similar to the first study, we consider in this section two modes of deterioration, i.e.
two rates of propagation of the crack (slow and rapid). These two modes may correspond
to the two states of operating conditions: normal and stressed. We choose therefore γ1 = 0

for the slow mode and γ2 = 0.5 for the rapid one (c.f. Equation (4.19)).

As in the last simulation study, the mode probability is chosen to be equal for the
two modes: θ = [0.5; 0.5]. Furthermore, the following parameters are chosen based on the
work in [108]: C = 0.005, n = 1.3, βb = 1, σw = 1.7, ∆t = 1, σ2

ξ1 = 2, σ2
ξ2 = 5 where

σξ1 and σξ2 are variances of the noise under the mode 1 and mode 2 respectively. The
different values of σξ signify that the measurements in the stressed working condition may
have slightly more noises than in the normal one. In addition, the equipment is assumed
to fail once the crack depth reaches for the first time a critical level L = 100.

By using the above FCG model, a set of 50 sequences of crack depths are generated
in which there are 22 sequences for mode 1 and 28 for mode 2 (c.f. Figure 4.11).
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Figure 4.11: Measurements of crack depth in two modes
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Suppose that the number of deterioration modes is already known, we adapt a two-
branch HMM model to model the evolution of the crack depth. For training purpose,
the “k-means” technique is implemented with k = 2 with the length data of observation
sequences in order to classify them into 2 “clusters”. By this way, the training data are
grouped in two subsets which are then used to train the model. In this study, the number
of states as well as the number of the mixture components for each branch are determined
based on the BIC criterion presented in Section 4.1.1.2. In effect, by varying N between
2 and 15 and K between 1 and 4, we obtain the BIC values as shown in Figure 4.12.
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Figure 4.12: BIC for number of state selection

Since we are using a discrete-state model to represent the crack propagation which is
a continuous process, the more discrete states we use, the better the approximation of the
process. This leads to the decrease of BIC values according to the increase of N , for all
the number of mixture component K. For this reason, to avoid overfitting it is sufficient
to take the “knee” point on the BIC curve. From Figure 4.12, we choose N = 10 and
K = 1 in this study.

After having determined the model structure, each branch including the non-emitting
state SF is then trained by the Baum-Welch algorithm with a slight modification as
presented in 4.2.1. The last step is to calculate the a priori probability for each branch
by Equation (4.13) which gives the result θ1 = 0.44 and θ2 = 0.56.

We are now move to the on-line phase. One more sequence of crack length from the
beginning till the failure is generated from the FCG model (c.f. upper sub-figure in Figure
4.13). The actual time chosen for estimating the RUL is tact = 100h: only the measured
signals till this instant are available. The probability density function (pdf) of the RUL
estimated is shown in the lower sub-figure of Figure 4.13.

To demonstrate the on-line RUL estimation problem, we shift gradually the actual
time tact by 30h towards the failure. After each replacement, we re-estimate the RUL
as new observations have been available. The estimation results associated with its 95%
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Figure 4.13: Observations and RUL estimation at tact = 100h

prediction interval are shown in Figure 4.14. We can see that the estimation has a
large bias at the beginning, i.e. before t = 300h. This can be explained by the lack
of information for having a correct mode detection. The RUL in this period is hence
the weighted average of the RULs calculated under the two modes. Nevertheless, just
after this period, the measurements show a clearly trend in evolution, the estimated RUL
converges hence to the real ones. Furthermore, once the deterioration mode has been
correctly detected, the phenomenon of constant RUL due to the Markovian property
discussed in Section 4.3.1.3 can be clearly observed. However, the real RUL values always
lie within the prediction interval, which demonstrate the exactitude of the proposed RUL
estimation method.
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Figure 4.14: RUL estimation at different times
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4.3.3 MB-HMM vs HMM

This section is dedicated to evaluate the performances of the MB-HMM model in RUL
estimation in comparison with a standard HMM model. We denote the latter model by
“average” HMM (AVG-HMM) model to emphasize its one-branch property. Two scenarios
are considered: i) with the co-existence of two deterioration modes and ii) with the co-
existence of three modes.

For each study, we follow the following steps:

• Firstly, we define the “distance” between the deterioration modes. This distance
will help to distinguish one mode from the other ones. The purpose is to investigate
the advantages of the multi-branch model in several scenarios where the modes
could be very similar or very different. For example, consider the case of FCG data
studied in the previous section, the difference in rates of propagation of the cracks
could be considered as the distance between the normal and the severe modes. The
“distance” in this case can be represented via the coefficients γe in the FCG model
(c.f. Equation (4.19)). Indeed, by fixing γ1 = 0 for the normal condition and varying
γ2 for the severe one, the “distance” between the two modes can be changed as shown
in Figure 4.15.
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Figure 4.15: Two different distances between the two modes

• Corresponding to each mode “distance”, the two models MB-HMM and AVG-HMM
are trained by the same data set. The learned models are then used for estimating
the RUL in the online-phase as described in Section 4.2.2. In this study, 100 test
data sequences were generated for the comparison purpose. The mode corresponding
to each test data is randomly selected according to the probability vector θ. For
each sequence, the RUL is estimated “online”: we reestimate the RUL after each 30h

with the arrival of new observations. The results are evaluated by the root mean
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squared error (RMSE) metric, that is:

RMSE =
1

100

100∑
k=1

√√√√ 1

nk

nk∑
i=1

(
ˆRULi −RULi

)2

(4.22)

where nk is the number of estimations realized for the kth sequence and ˆRULi and
RULi are the estimated and real RUL values at time ti respectively. The model
with smaller RMSE value is the better in estimation of the RUL.

4.3.3.1 Co-existence of two deterioration modes

Figure 4.16 represents the RMSE results for the two models MB-HMM and AVG-
HMM at different mode “distances”, i.e. at different values of γ2 in case of two modes
co-exist. In this study, γ2 = 0 means that there is no distance between the two modes. In
other words, there exists only one deterioration mode in the crack data. For training the
MB-HMM model in this no distance case, the training data set is randomly divided into
2 groups with the equal number of observations sequences. Each group is then used for
training one branch of the multi-branch model. We can realize that if there exists only
one deterioration mode, the MB-HMM model give the same RUL estimation performance
compared to the one obtained by the average HMM model. Although the MB-HMM has
more parameters than the AVG-HMM one, this result can still explained by the fact that
each branch of the MB-HMM model is trained separately. By consequence, there is no
interest of using the multi-branch model in such mono-mode case.
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Figure 4.16: MB-HMM vs AVG-HMM at different mode distances

On the other hand, the advantage of the multi-branch model becomes clearer when
several deterioration modes co-exist. In effect, the RMSE values obtained by the MB-
HMM model slightly decrease with the increase of the mode distance while they increase
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for the AVG-HMM model. This result can be explained by the capacity of taking into
account the co-existence of different deterioration modes. It can also be concluded that
the larger the distance between the deterioration modes is, the better RUL estimation
results can be obtained by the proposed MB-HMMmodel in comparison with the standard
but mono-branch HMM model.

4.3.3.2 Co-existence of three deterioration modes

The above conclusion is still hold in case there are more than 2 modes that co-exist.
Indeed, Figure 4.17 shows the errors in RUL estimation of the two models MB-HMM and
AVG-HMM in case that there exists three deterioration modes. The two modes are the
same as in the previous study while the third one represents the very fast deterioration
rate, i.e. in severe mode of the component. The distance between the modes is also
described through the parameter γ of the FCG model. For the sake of simplicity, we
assume in this study that the distance between the severe mode and the fast mode equals
to the one between the fast mode and the normal one.
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Figure 4.17: MB-HMM vs AVG-HMM in case of 3 modes

In Figure 4.17, the x-axis represents the different values of γ2. We can see that when
the distance between the modes is small, i.e. γ2 = 0.1, the multi-branch and the average
models give the same RUL estimation performances. However, the advantages of the
multi-branch model becomes clearer with the increment of the distance.
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4.4 Chapter summary

In this chapter, we have developed the multi-branch HMM model for dealing with the
coexistence problem of different modes of deterioration. Based on the developed model,
a two-phase diagnostics and prognostics framework has also been proposed. Through an
application to the FCG data, we show that by using several branches for representing
different modes, the MB-HMM model can give a better performance in RUL estimation
compared to an “average” HMM one, especially when there is a large “distance” between
the deterioration modes.

However, due to its inherent Markovian property, the sojourn time within a state
of the Markov-based model follows either an exponential or a geometric distribution,
which may not be hold in several practical applications. This leads to the inaccurate
RUL estimations as discussed in Section 4.3.1.3 and 4.3.2.2. In the next chapter, we
will extend the MB-HMM model by relaxing the “Markovian property” to overcome this
limitation.



Chapter 5

Multi-branch Hidden semi-Markov
Model

5.1 Introduction

In the previous chapter, we have developed the multi-branch model based on the
Hidden Markov Model for dealing with the co-existence problem of multiple deterioration
modes. However, due to its inherent Markovian property, the sojourn time staying in a
state of the model is either geometrical or exponential distributed [128, 165]. As argued in
[133], this can be a source of inaccurate duration modeling with the Markov-based models
since most real-life systems do not exhibit this property. To overcome this problem, the
underlying Markov process can be replaced by a semi-Markov one which allows the state
sojourn time following any arbitrary probability distributions.

The goal of this chapter is to develop a multi-branch Hidden semi-Markov Model to
overcome the limitation of the MB-HMM introduced in the last chapter. Firstly, we
review some mathematical background of the HsMM model as well as its three associated
problems. A two-phase framework for diagnostics and prognostics similarly to the case
of the MB-HMM model is provided. Due to the extension to the semi-Markov, the
difficulties and challenges in model training and in RUL estimation will be addressed.
The performance of the proposed model is evaluated through two numerical studies: In
the first simulated study with the FCG data, we show that the new MB-HsMM model
can outperform the standard HsMM model as well as the MB-HMM model in estimating
the RUL of equipment. After that, through a case study, we show that by effectively
taking into account the coexistence of several deterioration modes, the MB-HsMM model
can give promising results in comparison with the other continuous-state based models.

5.2 Hidden semi-Markov models background

5.2.1 Elements of HsMM model

According to Shun-Zheng Yu [165], the HsMM model is an extension of HMM by
modeling the underlying state process as a semi-Markov chain. The key difference that

99
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distinguishes the HsMM model from the HMM one is that the Markov property does
not hold for every time steps in the HsMM model. More specifically, once entering into
a state Si, the HsMM model will stay in this state for a duration d determined by an
arbitrary distribution. However, the Markov property holds at the end of this duration:
the model transits from the state Si to another state Sj with j 6= i according to the
transition probability matrix. This is where the word “semi-Markov” comes from. Figure
5.1 illustrates an example explaining more clearly this semi-Markov property.

Observations

Time

Duration

State sequence

Transition

.....
.....

.....

.....

.....

Figure 5.1: General HsMM [165]

In this figure, the state at time t = 1 denoted by q1 and its duration d1 are selected
randomly according to the initial state probabilities π and the duration distribution cor-
responding to this state. The state q1 then lasts for d1 = 2 time units in this example.
It emits two observations (o1, o2) according to the emission probability corresponding to
state q1. After that, it transits, according to the state transition probability matrix A

to state q2. It stays in this state for d2 = 4 time units and produces four observations
(o3, o4, o5, o6) according to the emission probability distribution of state q2. This procedure
is repeated until the final observation is produced.

To describe a HsMM model, apart from the parameters π,A,B as used for the HMM
model, an additional parameter taking into account the distribution of the state duration
is needed. In the above example, the state duration is assumed to be a discrete random
variable taking integer values from the set D = {1, 2, . . .}. From a model learning point
of view, this leads to a great number of parameters to be estimated. To overcome this
problem, many studies in the literature have modeled the state duration by a continuous
parametric density function such as Gamma or Gaussian [33, 32, 94, 87, 103].

In the framework of the deterioration modeling, similarly to the case of the HMM
model, we are interested in the continuous left-right HsMM model in this chapter. The
initial state distribution π and the observation models B are the same as in the HMM
case (c.f. Equations (4.1) and (4.5)). Regarding the state transition probability matrix
A, since the sojourn time in a state is determined by a state duration distribution and not
by the state transition matrix, we can let the self-transition probabilities of the matrix
equal 0: aii = 0 ∀i = 1..N . It means that right after the end of period staying in state
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Si, the model will certainly move to an another state. We have:

A =


0 1 0 . . . 0 0

0 0 1 . . . 0 0
...

...
... . . . ...

...
0 0 0 . . . 0 1

0 0 0 . . . 0 0

 (5.1)

where for the state N : aNi = 0 ∀i. It should be noted that the matrix A in this case is
known and not need to be estimated.

An HsMM can be denoted by the compact notation: λ = (π,A,B,D) where the letter
D is used to denote the parameters relating the state sojourn time distributions.

Similar to the HMM model, three basic problems (i.e. the evaluation, the decoding
and the training problems) must be solved in order to be able to use the HsMM model in
real-life applications. Since the Markovian is relaxed in the semi-Markov based models,
in the next section we will investigate a modified forward-backward algorithm to solve
these three problems for the HsMM case.

5.2.2 Forward-Backward algorithm for HsMM models

The forward-backward (FB) procedure aims to answer the first evaluation problem of
HsMM: given an HsMM model λ and a sequence of observations O = {o1, o2, . . . , oT}, how
to compute the probability that the observed sequence was produced by the model. In
other words, we want to compute a score of how well the given HsMM model λ matches
the given observation sequence O. In the case of HMM model, the forward-backward
variables are defined as the joint probabilities of the state ending at a certain time and a
series of observations up to that time (c.f. Appendix A). This approach has been firstly
applied for the HsMM cases by Ferguson [37] in 1980. Based on the Ferguson’s algorithm,
Levinson [87] and Mitchell et al. [102] then proposed a recursive method for calculating
more efficiently the joint probability distribution of a sequence of observations required
by Ferguson’s algorithm. However, the refined algorithms are still computationally too
intensive in some applications [167]. A more efficient FB algorithm for HsMM models has
been recently proposed by Yu and Kobayashi in [166] and [167]. In effect, by defining the
FB variables based on the notion of a state together with its remaining sojourn time, Yu
and Kobayashi showed that it is the most efficient one among the existing approaches,
leading it to be practical in many applications [167]. In the next sections, we adapt this
FB algorithm for our case of continuous observations and continuous state duration. For
a more detailed explication of the algorithm, the reader can refer to [166] and [167].
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5.2.2.1 Forward recursion formula

In [167], Yu modeled the state duration by a discrete variable taking value d with
probability pi (d) from a finite set of integer values: d ∈ {1, 2, . . . , Dmax} where Dmax

is the maximum time steps that the model could stay in a state. Regarding industrial
applications, the condition monitoring data are also often acquired periodically in discrete
time steps. This assumption is therefore adequate for the deterioration modeling purpose.
However, with the aim of adapting continuous density functions such as the Gaussian
distribution for state duration in order to reduce the number of parameters needed to be
estimated, the discrete counterpart of the chosen parametric pdf can be used. The idea
is to model the state duration with the best fitting parametric pdf, and then consider the
discrete counterpart of this density function as the best probability mass function (pmf)
[3, 4, 20].

Similar to the HMM case, we denote qt the state of the HsMM model at time t

that can take the value in a finite set: S = {S1, S2, . . . , SN}; ot the observation at time t,
t = 1, 2, . . . , T and bi (ot) the probability of observing ot under the state Si, i = 1, 2, . . . , N .
In addition, let τt denote the remaining sojourn time of the current state qt, the forward
variable can be defined as follows:

αt|x (i, d) = P (qt = Si, τt = d | ox1) (5.2)

where x = t− 1, t or T corresponding to the “predicted”, “filtered” or “smoothed” proba-
bilities of (qt, τt) and oba denote the observation sequence from time a to b.

This variable can be interpreted as the joint probability that the model is currently in
state Si and will stay in this state for the more d time steps. For a recursive computation
of this variable, we need to define some intermediate variables:

• The ratio of the filtered probability αt|t (i, d) over the predicted one is defined by:

b∗i (ot) ≡
αt|t(i, d)

αt|t−1(i, d)
=

bi (ot)

P
(
ot | ot−1

1

) (5.3)

where P
(
ot | ot−1

1

)
is the one-step prediction of the observation and can be deter-

mined by

P
(
ot | ot−1

1

)
=
∑
i,d

αt|t−1 (i, d) bi (ot) (5.4)

• The conditional probability of a state ending at t given the observation up to time
t is defined as:

Et (i) = P
(
qt = Si, τt = 1 | ot1

)
= αt|t−1 (i, 1) b∗i (ot) (5.5)
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• The conditional probability of a state starting at t+ 1 given ot1:

St (i) = P
(
τt = 1, qt+1 = Si | ot1

)
=
∑
j

Et (j) aji (5.6)

where aji is the transition probability from state Sj to state Si.

The recursion formula for computing the forward variable can be obtained by exam-
ining all the possible state transition at time t − 1 to reach the state (qt, τt) = (Si, d) at
time t. We realize that this state may transit either from any other states (Sj, 1) with
∀j 6= i or continue the previous state, i.e. (qt−1, τt−1) = (Si, d+ 1). Therefore, the forward
variable can be recursively calculated by:

αt|t−1(i, d) = St−1 (i) pi (d) + b∗i (ot−1)αt−1|t−2 (i, d+ 1) (5.7)

with the initial value:

α1|0 (i, d) = πipi (d) (5.8)

Given the “predicted” forward variables, the likelihood function of the observation
sequence oT1 can be calculated by:

P
(
oT1
)

=
T∏
t=1

P
(
ot | ot−1

1

)
(5.9)

As in the case of the HMM models, the forward variables only are efficient to compute
the likelihood function of the observations, i.e. answer the evaluation problem. However,
the backward variables are still needed for the parameters learning purpose.

5.2.2.2 Backward recursion formula

We define the backward variable by the ratio of the smoothed probability αt|T (i, d)

over the predicted one αt|t−1 (i, d):

βt (i, d) =
P
(
qt = Si, τt = d | oT1

)
P
(
qt = Si, τt = d | ot−1

1

) (5.10)

with the initial value:

βT (i, d) = b∗i (oT ) (5.11)

To derive the recursion formula for the backward variable, we examine all possi-
ble states that follow the state (qt, τt) = (Si, d). When d = 1, the next state can be
(qt+1, τt+1) = (Sj, d

′) for any j 6= j and d′ ≥ 1. In contrast, when d > 1, the next state
must be (qt+1, τt+1) = (Si, d− 1). Therefore, the backward variables can be calculated by
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the following recursion formula:

βt (i, d) =

{
S∗t+1 (i) b∗i (ot) , d = 1

βt+1 (i, d− 1) b∗i (ot) , d > 1
(5.12)

where

S∗t (i) =
P
(
oT1 | qt−1 = Si, τt−1 = 1

)
P
(
oT1 | ot−1

1

)
=
∑
j

aijE∗t (j)
(5.13)

and

E∗t (i) =
P
(
oT1 | qt = Si, τt−1 = 1

)
P
(
oT1 | ot−1

1

)
=
∑
d

pi (d) βt (i, d)
(5.14)

The FB algorithm for the HsMM models is summarized in Algorithm 1.

Algorithm 1 Forward-Backward algorithm for HsMM models

1. The forward recursion

For t = 1, 2, ..., T

• Calculate αt|t−1 (i, d) by Equations (5.8) and (5.7);

• Calculate b∗i (ot) by Equation (5.3);

• Calculate Et (i) by Equation (5.5);

• Calculate St (i) by Equation (5.6).

2. The backward recursion

For t = T, T − 1, ..., 1

• Calculate b∗i (ot) by Equations (5.11) and (5.12);

• Calculate E∗t (i) by Equation (5.14);

• Calculate S∗t (i) by Equation (5.13).

5.2.3 Parameters re-estimation

Based on the Forward-Backward variables, the model parameters can be estimated by
the principle of the Expectation-Maximization algorithm [29]. To this end, we construct
firstly the re-estimation formulas for the model parameters. The following “smoothed”
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probabilities that are the conditional probabilities given all the observations are defined:

• Smoothed probability that a transition occurs from state Si to state Sj at time t:

Tt|T (i, j) = P
(
qt−1 = Si, τt−1 = 1, qt = Sj | oT1

)
= Et−1 (i) aijE∗t (j) (5.15)

• Smoothed probability that state Si is entered at time t and lasts for d time units:

Dt|T (i, d) = P
(
τt−1 = 1, qt = Si, τt = d | oT1

)
= St−1 (i) pi (d) βt (i, d) (5.16)

• Smoothed conditional probability of being in state Si at time t given the observa-
tions:

γt|T (i) = P
(
qt = Si | oT1

)
=
∑
d

αt|T (i, d) (5.17)

where

αt|T (i, d) = αt|t−1 (i, d) βt (i, d) (5.18)

Note that this smoothed probability can also be calculated in a recursive way leading
to a considerable reduction in computation [167]:

γt−1|T (i) = γt|T (i) + Et−1 (i)S∗t (i)− St−1 (i) E∗t (i) (5.19)

The above smoothed probabilities are calculated given that the model parameters λ are
known. In case that λ is not known, based on the principle of the EM algorithm, we train
the model for given observations oT1 , where λ is initially estimated and then re-estimated
multiple times until the likelihood of the observations increases and converges to a certain
value. Such training and updating process is referred to as parameter re-estimation [167].

Specifically, given the above smoothed probabilities and by applying the maximum-
likelihood principle as in the HMM case, the model parameters can be re-estimated by
[167]

π̂i =
γt|T (i)

Nπ

(5.20)

âij =
T∑
t=2

Tt|T (i, j)

Na

(5.21)

p̂i(d) =
T∑
t=2

Dt|T (i, d)

Np

(5.22)
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where Nπ, Na, Np are normalized factor so that
∑

i π̂i = 1;
∑

n âij = 1 and
∑

d p̂i(d) = 1.
Note that the re-estimation formula of the duration d is used to estimate its probability
mass function. In case of continuous parametric distribution, its parameters can be esti-
mated by approximating the estimated mass function by a probability density function,
i.e. by choosing the mean and variance values of the continuous distribution coincide
with the ones of the mass function. For instant, in case of using the univariate Gaussian
distribution for the sojourn time, the mean and the variance parameters are re-estimated
by:

µ̂d (i) =

∑
d

d · p̂i(d)∑
d

p̂i(d)
(5.23)

σ̂2
d(i) =

∑
d

p̂i(d) (d− µ̂d (i))2

∑
d

p̂i(d)
(5.24)

Regarding the observation model, the parameters of the mixture Gaussian distribu-
tion can be re-estimated by the same principle used for the HMM model case [128]. To
this end, we need firstly calculate the smoothed probability γt (i, k) which is the prob-
ability of being in state Si at time t with the kth mixture component, i.e. γt (i, k) =

P
(
qt = Si, Kt = k | oT1

)
where Kt denotes the mixture component at time t.

This smoothed probability can be readily computed given the smoothed probability
γt|T (i) as follows [105]. Let zt = {o1, . . . , ot−1, ot+1, . . . , oT} be all the observations except
ot. From the Bayesian formula, we have:

γt (i, k) = P (qt = Si, Kt = k | ot, zt)

=
P (ot | qt = Si, Kt = k, zt)P (qt = Si, Kt = k | zt)

P (ot | zt)

=
P (ot | qt = Si, Kt = k)P (Kt = k | qt = Si)P (qt = Si | zt)

P (ot | zt)
(5.25)

On the other hands, from its definition:

γt|T (i) = P (qt = Si | ot, zt)

=
P (ot | qt = Si)P (qt = Si | zt)

P (ot | zt)
(5.26)

This leads to:
P (qt = Si | zt)

P (ot | zt)
=

P (qt = Si | ot, zt)
P (ot | qt = Si)

(5.27)
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Replace this into Equation (5.25), we obtain:

γt (i, k) =
P (ot | qt = Si, Kt = k)P (Kt = k | qt = Si) γt|T (i)

P (ot | qt = Si)
(5.28)

where P (ot | qt = Si, Kt = k) is the probability density function at ot given the state Si
and kth mixture component; P (Kt = k | qt = Si) is the probability of the kth mixture
component given the state Si and P (ot | qt = Si) =

∑
k P (ot | qt = Si, Kt = k).

Given the smoothed probability γt (i, k), the re-estimation formulas for the coefficients
of the mixture density, i.e. cjk, µjk, Σjk (c.f. Equation (4.1)) are given by [128]:

ĉjk =

∑T
t=1 γt (j, k)∑T

t=1

∑K
k=1 γt (j, k)

(5.29)

µ̂jk =

∑T
t=1 γt (j, k) · ot∑T
t=1 γt (j, k)

(5.30)

Σ̂jk =

∑T
t=1 γt (j, k) · (ot − µ̂jk) (ot − µ̂jk)′∑T

t=1 γt (j, k)
(5.31)

where prime denotes vector transpose.

The re-estimation formula for cjk can be interpreted as the ratio between the expected
number of times the model is in state Sj using the kth mixture component, and the
expected number of times the model is in state Sj. Similarly, Equation (5.30) gives the
expected value of the portion of the observation vector accounted for by the kth mixture
component. A similar interpretation can be easily obtained for Equation (5.31) [128].

5.2.4 Viterbi algorithm

Given the smooth probabilities γt|T (i), one possible solution to find out the “optimal”
state sequence for the HsMMmodel compared to the HMM one is to modify the optimality
criterion. In effect, instead of finding the single best state sequence (path) as in the HMM
case, we choose the states qt which are individually most likely, that is:

q̂t = arg max
i

γt|T (i) (5.32)

In this manner, a sequence of states (q̂1, . . . , q̂T ) can be estimated.
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5.3 Extension to Multi-branch HsMM

As already mentioned, the standard HsMM model can take into account only one
deterioration mode. To deal with the problem of co-existence of multiple deterioration
modes, we extend the HsMM to a multi-branch HsMMmodel (MB-HsMM) in this section.
The principle is similar to the one used in Chapter 4: The MB-HsMM model consists of
several branches in which each one represents a deterioration mode and the two non-
emitting states in common. The extended model is also based on the continuous left-right
HsMM model (c.f. Figure 5.2).

Initial state

...

...
...

...

...

...

...

...

Observations

Final state

...

State sojourn 

probabilities

Figure 5.2: A left-right multi-branch HsMM model

Different from the MB-HMM case, there is no self-transition of the states in this model.
Instead, the model will stay in a given state Si for a duration di which is determined by
the state sojourn probabilities. In addition, when staying in this state, the model emits di
observations according to the observation model corresponding to state Si. Furthermore,
one can realize that similar to the MB-HMM case, mode switching is not allowed in this
model. In other words, the model can follow only one of the branches from the initial
state S0 till it reaches the final one SF . The probability that the model follows the mth
branch is denoted by θm for m = 1, 2, . . . ,M .

In the context of deterioration modeling, as discussed in Section 4.1.2, the initial
and final states correspond to the normal health and failure ones respectively and they
are assumed to be the non-emitting states. The equipment is said to be failed once it
reaches for the first time the final state SF . Furthermore, SF is an absorbing state.
Each branch together with this state forms a continuous left-right HsMM model with
a final non-emitting state. Therefore we must make some modifications for the initial
state probabilities π, the state transition matrix A, and the observation matrix as done
in Section 4.2.1 in order to be able to apply the Forward-Backward algorithm presented
in the last section. For example, the state transition matrix with the non-emitting state
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SF becomes:

An =


0 1 · · · 0 0
...

... . . . ...
...

0 0 · · · 0 1

0 0 · · · 0 1

 (5.33)

It should be noted that in case that the continuous left-right topology is used, this
matrix does not need to be re-estimated.

5.3.1 MB-HsMM based framework for diagnostics and prognos-
tics

Based on the MB-HsMM model, a two-phase framework is also proposed for the di-
agnostics and the prognostics in Figure 5.3.

Off-line

Training data

Data mode 1 Data mode 2 Data mode M

Branch 1 Branch 2 Branch M

A priori probabilities calculation 

Multi-branch Hidden semi-Markov Model 

On-line

Test data

Mode detection

Health-state 

recognition

Diagnosis

RUL estimation

Prognosis

...

...

Figure 5.3: MB-HsMM framework for diagnostics and prognostics

This framework is similar to the one presented in Section 4.2 for the MB-HMM model.
It consists of the two phases: off-line and on-line phases. In the off-line phase, the idea is
also to divide the training data set into M subsets corresponding to the M deterioration
modes of equipment and then use each subset for training one branch of the multi-branch
model. While in the MB-HMM case this task can be fulfilled by the standard Baum-
Welch algorithm, the parameters re-estimation procedure based on the modified forward-
backward algorithm presented in Section 5.2.3 will be implemented for the MB-HsMM
model. The a priori mode probabilities can be computed similarly as for the MB-HMM
model, i.e. by Equation (4.13).
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Failure state

...

Figure 5.4: Illustration of RUL estimation for HsMM

In the on-line phase, the forward-backward algorithm is firstly applied for calculating
the likelihood of each individual branch of the model given a sequence of test data. The
mode detection task is then accomplished by choosing the branch that has the maximum
posterior probability given the test data (c.f. Equation (4.14)). Once the underlying
deterioration mode has been detected, the FB-based Viterbi algorithm presented in the
previous section can be carried out for estimating the actual health state of the monitored
equipment.

It should be noted that as the inherent Markov property has been relaxed, the RUL
estimation procedure for the MB-HsMM model is different from the MB-HMM case. This
task will be tackled in the next section.

5.3.2 RUL calculation

Suppose that in the last mode detection step, the model is detected to be currently in
the mode k and suppose that thanks to the Viterbi algorithm, we know that it is actually
in the state Si at time t and have been in this state for Di time units. The RUL - the
remaining time units for reaching state SF in this case is the sum of the two variables:
one concerning the residual sojourn time staying in state Si and one for the total times
spending for the next health states before entering state SF (c.f. Figure 5.4).

Denote Di and Dr
i the random variables representing the total and the residual sojourn

time respectively staying in state Si for i = 1, 2, . . . N . The RUL at time t is given by:

RULt = Dr
i +

N∑
j=i+1

Dj (5.34)

The residual sojourn time Dr
i is considered as a conditional random variable Dt

i =

Di − Di|Di > Di. If Di is Gaussian distributed, e.g. Di ∼ N (µd(i), σd(i)), it can be
shown that the residual time Dt

i |Dt
i > 0 follows a truncated Gaussian distribution with
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mean µd(i)−Di and standard deviation σd(i) with a truncation to the left of zero.

Furthermore, we know that the sum of Gaussian distributed random variables is also
a Gaussian distributed one. The sum of sojourn times staying in states Sj+1, . . . , SN is
hence Gaussian distributed. In effect, denote Z =

∑N
j=i+1Dj, we have Z ∼ N (µz, σz)

where µz =
∑N

j=i+1 µd(j) and σz =
√∑N

j=i+1 σ
2
d(j). The estimation of the RUL at time

t hence becomes the computation of the sum of two variables, one follows a Gaussian
distribution and the other one follows a truncated Gaussian distribution.

According to Nelson in [112], if we denote L (h, k, r) = P (X > h, Y > k) where (X, Y )

are two random variables following standard bivariate Normal distribution with the cor-
relation coefficient r, the cumulative distribution function of the RUL can be given by:

FRUL (x) =
−L (h, k, r) + 1− Φ (k)

Φ (h)
(5.35)

where h =
µd(i)−Di

σd(i)
, k =

µd(i) + µz − x√
σ2
d(i) + σ2

z

, r =
σd(i)√
σ2
d(i) + σ2

z

and Φ (·) denotes the

cumulative distribution function of the standard Normal distribution.

It should be noted that this calculation is carried out for the current detected branch
k of the multi-branch model. To calculate the RUL for the whole model and similar to the
case of the MB-HMM model, we apply the Bayesian Model Averaging (BMA) technique
([60]) in order to take into account the uncertainty in mode detection step. Indeed, the
final RUL distribution is calculated as an average of the posterior RUL distributions for
all constituent branches weighted by their posterior branch probabilities:

P (RUL | O) =
M∑
m=1

P (RUL | λm,O)P (λm | O) (5.36)

where P (λm | O) is calculated as in Equation (4.15).

5.4 Numerical results

In order to investigate the effectiveness of the proposed MB-HsMM model, several
numerical studies are performed both on simulated and real data. The simulated data
are generated using the same stochastic FCG model as described in Chapter 4. The main
purpose is to conduct a comparative study in RUL estimation between the multi-branch
HsMM model versus the standard HsMM one as well as versus the multi-branch HMM
model developed in the last chapter. After that, a case study taking from the Prognostic
and Health Management 2008 competition will be considered in Subsection 5.4.2.
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5.4.1 Simulation study

Consider the case of deterioration due to the apparition and propagation of a crack,
we use the discretized and randomized version of the FCG model for data generating
purpose (c.f. Section 4.3.2.1):

xti = xti−1
+ ewtiC

(
β
√
xti−1

)n
∆t (5.37)

where xti denotes the crack depth at time ti, C, and n are constants depending on the
material property, β is a factor representing the relation between the stress intensity
amplitude and the crack depth, wti are independent and identically distributed according
to a Normal distribution N (0, σ2

w).

The parameter β is suppose to be a function of operating environment state for the
purpose of representing different propagation rates:

β (e) = βb · eγe (5.38)

where βb is the base stress level of system, the values γe ≥ 0, e = 1, 2, . . . ,M determine
the propagation rate of the crack depth.

The observation model is chosen by:

yti = xti + ξti (5.39)

where ξti ∼ N
(
0, σ2

ξ

)
is the measurement error.

Similar to the study conducted in the MB-HMM case, two deterioration modes will
be considered in this section. These two modes correspond to the two values of γ: γ1 = 0

for slow-rate mode and γ2 = 0.5 for fast-rate mode. The following parameters of the
FCG model are used for the data generation: C = 0.005, n = 1.3, βb = 1, σw = 1.7,
∆t = 1, σ2

ξ1 = 2, σ2
ξ2 = 5. Besides that, the critical threshold L = 100 is also chosen. The

two-mode crack depth data are shown in Figure 5.5.

In this study, 22 and 28 data sequences are generated for the slow-rate and fast-rate
modes respectively. This data is then used as training data to estimate the parameters
of the MB-HsMM model. Similar to the MB-HMM case, the first step in model training
is to determine the structure of the MB-HsMM model to be trained. Specifically, we
need to determine the number of hidden state for each branch N , the number of mixture
components K in observation model. By using the BIC criterion, we select from Figure
5.6 the “knee” point N = 10 for the number of hidden states. Concerning the number of
mixture components, we can see that there is no big difference in BIC values for K = 1,
K = 2, K = 3 or K = 4. We choose therefore the least complex model corresponding to
K = 1.

The parameters of the model are then estimated by the re-estimation procedure basing
on the forward-backward algorithm introduced in Section 5.2.2. Figure 5.7 represents the
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Figure 5.5: Measurements of crack depth in two modes

online RUL estimation result associated with the 95% prediction interval. By shifting the
time by 50h from the beginning toward the failure, the RUL is re-estimated after each
replacement with the update of new observations. The result demonstrates the accuracy
of the RUL estimation method for the MB-HsMM model.

5.4.1.1 MB-HsMM vs HsMM and MB-HsMM vs MB-HMM

This section is dedicated to demonstrate the advantages of the MB-HsMM model in
comparison with a standard HsMM model as well as with the MB-HMM developed in
Chapter 4. We denote the standard HsMM model by “average” HsMM (AVG-HsMM)
to emphasize that it has only one branch compared to the MB-HsMM and MB-HMM
models.

Similar to the study in Section 4.3.3, we consider the crack depth data generated
from the FCG model as the deterioration data and use the coefficient γe to represent the
“distance” between the two modes, i.e. two crack propagation rates. Specifically, we fix
γ1 = 0 for the mode 1 (slow-rate mode) and do varying γ2 within the interval [0.25; 1] for
the mode 2 (fast-rate mode). Corresponding to each value of γ2, we generate 50 sequences
of observations for the two modes which are used as the training data and we train the
three models by this data set. After that, for the evaluation purpose, we generate in the
online phase 100 other observation sequences from the same FCG model in which each
sequence is considered as a test data. Corresponding to each sequence, we use the three
trained models to estimate the RUL “online”, i.e. by shifting the time-to-estimate by 50h

from the beginning towards the failure. The estimation results are evaluated by using
the root mean squared error (RMSE) criterion. The model that has the minimum RMSE
value will be the best one.

Figure 5.8 represents the RMSE values for the four models MB-HsMM, AVG-HsMM,
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Figure 5.6: BIC values for determining N and K

MB-HMM and AVG-HMM respectively at different values of γ2 or equivalently at different
mode “distances”. Obviously, we can see that the RMSE values of the MB-HsMM and MB-
HMM models decrease while they are increase for the AVG-HsMM and AVG-HMM ones
with the increment of the mode “distance”. It means that when the distance between the
deterioration modes is large, the MB-HsMM and MB-HMM models outperform the AVG-
HsMM and AVG-HMM models in RUL estimation. This demonstrates the effectiveness of
the multi-branch models in comparison with the standard mono-mode ones. Furthermore,
the MB-HsMM model gives better estimation results than the MB-HMM one. This can
be explained by the fact of using the semi-Markov chain in the former model to relax the
inherent “Markovian” property in the MB-HMM one.

5.4.2 A case study

In this section, the MB-HsMM model is implemented to estimate the RUL for a real
data case: the 2008 Prognostic and Health Management (PHM) competition.

5.4.2.1 PHM08 competition data

Prognostic and Health Management (PHM) 2008 is the first annual international con-
ference sponsored by the IEEE reliability society. During this conference, a RUL esti-
mation competition was proposed to the participants. There are two data sets that are
available: one for training purpose and one for the test. Each data set consists of mul-
tivariate time series collected from 218 identical and independent units of an unspecified
component. For the training data set, information about operational settings as well as
sensor measurements are complete from the starting cycle until the failure while for the
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Figure 5.7: RUL estimation with MB-HsMM model

testing one, the time series are truncated at some random time prior to the failure. The
objective of the competition is that the participants have to propose and construct a prog-
nostics method by basing on the training data set and then apply it for estimating the
number of remaining operational cycles of each unit in the testing data set. The accuracy
of the proposed prognostics method will be evaluated by the following score:

S =
218∑
i=1

Si (5.40)

where Si is the penalty score for unit i, computed as follows:

Si =

{
e−di/13 − 1, di ≤ 0

edi/10 − 1, di > 0
(5.41)

where di = ˆRUL(i) − RUL(i) is the estimation error; ˆRUL(i) and RUL(i) are the esti-
mated and the real RUL values respectively of the unit i.

This score originally introduced by the competition is asymmetrical and penalize more
the late failure estimations where the error di is positive. In the literature, some papers
use another criterion to evaluate the accuracy of methods, such as the root squared error
(RSE):

RSE =

√√√√ 218∑
i=1

d2
i (5.42)
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Figure 5.8: RMSE values at different mode distances

or the mean squared error (MSE):

MSE =
218∑
i=1

d2
i

218
(5.43)

For all above scores, the lower the score is, the more accurately the RUL is estimated.
In the framework of PHM 2008 challenge, three winners obtained the following results:
[154] obtained a total score of S = 5636, [58] achieved a prediction error of RSE = 519.8

and [121] obtained a mean square error of MSE = 984.

5.4.2.2 Data description and health indicators

The PHM 2008 data sets are constructed by the C-MAPSS model (Commercial Mod-
ular Aero-Propulsion System Simulation), which is a tool developed by NASA research
center for simulating a realistic large commercial turbofan engine (c.f. Figure 5.9). The
objective is to generate the training and test data sets for the competition.

In the framework of the PHM08 competition, C-MAPSS is used to simulate an engine
model of the 90, 000lb thrust class operating at (i) altitudes ranging from sea level to
42, 000ft, (ii) Mach numbers from 0 to 0.84, and (iii) Throttle Resolver Angle (TRA) from
20 to 100. The engine is simulated to operate under six operational modes corresponding
to different values of these parameters as summarized in Table 5.1.

The C-MAPSS model has 14 inputs including fuel flow and a set of 13 health-parameter
inputs that allow the user to simulate the effects of faults and deterioration in any of the
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Figure 5.9: Simplified diagram of engine simulated in C-MAPSS [134]

Table 5.1: Operational modes of the simulated engine

Mode Altitude (ft) Mach numbers TRA
1 0 0 100

2 25K 0.62 80

3 35K 0.84 60

4 42K 0.84 40

5 20K 0.25 20

6 20K 0.7 0

engine’s five rotating components such as Fan, LPC, HPC, HPT, and LPT. The outputs
include various sensor response surfaces and operability margins. A total of 21 variables
out of 58 different outputs available from the model were provided to the participants of
the competition. These variables are the sensor measurements of the temperature, the
pressure, the speed, etc. of the 218 independent and identical units [134]. For example,
Figure 5.10a illustrate the temporal evolution of the measurements obtained for the unit
1 from the two sensors SM1 and SM2 which represent the total temperatures (in Rankine
degree) at fan inlet and at LPC outlet respectively.

It can be seen that the temporal evolution of such measurements does not exhibit
a clear trend that can help to identify the level of deterioration of units. In addition,
if we plot one measurement in function of the other, i.e. SM2 vs SM1, Figure 5.10b
shows that the 6 points obtained represent exactly the 6 modes of operations. As the
transitions between these points are stochastic and we do not know exactly the point
that corresponds to the failure for every unit (we know the exact point for each training
unit but it differs from one unit to the others), this plot does not hence provide the
useful information concerning the underlying deterioration process. From this point,
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(a) Temporal evolution of SM1 and SM2 (b) Relation between SM1 and SM2

Figure 5.10: Measurements from the sensors SM1 and SM2

it is necessary to construct a “health indicator” which represents the evolution of the
deterioration level in time of every unit in order to apply the proposed MB-HsMM model.
In addition, as the MB-HsMM model is based on the left-right topology, the indicators
to be constructed should exhibit the same trend in evolution from the initial point until
the end of life of the unit. In this study, we decide to use the indicators proposed by
Le Son et al. [80] for two reasons. Firstly, their constructed indicators show clearly
and homogeneous trends time for all the units (c.f. figure 5.11) and secondly, by using
these indicators, the authors achieved better accuracy in RUL estimation compared to
the winners of the competition. In effect, by using continuous stochastic processes such
as a non homogeneous Wiener process and a non homogeneous Gamma process, the
estimation results of (S = 5520; RSE = 423; MSE = 819) and (S = 4170; RSE =

434; MSE = 864) were obtained in [80] and [79] respectively. More details about the
indicator construction, readers are referred to [80].

Although these indicators are continuous in time, we can consider them as the continu-
ous observations of the MB-HsMMmodel and assume that the health (or the deterioration
level) of the units can be classified into discrete states. In the next section, we will intro-
duce the application of the MB-HsMM model for estimating the RUL of the competition
based on the above indicators.

5.4.2.3 Application of the MB-HsMM model

To train the MB-HsMM model from the provided training data set, the first step is
to determine the model structure, i.e. the number of branches M , the number of hidden
states N and the number of mixture component K from the data. Firstly, consider the
number of branches M : it equals to the number of modes of the underlying deterioration
processes. It can be identified by re-examining the manner in which the deterioration is
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Figure 5.11: Some examples of degradation indicators ([80])

generated with the C-MAPSS model.

According to Saxena et al., the deterioration data are generated by reducing exponen-
tially the efficiency (e) and flow (f) parameters at the input of the C-MAPSS model, until
the engine exceeds a safe operating region - which is determined via operability margins
[134]. Depending on the direction of the failure evolution trajectory (c.f. Figure 5.12),
a failure threshold may or may not be crossed. The overall stopping condition is hence
determined by the margin that approaches the corresponding limit first.

Figure 5.12: Fault propagation trajectories on HPC stall margin (a) and EGT (b) contour
map with failure threshold ([134])

From Figure 5.12, we can see that the fault propagation trajectories vary depending
on the correlation between the rates of reduction of the two parameters e and f . For
example, an unit seems to last longer when the parameter f decreases faster than the
parameter e and vice versa. It motivates us to divide the training data sets into different
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groups corresponding to different “fault trajectories” for the purpose of training the multi-
branch model. In this study, we assume that the training units can be classified into two,
three or four groups depending on the differences in decrease rates of e and f . These
groups correspond to the two, three of four modes of deterioration and are summarized
in Table 5.2.

Table 5.2: Training data grouping

2 groups 3 groups 4 groups
Group 1 f < e f < e f � e

Group 2 f > e f ≈ e f < e

Group 3 f > e f > e

Group 4 f � e

where the notation f < e implies that the parameter f decreases more slowly than the
parameter e and f ≈ e signifies that there is no big difference in the decreases of these
parameters, etc.

Corresponding to each case, we have M = 2, M = 3 or M = 4 and the MB-HsMM
model will have 2, 3, or 4 branches respectively. The next step is to divide the training
data set into individual group so that each branch can be trained as presented in Section
5.2.2. In this study, we propose to base on the two sources of information for the data
classification purpose. The first one is the lifetimes of every units. Since for training
data set, the observations are complete from the beginning to the failure, the lifetime
of an unit is equivalent to the length of the data sequence corresponding to that unit.
Furthermore, to avoid the case that the two units could have the same lifetimes but with
different fault propagation trajectories, another information is used which is the “area
under curve” (AUC). This can be done by approximating, i.e. fitting the propagation
trajectory of each unit by a two-degree polynomial and than calculate the area between
this polynomial and the two axis (c.f. Figure 5.13). Based on the lifetimes and the AUC
information, we can implement the “k-means” technique in order to classify the training
data set into 2, 3 or 4 groups respectively described in Table 5.2.

Given the training data groups, the number of hidden states for each branch N as well
as the number of mixture components K are determined via the Bayesian Information
Criterion (BIC) as presented in Section 4.1.1.2. For example, Figure 5.14 illustrates the
BIC values corresponding to different values of N and K, computed for the case of co-
existence of 4 deterioration modes. From this figure, we obtain N = 7 and K = 2.

Now, corresponding to each case of M , we train the MB-HsMM model via the pa-
rameter re-estimation procedure presented in Section 5.2.3. The learned model is then
used for estimating the RUL of the 218 units from the test data set. The results are
evaluated through the three scores presented in 5.4.2.1. Table 5.3 shows the score results
for different cases of number of deterioration modes.
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Figure 5.13: Illustration of the area under curve for an unit

In this table, the scores obtained for the “1-branch” HsMM model, which is the stan-
dard HsMM one, is also introduced. Moreover, for comparison purpose, the scores ob-
tained with the Wiener process-based methods in [80] and the Gamma process-based
method in [79] are given. There are two points that could be concluded:

• Firstly, concerning the scores obtained with the MB-HsMM models: the score de-
creases with the increase of number of branches M . This implies that the more
deterioration modes that are taken into consideration, the better RUL estimation
performance can be obtained. However, it should be also noted that the model com-
plexity will increase with the increase of the number of branches. For this reason, a
good choice of M is hence crucial and should be carried out by taking into account
the compromise between the RUL estimation result and the model complexity. The
scores obtained in Table 5.3 also demonstrate the advantages of the multi-branch
model in comparison with the standard mono-branch one.

• Secondly, in this case study, the best RUL estimation performance is given by the
four-branch HsMM model (S = 3791). Noting that by basing on the Hidden semi-

Table 5.3: RUL estimation scores result

Method Score RSE MSE
1-branch HsMM 12246 502 1157

2-branch HsMM 6456 451 936

3-branch HsMM 5458 410 773

4-branch HsMM 3791 389 694

Wiener-based method in [80] 5575 423 823

Gamma-based method in [79] 4107 434 864
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Figure 5.14: BIC values for the 4 modes case

Markov model, we are approximating and representing the continuous temporal
evolution of health indicators by discrete states. Compared to the results obtained
by the methods based on continuous stochastic processes, such as the Wiener process
[80] or the non homogeneous Gamma process [79], the better scores given by the
MB-HsMM model with 3 or 4 branches demonstrate once again the benefits of the
proposed multi-branch modeling approach.

5.5 Chapter summary

This chapter extends the concept of the MB-HMM model to a more general one: the
MB-HsMMmodel. The key idea is to allow the sojourn time staying in a state of the model
to follow any arbitrary distributions (including non-parametric or parametric ones). This
helps to relax the “Markovian” property of the HMM-based models but it also makes the
model being more complex, leading to the difficulties in training the model parameters.
To tackle this problem, a modified version of the Forward-backward algorithm introduced
by Yu and Kobayashi in [166, 167] was represented and adapted for the case where the
observations and the state sojourn times are continuous. From this procedure, the training
and the decoding problems can be solved for the HsMM model.

By modeling several deterioration modes and through the investigation of a case study,
the multi-branch model showed that it gives very promising results in RUL estimation
compared to a mono-mode model, both in discrete or continuous states.



Chapter 6

Jump Markov Linear Systems for
deterioration modeling

6.1 Introduction

In the two last chapters, we introduced the multi-branch model concept in order to deal
with the co-existing problem of multiple modes of deterioration. Based on the Markov
and semi-Markov models, the MB-HMM and MB-HsMM models as well as the associated
RUL estimation methods were developed. Through several numerical studies, it is shown
that by taking into account and distinguishing of several deterioration modes, the multi-
branch models could give better results in RUL estimation compared to the standard
“mono-branch” HMM and HsMM models respectively.

However, there are still two important limitations existing for these “multi-branch”
models. Firstly, by basing on the Markov and semi-Markov chains, the health of equip-
ment are represented by discrete states. Although this assumption leads to easy-to-
interpret diagnostics results for the maintenance personnel (i.e. the equipment is currently
in deteriorated state level 1, level 2, etc.), almost engineering assets deteriorate continu-
ously in time. The continuous-state models can be therefore more appropriate for model-
ing the deterioration process in such cases. The second limitation of the Markovian-based
multi-branch models developed in Chapter 4 and Chapter 5 comes from their assumption
that the deterioration modes are exclusive once initiated. Although it can be true in
some cases, i.e. in the case of the apparition and development of a crack, this assumption
often cannot be hold in several real-life systems. This limits hence the applications of
the MB-HMM and MB-HsMM in practice. In effect, nowadays, practical systems usually
operate in dynamic environment. The deterioration process is hence affected by several
external factors such as the temperature, the humidity, the applied load, etc. Such fac-
tors are called the co-variables and they could vary over time, leading to the changes in
deterioration dynamic. In such cases, allowing the mode transitions could help to model
more precisely and approach closely the real deterioration phenomena.

In this chapter, we extend the multi-branch models for the continuous-state cases with
the allowance of “switching” between the constituent branches during the equipment’s
life. Firstly, we base on the state-space model for representing the temporal evolution
of the continuous health states under one deterioration mode. The state-space model is
formulated by two equations: one describing the system state evolution and the other one

123
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representing the relationship between the observations and these states. Noting that the
Hidden Markov Model is itself a special case of the state-space model where the states
are discrete. The state-space model is hence a suitable tool for modeling the deterioration
processes in the continuous-state cases [8, 39, 140, 171]. Secondly, similar to the extensions
done for the MB-HMM and MB-HsMM models, several individual state-space models can
be used and combined into one unified model in order to represent the coexistence of
multiple deterioration modes. Each constituent model corresponds to a deterioration
mode. To allow the transition between these models, an extra discrete random variable
is added. This variable is assumed to follow a Markov chain and it governs the manner
of switching between the individual models.

More specifically, suppose that there exists M different deterioration modes and let
t ∈ {1, 2, . . .} denote the discrete time. Under each mode, the dynamic of the deterioration
process is represented by a state-space model:

Mode 1: xt = f (1)
(
xt−1, ω

(1)
t−1

)
yt = g(1)

(
xt, ν

(1)
t

)
. . .

Mode M: xt = f (M)
(
xt−1, ω

(M)
t−1

)
yt = g(M)

(
xt, ν

(M)
t

) (6.1)

where xt and yt are the state and observation vectors at time t and ωt and νt represent
the process and measurement noises. The superscript implies the underlying mode.

To incorporate these equations into one unified model, we use a discrete variable S
that takes the values in {1, 2, . . . ,M} and denote qt its realization at time t. Equation
(6.1) becomes:

xt = f (qt)
(
xt−1, ω

(qt)
t−1

)
yt = g(qt)

(
xt, ν

(qt)
t

) (6.2)

In the literature, this type of model is called the “switching state-space model” (Switch-
ing SSM), a state-space model with regimes switching that has been widely used in the
control engineering and economic communities [71, 46]. Graphically, this model can be
represented as a case of the dynamic bayesian network (DBN) [107] as shown in Figure
6.1.

Recently, the switching SSM model has been studied as a tool for modeling the de-
terioration processes as well as for RUL estimation in the literature. For example, Luo
et al. applied the multiple models for modeling the deterioration of a half-car suspen-
sion system [97]. The authors supposed that the system could deteriorate according to
three different modes under three road conditions respectively and used the Interacting
Multiple Model (IMM) filter to estimate the probability of each mode at a given time.
Based on this tracking result, the remaining life time was estimated [97]. More recently,
Compare et al. implemented the switching SSM model for taking into account different
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...

...

...

Figure 6.1: Graphical representation of the switching state-space model

deterioration mechanisms of a component and proposed a particle filter based method for
fault diagnostics [23]. However, the authors did not deal with the prognostics problem in
their paper. It is worth noting that almost all of works on the switching SSM model for
prognostics in the literature have assumed that the model parameters are already known.
This assumption can not be hold in several practical situations. In this chapter, we con-
centrate not only on the RUL estimation problem, but also on the learning of the model
parameters.

Generally, the state and observation equations in model (6.2) are non-linear, which
are powerful in describing a broad range of dynamic systems. However, their analysis and
identification might be relatively complex and unfeasible [39]. In some practical cases, it
may be sufficient to approximate the model (6.2) by a more simple one, i.e. by its linearized
version. This leads to a model that is common used in the control systems community
called the “Jump Markov Linear Systems” (JMLS) [25]. For the seek of simplicity, this
linear model will be investigated in this chapter for modeling the deterioration processes.

In the next section, we first review the background of the JMLS model as well
as address the problem of parameters learning. We then introduce an approximated
Expectation-Maximization algorithm to overcome this problem in Section 6.3. After that,
based on the learned model, the diagnostics and prognostics tasks in the context of the
predictive maintenance are presented in Section 6.4. To evaluate the performance of the
proposed model, a numerical study is implemented in Section 6.5.

6.2 Jump Markov Linear Systems (JMLS)

6.2.1 Model formulation

JumpMarkov Linear Systems (JMLS) share the same form as linear state-space models
but with discrete-values time-variant parameters. Let t ∈ {1, 2, . . .} denote the discrete
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time, a general JMLS can be represented by:

xt = A(qt)xt−1 + ω
(qt)
t

yt = C(qt)xt + ν
(qt)
t

(6.3)

where xt and yt are the continuous hidden state and the observation at time t respectively;
ωt and νt are the state and measurement noises that, together with the initial continuous
state x0, are assumed to be independently Gaussian distributed:

ω
(qt)
t ∼ N

(
0, Q(qt)

)
(6.4)

ν
(qt)
t ∼ N

(
0, R(qt)

)
x0 ∼ N (µ0,Σ0)

The main difference of the JMLS model from the traditional linear state-space one is
that its parameters are not fixed but change over time depending on the realization of
the variable S. This variable is added for representing the transition between different
“regimes”. In effect, denote qt a realization at time t of S, we can see in the above
equations that the state as well as the observation dynamics are dependent on the value
of qt. Assuming that there are M “regimes” in total, denoted by M discrete symbols
{m1,m2, . . . ,mM}, the temporal evolution of the variable S can be modeled by a discrete-
time, homogeneous, first-order Markov chain with initial distribution π1 and transition
probability matrix Π where:

Π (i, j) , P (qt+1 = mj | qt = mi) ∀i, j ∈ {1, 2, . . . ,M} (6.5)

For notation convenience, we denoteAi, Ci, Qi, Ri for implyingA(mi), C(mi), Q(mi), R(mi)

respectively in the subsequent sections of this chapter.

The parameters vector of the JMLS model is hence denoted by:

Θ =
{

(Ai, Ci, Qi, Ri)i=1,...,M , µ0,Σ0,Π, π1

}
(6.6)

6.2.2 Identifiability issue

An essential task while implementing a mathematical model like the JMLS one to
represent the dynamics of a system is to learn its parameters from the observed data. A
crucial issue in the design of any learning algorithms is to study the model’s identifiability
[68, 148, 150]. In this section, a discussion about the identifiability of the JMLS model is
given.

The identifiability is the capacity of learning the true value of model’s underlying
parameter after obtaining an infinite number of observations. The identifiability study
seeks to answer the uniqueness question of the model to be learned: Given observations
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O = {o1, o2, . . . , oT} generated by the JMLS model Θ, what is the set of models that
may produce the same output sequence O? This question is crucial since if the set
contains several different models which yield equal likelihood, any inference algorithms
could converge to any point within the set.

Concerning the case of the JMLS model, it is well known that all minimal state-space
representations equivalent from an input-output point of view can be deduced one from
another by a state-space similarity transformation [68, 150]. As pointed out by Vidal et al.
in [148], given observations alone, there exists infinite systems that generate them, which
differ in the trajectories of both discrete and continuous states and model parameters.
This means that the model that can generate the given observations is not unique.

For this reason, constraints must be imposed on the model structure in order to guar-
antee its identifiability [148]. Kalawoun et al. [68] recently show that the parameters of
the JMLS models are globally structurally identifiable if the two followings constraints
are satisfied:

1. A prior information at t0 = 0 is available: y0 = C(q0)x0, where x0 and q0 are known

2. ∀ (i, j), Π (i, j) 6= 0

The first condition is equivalent to imposing a constraint on the parameter C while the
second one implies that the Markov chain used to describe the evolution of the discrete
variable S must be irreducible and aperiodic. To guarantee the identifiability of the JMLS
model, we suppose Ci = 1 for ∀i = 1, 2, . . . ,M in the subsequent sections of this chapter.

6.2.3 Parameters learning problem

Let Yt = {y1, . . . , yt}, Xt = {x0, . . . , xt} and St = {q1, . . . , qt} denote the sequences
of observations, continuous state and discrete state values until the time step t respec-
tively. The model learning problem is to determine the parameters Θ that maximize the
likelihood function P (YT | Θ) given a finite sequence of observations YT .

As XT and ST are unobservable, the expectation-maximization (EM), an iterative al-
gorithm for finding a local maximum of a likelihood function, stands out to be a suitable
tool for model learning in such incomplete data problem [29]. The EM algorithm calcu-
lates, in the first “E-step”, the expected value of the complete-data log-likelihood function
with respect to unknown data and the current parameters estimate, that is:

Q
(
Θ | Θ(k)

)
= E

[
logP (XT ,ST ,YT | Θ) | YT ,Θ(k)

]
(6.7)

where Θ(k) is the parameters estimate at the iteration k. Then in the second step, namely
the “M-step”, the expectation computed in the first step is maximized to find a new
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estimation of the parameters. In other words, we find:

Θ(k+1) = arg max
Θ
Q
(
Θ | Θ(k)

)
(6.8)

These two steps are repeated until a convergence criterion is satisfied. Each iteration
is guaranteed to increase the log-likelihood and the algorithm is guaranteed to converge
to a local maximum of the likelihood function [10].

It is worth noting that the expectation in (6.7) is calculated over the conditional dis-
tribution p

(
XT ,ST | YT ,Θ(k)

)
of hidden variables given the observation and under the

current parameters estimate. If there were no switching dynamics, i.e. in case of linear
dynamical systems (LDS), this conditional distribution could be evaluated thanks to an
Rauch-Tunng-Striebel (RTS) smoother [135]. However, due to the presence of switching
dynamics embedded in the transition matrix Π, the E-step becomes intractable in most
cases for the JMLS models [46, 107]. An approximation is therefore necessary for com-
puting the conditional distribution of the hidden states p

(
XT ,ST | YT ,Θ(k)

)
. Regarding

this problem, several approaches have been proposed in the literature [106], such as Gen-
eralized Pseudo Bayesian algorithm (GPB) [70], Interacting Multiple Model algorithm
(IMM) [13], variational method [46] or MCMC sampling [34], etc. Inspired from the
“pruning” technique introduced in [120, 159, 12], we adapt in the next section a Viterbi
approximation-based EM approach for estimating the parameters of the JMLS models.

6.3 Approximated EM algorithm for JMLS learning

To explain the main idea of the algorithm, we first rewrite the Q function in (6.7) by:

Q
(
Θ | Θ(k)

)
= EST |YT ,Θ(k)

[
EXT |ST ,YT ,Θ(k) [LL]

]
=
∑
ST

(
P
(
ST | YT ,Θ(k)

) ∫
p
(
XT | ST ,YT ,Θ(k)

)
logP (XT ,ST ,YT | Θ) dXT

)
(6.9)

where LL = logP (XT ,ST ,YT | Θ) is the complete-data log-likelihood.

As the expectation is computed by considering all possible sequences of discrete states
ST , doing this is intractable in practice since the number of possible paths ST increases
exponentially along with the increasement of time steps. Based on the “pruning” principle,
the main idea here is to restrict the space of paths over which the expectation (6.9) is
carried out, i.e. by removing all the “low likelihood” sequence of ST and retaining only
the most likely one [159]. As pointed out in [12], although this approximation does not
guarantee the convergence of the EM algorithm, it is still sufficient in most cases and,
most importantly, the algorithm is linear in the number of time steps. Inspired from
the decoding problem of the Hidden Markov Model, we adapt the Viterbi algorithm, a
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technique based on the dynamic programming methods [129], to find out a single most
likely state sequence for the JMLS model given the observations and then approximate
the expectation in (6.9) by calculating the sum over this single estimated sequence.

6.3.1 Viterbi-based E-step

Applying the principle of the Viterbi algorithm for the case of the JMLS model, we
first define, at each time step t, the best “partial cost” as follows [120]:

Jt(i) = max
St−1,Xt

logP (Xt,Yt,St−1, qt = mi) (6.10)

i.e. among all possible sequences of continuous states Xt and discrete states St that ends
in mi, Jt(i) is the best score for the complete-data log-likelihood logP (Xt,Yt,St | Θ).
Compared to the traditional Viterbi algorithm applied for the discrete state HMM model,
the partial cost Jt(i) plays the same role as the quantity δt(i) which is the best score along
a single path at time t accounting for the first t observations and ends in state Si [128]. To
calculate this cost recursively, we firstly investigate the calculation of the complete-data
log-likelihood logP (Xt,Yt,St | Θ).

Based on the Markovian property of the model (6.3) and from the Bayesian theorem,
the complete-data likelihood at time T of the JMLS model can be evaluated as follows:

P (XT ,YT ,ST | Θ) = P (YT | XT ,ST ,Θ) · P (XT | ST ,Θ) · P (ST | Θ)

= PΘ (x0)
T∏
t=1

PΘ (xt | xt−1, qt)
T∏
t=1

PΘ (yt | xt, qt)
T∏
t=2

Π (qt−1, qt) (6.11)

Note that from the Gaussian assumption of the state and measurement noises, it
follows that the conditional probability distributions of xt and yt given the value of xt−1

and qt are also Gaussian ones. In other words:

xt | xt−1, qt = mi ∼ N (Aixt−1, Qi)

yt | xt, qt = mi ∼ N (Cixt, Ri)

Therefore, the complete-data log-likelihood in (6.11) can be expressed by:
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logP (XT ,YT ,ST ) ∼ −1

2

T∑
t=1

M∑
i=1

[
(xt − Aixt−1)′Q−1

i (xt − Aixt−1) + log |Qi|
]
1{qt=mi}

− 1

2

T∑
t=1

M∑
i=1

[
(yt − Cixt)′R−1

i (yt − Cixt) + log |Ri|
]
1{qt=mi}

− 1

2

[
(x0 − µ0)′Σ−1

0 (x0 − µ0) + log |Σ0|
]

+
T∑
t=2

log Π (qt−1, qt) + log π1 (q1)

where x′ denote the transpose of the vector x and 1{} is the indicator function.

In the case of the discrete state HMM model, the score δt+1(i) at time t+1 is calculated
by examining all possible transitions of the hidden state from Sj to Si and retaining the
transition that has the best score. For the JMLS model, we also associate an “innovation
cost” for each of mj → mi transition by taking into account at the same time: i) the cost
that reflects the LDS state transition (i.e. of xt and yt) and ii) the cost due to discrete
state switching from mj to mi. The “innovation cost” is given in Equation (6.12).

J j,it,t+1 = −1

2

(
yt − Cixt+1|t,j,i

)′ (
CiΣt+1|t,j,iC

′
i +Ri

)−1 (
yt − Cixt+1|t,j,i

)
− 1

2
log
∣∣CiΣt+1|t,j,iC

′
i +Ri

∣∣+ log Π (j, i) (6.12)

where x̂t+1|t,j,i and Σt+1|t,j,i are the one-step predicted mean and variance of continuous
state X at time t respectively, given that the switch transits from state mj to state mi at
time t.

x̂t+1|t,j,i = E [xt+1 | Yt, qt = mj, qt+1 = mi]

Σt+1|t,j,i = E
[(
xt+1 − x̂t+1|t,j,i

) (
xt+1 − x̂t+1|t,j,i

)′ | Yt, qt = mj, qt+1 = mi

]
These quantities can be calculated through a Kalman filter applying for the JMLS

model. For this end, we further define the following mode-dependent states and variances
terms:

x̂t|t,i = E [xt | Yt, qt = mi]

Σt|t,i = E
[(
xt − x̂t|t,i

) (
xt − x̂t|t,i

)′ | Yt, qt = mi

]
x̂t|t,j,i = E [xt | Yt, qt−1 = mj, qt = mi]

Σt|t,j,i = E
[(
xt − x̂t|t−1,i,j

) (
xt − x̂t|t−1,i,j

)′ | Yt, qt−1 = mj, qt = mi

]
where x̂t|t,i and Σt|t,i is the best filtered estimates for mean and variance of the continuous
state respectively at time t when the switch variable is in state mi at t given the sequence
of measurement Yt. similarly, x̂t|t,i,j and Σt|t,i,j are the best filtered estimates at time t
given that the switch transits from state mj to state mi at time t.
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Consider the transition mj → mi of the discrete variable S at time t, the following
prediction equations are hold based on the theory of the Kalman filter:

x̂t+1|t,j,i = Aix̂t|t,j

Σt+1|t,j,i = AiΣt|t,jA
′
i +Qi (6.13)

The filtered quantities are updated by:

x̂t+1|t+1,j,i = x̂t+1|t,j,i +Kj,i

(
yt − Cix̂t+1|t,j,i

)
Σt+1|t+1,j,i = Σt+1|t,j,i −Kj,iCiΣt+1|t,j,i

where Kj,i is the Kalman gain corresponding to the transition mj → mi of the switch
variable.

Given Jt(j) at time t for ∀j = 1, . . . ,M , the partial cost Jt+1(i) at time t+ 1 is hence
calculated by examining all possible transitions that can occur to reach the regime mi.
Each of these mj → mi transitions has a certain innovation cost J j,it,t+1 associated with it.
The “best” partial cost corresponding to state mi at time t+ 1 is therefore selected by:

Jt+1(i) = max
j

(
J j,it,t+1 + Jt(j)

)
(6.14)

Figure 6.2 illustrates the computation of this partial cost at time t+ i for the regime
mi.

...

time

...

...
...

Figure 6.2: Illustration for the computation of the partial cost Jt+1(i)

Similar to the traditional Viterbi algorithm, we make use of the array ψt(i) to keep
track of the argument that maximizes (6.14) for each t and i. We have:

ψt(i) = arg max
j

(
J j,it,t+1 + Jt(j)

)
(6.15)
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Consequently, the best filtered mean x̂t+1|t+1,i and variance Σt+1|t+1,i at time t+ 1 are
the ones that correspond to the argument kept in ψt(i):

x̂t+1|t+1,i = x̂t+1|t+1,ψt(i),i

Σt+1|t+1,i = Σt+1|t+1,ψt(i),i

The above procedure is repeated for all time steps t = 1, . . . , T . At time T , the best
overall cost can be chosen by:

J∗T = max
i

JT,i (6.16)

By a backtracking step as used in the traditional Viterbi algorithm, the “best” switch-
ing state sequence can be decoded.

Denote S∗T the most likely state sequence at time T , the approximated Q can be
computed by:

Q
(
Θ | Θ(k)

)
≈
∫
p
(
XT | S∗T ,YT ,Θ(k)

)
logP (XT ,S∗T ,YT | Θ) dXT (6.17)

To evaluate this function, it is sufficient to carry out an Rauch-Tung-Streiber (RTS)
smoother [130] to estimate the smoothed quantities p

(
XT | S∗T ,YT ,Θ(k)

)
. The complete-

data log-likelihood function logP (XT ,S∗T ,YT | Θ) can be evaluated by (6.11).

6.3.2 M-step

To estimate the parameters Θ of the JMLS, one can take the derivatives of the Q
function in (6.17) with respect to every parameter and set them to zero. Based on a
single sequence of switching states estimated in the E-step, the equations for parameters
estimation are a generalization of the ones for the classical (non-switching) linear dynam-
ical systems [120]. These parameter update equations can also be generalized for the case
of multiple observation sequences as follows.

Suppose that there are K observation sequences, the update equations for parameters
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concerning the continuous states of the JMLS models are given by:

Âi = S10,i S−1
00,i

Q̂i =
1∑K

k=1 T
(k)
i

S11,i − ÂiS
′

10,i

R̂i =
1∑K

k=1 T
(k)
i

S22,i − ĈiS
′

20,i

µ̂0 =
1

K

K∑
k=1

µ̂
(k)
0

Σ̂0 =
1

K

K∑
k=1

[
P̂

(k)
0 + µ̂

(k)
0

(
µ̂

(k)
0

)′]
− µ̂0 (µ̂0)

′

where the subscript i and the superscript (k) represent the corresponding mode mi and
kth observation sequence respectively and

S11,i =
K∑
k=1

∑
t∈Fi(S∗T )

(
x̂

(k)
t|T

(
x̂

(k)
t|T

)′
+ Σ̂

(k)
t|T

)

S10,i =
K∑
k=1

∑
t∈Fi(S∗T )

(
x̂

(k)
t|T

(
x̂

(k)
t−1|T

)′
+ Σ̂t|T

)

S00,i =
K∑
k=1

∑
t∈Fi(S∗T )

(
x̂

(k)
t−1|T

(
x̂

(k)
t−1|T

)′
+ Σ̂t−1|T

)

S22,i =
K∑
k=1

∑
t∈Fi(S∗T )

y
(k)
t

(
y

(k)
t

)′
S20,i =

K∑
k=1

∑
t∈Fi(S∗T )

y
(k)
t

(
x̂

(k)
t|T

)′
where Fi (ST ) is the set of time steps in the sequence ST for which the switching state
is mi (members of Fi (ST ) are integers in the range [1, T ]). Given this “best” sequence,
x̂t|T and Σ̂t|T are the mean value and covariance matrix of the continuous state that are
estimated via the Rauch-Tung-Streiber smoother [130].

The discrete part of the parameters can be estimated by applying the same principle
of the Hidden Markov Model [129], that is:

π̂1(i) = number of times in state i at time (t = 1)

Π̂(i, j) =
number of transitions from state i to state j

number of transitions from state i

Denote ei an unit vector of dimension M with a non-zero element in the ith position, we
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obtain:

π̂1 =
1

K

K∑
k=1

e
S
∗(k)
T (t=1)

Π̂ =
1

K

K∑
k=1

T (k)∑
t=1

ξ
(k)
t

(
ξ

(k)
t

)′ diag

T (k)∑
t=1

ξ
(k)
t

−1

where ξ(k)
t = e

S
∗(k)
T (t)

.

6.4 JMLS-based diagnostics and prognostics

In this section, we applied the trained JMLS model for the diagnostics and prognostics
of the monitored equipment. Given a sequence of observations Yt up to time t, the
diagnostics task deals with: (i) detecting the current deterioration mode; and (ii) assessing
the actual deterioration state xt. After that, the RUL of the equipment will be evaluated
in the prognostics step.

6.4.1 Diagnostics

Suppose that the M “regimes” mi, i = 1, . . . ,M of the JMLS model corresponds to M
different modes of deterioration of the equipment, i.e if qt = mi, the equipment is said to
be deteriorated in the mode mi at time t.

To estimate the actual mode qt, we base on the Viterbi-like procedure described in
Section 6.3.1. Specifically, instead of choosing only one “best” state sequence S∗t , we
retain, at the time t, the M sequences in which each one is the “best” among those ending
in state mi for ∀i = 1, 2, . . . ,M . The corresponding partial costs of these sequences are
used to compute the probability of each being in each mode at time t. Denote the best
state sequence that ends in mi by S∗t,i, the probability that the mode mi is active at time
t is given by:

µt(i) ,
P
(
S∗t,i
)

M∑
i=1

P
(
S∗t,i
) =

1

1 + exp

(∑
j 6=i
Jt,j − Jt,i

) (6.18)

where µt(i) = P (qt = mi).

Corresponding to each state sequence, the current health state of the equipment at
time t is estimated via an RTS smoother. The overall health state and its variance are
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considered as the mixture of these estimates and are given by:

x̂t =
M∑
i=1

µt(i)x̂t,i

Σ̂t =
M∑
i=1

µi(t)Σt,i +
M∑
i=1

µt(i) (x̂t,i − x̂t) (x̂t,i − x̂t)T (6.19)

where x̂t,i and Σ̂t,i are the mean value and the variance of xt corresponding to the state
sequence ending in mi.

6.4.2 Prognostics

The main objective of the prognostics task in this section is to predict the RUL of the
monitored equipment. We assume that the equipment fails once its health state reaches
for the first time a predefined critical threshold denoted by L. In the JMLS framework,
the evolution of xt depends both on the current state as well as the future evolution of the
switching variable. Since this future information is stochastic and unknown beforehand,
we suppose that the stationary law of the switching variable remains unchanged on the
prediction horizon.

Under the discrete time assumption, the RUL is defined as the time steps for the
equipment’s health state to reach the threshold L: RUL = (min k : xt+k ≥ L | xt < L).
Given the current health state and its variance estimated from the diagnostics step, the
RUL can be estimated by projecting this state in the future until it exceeds L. If the future
evolution of the discrete switch S is deterministic, this task can be easily accomplished
by applying the Kalman predictor for the system (6.3) for a multi-step ahead prediction
of xt. However, since the discrete switch variable evaluates randomly following a chain
of Markov, applying the Kalman predictor for the JMLS model will produce an M-fold
increase in the number of Gaussian distributions to consider, leading the computation be
intractable [70].

One solution to overcome this limitation is to approximate, i.e. by merging, at each
time t+1, theM Gaussian distributions by only one Gaussian and then consider it as the
starting point for the next prediction at time t+2. Specifically, denote N

(
x̂t+1|t,i, Σ̂t+1|t,i

)
the Gaussian distribution predicted at time t + 1 under the regime mi where x̂t+1|t,i and
Σ̂t+1|t,i are its mean and variance respectively, the merged distribution is given by [13]:

p
(
x̂t+1|t

)
≈

M∑
i=1

µt+1(i)N
(
xt+1|t,i, Σ̂t+1|t,i

)
(6.20)

where µt+1(i) is the probability of mode mi at time t+ 1.

To accomplish the procedure, the mode probabilities {µt+1(i)}Mi=1 must be recursively
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calculated from its previous values {µt(i)}Mi=1. Based on the principle of the Interacting
Multiple Model (IMM) filter [13], the recursions for the mode probabilities are given by:

µt+1(i) =

N
(
yt+1; ŷt+1|t,i, qt+1 = mi

) M∑
j=1

Π (j, i)µt(j)

M∑
l=1

N
(
yt+1; ŷt+1|t,l, qt+1 = ml

) M∑
j=1

Π (j, l)µt(j)

(6.21)

where ŷt+1|t,i, qt+1 = mi = Cix̂t+1|t,i is the innovation quantity computed from the Kalman
filter.

In the case of prediction, since we do not have any new observations after the time
step t, we assign N

(
yt+1; ŷt+1|t,i, qt+1 = mi

)
= 1 and Equation (6.21) becomes:

µt+1(i) =

M∑
j=1

Π (j, i)µt(j)

M∑
l=1

M∑
j=1

Π (j, l)µt(j)

=
M∑
j=1

Π (j, i)µt(j) (6.22)

Figure 6.3 illustrates the prediction procedure for the case of M = 2 for the JMLS
model.

time

...
..

...
..

L

Figure 6.3: Illustration of RUL estimation for the JMLS model with M = 2

From the definition of the RUL and under the discrete time assumption, we have:

P (RUL = i) = P
(
x̂t+i|t ≥ L ∩ x̂t+i−1|t < L ∩ . . . ∩ x̂t < L

)
The distribution of the RUL can be calculated recursively as follows:
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P (RUL = 1) = P
(
x̂t+1|t ≥ L ∩ x̂t < L

)
= P

(
x̂t+1|t ≥ L | x̂t < L

)
P (x̂t < L)

P (RUL = 2) = P
(
x̂t+2|t ≥ L ∩ x̂t+1|t < L ∩ x̂t < L

)
= P

(
x̂t+2|t ≥ L | x̂t+1|t < L

) [
1− P

(
x̂t+1|t ≥ L | x̂t < L

)]
P (x̂t < L)

= P
(
x̂t+2|t ≥ L | x̂t+1|t < L

)
[P (x̂t < L)− P (RUL = 1)]

P (RUL = 3) = P
(
x̂t+3|t ≥ L ∩ x̂t+2|t < L ∩ x̂t+1|t < L ∩ x̂t < L

)
= P

(
x̂t+3|t ≥ L | x̂t+2|t < L

)
[P (x̂t < L)− P (RUL = 2)− P (RUL = 1)]

...
P (RUL = k) = P

(
x̂t+k|t ≥ L ∩ x̂t+k−1|t < L ∩ . . . ∩ x̂t+1|t < L ∩ x̂t < L

)
= P

(
x̂t+k|t ≥ L | x̂t+k−1|t < L

) [
P (x̂t < L)−

k−1∑
l=1

P (RUL = l)

]

In these equations, the following approximation was made:

P
(
x̂t+k|t ≥ L | x̂t+k−1|t < L ∩ . . . ∩ x̂t+1|t < L ∩ x̂t < L

)
≈ P

(
x̂t+k|t ≥ L | x̂t+k−1|t < L

)
The fact of conditioning on restricted area of the past states, i.e. xt+k−1 < L does not

assure the Markovian property in this equation. However, this approximation becomes
exact if xt can only follow a increasing evolution, i.e. when Ai ≥ 1, ∀i. Indeed, in that
case, xt+k−1 < L assures that all the remaining conditions could be hold.

To calculate the RUL, the two quantities: P (x̂t < L) and P
(
x̂t+k|t ≥ L | x̂t+k−1|t < L

)
must be computed. Since x̂t is Gaussian distributed due to the merge approximation,
compute the first one is a trivial task. By assuming that Ai > 0 ∀i, the second quantity
can be expressed by:

P
(
x̂t+k|t ≥ L | x̂t+k−1|t < L

)
= P

(
M∑
i=1

µt+k(i) · Ai · x̂t+k−1|t ≥ L | x̂t+k−1|t < L

)

= P

(
L < x̂t+k−1|t ≤

L∑M
i=1 µt+k(i) · Ai

)

As x̂t+k−1|t is Gaussian distributed after the merge operation, the above quantity can
be easily deduced from its probability density function.
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6.5 Numerical results

In this section, the performance of the JMLS model is evaluated through a simulation
study. Similar to the study presented in Chapter 4, two deterioration modes corresponding
to the two different propagation rates are considered: quick-rate (mode 1) and normal-rate
(mode 2). These two modes may correspond to the severe or normal operating conditions
of equipment. The switching variable is therefore modeled by a homogeneous Markov
chain with two discrete states. The real parameters of the JMLS model are chosen as
follows:

A1 = 1.01, C1 = 1, Q1 = 0.015, R1 = 2.5,

A2 = 1.002, C2 = 1, Q2 = 0.005, R2 = 0.25,

µ0 = 2, Σ0 = 0.2

and

π1 =

[
0.5

0.5

]
, Π =

[
0.99 0.01

0.02 0.98

]

Supposing that in the “severe” mode, the state process and observation noises may
be greater than the ones in the “normal” mode, the parameters Q1 and R1 are chosen
to be greater than Q2 and R2 respectively. These “real” parameters are used in the next
sections to generate the data for both the training and testing purposes. In this study,
the equipment is assumed to fail once its health state reaches for the first time the critical
level Lf = 20.

6.5.1 Parameters estimation

To demonstrate the parameters estimation results, a total number of 50 data sequences
are generated from the real JMLS model and used as the training data.

Given this training data set, the Viterbi-based EM algorithm described in Section 6.3
is implemented to re-estimate the parameters of the JMLS model. The starting values
for the algorithm are randomly initiated. After 100 iterations, the following results are
obtained:

Â1 = 1.0097, Q̂1 = 0.02, R̂1 = 2.43,

Â2 = 1.002, Q̂2 = 0.01, R̂2 = 0.21,

µ̂0 = 2.01, Σ̂0 = 0.1
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and

π̂1 =

[
0.62

0.38

]
, Π̂ =

[
0.994 0.006

0.011 0.989

]
where the hat symbol implies the estimation.

The parameters estimated are very closed to the real ones suggesting the correctness
of the proposed Viterbi-based learning algorithm. Given this learned model, in the next
sections, we move to an “online” phase in which both the diagnostics and the prognostics
tasks are carried out.

6.5.2 Diagnostics results

The diagnostics in this study deals with the two problems: i) assessing the current
health state of the monitored equipment and ii) detecting the actual deterioration mode
that the equipment if following. For this purpose, from the real JMLS model, a sequence
of observations are generated and used as the test data. They are shown in Figure 6.4.
In the lower sub-figure, the red line represents the real evolution of the switching variable
S. In this study, the equipment firstly follows mode 1 and changes to mode 2 at about
55h. It then jumps to mode 1 for a while and then comes back to mode 2 before transits
to mode 1 and stays there until it fails at time Tf = 257h.
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Figure 6.4: Test data

Suppose that we have no information about the continuous and discrete states. Given
the noisy observations until time t, the procedure described in Section 6.4.1 is applied to
estimate the mode probabilities µt(i) as well as continuous states xt. As the time passes,
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the procedure is repeated once more observations are available. The green line in Figure
6.4(a) and the blue line in Figure 6.4(b) represent the estimation results for xt and µt(i)
respectively. We can see that the continuous states were well re-estimated. Concerning
the mode detection, when the transits from mode 2 to mode 1 were well detected while
there are some delays that can be noticed at the transits from mode 1 to mode 2. This
can be explained by the fact that under the mode 1, the continuous states propagate more
quickly and the noises are higher than when the equipment is under the mode 2.

6.5.3 RUL estimation

Once the diagnostics task is accomplished, the equipment’s RUL can be estimated. For
this end, we assume that the stationary law of the switching variable remains unchanged
on the prediction horizon. We also suppose that only the observations from the time
t = 0 to the actual time tact are available for the estimation purpose. Given the results
obtained from the diagnostics stage, the procedure described in Section 6.4.2 is applied
on the noisy observations in order to estimate the RUL of the equipment.

For comparison purpose, a Monte Carlo estimation is also carried out in this study.
Specifically, based on the diagnostics results, the continuous state at time tact is propa-
gated until it reaches for the first time the failure threshold Lf and an estimate of RUL
is obtained. By repeating this procedure a large number of times, i.e. 5000 times and by
recording all the values obtained, a histogram of the RUL can be obtained.

Figure 6.5 shows the results of RUL estimation at time tact = 150h. In the above sub-
figure, only the observations in red color are available for RUL estimation while the blue
ones refer to the full data from the beginning to the failure of the equipment. The red line
curve in the below figure represents the RUL probability mass function (pmf) obtained
by the procedure described in Section 6.4.2 (hereafter considered as analytic calculation)
while the RUL histogram obtained by the Monte Carlo simulation is illustrated in blue.

At time tact = 150h, the real RUL of the equipment is RULreal = 107h. One can notice
that the Monte Carlo simulation gives better performance than the analytic calculation
in this particular case. The difference between the RUL pmf and the histogram can be
explained by the approximations applied in the RUL analytic calculation. In effect, in
that procedure, we have merged the mixture of M Gaussian distributions by only one
Gaussian after each prediction step. However, the error at this particular time does not
impose a serious problem in RUL estimation as we will see in the next study, the real
RUL still lies close to the 95% prediction interval.

To demonstrate the “online” estimation of the RUL, we do increase periodically tact
by 30h. After each increment, new observations are obtained and available and the RUL
is re-estimated with the same procedure as above. Figure 6.6a shows the mean values of
the RUL estimated at different time steps compared to the real ones.
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Figure 6.5: RUL estimation at t = 150[h]

One can notice that the estimated RUL (represented by the blue line) converges to
the real ones (represented by the red curve) as time passes. In addition, the real RUL
values almost lie within the 95% prediction interval which demonstrates the accuracy
of the proposed RUL estimation procedure. Moreover, at time t = 150h, we see again
the difference between the estimated RUL and the real one. As already mentioned, this
difference is not so important here from a point of view for the overall RUL estimation.

Figure 6.6b represents the evolution of the estimated RUL pmf in the function of time
together with the real RUL values (represented by the red dots). We can see that the vari-
ance or the uncertainties in RUL estimation decreases gradually when more observations
and information about the deterioration process are available.

6.6 Chapter summary

In this chapter, we have extended the multi-branch concept applied in the two last
chapters for the continuous-state case. The jump Markov linear systems have been im-
plemented for taking into account the co-existence of different deterioration modes. Com-
pared to the conventional dynamic linear systems, this model employs an extra discrete
switching variable, playing the role of a “switch”. The equipment is therefore allowed to
transit from one mode of deterioration to another, providing a deterioration modeling
framework that is more closed to real phenomena in practice.

To estimate the parameters of the model, the expectation-maximization algorithm
was carried out to obtain the maximum likelihood estimates. As the E-step is attractable
for the JMLS model, a Viterbi-based approximation method is adapted. The numerical
results showed the good performance of the learning algorithm.
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Figure 6.6: RUL estimation results

Furthermore, the diagnostics and the prognostics tasks are also considered in this
chapter. Because of the co-existence of several deterioration modes, we adapted the
Viterbi approximation technique to evaluate the probabilities of each mode at a given
time t. The health state assessment was then done by conducting the Kalman filter and
smoother under each mode. Based on this diagnostics information, a RUL estimation
procedure based on the principle of the IMM filter was proposed. The numerical studies
showed that the obtained results are very promising.



Conclusion and perspectives

General conclusion

With a ratio between maintenance costs and added value higher than 25%, mainte-
nance is a major issue for all manufacturing or production plants. For continuous produc-
tion industries such as food, cement or paper where ensuring continuity of production is
one of the key requirements, predictive maintenance is a critical issue thanks to its ability
to propose an optimal maintenance actions planning by anticipating the failure before it
occurs. The damage prognostics and residual life prediction play hence the center role in
implementing a predictive maintenance program.

The works presented in this manuscript deal with the deterioration modeling and re-
maining useful life estimation problems within the framework of the European project
SUPREME. Specifically, the thesis’ works were divided into two main parts. The first
one gives a comprehensive review of the deterioration models and RUL estimation meth-
ods existing in the literature. By analyzing their advantages and disadvantages, the
so-called incubation/propagation model was adapted to model the two-phase deteriora-
tion process found within a test bench of the project. In addition, to take into account
the impacts of environmental factors (i.e. the covariates) on the deterioration processes,
a load-dependent deterioration model was studied and investigated. Furthermore, some
practical implementation aspects, i.e. the issue of information exchange between the
project partners are also detailed in this first part.

The second part was dedicated for the development beyond the state-of-the-art in
order to have some “ready-to-use” deterioration models and RUL estimation methods for
potential application cases that can be found in the SUPREME framework. Specifically,
we were interested in the phenomenon in which several deterioration modes co-exist in
competition, even within one component. To tackle this problem, the concept of the
“multi-branch” models was introduced and developed. Indeed, they are the models that
consist of several branches in which each one is used to represent a deterioration mode. In
the framework of this thesis, two multi-branch model types were presented corresponding
to the discrete and continuous cases of the health state of the systems. In the discrete case,
the so-called multi-branch Hidden Markov Model (Mb-HMM) were firstly constructed
based on the Hidden Markov Model. Based on this model, a diagnostics and prognostics
framework was implemented. The numerical results showed that the multi-branch HMM
models, by taking into account the co-existence of multiple deterioration modes, can give
better performances in RUL estimation compared to the ones obtained by standard “single
branch” HMM models. These advantages become more clearly when the dynamics of the
deterioration modes are very different.

One limitation of the Markov-based model is that the sojourn time in a state always
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follows exponential or geometrical distributions. From a deterioration modeling point
of view, this property could not hold in several practical situations. To overcome this
problem, the Mb-HsMM model, an extension of the Mb-HMM model is then introduced.
This model was applied to a case study and the obtained results show that even being used
for representing a continuous deterioration process, the Mb-HsMMmodels can outperform
other continuous stochastic process-based approaches in RUL estimation.

Concerning the continuous health state case, the Jump Markov Linear System (JMLS)
was presented and investigated. Since the model learning by the Expectation-Maximization
algorithm becomes intractable due to the existence of a switching discrete state, an ap-
proximated solution based on the Viterbi algorithm was proposed and implemented. In
addition, a RUL estimation procedure based on the interacting multiple model (IMM)
filter principle was also developed for the JMLS model and gave promising results.

Perspectives

In a short term

In the near future, some extensions could be envisaged in order to overcome the
limitations of the presented works. Firstly, in Chapter 3, the incubation/propagation
was adapted to the available information from the three completed tests of the test-
bench. As another tests are still in progress, the data obtained from these tests should
be investigated once they are finished. Another point that could be extended concerns
the discrete-state multi-branch models developed in Chapter 4 and 5. In effect, while
constructing the MB-HMM model (Chapter 4) and the MB-HsMM model (Chapter 5),
we assumed that they obey the strictly left-right topology. Such assumption could help
to facilitate the RUL estimation tasks, but it also limits the application range of the
models. For example, in continuous production industries, maintenance interventions are
implemented regularly to prevent machines from high damaged states. Under the effects
of these actions, the deterioration processes could not be monotone anymore and the left-
right topology becomes inappropriate. Extension to the ergodic topology [128] could help
to take into account such real situations in deterioration modeling.

The other possible extension of the MB-HMM and MB-HsMM models comes from the
structure selection issue. Indeed, in the numerical studies presented in this manuscript,
the number of branches or equivalently of the deterioration modes is assumed to be known
beforehand. In practice, however, such information is not always available. Therefore,
more studies should be conducted on how we can determine the number of the deterio-
ration modes that exist in a given training data set. For this end, the cross-validation
technique proposed by Celeux and Durand in [21] could be considered and investigated.

Also in developing the MB-HMM and Mb-HsMM models, the underlying deteriora-
tion modes are assumed to be exclusive once initiated. This implies that branch switching
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is not allowed in our models. Although such assumption was inspired from a real phe-
nomenon observed within the SUPREME project as discussed in Section 4.1.2, it could
still be relaxed to approach more closely to real dynamic deterioration phenomena in
practice. It should be noted that, allowing transitions between the branches also imposes
difficulties on the model parameters learning problem which may lead to other works to
be done in the future.

The continuous-state multi-branch models developed in Chapter 6, although allow the
branches transitions, assumes that the underlying deterioration dynamics can be approxi-
mated by linear processes. Such approximations could give good results in our study, but
it may not hold in several practical cases. Extension to the multi-branch model concept
for non-linear case is hence an obvious direction. An example is to model the temporal
evolution of the underlying continuous health states by non-linear stochastic processes
such as the Gamma or Wiener processes studied in Chapter 2. Another point that can
be extended for this model is the switching state modeling. Indeed, in the future works,
the Markovian assumption imposed on the transitions of the discrete variable could be
relaxed, i.e. by using a semi-Markov chain. In such cases, the model parameters estima-
tion may become much more complicated and more advanced numerical techniques, such
as the particle filter or Monte Carlo simulation could be required.

Another research work to be done in a near future is to investigate how the RUL
estimates could be used for a dynamical adaptation of maintenance strategies. This
problem has been currently studied in the literature but only the mean value of the RUL
was taken into consideration. In our study, the RUL is characterized by a probability
distribution, which contains more information than the mean residual life value. It is
hence hoped to be able to achieve more efficient maintenance strategies in case that all
RUL information is taken into the decision making process.

In a long term

For a long term perspective, a validation of the developed models with real-world data
should be envisaged. Indeed, although the data from a test-bench and a case study (i.e.
the PHM08 competition) were studied in this thesis, it still does not refer to real-life system
data. For this end, the prognostics data repository provided by the prognostics center of
excellence of NASA [111] could be a promising direction. In effect, this data repository
gives access to several prognostics data sets that can be used for both development and
validation of prognostics algorithms.

In addition, the models developed in this thesis are the generic ones. They could be
hence applied for modeling the deterioration processes of another kinds of components
and/or systems. Therefore, without limiting ourselves in the framework of the SUPREME
project, in the future, the developed models could be applied for different systems in
different industries.





Appendix A

Formulations for Chapter IV

As described in Chapters 2 and 3, given the specification of a Hidden Markov model,
there are three basic problems to solve, in order to use the model in practical applications.
Denote O = {o1, o2, . . . , oT} the generic observation sequence (continuous or discrete),
these problems are:

1) Evaluation problem

Given the HMM model λ and a sequence of observations O, compute the probability
that the observed sequence was produced by the model. This problem can be solved
by the so-called Forward-Backward algorithm [128].

2) Decoding problem

Given the HMM model λ and a sequence of observations O = {o1, o2, . . . , oT},
the decoding problem deals with finding the optimal hidden state sequence Q =

{q1, q2, . . . , qT} that have most likely produced the observation sequence. There
are several criteria existing for defining the optimality, but the most commonly
used criterion is to find the single best state sequence (path) Q that maximizes
P (Q | O, λ) or equivalently P (Q,O | λ). The problem can be solved through the
Viterbi algorithm, a technique based on dynamic programming methods [38].

3) Training problem

Given the observations O = {o1, o2, . . . , oT}, find the HMMmodel λ = (A,C,µ,Σ, π)

that best describe how the observations come about. The best solution to this prob-
lem for HMM is represented by the Baum-Welch algorithm [128].

In this appendix, the three algorithms that solve the three problems discussed above for
HMMs are reported, as formulated in the work of Rabiner [128, 129].

A.1 The forward-backward algorithm

The goal of the forward-backward algorithm is, given an observation sequence O =

{o1, o2, . . . , oT} and a model λ, to calculate the model likelihood, i.e., P (O | λ).
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At this purpose, we consider the forward variable αt(i), for each time t, defined as

αt(i) = P (o1, o2, . . . , ot, qt = Si) 1 ≤ i ≤ N

where N is the number of the HMM states.

The calculation of the forward variable is performed inductively, through the follows
steps:

1) Initialization: for 1 ≤ i ≤ N

α1(i) = πibi (o1)

2) Induction: for 1 ≤ j ≤ N and 1 ≤ t ≤ T − 1

αt+1(j) =

[
N∑
i=1

αt(i)aij

]
bj (ot+1)

3) Termination

P (O | λ) =
N∑
i=1

P (αT (i))

where the last quation gives the solution to the evaluation problem described above.

Although only the forward part of the forward-backward algorithm is needed to cal-
culate the model likelihood, the backward algorithm is also reported, since it will be used
in the following to solve the learning problem.

In a similar way as previously done, we define the backward variable βt(i) as

βt(i) = P (ot+1, ot+2, . . . , oT | qt = Si, λ) 1 ≤ i ≤ N

To solve for βt(i) the following induction formula is used:

1) Initialization: for 1 ≤ i ≤ N

βT (i) = 1

2) Induction: for 1 ≤ i ≤ N and t = T − 1, T − 2, . . . , 1

βt(i) =
N∑
j=1

aijbj (ot+1) βt+1(j)
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A.2 The Viterbi algorithm

The goal of the Viterbi algorithm is to find the single best state sequence (path)
Q = {q1, q2, . . . , qT} that have most likely produced the observation sequence O =

{o1, o2, . . . , oT}. At this purpose, we define the variable δt(i) that, for each time t, repre-
sents the highest probability along a single path which accounts for the first t observations
and ends in state Si, as

δt(i) = max
q1,q2,...,qt−1

P (q1, q2, . . . , qt−1, qt = Si, o1, o2, . . . , otλ)

By induction we have

δt+1(j) = max
1≤i≤N

[δt(i)aij] bj (ot+1) (A.1)

To actually retrieve the state sequence, we keep track of the argument that maximizes
(A.1) for each t and j via the array ψt(j). The complete procedure for the Viterbi
algorithm is given as follows:

1) Initialization: for 1 ≤ i ≤ N

δ1(i) = πibi (o1)

ψ1(i) = 0

2) Recursion: for 1 ≤ j ≤ N and 2 ≤ t ≤ T

δt(j) = max
1≤i≤N

[δt−1(i)aij] bj (ot)

ψt(j) = arg max
1≤i≤N

[δt−1(i)aij]

3) Termination

P ∗ = max
1≤i≤N

[δT (i)]

q∗T = arg max
1≤i≤N

[δT (i)]

4) Path backtracking: for t = T − 1, T − 2, . . . , 1

q∗t = ψt+1

(
q∗t+1

)
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A.3 The Baum-Welch algorithm

The solution to the learning problem aims to find the model parameters λ∗ which,
given the observations sequence O, maximizes the model likelihood, i.e.,

λ∗ = arg max
λ

P (O | λ)

Since this problem cannot be solved analytically, the Baum-Welch algorithm uses the
well known Expectation-Maximization [29] algorithm to find the model parameters λ that
locally maximize the likelihood P (O | λ). The Baum-Welch algorithm makes use of the
forward-backward algorithm described in Section A.1 [128].

To derive the re-estimation formulas, the variable ξt (i, j) is firstly defined, as the
probability of being in state Si at time t, and in state Sj at time t + 1, given the model
parameters and the observation sequence, i.e.,

ξt (i, j) = P (qt = Si, qt+1 = Sj | O, λ)

=
P (qt = Si, qt+1 = Sj,O | λ)

P (O | λ)

which can be expressed in terms of forward and backward variables as:

ξt (i, j) =
αt(i)aijbj (ot+1) βt+1(j)∑N

i=1

∑N
j=1 αt(i)aijbj (ot+1) βt+1(j)

From ξt (i, j) we can derive the probability of being in state Si at time t given the
observation sequence and the model parameters, represented by the variable γt(i) as

γt(i) = P (qt = Si | O, λ) =
N∑
j=1

ξt (i, j)

Note that, if we sum ξt (i, j) and γt(i) over the time index t, we get a quantity that
represents the expected (over time) number of transition from Si to Sj and number of tran-
sition from Si respectively. Using the concept of counting event occurrences, a reasonable
re-estimation formulas for the HMM parameters can be given by:

πi = expected number of times in state Siat time t = 1 = γ1(i)

aij =
expected number of transitions from state Si to state Sj

expected number of transitions from state Si

=

∑T−1
t=1 ξt (i, j)∑T−1
t=1 γt(i)
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bj(k) =
expected number of times in state Sj and observing the symbol vk

expected number of times in state Sj

=

∑T
t=1

s.t. ot=vk

γt(j)∑T
t=1 γt(j)

Note that the last one is for re-estimation of the observation parameters in case the
observations are discrete.

If the observations are continuous and are supposed to follow mixture of Gaussian
distributions (c.f. Equation 4.1), re-estimation formulas for the parameters C, µ and Σ

are given by [128]:

ĉjk =

∑T
t=1 γt (j, k)∑T

t=1

∑K
k=1 γt (j, k)

(A.2)

µ̂jk =

∑T
t=1 γt (j, k) · ot∑T
t=1 γt (j, k)

(A.3)

Σ̂jk =

∑T
t=1 γt (j, k) ·

(
ot − µ̂jk

) (
ot − µ̂jk

)′∑T
t=1 γt (j, k)

(A.4)

where γt (i, k) is the probability of being in state Si at time t with the kth mixture com-
ponent, i.e. γt (i, k) = P

(
qt = Si, Kt = k | oT1

)
where Kt denotes the mixture component

at time t.

The re-estimation formula for cjk can be interpreted as the ratio between the expected
number of times the model is in state Sj using the kth mixture component, and the
expected number of times the model is in state Sj. Similarly, Equation A.3 gives the
expected value of the portion of the observation vector accounted for by the kth mixture
component. A similar interpretation can be easily obtained for Equation A.4 [128].
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