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## Chapter 1

## Introduction

This thesis is devoted to certain aspects of conformal field theory and related structures. As often in physics, various meanings that can be quite different are hiding behind one name, and the preliminary task is to clarify what we will talk about in the following. After having presented the context of conformal field theories, we specify in which frame the following work takes place, before giving an overview of the covered topics.

### 1.1 Conformal field theories

### 1.1.1 Conformal invariance

The conformal transformations are space-time transformations that preserve angles, and not necessarily distances. They basically preserve the local shapes, up to some expansion or contraction. The canonical example is the stereographic projection mapping a sphere onto a plane, due to Ptolemée and used by navigators. Such conformal transformations were then used in the 19th century by mathematicians in the context of potential theory [104], that had various applications in fluid mechanics. For example the Joukowsky's transformation allows to compute the airfoil of a plane wing from the one around a cylinder using a conformal transformation [124].


Figure 1.1: Numerical simulations of Ising model at critical temperature. Regions of spin up (white) and spin down (black) appear at all sizes, with smaller droplets of opposite spin inside. From left to right size of the simulation goes from $L=2^{11}$ to $2^{17}$. The autosimilarity of the patterns illustrates conformal invariance.

In physics, local dilatation invariance was already introduced by Weyl in [168]. The full conformal invariance appeared more recently as realized in systems that do not have any characteristic length of space and time. Although restrictive, systems with such features actually exist and the canonical example is the celebrated two-dimensional Ising model at critical temperature [98, 134]. At such point, the balance between thermal fluctuations and ferromagnetic interactions between the $1 / 2$-spins leads to typical configurations where droplets of all sizes appear, as illustrated on Figure 1.1. The correlation length, ruling the exponential decay of correlation functions outside the critical temperature, becomes infinite here. In other words, correlation functions are algebraic. For example, in $d>1$ dimensions,

$$
\begin{equation*}
\left\langle\sigma_{i} \sigma_{j}\right\rangle \propto|i-j|^{-d+2-\eta} \tag{1.1}
\end{equation*}
$$

where $\sigma_{i}$ is the magnetization at site $i$. The exponent $\eta$, equal to $\frac{1}{4}$ in two dimensions, is just one of many examples and the full system is described by critical exponents for the power laws of different quantities. These exponents are moreover universal: several models with a different microscopic description lead to the same numbers. At critical points of a wide variety of models, only a discrete set of critical exponents exists, corresponding to different realization of scale invariance.

The relation with conformal invariance and critical phenomena was already noticed by Polyakov in [140], but conformal field theory of critical phenomena starts essentially with the work of Belavin, Polyakov and Zamolodchikov [13] where the authors show how conformal invariance allows to construct exactly solvable models, called minimal, that were identified with various two-dimensional statistical systems at their critical points. In the sequel, it was noticed in [69] that the unitarity of the minimal models restricts further the possibility to an even smaller discrete set of universality classes.

Besides, conformal field theory appeared at the same period in string theory [91]. String theory proposes to unify all the fundamental interactions in a quantum field theory by considering particles as one dimensional extended objects (strings) instead of point particles. Here the conformal transformations appear naturally as special reparametrizations of the two-dimensional worldsheet describing the string parameters, with the meaning that the coordinate system on the worldsheet has little physical relevance. Such conformal invariance is manifest in Polyakov's formulation [142, 143] of string theory.

The dimension two is actually very specific. For $d>2$, the group of conformal transformations has finite dimension and is composed of translations, rotations, global dilatations, and special conformal transformations (composition of translations and inversion). However when $d=2$ this group contains more and actually becomes infinite. For example in the Euclidean formalism, writing for $(x, y) \in \mathbb{R}^{2}$

$$
\begin{equation*}
z=x+\mathrm{i} y, \quad \bar{z}=x-\mathrm{i} y \tag{1.2}
\end{equation*}
$$

then any analytic (i.e. holomorphic) function of $z$ leaves the metric unchanged up to a local rescaling, and similarly for any antiholomorphic function. Hence the conformal invariance for $d=2$ systems is very restrictive since it requires invariance under an infinite number of transformations. As a result, such systems have an infinite number of conserved quantities and may be exactly solvable. At the infinitesimal level, the conformal transformations are encoded in the Virasoro algebra

$$
\begin{equation*}
\left[L_{n}, L_{m}\right]=(n-m) L_{n+m}+\frac{c}{12}\left(n^{3}-n\right) \delta_{n,-m} \tag{1.3}
\end{equation*}
$$

for the infinite family of generators $L_{n}, n \in \mathbb{Z}$ corresponding to holomorphic functions, and a similar family $\bar{L}_{n}$ encodes the antiholomorphic transformations. The number $c$, whose appearance is due to the projective realization of quantum symmetries, is called the central charge of the theory and is a parameter. It has several physical meanings [43], and it takes different values for different models.

A class of irreducible representations of the Virasoro algebra, called of highest weight, initially studied by Kac [99, 100] and also by Feigin and Fuchs [58], may be constructed in a purely algebraical way defining an infinite series of states from one highest weight state $|\Delta\rangle$, which is an $L_{0}$ eigenstate with eigenvalue $\Delta$, see e.g. [73]. The highest weight $\Delta$ and the central charge $c$ are then constrained in order to get representations with special properties. From such building blocks, one constructs the space of states of a physical model of conformal field theory described by a collection (eventually infinite) of couples $(\Delta, \bar{\Delta})$ of such representations for fixed $c$, carrying the action of the holomorphic and antiholomorphic transformations.

Moreover this state description has a field counterpart: each couple of weights corresponds to a field, called primary, that scales with powers $(\Delta, \bar{\Delta})$ under conformal transformations. In particular these weights are related to the critical exponents mentioned before. The fundamental structure of a given conformal field theory is given by the so-called operator product expansion (OPE), introduced by Wilson [171], that encodes the local product of fields as a linear combination of a well-defined family of fields. Schematically

$$
\begin{equation*}
\phi_{i}(x) \phi_{j}(y)=\sum_{k} C_{i j}^{k}(x-y) \phi_{k}(x) \tag{1.4}
\end{equation*}
$$

for functions $C_{i j}^{k}$ when $x$ is close to $y$. This defines an algebra, that, once known, allows to compute any correlation function of the system. One way to construct a conformal field theory is to solve this algebra by requiring a number of rules and symmetries [141]. The minimal models of $d=2$ theory correspond to the case where the family of primary fields is finite and induces the other (descendent) fields by commutators with the Virasoro generators.

A detailed study of all this structure, in particular for $0<c \leq 1$, which has been described exhaustively in the book [50], constitutes the basis of $d=2$ conformal field theory.

### 1.1.2 Developments of conformal field theory

The initial work [13] induced a wide and fast expansion of conformal field theories. Models with conformal invariance and supplementary infinite-dimensional symmetries have been also developed using the framework of affine Kac-Moody algebras [100, 128] and were also described in a Lagrangian approach as the so-called Wess-Zumino-Witten (WZW) models [173, 110], the conformally invariant $d=2$ sigma models with group-valued fields. The coset construction proposed by Goddard, Kent and Olive in [89, 88] introduced a method to generate various representation of Virasoro algebra (including unitary minimal models, and, in a different version, the non-unitary ones), and giving on the way their supersymmetric extensions. It was interpreted in the Lagrangian approach in terms of partially gauged WZW models [80].

An important role in $d=2$ conformal field theory is played by the so called modular invariance (expressing the freedom of choice of spatial and temporal coordinate in the Euclidean formulation of the theory [39]) which led to the so called ADE classification of the minimal models (and of the simplest WZW models with the $S U(2)$ group) [35, 36]. Modular invariance plays also important role in string theory [91]. From a purely algebraic point of view, conformal field theories were reformulated in the language of vertex operator algebras [68, 101, 67], focusing on the state-field correspondence and on the operator product expansion.

Conformal field theory for systems with boundaries was initiated and studied in details by Cardy $[40,37]$ and, in the context of string theory by [138]. With appropriate boundary conditions, one half the conformal invariance persists, keeping the exactly solvable nature of the models. This was deeply related to the modular invariance in [41]. For the WZW models such boundary conditions were first discussed in [2].

Another extension of conformal field theory called logarithmic appeared more recently [137, 75]. In such theories, the logarithmic scaling accompanies power laws. This topic is still an active subject of research.

From the Lagrangian point of view, a geometric approach to WZW and coset conformal models was further developed in [79, 78], using the underlying theory of geometric quantization. Such point of view led to the application of the geometry of bundle gerbes [131], allowing a deeper understanding of Feynman amplitudes for conformal WZW models with and without boundaries [82]. The geometric approach was also used in [60, 76] to understand the connection between 3 -dimensional topological field theories and 2-dimensional conformal field theories living on the boundaries, employed first in the celebrated article [175].

Finally, let us mention the connection of conformal field theory with the stochastic process called SLE (Stochastic Loewner Evolution) developed by in the context of pure mathematics by Lawler, Shramm and Werner but that can be understood in a theoretical physics language [12, 42]. Basically, these are growths process that describe interfaces in two-dimensional conformal field theories.

### 1.1.3 Applications

Apart from the study of conformal field theory in itself, lots of applications in physics were developed simultaneously, and the incessant dialog between the different formalisms was actually very fruitful both for physics and mathematics [177, 38].

Conformal field theory has been successfully applied in different domains of physics and in different dimensions. For two dimensions of space, it described successfully the scaling limit of statistical models at their critical points, but it turned out that special perturbations of conformal field theory around criticality preserve the integrable nature of the models allowing e.g. to compute the critical exponents associated to the transition [176].

A connection with two-dimensional turbulence was developed in [21] where it was noticed that the statistics of the vorticity clusters presents similarities with the critical phenomenon of percolation, that is described by a $c=0$ conformal field theory.

With one dimension of space and one dimension of time, conformal field theory (and mostly its supersymmetric version) is at the basis of perturbative formulation of superstring theory, that tries to unify all the interactions including gravitation [139]. The approach of conformal field theory with boundaries has application to the study of branes in this context, that are nonperturbative excitation of string theory.

On a different energy scale, it can also describe one-dimensional quantum systems related to problems of condensed matter. This dimension of space can be genuine as in nanomaterials, or effective through confinement or symmetries, reducing the problem to one space-coordinate. The other dimension can be either the real time to compute the dynamics, or the imaginary time describing the temperature, when the dynamics is stationary. These various possibilities have numerous application in solid state physics [87], among them the boson/fermions correspondence in one dimension, the problem of isolated magnetic impurities (Kondo effect [1]), and more recently the description of bulk and edge states of the quantum Hall effect(s) [166, 129, 34], which is still a booming topic [93, 160].

Finally note that conformal field theory is not restricted to two dimensions, although this is the most fruitful case. Beyond $d=2$ one famous example is the super Yang-Mills theory at $d=4$, that, in its highly supersymmetrized version, should be in correspondence with a superstring theory over the Anti-De-Sitter space $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$. This is the Maldacena conjecture about the AdS/CFT correspondence that is still under intense research [123]. We also mention here briefly the recent impressive developments of conformal field theory techniques in dimension 3 and beyond. Although the conformal group is finite here, the algebraic approach of conformal filed theory and in particular the use of the bootstrap symmetry of the OPE algebra was adapted in order to obtain critical exponents after an amount of computations [156].

### 1.2 Overview of the covered topics

As we have eluded to, there exist several formalisms for conformal field theory, each one with its advantages and inconveniences, and more or less adapted to a specific problem. Hopefully they are related to each other, so that one can jump from one to another when needed.

### 1.2.1 Our approach to conformal field theory

In the following, we employ the Lagrangian approach to conformal field theory with heavy geometric flavor. At the classical level, such an approach starts with fields, action and Lagrangian. Upon computing the equation of motion, the symplectic form of the system, and the corresponding Poisson brackets, it is subsequently possible to perform a geometric version of the canonical quantization, ending up with a construction of a representation of the Virasoro algebra or one of its extensions that realizes the conformal symmetry in the space of states. In this approach, boundaries are treated as conditions for the classical fields that preserve conformal invariance. Such a construction was done for Wess-Zumino-Witten and coset models for general worldsheet with boundaries e.g. in [86, 76].

The complementary quantization procedure to the Lagrangian approach is the functional integral, that can be constructed rigorously for such exactly solvable models [78], and produces results consistent with and complementary to the algebraic approach. This language is also convenient to go from the quantum $1+1$ world to the Euclidean formalism, by Wick rotation $t \mapsto \mathrm{i} t$ and analytic continuation. A part of the difficulty in the construction of the functional integral comes from the topological terms in the field-theory action functional. Here, the principal problem is the definition of the Wess-Zumino amplitude, that gives sense to the formal expression

$$
\begin{equation*}
\exp \left(\frac{1}{4 \pi} \int_{\Sigma} g^{*} \mathrm{~d}^{-1} \chi\right) \tag{1.5}
\end{equation*}
$$

where $\Sigma$ is a two-dimensional worldsheet, $g$ a group valued field and $\chi=1 / 3 \operatorname{tr}\left(g^{-1} \mathrm{~d} g\right)^{\wedge 3}$ a closed but not exact 3 -form on the target group. This question will appear several times and the precise definition of the above expression will be detailed in the following. Witten proposed in [173] to extend worldsheet $\Sigma$ and field $g$ on a 3-dimensional manifold $M$ such that $\widetilde{\Sigma}=\Sigma$ and to define the amplitude (1.5) by exponentiating the integral of $g^{*} \chi$ over $\widetilde{\Sigma}$. This works for simply connected compact Lie groups leading to functional integrals for the corresponding Wess-Zumino-Witten models. There is however another approach based on the fact that the 3 -form $\chi$ is locally exact $\chi=\mathrm{d} B$ so that the 2 -form $d^{-1} \chi$ may be locally defined, resulting in an expression for (1.5) as a product of local terms that must be glued together consistently. This approach in terms of local data was proposed in [5] and pursued in [79], covering also the case of fields with values in non-simply connected groups. The geometric structure of the construction was understood more recently [82] in terms of bundle gerbes of [131], allowing subsequently to tackle the problem of Wess-Zumino amplitudes for worldsheets with boundaries, but also the question of gauge invariance in the gauged versions of WZW models [83] that lead upon functional integration to the coset models [80]. This approach underlies the conformal field theory description adopted in the following, especially for Parts II and III of the present manuscript.

### 1.2.2 The different topics and their relations

This work is mostly about the use of geometric techniques of conformal field theory to describe certain problems of statistical mechanics and condensed matter physics. The topics, that are mostly independent, will be introduced in details in the respective parts of the manuscript, except that the geometric concepts developed for conformal field theory will be used all along. We only briefly describe the different contexts here.

The first part of the thesis deals with the transport properties in quantum wires. These are one-dimensional devices for which low energy elementary excitations are governed by conformal field theory. For a collection of such wire that are connected at a junction, it is actually possible to construct a nonequilibrium stationary state that describes the wires kept at different temperatures and potentials. For special junctions that preserve the conformal invariance and are described by appropriate boundary conditions, this state remains exactly solvable, and the asymptotic properties of transport of charge and heat may be established. We describe such situations for quantum wires described away from the junctions by free bosonic field modeling Luttinger liquid and, in quite particular cases, when the low energy excitations away from the junction are modeled by WZW theories.

The third part of the thesis deals with two dimensional systems called topological insulators, one of promising new trends in condensed matter physics of the last decade [94]. These are materials whose low energy states exhibit a nontrivial topology that assures the occurrence of protected massless modes localized at the sample edges. We do not discuss here such edge modes that should be described by conformal field theories but show that the formalism of Wess-Zumino amplitudes provides a powerful tool to compute a topological index associated to the insulating bulk ground state of topological insulators. Such an index is used to detect the presence of conducting edge modes. The geometric subtleties of the Wess-Zumino amplitudes play a crucial role in our approach, particularly for time-reversal symmetric systems.

In between, the second part of the thesis answers an important question for the classification of conformal field theories: which are the well defined coset models? It was shown in [83] using the bundle gerbe techniques, that some of the coset models may be inconsistent due to global gauge anomalies induced by the nontrivial topology (in particular, when the target group of the underlying WZW model is not simply connected). The question is reduced here to a purely mathematical one related to the classification of subalgebras of simple Lie algebras. An (almost) complete classification of the anomalous models is obtained by case by case analysis.

Although the main relation between the tree topics of the thesis is at the level of the formalism, the first and the third parts are also related by the physical context, since the edges of topological insulators provide particular realizations of quantum wires, although we do not investigate this correspondence in what follows. Finally the gauge symmetry context present in the second and the third part of the thesis shows some similarity. Indeed, we detect the inconsistency of coset models by the global bulk gauge anomaly whereas we reduce the index of the time-reversal invariant topological insulators to a boundary version of the gauge anomaly.

### 1.2.3 General organization

Since the conformal field theory and its geometric realizations use a quite big machinery, we have chosen to introduce the different concepts only when they need to appear rather than to give a full description of the mathematical tools before the start. In particular, the Wess-Zumino-Witten models will be introduced in Section 4.1 of Chapter 4, with the corresponding highest weight representations of the current algebra discussed in Subsection 4.1.2. The geometrical approach to Wess-Zumino amplitude is introduced briefly in Chapter 7 and then detailed in Chapter 11. The Goddard, Kent, Olive construction of coset models is presented in Subsection 5.2.1 of Chapter 5 whereas the corresponding functional integral approach appears in Chapter 7. The concepts of boundary conformal field theory and of modular invariance are introduced all along the first part, and the theory of semi-simple Lie algebra is summarized in Chapter 7 of the second part.

This work is mostly about constructing explicit models, and the principal results are the detailed calculations for such models. I have tried to put as often as possible figures, schematic descriptions, elementary step decompositions and examples to make the reading more comfortable. Moreover, a few steps have been deliberately omitted to end up with a presentation that is not overburdened with formulae. The following manuscript is still supposed to be self-consistent,
but the most meticulous readers are invited to look at the different appendices and also to the following articles [85, 49, 44] containing the published material closely related to the three parts of the present thesis. A priori, however, the reading of these references is not necessary for the understanding of what follows.

## Part I

## Nonequilibrium transport across junctions of quantum wires

## Chapter 2

## Introduction

The transport phenomena in quantum wires and, in particular, across their junctions, have attracted a lot of interest in recent times since they are now accessible in experiments. From the theoretical point of view, it is well known that quantum theories in one dimension are very specific because a lot of models are exactly solvable: this is the realm of integrability. Among those models, $1+1$-dimensional conformal field theories (one dimension for space, one for time) are good candidates to describe the low energy excitations appearing in quantum wires. Moreover the ballistic propagation of such excitations, typical in conformal field theory, allows to construct systems driven out of equilibrium while preserving the exactly solvable nature of the model. Thus the conformal invariant junctions of quantum wires appear as a good compromise of systems rich enough to describe different experiments but sufficiently simple in some aspects to tackle nonequilibrium problems, for which no general approach is known up to now [25].

### 2.1 Quantum wires and conformal field theory

### 2.1.1 Quantum wires

A quantum wire is a device whose spatial degrees of freedom are effectively reduced to one dimension at the quantum level. They are today realized in a rich spectrum of materials, and we distinguish three general processes to obtain such wires [3], sketched on Figure 2.1.


Figure 2.1: Different realizations of quantum wires: carbon nanotube, steep well potential and quantum Hall effect.

The first one consists in constructing genuine (quasi) one-dimensional quantum devices, in the context of nanomaterials. The canonical example is the celebrated carbon nanotube, obtained by rolling a graphene sheet into a cylinder [3]. Confinement of the circumferential direction reduce the corresponding degrees of freedom to a finite number, allowing to consider nanotubes as purely one-dimensional systems.

Another way to realize quantum wires is to use a two-dimensional electron gas. Such gas can be obtained at the interface of two well chosen semiconducting devices. By applying external
gates imposing a large gradient potential, it is possible to confine the electrons to a region with very thin transverse direction. The corresponding accessible energies are quantized so that at low temperature, only a few of them can be reached. As for the nanotubes, the transverse degrees of freedom can be reduced to one or a finite number (which can be considered as internal), and only the longitudinal dimension of space remains.

Finally there is another approach to constructing quantum wires grouped under the general name of quantum Hall systems. Consider again a two-dimensional electron gas and apply to it an intense transverse magnetic field. In the bulk of the (2d) material, the electrons are trapped due to their cyclotron orbits and there is no macroscopic transport. However these orbits are broken at the boundaries of the material, forcing the electrons to propagate in one direction, but only for one or a finite number of channels localized at each boundary of the system and giving an effective one dimensional propagation. This semi-classical picture can be established more formally and it can be shown that this geometry induces a macroscopic transport leading to the quantization of the conductivity of such a system. This has been also established experimentally [109].

### 2.1.2 General features

Whatever the device we consider, the quantum wires obtained share common properties leading to a specific theoretical description.
$\mathbf{d}=\mathbf{1}$ The first one is obviously the dimensionality. The case of $d=1$ is actually specific compared to higher dimensions. Consider free particles on a line: each one is trapped between its two neighbors and cannot avoid or "jump" over it. This situation does not appear in dimension 2 or 3 where the particles are free to avoid any contact by moving around each other. At the quantum level, this picture is manifest in the momentum space, where the Fermi "sphere" is reduced to two points $\left\{-k_{\mathrm{F}}, k_{\mathrm{F}}\right\}$, see for example Figure 3.1 in the case of free fermions. This is the only dimension where this is a discrete set that is not connected. Consequently the phase space of the excitations, even with interactions, can be much simpler than in higher dimensional cases. Besides, at lot of quantum field theories become easier when taken to $D=1+1$ : one dimension $d=1$ of space and one of time, and some of them become exactly solvable, also for theories describing interactions.

Linear dispersion The effective reduction to one dimension of the devices depicted above is generally available only in some low energy regime where only a few modes of the transverse direction are attainable. On top of that it appears that in a such regime (or eventually a restriction of it), the dispersion relation of these modes has the following linear form

$$
\begin{equation*}
E=v q \tag{2.1}
\end{equation*}
$$

for $q$ small enough around the ground state of the system (e.g. the Fermi sea of free fermions), and $v$ is some characteristic velocity of the system (e.g. the Fermi velocity). This linear dispersion is a sign of conformal invariance, since no typical scale of space and time can be extracted from it. In contrast to massive theories where some typical mass appears, implying some minimal energy or gap for the excitations, the linear dispersion is said to be gapless: excitations can be as small as we want.

Ballistic propagation One of the direct consequence of linear dispersion (2.1) is the fact that the velocity of the excitations, defined by

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} q}=v \tag{2.2}
\end{equation*}
$$

is independent of the momentum $q$. All the excitations of the particles or quasiparticles involved propagate at the same velocity $v$ and keep their coherence: there is no dispersion or collapse. Such propagation, called ballistic, is crucial for the following because in this case excitations are easy to track.

### 2.1.3 Conformal field theory description

No characteristic scale, linear dispersion and ballistic propagation are the key ingredients appearing in a conformal field theory description. At the classical level, the low energy excitations in quantum wires that we consider will be described by a field

$$
g:\left\{\begin{array}{l}
\mathbb{R} \times \mathbb{R} \longrightarrow G  \tag{2.3}\\
(t, x) \longmapsto g(t, x)
\end{array}\right.
$$

where $G$ is a Lie group. Such field comes with a corresponding classical action $S[g]$ and we consider the case of infinite wire $x \in \mathbb{R}$ to focus on the bulk properties. Appropriate choice of $G$ and $S$ models the kind of quantum wire we want to describe. For example, the case where $G=U(1)$ and $S$ is the action for the free bosonic field describes interacting fermions in the Luttinger regime (see Chapter 3), as well as edge modes in the integer quantum Hall effect ([65], Chap. 15.1). Other theories appear for example when considering fractional quantum Hall effect, where various exotic excitations are propagating along the edges, depending of the filling factor $\nu$ of the system. Such excitations involving nonabelian interactions and anyonic statistics are described by Wess-Zumino-Witten models ([65], Chap. 15.5) that would be detailed in Chapter 4.

Whatever the model chosen, the conformal invariance implies that the classical equations of motion are solved by

$$
\begin{equation*}
g(t, x)=g^{\ell}(t+x) g^{r}(t-x) \tag{2.4}
\end{equation*}
$$

where $g^{\ell}$ and $g^{r}$ are any one-variable functions and we have set the typical velocity $v$ of the theory to 1 identifying the dimensions of space and time. Hence in conformal field theory we always have two opposite chiral propagations, whose product is the general classical solution of the theory. Field $g^{\ell}$ and $g^{r}$ are respectively called left and right movers.

The quantization of the system depends on the model and will be detailed in the next chapters. It turns out that in all the junction considered, the quantum states are described by expectations of the algebra of chiral currents of the theory, which are formally the derivatives of the fields

$$
\begin{equation*}
J^{\ell} \propto g^{-1} \partial g^{\ell}, \quad J^{r} \propto g^{-1} \partial g^{r} \tag{2.5}
\end{equation*}
$$

where $\partial$ stands for one-variable derivative. These currents are associated to some extra symmetries of the wire dynamics and corresponding conserved quantities, such as the electric charge. On the quantum level, left and right currents induce also a representations of the Virasoro algebra, ensuring conformal invariance and encoding the energy and momentum propagation.

A remark about left and right movers To avoid any ambiguity in the following, we fix once for all the notion of left and right movers: any current (or other field) will be called left mover, denoted by subscript $\ell$, if its space time dependence is a function of $t+x$. Any current (or other field) will be called right mover, denoted by exponent $r$, if its space time dependence is a function of $t-x$.

This definition comes from the physics of waves: consider an initial profile $f$ at time $t=0$ for a right moving current $J^{r}(t, x)=f(t-x)$ (see Figure 2.2, left). For a given time $t^{\prime}>0$, the value of $J^{r}$ at $t^{\prime}$ and $x$

$$
\begin{equation*}
J^{r}\left(t^{\prime}, x\right)=J^{r}\left(0, x-t^{\prime}\right) \tag{2.6}
\end{equation*}
$$




Figure 2.2: Two interpretations of left and right movers
is computed from the profile at $t=0$ but at position $x-t^{\prime}$. Hence the profile is effectively moving in the right direction for a right mover, and conversely for the left moving case.

However, there is another interpretation of this fields in the Heisenberg picture, where the state of the quantum system can be seen as expectations of the family of operators $J^{r}(0, x)$ for $x \in \mathbb{R}$. The choice $t=0$ is arbitrary and $x$ shall be seen just as a parameter of the family $J^{r}$. Dynamics is implemented through time evolution via

$$
\begin{equation*}
\mathcal{U}_{t} J^{r}\left(0, x_{0}\right)=J^{r}\left(t, x_{0}\right)=J^{r}\left(0, x_{0}-t\right) \tag{2.7}
\end{equation*}
$$

mapping the family $\left\{J^{r}(0, x)\right\}_{x}$ to itself. In this picture, the field $J^{r}\left(0, x_{0}\right)$ has been moved to $J^{r}\left(0, x_{0}-t\right)$ via time evolution, i.e. to the left if $t>0$. Hence right movers are moved to the left! Conversely, left movers are moved to the right in that picture.

Note that both pictures are consistent since we are not considering the same objects: the first one focuses on the value of the field whereas the second one focuses on the value of the variable. They are dual to each other and move in converse directions.

### 2.2 Non equilibrium junctions

We would like to use ballistic propagation of the fields to construct nonequilibrium state following the proposal of $[17,127]$. Note that this propagation is specific in the sense that there is no possible dissipation or collapse of the solution (2.4) and there is no diffusion: wave packets remain coherent while propagating. Hence the corresponding nonequilibrium state will be particular.

### 2.2.1 The folding trick

Until now we discussed only the case of one infinite wire, but what we have in mind is a collection of $N$ finite quantum wires of length $L$ connected together at one point called the junction, and free at their other end, see Figure 2.3. The junction must allow exchanges between the wires while preserving the conformal invariance of the theory. If this invariance can be preserved for a finite size theory, in general, the contact will break the conformal invariance. However the latter should be restored in the long-distance scaling limit, where the junction can be approximated as a point as compared to the long length of the wires.

One way to construct conformal invariant junctions is to use the "folding trick" of [57] where the junction is folded in a way that the connected ends of the wires can be seen as a boundary condition for a multicomponent field theory $\boldsymbol{g}=\left\{g_{i}\right\}_{i=1}^{N}$. Boundary conditions that preserve conformal symmetry lead to consistent field theories that can remain exactly solvable.

It follows that a junction of quantum wires can be described on large scales by a conformal field theory with one field for each wire with an appropriate boundary condition at $x=0$ mixing the different components and inducing exchanges, whereas the free end $x=L$ requires an independent boundary condition for each wire. The propagation remains ballistic in the bulk of the system as discussed before and the boundary conditions just couple the different degrees of freedom of the theory, which are encoded in the algebra of left and right currents $J_{i}^{\ell, r}$ on each wire $i$.


Figure 2.3: The folding trick

### 2.2.2 Scattering matrix

In most of the model considered in the following chapters, the boundary conditions for the $g_{i}$ at $x=0$ in the folded picture implies the relation

$$
\begin{equation*}
J_{i}^{r}(t, 0)=\sum_{j=1}^{N} S_{i j} J_{j}^{\ell}(t, 0) \tag{2.8}
\end{equation*}
$$

for some scattering $N \times N$ matrix $S$. In this picture the right current propagates (to the left) until it hits the junctions, is scattered to all the wires and becomes left currents (which propagate to the right), i.e. away from the junction.

At the free end of the wires $x=L$, we impose boundary conditions on fields $g_{i}$ in order to have for the corresponding currents the relation

$$
\begin{equation*}
J_{i}^{r}(t, L)=J_{j}^{\ell}(t, L) \tag{2.9}
\end{equation*}
$$

such that the left current "bounces" at the end and comes back to towards the junction as a right mover.

### 2.2.3 Nonequilibrium stationary state

Consider the thermodynamic limit $L \rightarrow \infty$ of the junction in which the free ends of the wires are sent to infinity and become never reachable so that the bounce just described does not happens. Hence the dynamics for the algebra of currents is reduced to only two simple rules

1. The left currents $J_{i}^{\ell}$ are moved to the right in the folded picture, i.e. away from the junction. In the thermodynamic limit, left movers never see the junction.
2. The right currents $J_{i}^{r}$ are moved to the left in the folded picture, i.e. towards the junction. After some time they reach the junction where they become left currents through the scattering rule (2.8). These currents then propagate according to rule 1 , and hence never see the junction anymore.

Rule 1 says that the behavior of the left current is independent of the junction, in particular it remains the same if we consider the disconnected junction where all the wires are independent. On such "non-junction" consider the product state

$$
\begin{equation*}
\omega_{\mathrm{in}}=\lim _{L \rightarrow \infty}{ }_{i=1}^{N} \omega_{\beta_{i}}^{i, L} \tag{2.10}
\end{equation*}
$$

where on each wire $i, \omega_{\beta_{i}}^{i, L}$ is the Gibbs equilibrium state of inverse temperature $\beta_{i}$. In particular, the left currents expectations can be computed in that state and we shall keep the same expectations of the currents for any connected junction. This will be not the case for the right currents.

If we wait long enough, however, the right currents will become linear combinations of the left ones and their expectations can be then computed by the previous rule. This suggest to define, at least formally, the following state

$$
\begin{equation*}
\omega_{\text {ness }}(A)=\lim _{t \rightarrow \infty} \omega_{\text {in }}\left(\mathcal{U}_{t} A\right) \tag{2.11}
\end{equation*}
$$

where $A \in \mathcal{A}$, the algebra of left and right currents, and $\mathcal{U}_{t}$ the unitary evolution operator corresponding to the connected junction described by rules 1 and 2 . This definition will be developed in the next chapters, depending on the model considered, but at the end one will obtain a nonequilibrium state, stationary under the time evolution of connected wires, as a combination of equilibrium expectations for the disconnected junction.

Note that this state exists and is well defined only because of the ballistic nature of the excitations that assure that the left currents never see the junction. Thus the nonequilibrium physics involved might seem simple compared to diffusive processes, but is still nontrivial since we expect some flow of charge or heat between the different wires. Finally note that the order of the limit is crucial here with first $L$, then $t$ tending to $\infty$ to avoid any oscillations due to the possible bounce of the excitations at the free end of the wires.

### 2.2.4 Hamiltonian reservoirs

Such junction can be seen as driven out of equilibrium via effective reservoirs which actually are restricted parts of the full junction and arising in the following picture proposed in [18]. Consider the finite system where the wires are disconnected and each one is prepared at a different thermal equilibrium, with temperature $\beta_{i}$. Then at initial time $t=0$ connect the wires, allowing exchanges of energy at characteristic velocity $v$. When one excitation crosses the junction it is scattered to the other wires and then propagates along them until hitting their free ends. In the regime where $v t \leq L$, the excitations are not scattered back. Then we restrict the observations to a region localized around the junction, delimited by a fixed length $\ell$ from the contact point. In the regime

$$
\begin{equation*}
\ell \ll v t \ll L \tag{2.12}
\end{equation*}
$$

we expect a steady state to appear in the region of observation, whereas far from the junction the wires are still not modified by the contact, such that they should remain in thermal equilibrium. Hence these parts of the system can be considered as effective reservoirs, absorbing the incoming excitations, see Figure 2.4. The dynamics of such reservoirs is deduced from the Hamiltonian dynamics of the junction since they are part of it, hence the name of Hamiltonian reservoirs.


Figure 2.4: Hamiltonian reservoirs
For fixed $\ell$, take the thermodynamic limit of the system $L \rightarrow \infty$. It ensures that excitations are never scattered back after having crossed the junction. The steady state of energy flow inside the region of observation needs some time to be reached, hence we consider the subsequent limit $t \rightarrow \infty$ (note again the order of the limits). In this limit the region $\ell$ sees a nonequilibrium flow between the reservoirs that have been sent far away.

### 2.2.5 Transport properties

Since any measurement perturbs a quantum system, each computed expectation must be related to a specific measurement protocol. We propose the following one, adapted from [18], initially proposed by [119] and illustrated in Figure 2.5.


Figure 2.5: A two time measurement protocol.
Consider the disconnected system at $\tau=0$ prepared in different equilibrium states. In this system we can measure the total energy $\boldsymbol{e}^{0}=\left(e_{i}^{0}\right)_{i}$ contained in each wire. This can be done simultaneously since the wire are independent and projects the system on a state relative to the value of the measurement. Then connect the system and let it evolve until time $\tau=t$ where it is again disconnected. Then we proceed to a similar measurement $\boldsymbol{e}(t)=\left(e_{i}(t)\right)_{i}$ of the total energy in each wire at time $t$ and compare it with the initial one. In this two-time measurement protocol, we compute the probability of a given value of energy change for all wires

$$
\begin{equation*}
\mathbb{P}(\Delta \boldsymbol{e}), \quad \Delta \boldsymbol{e} \equiv \boldsymbol{e}(t)-\boldsymbol{e}^{0} \tag{2.13}
\end{equation*}
$$

We compute actually the generating (or characteristic) function of such probability measure

$$
\begin{equation*}
F_{t}^{L}(\boldsymbol{\lambda})=\sum_{\Delta e_{i}} \mathrm{e}^{\mathrm{i} \sum_{i} \lambda_{i} \Delta e_{i}} \mathbb{P}(\Delta \boldsymbol{e}) \tag{2.14}
\end{equation*}
$$

which contains all the cumulants of $\mathbb{P}$ in its successive derivatives. The variable $\boldsymbol{\lambda}$ is conjugated to the energy and this generating function is called the full counting statistics of energy transport, which can be generalized to any other conserved quantities in the wires, such as the electric charges.

We can extract the asymptotic regime for $\mathbb{P}$ looking at the long time limit of the rescaled logarithm of the full counting statistics, defined as

$$
\begin{equation*}
f(\boldsymbol{\lambda})=\lim _{t \rightarrow \infty} \frac{1}{t} \lim _{L \rightarrow \infty} \ln F_{t}^{L}(\boldsymbol{\lambda}) \tag{2.15}
\end{equation*}
$$

Again, we first take the thermodynamic limit before taking the large time one. By a slight abuse of language, we shall call $f$ the large deviations rate function in the following (the genuine large deviations rate function is actually given by the Legendre transform $\mathcal{L}[f(-\mathrm{i} \cdot)])$ of the analytic continuation of $f$ to the imaginary values. The function $f$ is in general easier to compute than the full counting statistics and will be the aim of nonequilibrium calculations for the junctions we consider in the next chapters. It encodes the asymptotic properties of the probability distribution $\mathbb{P}$ by the relation

$$
\begin{equation*}
\mathbb{P}(\Delta \boldsymbol{e}) \underset{t \rightarrow \infty}{\sim} \mathrm{e}^{-t \mathcal{L}[f(-\mathrm{i} \cdot)]\left(\frac{\Delta e}{t}\right)} \tag{2.16}
\end{equation*}
$$

which will be investigated in more details once $f$ is explicitly computed, see subsections 3.7.1 and 3.7.2 in the next chapter.

The two-time measurement protocol for extracting the full counting statistics described above is not practical because we are interested in the changes of wire energies in time $t$ that are much smaller than the energies themselves if $v t \ll L$. Fortunately, it has been shown in [119] that the same quantity may be extracted by performing more practical indirect measurements on a small gauge coupled appropriately to the junction of wires.

### 2.3 Overview of the models

Starting with a brief history of the subject, we then describe the general scheme to achieve a nonequilibrium stationary state that will be applied to specific models in the next chapters.

### 2.3.1 A brief history

The transport properties in quantum wires have attracted a lot of interest in recent times and a large variety of models have been proposed in the last decades, see for example [48, 87]. The first study of transport properties across a junction of such wires goes back to Landauer [115, 114, 113] and Büttiker [31, 32] where they developed a general formalism to compute conductance from scattering of non-interacting electrons on the junction [33]. The computation of the full counting statistics of free electrons was then achieved by Levitov and Lesovik in [120, 119], going deeper in the study of nonequilibrium properties.

The conformal field theory approach is more recent and was initially developed by Affleck and collaborators [57, 135], where the junction is seen as a boundary defect of the multi-wire theory by applying the "folding trick". Moreover it was realized that such a description gives a direct access to the low energy electric conductance of junctions [146], measuring the small currents induced in a near-to-equilibrium regime. Going beyond the linear response regime, which may be reduced to the equilibrium calculations by the Green-Kubo formula, is not obvious and CFT seems to be also helpful here, although some exact results were already obtained earlier using integrable models of junctions [61].

The conformal field theory description of far from equilibrium junctions has been investigated in details by Bernard, Doyon and collaborators: it was shown in [17, 18, 19, 52] for some simple boundary defects with pure transmission that the long-time asymptotics of the full counting statistics of charge and energy transfers through the junction may be calculated for the wires initially equilibrated at different temperatures and different potentials. Moreover, steady nonequilibrium states obtained at long times from such initial conditions could be explicitly constructed. Physical restrictions for the applicability of the CFT approach in such a nonequilibrium situations were also discussed in some detail in those works, in particular in [18]. Lastly, a generalization of this approach to a larger class of defects was initiated in [20], and a hydrodynamic approach of perturbed nonequilibrium CFT was proposed in [16].

Besides, Mintchev, Sorba and collaborators developed nonequilibrium stationary states for wires described by Luttinger liquids in bosonized description, with scale invariant junctions [14, 127], using the observation that in the thermodynamic limit left movers expectations factorize on individual disconnected wires. The right moving currents were then expressed in term of the left moving ones through a scattering relation (2.8), as sketched above.

Our approach was inspired by the papers of those two groups of authors and our results are complementary to theirs. Indeed, we also use the factorization of the chiral currents in the thermodynamic limit, allowing a simple construction of a nonequilibrium stationary state, and following [18] we show that such a state is obtained if one prepares disconnected wires each in the equilibrium state at different temperature and potential and then one connects the wires instantaneously and lets the initial state evolve for a long time, similarly as in the general construction of nonequilibrium states proposed by Ruelle in [152]. Most importantly, we perform a calculation of the full counting statistics for the transport through the conformally invariant junctions of Luttinger wires with both transmission and reflection.

### 2.3.2 General strategy

More precisely, the general construction in our approach is the following.

1. Set up the classical theory of a finite size junction by specifying field, action and boundary conditions.
2. Solve the classical equations of motion and give the general solution in terms of Fourier modes.
3. Compute the scattering matrix for such solutions, related to the boundary conditions.
4. Compute the symplectic form of the classical theory and the corresponding Poisson brackets.
5. Perform the canonical quantization of the classical theory.
6. Construct the equilibrium state of the full system at temperature $\beta$.
7. Take the thermodynamic limit of such a state: the junction independence of the left currents becomes manifest.
8. Construct the nonequilibrium stationary state as proposed.
9. Compute basic quantities in such state, e.g. mean energy or charge flow.
10. Compute the full counting statistics and the large deviations regime associated to observable such as energy or/and charge.

Of course step 1 is crucial: the starting point is to find clever boundary conditions for the field theory preserving conformal invariance and leading to some scattering relation, with both persisting on the quantum level. At each step the problem is supposed to stay exactly solvable, but that does not mean that the computation is easy and it actually happens that some steps are too complex. The next chapters discuss three distinct models of conformal junction that we have investigated. Here we briefly describe them specifying which steps have been achieved.

The free massless bosonic junction is described in Chapter 3 where the construction is fully achieved, for a large family of boundary conditions leading to various scattering matrices. This model describes free bosons as well as interacting fermions, in the latter case for the Luttinger liquid of electrons. We compute at the end the full counting statistics associated to the transport of electric charge and heat, and extract its asymptotic behavior.

The WZW junction with a cyclic brane generalizes the free bosonic case to a conformal field theory with richer symmetries, but for a specific scattering where the current is fully transmitted to the next wire without any reflection. The large deviations form of the full counting statistics is obtained for heat and charge transport with results similar to those in [52].

The WZW junction with a coset brane tries to generalize the previous model to a richer class of junctions. However the coset decomposition induced by such brane leads to technical problems already for the equilibrium state, that can be solved only in a few cases. Computing the simplest one, we end up with the previous scattering for the cyclic brane.

Finally note that for the construction of the nonequilibrium state, only the thermodynamic limit of step 6 is needed in which the factorization of the left movers occurs. However, due to the exactly solvable nature of the model it is possible to compute the explicit equilibrium state for connected junctions, even at finite size. This is done using the boundary conformal field theory techniques and, in particular, employing the duality between the open and closed string pictures, where the role of space and Euclidean time is exchanged, which leads to a better behavior of the equilibrium expressions in the thermodynamic limit.

## Chapter 3

## Free massless bosonic junction

This chapter is devoted to the study of the simplest model of quantum wires defined in terms of the free massless bosonic field. The physics described by such a model is simple but not completely trivial, since it also covers interacting electrons in a one-dimensional crystal. It is easy to produce a large family of scale invariant wire junctions for such a theory, and the exactly solvable nature of the model is explicit enough to permit the computation of many interesting quantities, in particular, of the large deviation rate function for nonequilibrium transfers. We first motivate the model by explaining the fermion-boson correspondence in one space dimension, then we construct a class of junctions and proceed from the classical level to the quantum nonequilibrium stationary state. Finally we investigate the nonequilibrium transport properties of the model. The results being already published in [85], we skip the most technical details of the construction to avoid an overloading of the chapter.

### 3.1 Fermions and bosons in one dimension

Consider the free Fermi field describing a one-dimensional gas of noninteracting nonrelativistic electrons whose spin degree of freedom we ignore for simplicity. Such electrons have a quadratic dispersion relation presented in Figure 3.1. In the ground state all electron states with energies up to the Fermi energy $E_{F}>0$ will be filled.


Figure 3.1: Dispersion relation of free nonrelativistic electrons in one dimension. The Fermi surface is reduced to the two points $\pm k_{F}$, where the dispersion is linear around them.

As announced in the previous chapter, the Fermi surface reduces in this case to two points: $\left\{k_{\mathrm{F}},-k_{\mathrm{F}}\right\}$, a specific property of dimension one. We are interested in low-energy excitations around such Fermi points, for which the dispersion relation becomes linear

$$
\begin{equation*}
E(q) \simeq \pm v_{\mathrm{F}} q \quad \text { around } \quad k= \pm k_{\mathrm{F}} \quad|q|<\Gamma \tag{3.1}
\end{equation*}
$$

where $v_{\mathrm{F}}$ is the Fermi velocity and $\Gamma$ is some momentum cut-off beyond which the linear dispersion is invalid. Similar dispersion relation will characterize low energy excitations for non-interacting electrons in a periodic crystalline potential with the Fermi energy inside an energy band. Such excitations may be as small as we want (at least in the thermodynamic limit) and they do not involve a particular space or time scale, but only a velocity. They are described by relativistic free massless fields, the simplest example of conformal field theory.

The low-energy excitations of the system can be decomposed in terms of elementary particlehole excitations around the Fermi points, leading to density fluctuations near the Fermi energy. Around $k_{F}$, a hole at momentum $k$ and a particle at $k+q$ generate an excitation of energy

$$
\begin{equation*}
\epsilon=v_{\mathrm{F}}(k+q-k)=v_{\mathrm{F}} q \tag{3.2}
\end{equation*}
$$

independent of $k$. Hence all the excitations are propagating at the same velocity: there is no dispersion. Such ballistic propagation is a sign of an underlying conformal field theory description. Since the associated velocity is positive, we call such excitations right movers. The same description applies to $k=-k_{\mathrm{F}}$, where the associated particles have negative velocity, we call them the left movers. Since $k_{\mathrm{F}}$ and $-k_{\mathrm{F}}$ are separated, the two families of excitations are independent.

### 3.1.1 Free relativistic massless fermions

Relativistic massless free fermions are described by anticommuting fields $\psi^{\ell}$ and $\psi^{r}$, depending respectively on ${ }^{1} t+x$ and $t-x$ and corresponding to the left and right movers mentioned above. For a quantum wire of finite size $L$, we impose the boundary conditions

$$
\begin{equation*}
\psi^{\ell}(t, 0)=\psi^{r}(t, 0), \quad \psi^{\ell}(t, L)=-\psi^{r}(t, L) \tag{3.3}
\end{equation*}
$$

which couple left and right movers and lead to $2 L$ periodic functions, that can be decomposed in terms of Fourier modes $c_{p}$ for $p \in \mathbb{Z}+1 / 2$, which correspond to the elementary excitations (particles and holes). Indeed, once quantized, $c_{p}$ and $\bar{c}_{-p}=c_{p}^{\dagger}$ satisfy the canonical anticommutation relations and act on a Fermionic Fock space $\mathcal{F}_{\mathrm{f}}$ built upon the normalized vacuum state $|0\rangle_{\mathrm{f}}$, corresponding to the ground state where all the states below the Fermi energy are occupied, see Figure 3.1. The Fock space is generated by $c_{-p}$ and $c_{p}^{\dagger}$ acting on $|0\rangle_{\mathrm{f}}$ for $p>0$, corresponding, respectively, to the creation of a hole or a particle of momentum $p$.

The relevant observables of such a system are the free Hamiltonian $H_{f}$ for and the $U(1)$ charge $Q_{f}$ associated to the symmetry $\psi^{\ell, r} \mapsto \mathrm{e}^{-\mathrm{i} \alpha} \psi^{\ell, r}$. The corresponding Noether current has chiral components $J_{\mathrm{f}}^{\ell}$ and $J_{\mathrm{f}}^{r}$. The key point is that all the physically relevant operators describing such quantum free fermions can be expressed in terms of the following family

$$
\begin{equation*}
\rho_{n}=\sum_{p \in \mathbb{Z}+\frac{1}{2}}: c_{p}^{\dagger} c_{p+n}: \tag{3.4}
\end{equation*}
$$

for $n \in \mathbb{Z}$, see [3]. Such operators, that have bosonic nature and satisfy canonical commutation relations, describe the charge density fluctuations of characteristic momentum $n$ around the Fermi points and correspond to the particle-hole excitations described qualitatively above.

### 3.1.2 Free relativistic massless bosons

The bosonic modes $\rho_{n}$ can be obtained by considering a $1+1$-dimensional massless free field $\varphi(t, x)$ defined modulo $2 \pi$ on the space time $\mathbb{R} \times[0, L]$, with the action functional

$$
\begin{equation*}
S[\varphi]=\frac{r^{2}}{4 \pi} \int \mathrm{~d} t \int_{0}^{L}\left[\left(\partial_{t} \varphi\right)^{2}-\left(\partial_{x} \varphi\right)^{2}\right] \mathrm{d} x \tag{3.5}
\end{equation*}
$$

[^1]As for fermions on a finite system, we shall impose on $\varphi(t, x)$ some boundary conditions. It will appear very natural in the following to take the Neumann boundary condition:

$$
\begin{equation*}
\partial_{x} \varphi(t, 0)=0=\partial_{x} \varphi(t, L) . \tag{3.6}
\end{equation*}
$$

Such a scalar field will be viewed as having the range of its values compactified to the circle of radius $r$ with metric $r^{2}(d \varphi)^{2}$. The classical solutions extremizing the action have the form $\varphi(t, x)=\varphi^{\ell}(t+x)+\varphi^{r}(t-x)$, also describing two opposite chiral propagation.

The Neumann boundary conditions couple such chiral fields, and lead to $2 L$-periodic functions allowing the decomposition in terms of Fourier modes $\alpha_{n}$ for $n \in \mathbb{Z}^{*}$. Such modes satisfy canonical commutation relations and the corresponding Hilbert space is a bosonic Fock space generated by the $n<0$ part acting on a vacuum state $|0\rangle_{\mathrm{b}}$. On the top of that, the zero modes $\varphi_{0}$ and $\alpha_{0}$ also appear in $\varphi^{\ell, r}$ as affine solutions of the equations of motion. Their Hilbert space of states may be represented as $\mathcal{H}_{0}=L^{2}(U(1))$, with $\varphi_{0}$ viewed as the angle in $U(1)$ and $\alpha_{0}$ acts as derivative. In particular, the $U(1)$ symmetry $\varphi \mapsto \varphi+\alpha$ leads to the conserved charge $Q_{\mathrm{b}}=\left(r^{2} / 2\right) \alpha_{0}$ which acts only on $\mathcal{H}_{0}$ and has an integer spectrum. The corresponding Noether current has the chiral components $J_{\mathrm{b}}^{\ell}$ and $J_{\mathrm{b}}^{r}$ linear in modes $\alpha_{n}$. Finally the bosonic theory comes also with the Hamiltonian $H_{\mathrm{b}}$ that is quadratic in modes $\alpha_{n}$.

### 3.1.3 Bosonization

The correspondence between free fermions and free bosons may be establish precisely, see e.g. [3] or [85] for its realization in the present setup. Consider the free bosonic field described before with compactification radius $r=\sqrt{2}$. There exist a unitary isomorphism $\mathcal{I}: \mathcal{H}_{\mathrm{b}} \rightarrow \mathcal{H}_{\mathrm{f}}$ that maps vacuum to vacuum and intertwines the action of the density fluctuations of fermions $\rho_{n}$ and the bosonic modes $\alpha_{n}$

$$
\begin{equation*}
\mathcal{I}|0\rangle_{\mathrm{b}}=|0\rangle_{\mathrm{f}}, \quad \mathcal{I} \alpha_{n}=\rho_{n} \mathcal{I} \tag{3.7}
\end{equation*}
$$

Isomorphism $\mathcal{I}$ intertwines also the action of $U(1)$ currents and charges and of the Hamiltonians.

$$
\begin{equation*}
\mathcal{I} J_{\mathrm{b}}^{\ell, r}=J_{\mathrm{f}}^{\ell, r} \mathcal{I}, \quad \mathcal{I} Q_{\mathrm{b}}=Q_{\mathrm{f}} \mathcal{I}, \quad \mathcal{I} H_{\mathrm{b}}=H_{\mathrm{f}} \mathcal{I} \tag{3.8}
\end{equation*}
$$

Hence the property of charge, current and energy can be equivalently described in both fermionic and bosonic language. The correspondence between the fields also exists, but has more complicated form:

$$
\begin{equation*}
\psi^{\ell}(t, x) \mathcal{I}=\mathcal{I} \sqrt{\frac{\pi}{2 L}}: \mathrm{e}^{-2 i \varphi^{\ell}(t, x)}: \tag{3.9}
\end{equation*}
$$

where in left hand side appears the bosonic vertex operator.

### 3.1.4 Luttinger model

The power of bosonization shows up in the case of interacting fermions, where in some cases much of the previous construction remains valid. In the leading order, the interactions between electrons in a one-dimential crystal whose momenta are close to the Fermi surface may be described by perturbing the free fermionic Hamiltonian $H_{\mathrm{f}}$ by a combination of quartic terms

$$
\begin{equation*}
H^{\text {int }}=\frac{1}{2 \pi^{2}} \int_{0}^{L}\left[2 g_{2}\left(: \bar{\psi}^{\ell} \psi^{\ell}:\right)\left(: \bar{\psi}^{r} \psi^{r}:\right)+g_{4}\left(\left(: \bar{\psi}^{\ell} \psi^{\ell}:\right)^{2}+\left(: \bar{\psi}^{r} \psi^{r}:\right)^{2}\right)\right] \mathrm{d} x+\text { const. } \tag{3.10}
\end{equation*}
$$

where an infinite constant is needed to make the operator well defined in the fermionic Fock space. Such a perturbation defines the Luttinger model of spinless electrons in one-dimensional crystal [164]. Parameter $g_{2}$ and $g_{4}$ are the coupling constants describing the strength of interaction. They may be related to the Fourier transform of the two-body Coulomb interaction between
the fermions [3]. The crucial fact that enables an exact solution of such a model is that, under the bosonization map, the above perturbation becomes quadratic in the free bosonic field. In the bosonic picture, the total Hamiltonian $H^{\text {tot }}=H_{\mathrm{b}}+\mathcal{I}^{-1} H^{\text {int }} \mathcal{I}$ corresponds to the classical Lagrangian

$$
\begin{equation*}
L^{\mathrm{tot}}=\frac{1}{2 \pi} \int_{0}^{L}\left[\frac{2 \pi}{2 \pi+g_{4}+g_{2}}\left(\partial_{t} \varphi\right)^{2}-\frac{2 \pi+g_{4}-g_{2}}{2 \pi}\left(\partial_{x} \varphi\right)^{2}\right] \mathrm{d} x \tag{3.11}
\end{equation*}
$$

which is close to the one appearing in the original free bosonic action. Indeed, upon the rescaling $x^{\prime}=\alpha x$, we end up with the same Lagrangian (3.5) of the free massless bosonic theory on a wire of length $L^{\prime}=\alpha^{-1} L$, with compactification radius $r$, where

$$
\begin{equation*}
\frac{r^{2}}{2} \equiv K=\sqrt{\frac{2 \pi+g_{4}-g_{2}}{2 \pi+g_{4}+g_{2}}}, \quad \alpha \equiv \frac{v_{\mathrm{ren}}}{v_{F}}=\frac{\sqrt{\left(2 \pi+g_{4}\right)^{2}-g_{2}^{2}}}{2 \pi} \tag{3.12}
\end{equation*}
$$

Hence, after the change of the spatial variable, Lagrangian $L^{\text {tot }}$ becomes that of the free bosonic field compactified on the radius $r$ that is different from $r=\sqrt{2}$ if $g_{2} \neq 0$. The factor $\alpha$ gives the multiplicative renormalization of the wave velocity $v_{F}$ due to the interactions ${ }^{2}$. The quantization of the free bosonic theory compactified at radius $r$ discussed in Sec.3.1.2 provides then the exact solution of the Luttinger model on the quantum level.

Summarizing The interacting one dimensional (spinless) fermions described by the Luttinger model can be mapped and solved by a free massless bosonic field, compactified on radius $r$ depending on the strength of the fermionic interactions, with $r=\sqrt{2}$ corresponding to the free fermion cases. The $U(1)$ currents and charges, and the Hamiltonians coincide for the two theories, but the relation at the level of fields is more complicated.

### 3.2 Bosonic junction of quantum wires

In the spirit of the folding trick described in the previous chapter, see Figure 2.3, we describe a junction of $N$ quantum wires as a compactified field

$$
\begin{equation*}
\mathbf{g}: \mathbb{R} \times[0, L] \rightarrow(U(1))^{N}, \tag{3.13}
\end{equation*}
$$

with $N$ components $g_{i}(t, x)=\mathrm{e}^{\mathrm{i} \varphi_{i}(t, x)} \in U(1)$ whose dynamics is determined by the action functional of the free massless bosonic field

$$
\begin{equation*}
S[\boldsymbol{g}]=\sum_{i=1}^{N} \frac{r_{i}^{2}}{4 \pi} \int \mathrm{~d} t \int_{0}^{L}\left(\left(\partial_{t} \varphi_{i}\right)^{2}-\left(\partial_{x} \varphi_{i}\right)^{2}\right) \mathrm{d} x \tag{3.14}
\end{equation*}
$$

and appropriate boundary conditions. The compactification radii $r_{i}$ play the role of a diagonal metric on $U(1)^{N}$ and may be different on each wire, corresponding to different couplings $g_{2 i}$ and $g_{4 i}$ in the Luttinger models describing the electrons in individual wires, see (3.12). Note that here we use the rescaled spatial variables in the wires so that the lengths of the wires in physical variables are fixed to $\alpha_{i} L$. This will not matter much because the length $L$ will be ultimately sent to infinity.

We shall impose the Neumann reflecting boundary condition at the free extremity of the wires

$$
\begin{equation*}
\partial_{x} \boldsymbol{\varphi}(t, L)=0 \tag{3.15}
\end{equation*}
$$

[^2]where $\varphi=\left(\varphi_{i}\right)_{i}$. This condition is diagonal: the fields at $x=L$ are independent in the unfolded picture. We also could have chosen the Dirichlet boundary condition, but this one does not preserve the $U(1)$ charge, see below.

On the other hand, the junction is described by a nondiagonal boundary defect at $x=0$. In order to preserve conformal invariance, the simplest but nontrivial condition at $x=0$ would be the Neumann or the Dirichlet boundary condition, but involving a linear combination of the components $\varphi_{i}$, so that the wires are coupled together. We can obtain such a combination using a group homomorphism $\kappa: U(1)^{M} \mapsto U(1)^{N}$ defined by the map

$$
\begin{equation*}
\left(e^{\mathrm{i} \psi_{m}}\right)_{m=1}^{M} \stackrel{\kappa}{\longmapsto}\left(e^{\mathrm{i} \sum_{m} \kappa_{i}^{m} \psi_{m}}\right)_{i=1}^{N} \tag{3.16}
\end{equation*}
$$

specified by integers $\kappa_{i}^{m}$. The condition at $x=0$ will require that the boundary value of field $\mathbf{g}$ belongs to a "brane":

$$
\begin{equation*}
\mathbf{g}(t, 0) \in \mathcal{B} \equiv \operatorname{Im}(\kappa) \subset U(1)^{N} . \tag{3.17}
\end{equation*}
$$

We assume for the following that $\kappa$ is an injection ${ }^{3}$. In particular, $M \leq N$ necessarily and the $N$ dimensional vectors $\boldsymbol{\kappa}^{m}=\left(\kappa_{1}^{m}, \ldots, \kappa_{N}^{m}\right)$ with $m=1, \ldots, M$ are linearly independent. Consider the projection of rank $M$ in $\mathbb{R}^{N}$ whose image is spanned by such vectors. Then the boundary condition (3.17) implies

$$
\begin{equation*}
P^{\perp} \partial_{t} \varphi(t, 0)=0 \tag{3.18}
\end{equation*}
$$

where $P^{\perp}=I-P$. To take into account the metric $r_{i}^{2} \delta_{i j}$ on $U(1)^{N}$, we shall require the projector $P$ to be orthogonal with respect to the corresponding scalar product of $\mathbb{R}^{N}$, namely $\mathbf{a} \cdot \mathbf{b}=\sum_{i} r_{i}^{2} a_{i} b_{i}$. Thus the components of the field $\varphi$ belonging to the image of $P^{\perp}$ satisfy the Dirichlet boundary condition. Such components are linear combinations of the wires component $\varphi_{i}$.

The stationary points of the action functional (3.14) restricted to fields obeying the boundary conditions satisfy, besides the latter, the equations

$$
\begin{align*}
& \left(\partial_{t}^{2}-\partial_{x}^{2}\right) \boldsymbol{\varphi}(t, x)=0,  \tag{3.19}\\
& P \partial_{x} \boldsymbol{\varphi}(t, 0)=0 \tag{3.20}
\end{align*}
$$

The second one completes (3.18): at $x=0$ the components $\boldsymbol{\varphi}$ in $\operatorname{ImP}$ satisfy the Neumann boundary condition.

## Example 3.1

- Consider the case of $N=2$ wires, $M=1$, and $\kappa=(1,1)$. The projector is given by

$$
P=\frac{1}{r_{1}^{2}+r_{2}^{2}}\left(\begin{array}{ll}
r_{1}^{2} & r_{2}^{2}  \tag{3.21}\\
r_{1}^{2} & r_{2}^{2}
\end{array}\right)
$$

and the corresponding boundary conditions are

$$
\begin{equation*}
\partial_{x}\left(r_{1}^{2} \varphi_{1}(x, 0)+r_{2}^{2} \varphi_{2}(x, 0)\right)=0, \quad \partial_{t}\left(\varphi_{1}(x, 0)-\varphi_{2}(x, 0)\right)=0, \tag{3.22}
\end{equation*}
$$

such that the two components of the fields are coupled by the defect at $x=0$.

- The particular case when $\kappa$ is the identity mapping of $U(1)^{N}$, corresponding to the "space-filling" brane $\mathcal{B}_{0}=U(1)^{N}$, describes the disconnected wires. In this case, $P=I$ (i.e. $P$ is the identity matrix) and field $\varphi$ satisfies the Neumann boundary conditions both at $x=0$ and $x=L$. One obtains in this case the product of $N$ disconnected theories, already described in Subsection 3.1.2.

[^3]Coming back to the bulk, the general solution of equation of motion (3.19) is

$$
\begin{equation*}
\varphi(t, x)=\varphi^{\ell}(t+x)+\varphi^{r}(t-x) \tag{3.23}
\end{equation*}
$$

where the fields $\varphi^{\ell / r}$ are function of one variable, defined on the real line, and describe chiral fields propagating to the left and to the right. Boundary conditions (3.18) and (3.20) couple left and right movers by

$$
\begin{equation*}
P \partial_{x} \varphi^{\ell}(t)=P \partial_{x} \varphi^{r}(t), \quad P^{\perp} \partial_{t} \varphi^{\ell}(t)=-P^{\perp} \partial_{t} \varphi^{r}(t) \tag{3.24}
\end{equation*}
$$

Thus with a nontrivial boundary defect (3.17), the left-moving components $\varphi_{i}^{\ell}$ are related to the the right-moving ones $\varphi_{j}^{r}$ in a nondiagonal way, giving a relevant junction of quantum wires.

In order to prepare the quantization of the system, we express left and right movers in terms of modes. Indeed, the boundary conditions (3.18), (3.20) at $x=0,(3.15)$ at $x=L$ and the fact that $P^{2}=P$ imply that the fields $\varphi^{\ell / r}$ are necessarily $4 L$-periodic and then can be decomposed as

$$
\begin{equation*}
\varphi^{\ell, r}(t \pm x)=\varphi_{0}^{\ell, r}+\frac{\pi}{2 L} \boldsymbol{\alpha}_{0}^{\ell, r}(t \pm x)+\mathrm{i} \sum_{n \neq 0} \frac{1}{n} \boldsymbol{\alpha}_{n}^{\ell, r} \mathrm{e}^{-\frac{\pi \mathrm{i} n(t \pm x)}{2 L}} \tag{3.25}
\end{equation*}
$$

with real $\varphi_{0}=\varphi_{0}^{\ell}+\varphi_{0}^{r}$ such that $\mathrm{e}^{\mathrm{i} \boldsymbol{\varphi}_{0}} \in \mathcal{B}$. The right modes $\boldsymbol{\alpha}_{n}^{r}$ are related to the left ones $\boldsymbol{\alpha}_{n}^{l}$ by using $P$ and $P^{\perp}$, in order to satisfy (3.24). Moreover, (3.24) also implies

$$
\begin{equation*}
P \alpha_{2 n+1}^{\ell, r}=0, \quad P^{\perp} \alpha_{2 n}^{\ell, r}=0 \tag{3.26}
\end{equation*}
$$

meaning that the odd modes belong to $\operatorname{Im}\left(P^{\perp}\right)$ whereas the even ones belong to $\operatorname{Im}(P)$. We finally compute the symplectic form $\Omega$ on the phase space of the classical solutions in terms of the left movers: only one half of the modes describes the independent degrees of freedom since the remaining half is related to them by the boundary conditions. One obtains:

$$
\begin{equation*}
\Omega=\frac{1}{2} \delta \boldsymbol{\alpha}_{0}^{\ell} \cdot \wedge \delta \boldsymbol{\varphi}_{0}-\frac{i}{2} \sum_{n \neq 0} \frac{1}{n} \delta \boldsymbol{\alpha}_{n}^{\ell} \cdot \wedge \delta \boldsymbol{\alpha}_{-n}^{\ell} \tag{3.27}
\end{equation*}
$$

The induced Poisson brackets may be extracted from that formula.

### 3.3 Quantization

We construct the space of states of the theory by canonical quantization. The mode Poisson brackets obtained from symplectic form (3.27) are replaced by $\left(\frac{1}{\mathrm{i}} \times\right)$ commutators and we represent the algebra obtained this way in the Hilbert space. This part is rather standard but a bit technical. It will allow to define the quantum version of the junction and to investigate the different observables of the system, which will be done in the second step.

### 3.3.1 Hilbert space

The zero modes $\boldsymbol{\varphi}_{0}$ and $\boldsymbol{\alpha}_{0}^{\ell}$ are completely decoupled from the excited ones $\boldsymbol{\alpha}_{n}^{\ell}$, thus we can quantize them separately. The boundary conditions $\mathrm{e}^{\mathrm{i} \varphi_{0}} \in \mathcal{B}$ and $\boldsymbol{\alpha}_{0}^{\ell} \in \operatorname{Im}(P)$ mean that $N$ degrees of freedom of zero modes reduce to $M$, the rank of $P$. The vectors $\boldsymbol{\kappa}^{m}$ are a basis of $\operatorname{Im}(P)$. Explicitly,

$$
\begin{equation*}
\boldsymbol{\alpha}_{0}^{\ell}=\sum_{m} \beta_{m} \boldsymbol{\kappa}^{m}, \quad \boldsymbol{\varphi}_{0}=\sum_{m} \psi_{m} \boldsymbol{\kappa}^{m} \tag{3.28}
\end{equation*}
$$

where $\left(\psi_{m}\right), m=1, \ldots, M$, are angles parameterizing $U(1)^{M}$. Rewriting the zero modes part of $\Omega$ in terms of $\psi_{m}$ and $\beta_{m}$, we end up with the commutators

$$
\begin{equation*}
\left[\beta_{m}, \psi_{m^{\prime}}\right]=-2 \mathrm{i}\left(T^{-1}\right)_{m m^{\prime}} \tag{3.29}
\end{equation*}
$$

where the $M \times M$ symmetric matrix $T^{m m^{\prime}}=\boldsymbol{\kappa}^{m} \cdot \boldsymbol{\kappa}^{m^{\prime}}$ encodes the scalar products of vectors $\boldsymbol{\kappa}^{m}$ and may be seen as defining a metric on $\mathbb{R}^{M}$. These are almost canonical commutation relation but nondiagonal. Since angles $\psi_{m}$ are defined only modulo $2 \pi$, the convenient Hilbert space to consider is $\mathcal{H}_{0}=L^{2}\left[U(1)^{M}\right]$ composed of functions of $M$ angles, square integrable in the Haar measure. The action of $\beta_{m}$ on this space is defined by setting

$$
\begin{equation*}
\beta_{m}=-2 \mathrm{i} \sum_{m^{\prime}}\left(T^{-1}\right)_{m m^{\prime}} \frac{\partial}{\partial \psi_{m^{\prime}}} . \tag{3.30}
\end{equation*}
$$

Since the angular variable $\psi_{m}$ are multivalued, their action on $\mathcal{H}_{0}$ is ill-defined, and only periodic functions of the $\psi_{m}$ will act as multiplication operators in $\mathcal{H}_{0}$. We will not use these operators in the following focusing only on the momenta $\beta_{m}$, and the corresponding action of $\boldsymbol{\alpha}_{0}^{l}$. An orthonormal basis of $\mathcal{H}_{0}$ is given by the states

$$
\begin{equation*}
\left|k^{1} \ldots k^{M}\right\rangle=\exp \left(\mathrm{i} \sum_{m=1}^{M} k^{m} \psi_{m}\right) \quad \text { for } \quad k^{m} \in \mathbb{Z} \tag{3.31}
\end{equation*}
$$

and it is straightforward to compute the action of the operators $\beta_{m}$, and, subsequently of $\boldsymbol{\alpha}_{0}^{\ell}$, which will be sufficient to obtain all the observable considered in the following.

## Example 3.2

Consider the previous Example 3.1, with $N=2, M=1$ and $\kappa=(1,1)$. Then $T=r_{1}^{2}+r_{2}^{2}$ is just a scalar (as a 1 by 1 matrix), and $\mathcal{H}_{0}=L^{2}[U(1)]$ with basis vectors $\left|k^{1}\right\rangle$. We get for the two components of $\boldsymbol{\alpha}_{0}^{\ell}$ :

$$
\begin{equation*}
\alpha_{01}^{\ell}\left|k^{1}\right\rangle=\alpha_{02}^{\ell}\left|k^{1}\right\rangle=\frac{2}{r_{1}^{2}+r_{2}^{2}} k^{1}\left|k^{1}\right\rangle . \tag{3.32}
\end{equation*}
$$

The excited mode part of the symplectic form (3.27) leads to Poisson brackets involving $P$ which are not diagonal in the component $\alpha_{n i}^{\ell}$. Having in mind the canonical quantization of $N$ independent degrees of freedom, we introduce a proper orthonormal basis associated to $P$ and $P^{\perp}$, of vectors $\boldsymbol{\Lambda}_{j}=\left(\Lambda_{j 1}, \ldots, \Lambda_{j n}\right)$ for $j=1, \ldots, N$, such that

$$
\begin{equation*}
P=\operatorname{diag}(\underbrace{1, \ldots, 1}_{M}, 0, \ldots, 0) \tag{3.33}
\end{equation*}
$$

in that basis. Then we consider the excited mode components

$$
\begin{equation*}
\tilde{\alpha}_{n j}^{\ell}=\boldsymbol{\Lambda}_{j} \cdot \boldsymbol{\alpha}_{n}^{\ell}=\sum_{i} r_{i}^{2} \Lambda_{j i} \alpha_{n i}^{\ell} \tag{3.34}
\end{equation*}
$$

Such components describe collective oscillations of all $N$ wires. Since this new basis is orthonormal, the excited mode part of the symplectic form (3.27) becomes diagonal in the $\tilde{\alpha}_{n j}^{e / o}$ modes and condition (3.26) becomes much simpler:

$$
\begin{equation*}
\tilde{\alpha}_{(2 n+1) j}=0 \quad \text { for } \quad j \leq M, \quad \tilde{\alpha}_{(2 n) j}=0 \quad \text { for } \quad j \geq M+1 . \tag{3.35}
\end{equation*}
$$

This means that the odd modes have $M$ degrees of freedom associated to $\operatorname{Im}(P)$ and the Dirichlet boundary conditions, whereas the even modes have $N-M$ degrees of freedom associated to $\operatorname{Im}\left(P^{\perp}\right)$ and the Neumann boundary conditions. Moreover the corresponding commutators between the non-zero modes take the form

$$
\begin{equation*}
\left[\tilde{\alpha}_{n j}^{\ell}, \tilde{\alpha}_{n j^{\prime}}^{\ell}\right]=n \delta_{j j^{\prime}} \delta_{n+n^{\prime}, 0} \tag{3.36}
\end{equation*}
$$

that is a version of the canonical commutation relations. It is straightforward to find a Fock space representation of the resulting algebra. For $j \leq M$, the odd modes vanish, and we consider the (even) Fock space $\mathcal{F}_{j}^{e}$ generated from the normalized vacuum $|0\rangle_{\mathrm{e}}$, annihilated by $\tilde{\alpha}_{(2 n) j}^{\ell}$ for $n>0$ by applying the creation operators $\tilde{\alpha}_{-(2 n) j}^{\ell}=\left(\tilde{\alpha}_{(2 n) j}^{\ell}\right)^{\dagger}$ for $n>$. For $j \geq M+1$ we construct the (odd) Fock space $\mathcal{F}_{j}^{o}$ in a similar way but considering only the odd modes $\tilde{\alpha}_{(2 n+1) j}^{\ell}$ and the normalized vacuum $|0\rangle_{o}$. We end up with the full Hilbert space of the theory

$$
\mathcal{H}=\mathcal{H}_{0} \otimes\left(\underset{j=1}{\stackrel{M}{\otimes} \mathcal{F}_{j}^{\mathrm{e}}}\right) \otimes\left(\begin{array}{c}
\left.\stackrel{N}{\otimes} \underset{j=M+1}{\otimes} \mathcal{F}_{j}^{\mathrm{o}}\right) \tag{3.37}
\end{array}\right.
$$

## Example 3.3

Consider the previous Example 3.2 where $N=2$ and $M=1$. In that case there is one even and one odd Fock space generated, respectively, by $\tilde{\alpha}_{-(2 n) 1}^{\ell}$ acting on $|0\rangle_{e}$ and by $\tilde{\alpha}_{-\left(2 n_{1}+1\right) 2}^{\ell}$ acting on $|0\rangle_{o}$, where the modes corresponds to collective oscillations on both wires.

$$
\begin{equation*}
\tilde{\alpha}_{(2 n) 1}^{\ell}=\frac{1}{r_{1}^{2}+r_{2}^{2}}\left(\alpha_{(2 n) 1}^{\ell}+\alpha_{(2 n) 2}^{\ell}\right), \quad \tilde{\alpha}_{(2 n+1) 2}^{\ell}=\frac{1}{r_{1}^{2} r_{2}^{4}+r_{2}^{2} r_{1}^{4}}\left(r_{2}^{2} \alpha_{(2 n+1) 1}^{\ell}-r_{1}^{2} \alpha_{(2 n+1) 2}^{\ell}\right) \tag{3.38}
\end{equation*}
$$

The total Hilbert space is $\underset{k_{1}}{\oplus} \mathbb{C}\left|k^{1}\right\rangle \otimes \mathcal{F}_{1}^{e} \otimes \mathcal{F}_{2}^{o}$,

### 3.3.2 $U(1)$ current and charge

Now that the quantum space of states of the junction has been constructed, we would like to understand the operator content of the resulting theory. The simplest operators to understand are the chiral currents associated to the global $U(1)$-symmetry of the system that acts on the fields by $g_{i}(t, x) \mapsto u g_{i}(t, x)$ for $u \in U(1)$. The theory is invariant under this action in the bulk and at $x=L$ since we choose the Neumann boundary condition rather than the Dirichlet ones there. To define a symmetry, this action must also preserve the brane $\mathcal{B}=\kappa\left(U(1)^{M}\right) \subset U(1)^{N}$, which holds if and only if the vector $\mathbf{1}=(1, \ldots, 1)$ belongs to the range of $P$, i.e.

$$
\begin{equation*}
P \mathbf{1}=\mathbf{1} \quad \text { or } \quad \sum_{j} P_{i j}=1 \quad \forall i . \tag{3.39}
\end{equation*}
$$

In that case, the components of the Noether current corresponding to this symmetry have the form

$$
\begin{equation*}
J^{0}(t, x)=\sum_{i=1}^{N} J_{i}^{0}(t, x), \quad J^{1}(t, x)=\sum_{i=1}^{N} J_{i}^{1}(t, x) \tag{3.40}
\end{equation*}
$$

where the contribution of each wire can be computed explicitly. It is however more interesting to look at the chiral components of the currents, since they are directly related to the left and right moving fields (3.23). It turns out that

$$
\begin{equation*}
J_{i}^{\ell, r}(t, x) \equiv \frac{1}{2}\left(J_{i}^{0} \mp J_{i}^{1}\right)(t, x)=\frac{r_{i}^{2}}{2 \pi} \partial \varphi_{i}^{\ell, r}(x \pm t) \tag{3.41}
\end{equation*}
$$

where the derivative on the right hand side acts on the one-variable fields $\varphi_{i}^{\ell, r}$. This relation defines the left and right currents on each wire, which are at the classical level just functions, respectively, of $t+x$ and $t-x$ for any real $t$ and $x$. Since only the derivative of the fields $\varphi_{i}^{\ell, r}$ appears, there is no ambiguity related to the multivaluedness of modes $\varphi_{0}^{\ell, r}$. One can express $J_{i}^{\ell}$ and $J_{i}^{r}$ in terms of the other zero modes and the excited modes. Most importantly, the constraints (3.24) induce the relation

$$
\begin{equation*}
J_{i}^{r}(t, 0)=\sum_{j} S_{i j} J_{j}^{\ell}(t, 0) \quad \text { where } \quad S \equiv\left(P-P^{\perp}\right)^{t} \tag{3.42}
\end{equation*}
$$

meaning that the right current of one wire arriving at the junction is scattered to the left currents of all the wires. Hence, to each brane $\mathcal{B}$ one can associate a scattering matrix $S$, expressing the exchange of chiral currents when they arrive at the junction. Since $S$ is simply related to $P$, it has real coefficient and the following properties

$$
\begin{equation*}
S^{t}=r^{-2} S r^{2}, \quad S^{2}=I \quad \text { with } \quad r=\operatorname{diag}\left(r_{1}, \ldots, r_{N}\right) \tag{3.43}
\end{equation*}
$$

The first one is due to the fact that the projector is orthogonal only with respect to the nonstandard scalar product on $\mathbb{R}^{N}$, thus its matrix is not symmetric. The second one expresses the fact that $S$ is actually a reflection with respect to the subspace $\operatorname{Im}(P)$. This second property is specific to our construction and has consequences for the junction. Indeed it means that (3.42) is invariant under the change $\ell \leftrightarrow r$, such that the scattering from left to right is exactly the same as the scattering from right to left. There is actually no underlying physical hypothesis requiring this property and it is an artifact due to our choice of the boundary condition at $x=0$. Finally, there is one last property satisfied by $S$, related to the global $U(1)$-symmetry. Equation (3.39) implies

$$
\begin{equation*}
\sum_{j} S_{j i}=1 \quad \forall i \tag{3.44}
\end{equation*}
$$

that was also pointed out in [127]. Note that even if our construction restricts the possible scattering matrices, a large class of them still exists.

## Example 3.4

$N=2$ : Consider the previous Example 3.1 of two wires, we get

$$
S=\frac{1}{r_{1}^{2}+r_{2}^{2}}\left(\begin{array}{cc}
r_{1}^{2}-r_{2}^{2} & 2 r_{1}^{2}  \tag{3.45}\\
2 r_{2}^{2} & r_{2}^{2}-r_{1}^{2}
\end{array}\right) \quad \underset{r_{1} \neq r_{2}}{\longrightarrow} \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

corresponding in the case of identical wires to the fully transmitting junction.

If we consider the disconnected junction where $N=M$ we get $S=I$ as expected. It turns out that for two wires these are the only possibility for $S$, if we require (3.39). Thus for a junction of two identical wires, the only possible junctions are the disconnected or the fully transmitting one, so that in our model with $N=2$, a simultaneous reflection and transmission appears only when the two connected wires are different.

## Example 3.5

- $N$ arbitrary, $M=1$ : it is easy to generate an interesting $S$-matrix for any number of wires by considering the brane $\mathcal{B}$ diagonally embedded into $U(1)^{N}$ so that $\kappa=(1, \ldots, 1)$. This leads to the $S$-matrix that for equal radii takes the form

$$
\begin{equation*}
S_{i j}=-\rho \delta_{i j}+\tau\left(1-\delta_{i j}\right), \quad \text { where } \quad \rho=\frac{N-2}{N}, \quad \tau=\frac{2}{N} \tag{3.46}
\end{equation*}
$$

are the reflection and transmission coefficients (note that for $N=2$ we come back to the fully transmitting junction). Hence for $N \geq 3$ our model is able to generate interesting $S$ matrices, even in the case of the same theory on each wire.

- $N=3, M=2$ : Consider

$$
\kappa=\left(\begin{array}{ccc}
p & -q & 0  \tag{3.47}\\
1 & 1 & 1
\end{array}\right), \quad p, q \in \mathbb{Z}, \quad p \wedge q=1
$$

The corresponding $S$-matrix is (again in the case of the same radii)

$$
S=\frac{1}{\left(1+\alpha+\alpha^{2}\right)}\left(\begin{array}{ccc}
1+\alpha & -\alpha & \alpha(1+\alpha)  \tag{3.48}\\
-\alpha & \alpha(1+\alpha) & 1+\alpha \\
\alpha(1+\alpha) & 1+\alpha & -\alpha
\end{array}\right), \quad \alpha=\frac{p}{q}
$$

which is exactly the matrix obtained in the classification in [14], equation (3.16), but with a rational parameter instead of a real one. We see in that example that dealing with integers in our case is not too restrictive since we can approach real cases as close as we want.

Coming back to the chiral currents, the scattering relation (3.42) can be extended to general $x$ and $t$ since we are actually dealing with one-variable functions. Moreover, the Neumann boundary condition (3.20) at $x=L$ implies the full reflection of the current at the free extremity of the wires: $J_{i}^{r}(t, L)=J_{i}^{\ell}(t, L)$. Note that this relation would have come with a minus sign for the Dirichlet boundary condition, breaking the global $U(1)$-symmetry. Altogether, using also the property $S^{2}=I$, we end up with the relation

$$
\begin{equation*}
J_{i}^{r}(t, x)=J_{i}^{\ell}(t,-x+2 L) \tag{3.49}
\end{equation*}
$$

if we treat the currents as functions of real $t$ and $x$. This is just the consequence of the relation between the left and the right modes $\alpha_{n i}^{\ell, r}$ coming from (3.24). Indeed we have

$$
\begin{equation*}
J_{i}^{\ell, r}(t, x)=\frac{r_{i}^{2}}{4 L} \sum_{n \in \mathbb{Z}} \alpha_{n i}^{\ell, r} \mathrm{e}^{-\frac{\pi \mathrm{in}(t \pm x)}{2 L}} . \tag{3.50}
\end{equation*}
$$

This allows us to define a quantum version of the currents and compute their equal-time commutation relations

$$
\begin{equation*}
\left[J_{i}^{\ell}(t, x), J_{i^{\prime}}^{\ell}(t, y)\right]=\frac{\mathrm{i} r_{i}^{2}}{4 \pi} \sum_{n \in \mathbb{Z}}\left(P_{i i^{\prime}}+(-1)^{n}\left(\delta_{i i^{\prime}}-P_{i i^{\prime}}\right)\right) \delta^{\prime}(x-y+2 n L) \tag{3.51}
\end{equation*}
$$

and similarly for the right currents but with a global minus sign on the right hand side. The mixed relations read

$$
\begin{equation*}
\left[J_{i}^{\ell}(t, x), J_{i^{\prime}}^{r}(t, y)\right]=\frac{\mathrm{ir} r_{i}^{2}}{4 \pi} \sum_{n \in \mathbb{Z}}\left(P_{i i^{\prime}}-(-1)^{n}\left(\delta_{i i^{\prime}}-P_{i i^{\prime}}\right)\right) \delta^{\prime}(x+y+2 n L) . \tag{3.52}
\end{equation*}
$$

In particular, the left-moving currents commute among themselves at equal times if their positions do not coincide modulo $2 L$. Similarly for the right-moving currents. The left-moving currents commute with the right-moving ones at equal times if their positions are not opposite modulo $2 L$.

Note that for $0<x, y \leq L$ the only terms that contribute to (3.51) and (3.52) have $n=0$ or $n=-1$, respectively, so that for such values of $x$ and $y$ the commutation relations of currents do not depend on the choice of brane $\mathcal{B}$. This permits to identify for different junctions the algebras of observables generated by currents $J_{i}^{\ell, r}(0, x)$ with $0<x \leq L$, i.e. localized away from the contact point. In particular, we may identify such observables for disconnected wires with those for connected wires, with the physical meaning that their measurement just before and just after establishing or breaking the connection between the wires should give the same result.

Whatever the junction, the total $U(1)$-charge

$$
\begin{equation*}
Q(t)=\sum_{i=1}^{N} \int_{0}^{L}\left(J_{i}^{l}+J_{i}^{r}\right)(t, x) \mathrm{d} x=\sum_{i=1}^{N} \frac{r_{i}^{2}}{2} \alpha_{0 i} \tag{3.53}
\end{equation*}
$$

is conserved in time as soon as (3.39) is satisfied. Its modes decomposition tells us that $Q$ acts only on the zero mode Hilbert space $\mathcal{H}_{0}$, with the following spectrum

$$
\begin{equation*}
Q\left|k^{1} \ldots k^{M}\right\rangle=\left(\mathbf{p},\left(T^{-1}\right) \mathbf{k}\right)\left|k^{1} \ldots k^{M}\right\rangle \tag{3.54}
\end{equation*}
$$

where $\mathbf{p}$ is a vector in $\mathbb{R}^{M}$ with components $p^{m}=\sum_{i} r_{i}^{2} \kappa_{i}^{m}$. Here ( $\mathbf{x}, \mathbf{y}$ ) denotes the standard scalar product of $\mathbb{R}^{M}$, not to be confused with the modified one $\mathbf{a} \cdot \mathbf{b}$ in $\mathbb{R}^{N}$ introduced before. This is not obvious but it turns out that the spectrum of $Q$ is composed of integers, as must be the case for the generator of a unitary action $U(1)$-group. This can be shown explicitly using property (3.39) for $P$ ensuring $U(1)$ invariance and the fact that $\kappa$ is an injective map. However the integrality does not hold for the charges in individual wires, which are not conserved.

## Example 3.6

Consider the case $N=3$ and $M=2$ discussed in Example 3.5. In the case of different radii, we get

$$
T=\left(\begin{array}{cc}
p^{2} r_{1}^{2}+q^{2} r_{2}^{2} & p r_{1}^{2}-q r_{2}^{2}  \tag{3.55}\\
p r_{1}^{2}-q r_{2}^{2} & r_{1}^{2}+r_{2}^{2}+r_{3}^{3}
\end{array}\right) \quad \text { and } \quad \mathbf{p}=\binom{p r_{1}^{2}-q r_{2}^{2}}{r_{1}^{2}+r_{2}^{2}+r_{3}^{3}}
$$

Of course the vector $T^{-1} \mathbf{k}$ will not have integer coefficients, however we end up with a simple spectrum for $Q$

$$
\begin{equation*}
Q\left|k^{1} k^{2}\right\rangle=k^{2}\left|k^{1} k^{2}\right\rangle \tag{3.56}
\end{equation*}
$$

where $k_{2} \in \mathbb{Z}$.

### 3.3.3 Energy-momentum tensor and Hamiltonian

In addition to the $U(1)$ global charge, energy is always conserved in the system whatever the junction. The classical Hamiltonian of the theory can be expressed in terms of left and right currents

$$
\begin{equation*}
H(t)=\sum_{i=1}^{N} \frac{2 \pi}{r_{i}^{2}} \int_{0}^{L}\left(\left(J_{i}^{\ell}\right)^{2}+\left(J_{i}^{r}\right)^{2}\right)(x, t) \mathrm{d} x \tag{3.57}
\end{equation*}
$$

Its time independence can be shown explicitly and does not require any supplementary condition on $P$ such as (3.39), properties (3.43) being sufficient. In fact, the the boundary conditions with any brane $\mathcal{B}$ preserve conformal invariance of the system, hence the Hamiltonian is nothing but the charge associated to the time components of the total energy momentum tensor of the theory.

At the quantum level, some regularization must be done to avoid infinite quantities. We set

$$
\begin{equation*}
H=\sum_{i=1}^{N} \frac{2 \pi}{r_{i}^{2}} \int_{0}^{L}\left(:\left(J_{i}^{\ell}\right)^{2}:+:\left(J_{i}^{r}\right)^{2}:\right)(x, t) \mathrm{d} x+\frac{\pi}{L} \frac{N-3 M}{48} \tag{3.58}
\end{equation*}
$$

Indeed $H$ can be decomposed in terms of the zero modes $\alpha_{0 i}^{\ell}$ and the excited ones $\tilde{\alpha}_{n i}^{\ell}$ in the proper basis for $P$ (using an inverse relation for (3.34)). The Wick ordering of the modes satisfying canonical commutation relations extracts a zero-point energy which is a diverging sum whose $\zeta$ function regularization leads to the last term on the right hand side of the quantum formula for $H$.
$\zeta$-function regularization More precisely, the contributions to the zero-point energy from each of the Fock spaces $\mathcal{F}_{j}^{e / o}$ is the infinite sum

$$
\begin{equation*}
\sum_{\substack{n=1 \\ n \text { even/odd }}}^{\infty} \frac{n}{2} \tag{3.59}
\end{equation*}
$$

This infinite sum is regularized by the Riemann zeta function $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}$ for $s$ were the sum converges and defined by analytic continuation for other values. In particular $\zeta(-1)=-1 / 12$ which gives a finite result for the sum $\sum_{n=1}^{\infty} \frac{n}{2}$. Actually we have $M$ sums over even number and $N-M$ sums over odd numbers, resulting in

$$
\begin{equation*}
M \sum_{p=1}^{+\infty} \frac{2 p}{2}+(N-M) \sum_{p=1}^{+\infty} \frac{2 p+1}{2}=M \zeta(-1)+(N-M)\left(\frac{\zeta(-1)}{2}-\zeta(-1)\right)=\frac{3 M-N}{2} \zeta(-1) \tag{3.60}
\end{equation*}
$$

where we have written the odd sum as a difference between the sum over all and even positive integers. Of course this term is somewhat arbitrary and does not contribute to physical quantities such as the thermal expectations of observables, see below, but the above regularization is consistent with the functional integral approach to the theory.

Using the mode decomposition of $H$, we compute its spectrum: the basis vector of $\mathcal{H}_{0}$ and states generating the different Fock spaces discussed in subsection 3.3.1 are actually eigenstates of $H$. On $\mathcal{H}_{0}$, we get

$$
\begin{equation*}
H\left|k^{1} \ldots k^{M}\right\rangle=\frac{\pi}{2 L}\left(2\left(\mathbf{k}, T^{-1} \mathbf{k}\right)+\frac{N-3 M}{24}\right)\left|k^{1} \ldots k^{M}\right\rangle \tag{3.61}
\end{equation*}
$$

whereas the action on the excited Fock-space states is longer to write but simple: consider for example the basis vectors of one Fock space $\mathcal{F}_{j}^{\mathrm{e} / \mathrm{o}}$

$$
\begin{equation*}
\tilde{\alpha}_{\left(-n_{1}\right) j} \ldots \tilde{\alpha}_{\left(-n_{l}\right) j}|0\rangle_{\mathrm{e} / \mathrm{o}}, \quad l \geq 0 \quad n_{1} \geq \ldots \geq n_{l}>0 \tag{3.62}
\end{equation*}
$$

where the $n_{s}$ will be even or odd, depending on $j$. The action of creation modes raises the eigenvalue of $H$ by

$$
\begin{equation*}
\frac{\pi}{2 L} n \quad \text { where } \quad n=n_{1}+\ldots+n_{l} \tag{3.63}
\end{equation*}
$$

and the generalization to the full Hilbert space is immediate, resulting in the sum of such contributions from the $N$ Fock spaces. The degeneracy of this spectrum will be investigated in the next section.

As for the charge, the total Hamiltonian can be decomposed as the sum of contributions from different wires

$$
\begin{equation*}
H=\sum_{i=1}^{N} H_{i}=\sum_{i=1}^{N} \int_{0}^{L} K_{i}^{0}(t, x) \mathrm{d} x \tag{3.64}
\end{equation*}
$$

with the energy density $K_{i}^{0}=T_{i}^{r}+T_{i}^{\ell}$ and the energy current $K_{i}^{0}=T_{i}^{r}-T_{i}^{\ell}$ in each wires, where

$$
\begin{equation*}
T_{i}^{\ell / r}(t, x)=\frac{2 \pi}{r_{i}^{2}}: J_{i}^{\ell / r}(t, x)^{2}:-\frac{\pi}{48 L^{2}} P_{i i}+\frac{\pi}{96 L^{2}} P_{i i}^{\perp} \tag{3.65}
\end{equation*}
$$

are the left- and right-moving energy momentum tensor components (again, constant terms are the zero point energy contributions). The individual wire Hamiltonians $H_{i}$ are not conserved but their total sum $H$ is. Moreover, we can compute the relation between the chiral components of the individual wire contributions to the energy-momentum tensor, similarly to (3.42) for the currents:

$$
\begin{equation*}
T_{i}^{r}(t, 0)=\sum_{j=1}^{N} S_{i j} T_{j}^{\ell}(t, 0) S_{j i}+\frac{2 \pi}{r_{i}^{2}} \sum_{j \neq k} S_{i j} J_{j}^{\ell}(t, 0) S_{i k} J_{k}^{\ell}(t, 0) \tag{3.66}
\end{equation*}
$$

which tells us how the energy from the right moving part is scattered to the left moving one at the junction. Hence the scattering matrix for the $U(1)$ currents induces a transfer of energy at the junction. The latter relation, however, does not close on the $T_{i}^{\ell, r}$ components and also involves the currents.

### 3.4 Equilibrium state

In previous sections, we quantized the bosonic model of the junction. The Hilbert space has $M$ zero modes degrees of freedom and $N$ infinite series of excited Fock space states divided into to $M$ even and $N-M$ odd series. The two conserved quantities are the total $U(1)$ (electric) charge and the total energy of the system represented by observables $Q$ and $H$, and the first one is present only for specific branes $\mathcal{B}$ preserving the global $U(1)$-symmetry. Before constructing a nonequilibrium state of the system, we first focus on its equilibrium properties, since nonequilibrium expectations will be expressed as a combination of appropriate equilibrium ones. The equilibrium state where the full system of all the wires is at inverse temperature $\beta$ and electric potential $V$ is given by the following density matrix

$$
\begin{equation*}
\rho_{\beta, V}=\frac{1}{Z_{\beta, V}} \mathrm{e}^{-\beta(H-V Q)} \tag{3.67}
\end{equation*}
$$

where $Z_{\beta, V}$ is the the partition function. Note that with our conventions, positive $V$ plays the role of a positive chemical potential for electrons and of a negative one for holes. The partition function is exactly computable from the spectra (3.54) of $Q$ and the $H$ (with the multiplicities), The spectrum of $H$ is given by (3.61) on $\mathcal{H}_{0}$. For the excited modes, each Fock space leads to degenerate energy levels involving the partition number $p(n)$, counting all the different ways of writing an integer $n$ as a sum of ordered smaller integers, see (3.63). The numbers of partitions are encoded in the Dedekind function [50], which is the partition function for one free boson:

$$
\begin{equation*}
\eta(\tau)=\mathrm{e}^{\frac{\pi \mathrm{i} \tau}{12}} \prod_{n=1}^{\infty}\left(1-\mathrm{e}^{2 \pi \mathrm{i} \tau n}\right) \tag{3.68}
\end{equation*}
$$

and has the modular property $\eta(\tau)=(-\mathrm{i} \tau)^{-1 / 2} \eta\left(-\tau^{-1}\right)$. Here we have $N$ copies of such functions, but we have to take care of the odd or even parity of the numbers in the partitions, and express the corresponding generating functions in terms of standard Dedekind functions. The $\mathcal{H}_{0}$ sector leads to $k$-sums that can be improved by the Poisson resummation formula and some Gaussian integration. Putting all together we end up with

$$
\begin{equation*}
Z_{\beta, V}=2^{-N} \sqrt{\operatorname{det}(T)} \mathrm{e}^{\frac{L \beta V^{2}}{4 \pi}}\left(\mathbf{p}, T^{-1} \mathbf{p}\right)\left(\sum_{\boldsymbol{k} \in \mathbb{Z}^{M}} \mathrm{e}^{-\mathrm{i} L V(\boldsymbol{p}, \boldsymbol{k})-\frac{\pi L}{\beta}(\boldsymbol{k}, T \boldsymbol{k})}\right)\left[\eta\left(\frac{2 i L}{\beta}\right)\right]^{N-2 M}\left[\eta\left(\frac{4 i L}{\beta}\right)\right]^{M-N} \tag{3.69}
\end{equation*}
$$

where the Dedekind functions come from the excited states, whereas the remaining factor is related to the zero modes. In the $\mathbf{k}$-sum, one term in the exponential corresponds to the action of $Q$ and the other to the action of $H$ (compare with the spectrum (3.54) and (3.61)). The modular property of $\eta$ and the Poisson resummation allowed to have coefficients proportional to $L$ instead of $1 / L$ in the exponential terms, which will be more tractable when considering the thermodynamic limit, see section 3.5.

Once the density matrix defined and the partition function computed, let us focus on the algebra $\mathcal{A}$ of observables generated by the currents $J_{i}^{\ell, r}$ and on the corresponding equilibrium state expectations

$$
\begin{equation*}
\omega_{\beta, V}^{L}(A)=\operatorname{Tr}\left(\rho_{\beta, V} A\right), \quad A \in \mathcal{A} \tag{3.70}
\end{equation*}
$$

The superscript $L$ stresses that the state concerns the junction of wires of finite length $L$. Due to relation (3.49) it is enough to consider only the currents $J^{\ell}(t, x)$ at fixed $t$ and real $x$. We shall decompose such currents into the contributions from the zero modes and the excited modes:

$$
\begin{equation*}
J_{i}^{\ell}(t, x)=\frac{r_{i}^{2}}{4 L} \alpha_{0 i}^{\ell}+\hat{J}_{i}^{\ell}(t, x), \tag{3.71}
\end{equation*}
$$

see (3.50). In the equilibrium state expectation of products of currents, the contributions from the zero modes and from the excited modes factorize. Since $Q$ is proportional to the zero modes
$\alpha_{0 i}^{\ell}$, it is possible to extract the zero-modes expectations by successive derivatives of $\log Z$, with respect to the (formal) coordinates $p^{m}$ in (3.69). For one zero mode we get,

$$
\begin{equation*}
\omega_{\beta, V}^{L}\left(\frac{r_{i}^{2}}{4 L} \alpha_{0 i}^{\ell}\right)=\frac{r_{i}^{2} V}{4 \pi}-\frac{\mathrm{i} r_{i}^{2}}{2 \beta} \sum_{m} \kappa_{i}^{m} \frac{\sum_{\boldsymbol{k} \in \mathbb{Z}^{M}} k^{m} \mathrm{e}^{-\mathrm{i} L V(\boldsymbol{p}, \boldsymbol{k})-\frac{\pi L}{\beta}(\boldsymbol{k}, T \boldsymbol{k})}}{\sum_{\boldsymbol{k} \in \mathbb{Z}^{M}} \mathrm{e}^{-\mathrm{i} L V(\boldsymbol{p}, \boldsymbol{k})-\frac{\pi L}{\beta}(\boldsymbol{k}, T \boldsymbol{k})}}, \tag{3.72}
\end{equation*}
$$

where the first term has been simplified using the condition (3.39) on $P$ ensuring charge conservation. This formula is already quite heavy, and the general formula for an arbitrary number of zero modes expectation is straightforward to obtain, involving more terms with $\mathbf{k}$-sums. We actually do not need it for the following hence we don't write it here but it can be found in [85]. Moreover, in the one point case, we see that the second term involving the sum will vanish in the thermodynamic limit, and the general zero modes expectations will just become a product involving the first term on the right hand side of (3.72).

The expectations of products of $\hat{J}_{i}^{\ell}(t, x)$ can be computed with the Wick rule since the Hamiltonian $H$ is quadratic in the $\tilde{\alpha}_{n i}^{\ell}$. Hence we just need to compute the one and two point correlation function. Knowing explicitly the Hilbert space and the action of $H, Q$ and $\hat{J}_{i}^{\ell}(t, x)$, one shows easily that $\omega_{\beta, V}^{L}\left(\hat{J}_{i}^{\ell}(t, x)\right)=0$. For the two point function one end up after some algebra with the result

$$
\begin{equation*}
\omega_{\beta, V}^{L}\left(\hat{J}_{i}^{\ell}(t, x) \hat{J}_{j}^{\ell}(t, y)\right)=-\frac{1}{2}\left(\frac{r_{i}}{2 \pi}\right)^{2}\left(P_{i j} f_{e}(x-y)+\left(\delta_{i j}-P_{i j}\right) f_{o}(x-y)\right) \tag{3.73}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{e}(x-y)=\wp(x-y ;-\mathrm{i} \beta, 2 L)+C_{e} \\
& f_{o}(x-y)=2 \wp(x-y ;-\mathrm{i} \beta, 4 L)-\wp(x-y ;-\mathrm{i} \beta, 2 L)+C_{o} \tag{3.74}
\end{align*}
$$

involve the Weierstrass function $\wp\left(z ; \omega_{1}, \omega_{2}\right)$ on the real line $z=x-y$ and with periods $\omega_{1}=-\mathrm{i} \beta$ and $\omega_{2}=2 L$ or $4 L$. Such a function is uniquely defined (up to a constant) on the complex torus of period $\omega_{1}$ and $\omega_{2}$ by a pole of order 2 at $z=0$ with coefficient 1 , and its analyticity on the rest of the torus [169]. One explicit formula for $\wp$, actually the one arising in the previous calculation is

$$
\begin{equation*}
\wp\left(z ; \omega_{1}, \omega_{2}\right)=\left(\frac{\pi}{\omega_{2}}\right)^{2}\left[-\frac{1}{3}+\sum_{n} \sin ^{-2}\left(\frac{\pi\left(z-n \omega_{1}\right)}{\omega_{2}}\right)-\sum_{n \neq 0} \sin ^{-2}\left(\frac{\pi n \omega_{1}}{\omega_{2}}\right)\right] . \tag{3.75}
\end{equation*}
$$

The terms in the first sum imply that the two-point function (3.73) is singular when the insertion points $x$ and $y$ coincide modulo $2 L$, which is related to the contact terms appearing in the commutators of the currents, see (3.51). The uniqueness of $\wp$ allows us to permute $\omega_{1}$ and $\omega_{2}$ since it defines the same torus. This will be convenient when taking the thermodynamic limit. Indeed with $\omega_{1}=2 L \rightarrow \infty$, only the singular $n=0$ term will survive in (3.75) when $L \rightarrow \infty$. However, not only $\wp$ comes out from our calculation, but also two constant terms, which are

$$
\begin{align*}
& C_{e}=\left(\frac{\pi}{2 L}\right)^{2}\left(\frac{1}{3}-\sum_{n \neq 0} \sinh ^{-2}\left(\frac{\pi n \beta}{2 L}\right)\right),  \tag{3.76}\\
& C_{o}=\left(\frac{\pi}{2 L}\right)^{2}\left(-\frac{1}{6}-\frac{1}{2} \sum_{n \neq 0} \sinh ^{-2}\left(\frac{\pi n \beta}{4 L}\right)+\sum_{n \neq 0} \sinh ^{-2}\left(\frac{\pi n \beta}{2 L}\right)\right) . \tag{3.77}
\end{align*}
$$

These terms are not really easy to handle in the thermodynamic limit and some work with the theory of the Weierstrass function is necessary in order to express these constants in a more convenient way, see below.

We have collected all the ingredients to compute any current correlation function expressing the expectation of $A \in \mathcal{A}$ in the state $\omega_{\beta_{V}}^{L}$. The left moving currents factorize between zero and excited modes, and the correlation functions of the latter ones are computed by the Wick formula so that (3.73) is all one need to know. Correlation functions involving the right currents are reduced to those of the left currents only using relation (3.49). Since the one point function is time and space invariant, it follows that $\omega_{\beta, V}^{L}\left(J_{i}^{r}(t, x)\right)$ is also given by (3.72) so that

$$
\begin{equation*}
\omega_{\beta, V}^{L}\left(J_{i}^{0}(t, x)\right)=2 \omega_{\beta, V}^{L}\left(J_{i}^{\ell}(t, x)\right), \quad \omega_{\beta, V}^{L}\left(J_{i}^{1}(t, x)\right)=0 . \tag{3.78}
\end{equation*}
$$

Hence, in the equilibrium state, the mean charge density is constant in each wire, whereas the mean current vanishes. The state $\omega_{\beta, V}^{L}$ is stationary in the sense that all the equal-time $t$ expectations do not depends on $t$. Computing the two point correlation functions for the right currents, it is easy to see that we end up with exactly the same formula as for the left currents. It follows that the equilibrium state we constructed is invariant under the exchange $J^{\ell} \leftrightarrow J^{r}$, the property related to the time-reversal invariance of the system. This symmetry will be broken in the stationary nonequilibrium state constructed below.

The equilibrium expectations of the components of the energy-momentum tensor may be extracted from the two point function for left and for right currents, respectively, using the operator product expansion (OPE)

$$
\begin{equation*}
\omega_{\beta, V}^{L}\left(T_{i}^{\ell}(t, x)\right)=\lim _{\epsilon \rightarrow 0} \omega_{\beta, V}^{L}\left(\frac{2 \pi}{r_{i}^{2}} J_{i}^{\ell}(t, x+\epsilon) J_{i}^{\ell}(t, x)+\frac{1}{4 \pi \epsilon^{2}}\right)=\omega_{\beta, V}^{L}\left(T_{i}^{\ell}(t, x)\right) \tag{3.79}
\end{equation*}
$$

The result is given in [85].

### 3.4.1 Functional integral representation

The equilibrium expectations at inverse temperature $\beta$ may be reproduced by a functional integral over classical fields defined on the cylindrical worldsheet $(x, \tilde{t}) \in[0, L] \times[0, \beta]$, see Figure 3.2, where $\tilde{t}$ is the Euclidean time related to the Minkowskian time $t$ by the Wick rotation $\tilde{t}=\mathrm{i} t$. In particular, The partition function $Z_{\beta, V}$ can be represented as

$$
\begin{equation*}
Z_{\beta, V}=\int \mathrm{e}^{\mathrm{i} S^{E}[g]} \mathcal{D} g \tag{3.80}
\end{equation*}
$$

where the functional integral is over the maps $\boldsymbol{g}(t, x)=\left(\mathrm{e}^{i \varphi_{i}(\tilde{t}, x)}\right)$ from $\mathbb{R} \times[0, L]$ to $U(1)^{N}$ which are twisted $\beta$-periodic in $\tilde{t}$,

$$
\begin{equation*}
\boldsymbol{g}(\tilde{t}+\beta, x)=\boldsymbol{g}(\tilde{t}, x) \mathrm{e}^{-\beta V} \tag{3.81}
\end{equation*}
$$

where $V$ is assumed imaginary here (the real values of $V$ will be accessible by analytic continuation). Field $\boldsymbol{g}$ satisfies the boundary conditions

$$
\begin{equation*}
\boldsymbol{g}(\tilde{t}, 0) \in \mathcal{B}, \quad P\left(\boldsymbol{g}^{-1} \partial_{x} \boldsymbol{g}\right)(\tilde{t}, 0)=0, \quad\left(\boldsymbol{g}^{-1} \partial_{x} \boldsymbol{g}\right)(\tilde{t}, L)=0 \tag{3.82}
\end{equation*}
$$

In this picture, the field $\boldsymbol{g}$ represents an open string of size $L$ in $(U(1))^{N}$ with specified boundary conditions at $x=0$ and $L$, which propagates (twisted) periodically in Euclidean time $\tilde{t}$ from 0 to $\beta$. Hence the name of open string picture. The Euclidean action functional $S^{E}(\boldsymbol{g})$ (purely imaginary in our convention) is obtained by the replacement $t \mapsto-\mathrm{i} \tilde{t}$ in the initial action (3.14) with the time integration from 0 to $\beta$.

The functional integral for the partition function may be calculated explicitly by decomposing fields on the infinite basis of the Laplacian operator with the appropriate boundary conditions, and the final result matches with (3.69) (see [85]). On the top of that, using the Green functions of the Laplacian (also depending on boundary conditions), one can show that the the thermal

### 3.4. EQUILIBRIUM STATE

equilibrium expectations of products of currents coincide with the functional integral expectations. Namely,

$$
\begin{equation*}
\omega_{\beta, V}^{L}\left(\prod_{k=1}^{K} J_{i_{k}}^{\ell}\left(t, x_{k}\right) \prod_{k^{\prime}=1}^{K^{\prime}} J_{i_{k^{\prime}}}^{r}\left(t, y_{k^{\prime}}\right)\right)=\frac{1}{Z_{\beta, V}} \int \prod_{k} j_{i_{k}}^{\ell}\left(0, x_{k}\right) \prod_{k^{\prime}} j_{i_{k^{\prime}}}^{r}\left(0, y_{k^{\prime}}\right) \mathrm{e}^{\mathrm{i} S^{E}(\boldsymbol{g})} \mathcal{D} \boldsymbol{g} \tag{3.83}
\end{equation*}
$$

where the $j_{i}$ are given by derivatives of fields $\varphi_{i}$ associated to $\boldsymbol{g}$, see [85].


Figure 3.2: Left: the open string picture where the spatial coordinate $x$ is a in a finite interval of length $L$ whereas the Euclidean time $\tilde{t}$ is in a circle of length $\beta$. Right: the roles of space and time are reversed in the closed string picture.

### 3.4.2 Closed-string picture

In the previous Euclidean functional integral formalism, the role of "space" and "time" is completely arbitrary and indistinguishable, they are only two orthogonal direction and their roles can be exchanged. Consequently, there should exist a representation of the thermal state $\omega_{\beta, V}^{L}$ where $[0, \beta]$ plays the role of space and $[0, L]$ the role of time. In the cylindrical geometry, we then have a space-(twisted)-periodic string (hence closed), propagating during "time" $L$, which corresponds to the closed-string worldsheet depicted on the right of Figure 3.2, to be contrasted with the open-string worldsheet on the left.

Since the space direction is closed, no boundary conditions are needed here. Here the previous boundary conditions from the open-string picture will be encoded here as initial (and final) conditions in the time direction. At the quantum level, this means that the closed string will propagate between two boundary states, that have to be constructed in order to reproduce the equilibrium expectations of $\omega_{\beta, V}^{L}$. Apart from these states, the closed string is easier to quantize than the open one.

A collection of $N$ closed strings of length $\beta$, is described by fields $g_{i}(t, x)=\mathrm{e}^{\mathrm{i} \varphi_{i}(x, t)}$ defined for real $t$ and $x$ and twisted-periodic in the $x$ direction:

$$
\begin{equation*}
g_{i}(t, x+\beta)=g_{i}(t, x) \mathrm{e}^{-\beta V}, \tag{3.84}
\end{equation*}
$$

where $V$ is again taken imaginary, compare to (3.81). For Minkowski time, such fields are governed by the action functional

$$
\begin{equation*}
S[\boldsymbol{g}]=\frac{1}{4 \pi} \sum_{i=1}^{N} \int \mathrm{~d} t \int_{0}^{\beta} r_{i}^{2}\left(\left(\partial_{t} \varphi_{i}\right)^{2}-\left(\partial_{x} \varphi_{i}\right)^{2}\right) \mathrm{d} x . \tag{3.85}
\end{equation*}
$$

The twist in the periodicity condition may be absorbed by setting

$$
\begin{equation*}
\varphi_{i}(t, x) \equiv \hat{\varphi}_{i}(t, x)+\mathrm{i} V x, \quad \text { where } \quad \hat{\varphi}_{i}(t, x+\beta)=\hat{\varphi}_{i}(t, x)+2 \pi m_{i} \tag{3.86}
\end{equation*}
$$

and $m_{i} \in \mathbb{Z}$ is the winding number of the field $\hat{\varphi}_{i}$ when $x$ goes from 0 to $\beta$, ( $\hat{\varphi}_{i}$ is only defined modulo $2 \pi$ ). The equations of motions minimizing the action lead to the d'Alembertian acting
on $\hat{\varphi}$, which has again for general solution a sum of two chiral components $\hat{\varphi}_{i}=\hat{\varphi}_{i}^{\ell}+\hat{\varphi}_{i}^{r}$ but this time the left and right fields are independent since we have periodic boundary conditions in space for fields $\mathrm{e}^{\mathrm{i} \hat{\varphi}_{i}}$. The left and right movers can be decomposed in terms of modes, similarly as for the open string case. We have:

$$
\begin{equation*}
\hat{\boldsymbol{\varphi}}^{\ell, r}(t \pm x)=\hat{\boldsymbol{\varphi}}_{0}^{\ell, r}+\frac{\sqrt{2} \pi}{\beta} \boldsymbol{\alpha}_{0}^{\ell, r}(t \pm x)+\frac{\mathrm{i}}{\sqrt{2}} \sum_{n \neq 0} \frac{1}{n} \boldsymbol{\alpha}_{n}^{\ell, r} \mathrm{e}^{-\frac{2 \pi \mathrm{in}(t \pm x)}{\beta}} \tag{3.87}
\end{equation*}
$$

There is no particular relation between the left and right modes, except that

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(\boldsymbol{\alpha}_{0}^{\ell}-\boldsymbol{\alpha}_{0}^{r}\right)=\boldsymbol{m} \tag{3.88}
\end{equation*}
$$

where $\boldsymbol{m}$ is the vector of $N$ winding numbers $m_{i} \in \mathbb{Z}$, already discrete at the classical level. The zero modes involve $\boldsymbol{\varphi}_{0}^{\ell, r}$ and $\boldsymbol{p}_{0} \equiv 1 / \sqrt{2}\left(\boldsymbol{\alpha}_{0}^{\ell}+\boldsymbol{\alpha}_{0}^{r}\right)$ which is the momentum vector of $N$ closed strings. The quantization of these modes leads to the states

$$
\begin{equation*}
|\boldsymbol{m}, \boldsymbol{k}\rangle \in \mathcal{H}_{0}=\underset{\boldsymbol{m} \in \mathbb{Z}}{\oplus} L^{2}\left(U(1)^{N}\right), \tag{3.89}
\end{equation*}
$$

where $\boldsymbol{k}$ is the momentum eigenvalue. The quantization of the excited modes is done independently for left and right movers and leads to the independent canonical commutation relation for both. They are represented in the tensor product of two standard Fock spaces $\mathcal{F}^{\ell, r}$ generated by the $\alpha_{n i}^{\ell, r}$ with negative $n$ acting on the vacuum vector $|0\rangle^{\ell, r}$. The Hilbert space of the full theory is $\mathcal{H}=\mathcal{H}_{0} \otimes \mathcal{F}^{\ell} \otimes \mathcal{F}^{r}$.

The quantized closed string propagates between boundary states in (a completion of) $\mathcal{H}$ that encode the information on the junction and the reflection at the free ends of the wires. Such a propagation will reproduce the thermal expectations in the state $\omega_{\beta, V}^{L}$. Let us start with the free ends of the wires, characterized by the diagonal Neumann boundary condition. Thus in the closed string picture, we want to build a state satisfying

$$
\begin{equation*}
\left.\left.\partial_{t} \varphi_{i}(0, x) \| \mathcal{N}\right\rangle\right\rangle=0 \tag{3.90}
\end{equation*}
$$

(recall that time and space have been exchanged so that the Neumann condition now corresponds to time derivative). This equation relates the chiral components of the field $\varphi_{i}$ in the action on such state. Using the mode decomposition (3.87) and looking at the different parts of the Hilbert space, we first see that state $\| \mathcal{N}\rangle\rangle$ necessarily has no momentum: $\mathbf{k}=\mathbf{0}$, whereas $\mathbf{m}$ can be any integer vector. On the excited part, the relation between left and right modes reads

$$
\begin{equation*}
\left.\left.\left(\alpha_{n i}^{\ell}+\alpha_{(-n) i}^{r}\right) \| \mathcal{N}\right\rangle\right\rangle=0 \tag{3.91}
\end{equation*}
$$

The most general solution for such states, together with the zero mode part, is given by [74, 135]

$$
\begin{equation*}
\| \mathcal{N}\rangle\rangle=A_{\mathcal{N}} \sum_{\boldsymbol{m} \in \mathbb{Z}^{N}} \mathrm{e}^{-\sum_{n=1}^{\infty} \frac{1}{n} \boldsymbol{\alpha}_{-n}^{\ell} \cdot \boldsymbol{\alpha}_{-n}^{r}}|\mathbf{0}, \boldsymbol{m}\rangle \tag{3.92}
\end{equation*}
$$

where $A_{\mathcal{N}}$ is a normalization constant. Note that this state belongs only to the completion of the Hilbert space $\mathcal{H}$ since it involves infinite sums. Similarly, a diagonal Dirichlet state $\| D\rangle\rangle$ is easy to construct $[74,135]$ : it will require $\boldsymbol{m}=0$ and $\boldsymbol{k}$ arbitrary in the zero modes, whereas the plus sign in (3.91) will become a minus sign, removing the one in the exponential coefficient of (3.92). Finally, the junction of the wires mixes the Neumann and the Dirichlet boundary conditions, see (3.18) and (3.20). In the closed string picture, the boundary state $\| \mathcal{B}\rangle\rangle$ corresponding to the brane $\mathcal{B}$ satisfies the relations

$$
\begin{equation*}
\left.\left.\left.\left.P \partial_{x} \boldsymbol{\varphi}(0, x) \| \mathcal{B}\right\rangle\right\rangle=0, \quad P^{\perp} \boldsymbol{\varphi}(0, x) \| \mathcal{B}\right\rangle\right\rangle=0 \tag{3.93}
\end{equation*}
$$

where $\varphi=\left(\varphi_{i}\right)$. Using decomposition (3.87) for $\varphi$ we get constrains for the zero modes and for the excited part taking a simple form if we decompose the modes in the eigen-basis of $P$. In such a basis, we end up with $M$ Neumann boundary conditions and $(N-M)$ Dirichlet ones. It is then possible to write an explicit expression for $\| \mathcal{B}\rangle\rangle$ that was given in [85].

### 3.4.3 Equivalence between open and closed string

The thermal equilibrium state expectations are represented in the closed string picture by the ratios of the transition amplitudes by

$$
\begin{equation*}
\mathcal{E}_{\mathrm{cs}}^{L}(A)=\frac{\left\langle\left\langle\mathcal{N}\left\|\mathrm{e}^{-L H} A\right\| \mathcal{B}\right\rangle\right\rangle}{\left\langle\left\langle\mathcal{N}\left\|\mathrm{e}^{-L H}\right\| \mathcal{B}\right\rangle\right\rangle} \tag{3.94}
\end{equation*}
$$

for $A \in \mathcal{A}_{c s}$, the algebra of currents defined by

$$
\begin{equation*}
\mathcal{J}_{i}^{\ell, r}(t, x)=\frac{r_{i}^{2}}{2 \pi} \partial \varphi_{i}^{\ell, r}(t \pm x) \tag{3.95}
\end{equation*}
$$

and for the closed-string Hamiltonian given by

$$
\begin{equation*}
H=H_{c s}+\mathrm{i} V Q_{c s}^{m}-\frac{V^{2} \beta}{4 \pi} \tag{3.96}
\end{equation*}
$$

where $H_{c s}$ is the standard Hamiltonian of $N$ closed string and the two extra terms come from (3.86) due to the twisted periodicity ( $Q_{c s}^{m}$ is the magnetic charge related to the winding numbers m).

The ratios (3.94) are not always well defined and need some precisions. The equivalence between open and closed string picture is established by the following relation:

$$
\begin{equation*}
\omega_{\beta, V}^{L}\left(\prod_{k=1}^{K} J_{i_{k}}^{\ell}\left(0, x_{k}\right) \prod_{k^{\prime}=1}^{K^{\prime}} J_{i_{k^{\prime}}}^{r}\left(0, y_{k^{\prime}}\right)\right)=(-\mathrm{i})^{K} \mathrm{i}^{K^{\prime}} \mathcal{E}_{\mathrm{cs}}^{L}\left(\mathcal{T} \prod_{k=1}^{K} \mathcal{J}_{i_{k}}^{\ell}\left(-\mathrm{i} x_{k}, 0\right) \prod_{k^{\prime}=1}^{K^{\prime}} \mathcal{J}_{i_{k^{\prime}}}^{r}\left(-\mathrm{i} y_{k^{\prime}}, 0\right)\right) \tag{3.97}
\end{equation*}
$$

where the Euclidean time ordering $\mathcal{T}$ puts the operators at bigger $x_{k}$ or $y_{k^{\prime}}$ to the left. The powers of -i and i represent the derivatives of the Euclidean conformal change of variables that reverses the roles of time and space. The proof of this statement is based on the explicit computation of the one and two point functions in the closed string picture. It is shown in [85] that they match with the open string thermal expectations, using non trivial identities involving the Weierstrass function. Moreover one shows that boundary states $\| B\rangle\rangle$ also reproduce the scattering rule (3.42) in the closed string language.

Summarizing The equilibrium state $\omega_{\beta, V}^{L}$ in the open string picture can be represented by the closed string propagating in Euclidean time of duration $L$ between the boundary states $\| B\rangle\rangle$ and $\| N\rangle\rangle$. These are two different representation of the same Euclidean functional integral corresponding to different choice of space and time directions. The equivalence of two representations was proved by showing that the expectation values on the algebra of currents are identical in the two pictures. Hence we may use whichever descriptions of the equilibrium state is more convenient.

### 3.5 Thermodynamic limit

Having in mind the construction of a nonequilibrium state, we would like to consider the case where the wires are semi-infinite, so that far from the junction they can be considered as reservoirs. This corresponds to the thermodynamic limit $L \rightarrow \infty$, that can be taken now explicitly after the work we have done. The general idea is the following: in the closed string picture, $L$ appears only in front of the Hamiltonian $H$ in the expectation $\mathcal{E}_{\mathrm{c} s}^{L}$, see (3.94), and nowhere else. Hence in the thermodynamic limit, only the state with lowest eigenvalues of $H$ will contribute and the Neumann state can be replaced by the closed string vacuum $|\mathbf{0}, \mathbf{0}\rangle$ so that $\mathcal{E}_{\text {cs }}^{L}$ tends to the limit

$$
\begin{equation*}
\mathcal{E}_{\mathrm{c} s}(A)=\frac{\left.\left\langle\mathbf{0}, \mathbf{0} \mid \mathrm{e}^{-L H} A \| B\right\rangle\right\rangle}{\left.\left\langle\mathbf{0}, \mathbf{0} \mid \mathrm{e}^{-L H} \| B\right\rangle\right\rangle} \tag{3.98}
\end{equation*}
$$

which is much simpler to compute. In fact, our formulae in the open string picture have been already improved so that $L \rightarrow \infty$ limit may be obtained for them directly and shown to be represented in the closed string picture by the corresponding ratios (3.98).

The partition function $Z_{\beta, V}$ diverges when $L \rightarrow \infty$ but the free energy per unit length has a limit:

$$
\begin{equation*}
f_{\beta, V}^{L}=-\frac{1}{L \beta} \ln Z_{\beta, V} \underset{L \rightarrow \infty}{\longrightarrow}-\frac{V^{2}}{4 \pi} \sum_{i=1}^{N} r_{i}^{2}-\frac{\pi N}{6 \beta^{2}} \equiv f_{\beta, V} \tag{3.99}
\end{equation*}
$$

as easily follows from (3.69).
In the limiting zero mode expectations for one left current obtained from (3.72), only the first term does not vanish and the generalization for several zero mode left currents is just the product of such terms (this was not true in the finite size case).

$$
\begin{equation*}
\lim _{L \rightarrow \infty} \omega_{\beta, V}^{L}\left(\prod_{k=1}^{K} \frac{r_{i_{k}}^{2}}{4 L} \alpha_{0 i_{k}}^{\ell}\right)=\prod_{k=1}^{K} \frac{r_{i_{k}}^{2} V}{4 \pi} \tag{3.100}
\end{equation*}
$$

Then we look at the two point function of the excited part (3.73). The periods of the Weierstrass function can be exchanged so that most of the terms vanish in (3.75) with $\omega_{1}=$ $2 L \rightarrow \infty$. Finally, a nontrivial identity for the Weierstrass functions [169] basically says that $\beta$ and $L$ can be exchanged in the constants $C_{e}$ and $C_{o}$ (up to a term that vanishes in the limit). Only a few terms survive and we end up with

$$
\begin{equation*}
\lim _{L \rightarrow \infty} \omega_{\beta, V}^{L}\left(\hat{J}_{i_{1}}^{\ell}\left(t, x_{1}\right) \hat{J}_{i_{2}}^{\ell}\left(t, x_{2}\right)\right)=-\delta_{i_{1} i_{2}} \frac{r_{i_{1}}^{2}}{8 \beta^{2}} \sinh ^{-2}\left(\frac{\pi\left(x_{1}-x_{2}\right)}{\beta}\right) \tag{3.101}
\end{equation*}
$$

and the mean of one $\hat{J}_{i_{1}}^{\ell}$ still vanishes. Equations (3.100), (3.101) together with the Wick rule, and finally the scattering relation (3.42) between left and right currents define the $L \rightarrow \infty$ limit $\omega_{\beta, V}$ of the states $\omega_{\beta, V}^{L}$. Unlike for finite $L$, that limit is not represented by the trace with a density matrix ${ }^{4}$.

Let us look at some interesting quantities in the infinite size system. The one point function reads

$$
\begin{equation*}
\omega_{\beta, V}\left(J_{i}^{\ell}(t, x)\right)=\frac{r_{i}^{2} V}{4 \pi}=\omega_{\beta, V}\left(J_{i}^{r}(t, x)\right) \tag{3.102}
\end{equation*}
$$

meaning that the mean of the charge current $J_{i}^{1}$ still vanishes whereas the mean of the charge density $J_{i}^{0}$ is constant in each wire and equal to $\left(r_{i}^{2} V\right) /(2 \pi)$. Note that the latter may be different in different wires. This is similar to the finite size case but the explicit formula is simpler.

The two point function is also very simple:

$$
\begin{equation*}
\omega_{\beta, V}\left(J_{i}^{\ell}(t, x) J_{j}^{\ell}(t, y)\right)=\frac{r_{r}^{2} r_{j}^{2} V^{2}}{16 \pi^{2}}-\delta_{i j} \frac{r_{i}^{2}}{8 \beta^{2}} \sinh ^{-2}\left(\frac{\pi\left(x_{1}-x_{2}\right)}{\beta}\right), \tag{3.103}
\end{equation*}
$$

with the same expression for the right current two point function. The first term comes from the non vanishing zero mode part (3.100) and the second one is just the standard conformal correlation two point function on the infinite cylinder. This might look somewhat surprising: the presence of the junction has completely disappeared in the chiral two point functions, and due to the $\delta_{i j}$ factor, the expectations of left currents factorizes on each wire, and similarly for the right currents, as if the wires were disconnected. Actually the influence of the junction is still present but only in the mixed left-right expectations involving the scattering rule (3.42) relating left and right currents.

This observation can be generalized, using (3.100), (3.101) and the Wick rule: when restricted to the products of left-moving currents, the limiting $L=\infty$ equilibrium expectations do not

[^4]depend on the choice of the brane $\mathcal{B}$ describing the contact of wires and completely factorize on each wire
\[

$$
\begin{equation*}
\omega_{\beta, V}\left(\prod_{k=1}^{K} J_{i_{k}}^{\ell}\left(t, x_{k}\right)\right)=\prod_{i=1}^{N} \omega_{\beta, V}\left(\prod_{\substack{k \\ i_{k}=i}} J_{i}^{\ell}\left(t, x_{k}\right)\right) \tag{3.104}
\end{equation*}
$$

\]

meaning that a general expectation of left currents just has to be computed wire by wire, with the product of all contribution taken at the end. We get a similar formula when we restrict the expectations to the right currents only. In particular, such expectations are the same as for the space-filling brane $\mathcal{B}_{0}$ with $S=I$ corresponding to the disconnected wires for which $J_{i}^{r}(t, x)=J_{i}^{\ell}(t,-x)$ and $\left.\left.\left.\left.\| \mathcal{B}_{0}\right\rangle\right\rangle=\| \mathcal{N}\right\rangle\right\rangle$. In addition to factorization, we have for such (finite) junction

$$
\begin{equation*}
\omega_{\beta, V}^{L}\left(\prod_{k^{\prime}=1}^{K^{\prime}} J_{i_{k^{\prime}}}^{r}\left(t, y_{k^{\prime}}\right)\right)=\prod_{i=1}^{N} \omega_{\beta, V}^{L}\left(\prod_{\substack{k^{\prime} \\ i_{k^{\prime}}=i}} J_{i}^{\ell}\left(t,-y_{k^{\prime}}\right)\right) \tag{3.105}
\end{equation*}
$$

relating left and right expectations, and it is easy to check using the scattering rule (3.42) and its properties (3.43) that the latter factorization holds in the limit $L \rightarrow \infty$ also for any nontrivial branes $\mathcal{B}=\kappa\left(U(1)^{M}\right)$.

Hence in the thermodynamic limit the equilibrium state is very simple: the expectations of left currents are just computed as products wire by wire, whatever the junction. Similarly for the expectations of the right currents. The latter are equal to the expectations of the left currents. The symmetry $\ell \leftrightarrow r$ is a sign of time reversal invariance of the system. The junction enters only through the scattering rule (3.42), needed to compute mixed left-right currents correlations functions. For example,

$$
\begin{equation*}
\omega_{\beta, V}\left(J_{i}^{\ell}(t, x) J_{j}^{r}(t, y)\right)=\sum_{k} S_{j k} \omega_{\beta, V}\left(J_{i}^{\ell}(t, x) J_{i}^{\ell}(t,-y)\right) \tag{3.106}
\end{equation*}
$$

requiring again only the factorized left-current expectations. A general formula for any correlation function is straightforward: expressing the right movers in terms of the left ones, we get a complete expression in terms of the left movers only that factorizes over different wires. Thus, up to some combinations with the scattering matrix coefficients, the expectations are the same as for the disconnected junction. This observations are essential for the construction of nonequilibrium stationary state where the individual wires are kept at different temperatures and at different potentials.

The equilibrium expectation values of the components of the energy-momentum tensor in the thermodynamic limit may again be obtained from the current two point functions by the OPE (3.79). The result is

$$
\begin{equation*}
\omega_{\beta, V}\left(T_{i}^{\ell}(t, x)\right)=\frac{r_{i}^{2} V^{2}}{8 \pi}+\frac{\pi}{12 \beta^{2}}=\omega_{\beta, V}\left(T_{i}^{r}(t, x)\right) \tag{3.107}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\omega_{\beta, V}^{L}\left(\omega_{\beta, V}\left(K_{i}^{0}(t, x)\right)=\frac{r_{i}^{2} V^{2}}{4 \pi}+\frac{\pi}{6 \beta^{2}}, \quad \omega_{\beta, V}^{L}\left(\omega_{\beta, V}\left(K_{i}^{1}(t, x)\right)=0\right.\right. \tag{3.108}
\end{equation*}
$$

for $K_{i}^{0,1}=T_{i}^{r} \pm T_{i}^{\ell}$ representing the energy density and energy current in wire $i$. Thus the equilibrium mean energy density is positive and constant in each wire whereas the mean energy current vanishes. Note that the mean energy density in equilibrium summed over wires is equal to the negative of the free energy density (3.99). We shall recover the same relation for other conformal junctions.

### 3.6 Nonequilibrium stationary state

### 3.6.1 One algebra, several dynamics

In order to construct the nonequilibrium stationary state as proposed in Subsection 2.2.3, we adopt the following description of the system. Consider the algebra of observables generated by $J_{i}^{\ell}(0, x)$ and $J_{i}^{r}(0, x)$ for $x>0$. Such an algebra is independent of the brane $\mathcal{B}$ and thus can be identified with the one of the disconnected junction for any choice of brane $\mathcal{B}$. Hence we identify the operator content of the theory with the algebra $\mathcal{A}$ generated by of currents $J_{i}^{\ell, r}(0, x)$ at $t=0$ and $x>0$ corresponding to the disconnected junction.

The Heisenberg dynamics on such an algebra depends, however, on the junction we are considering. Let $\mathcal{U}_{t}$ for $t>0$ describe the forward in time Heisenberg-picture evolution of the currents $J_{i}^{\ell, r}(0, x)$ with $x>0$, and in the presence of a brane $\mathcal{B}$. First consider the left movers, the evolution is simple:

$$
\begin{equation*}
\mathcal{U}_{t} J_{i}^{\ell}(0, x)=J_{i}^{\ell}(0, x+t) \tag{3.109}
\end{equation*}
$$

since $x+t>0$ in this case. As argued in Subsection 2.1.3 this equation means that the operator $J_{i}^{\ell, r}(0, x)$ is sent to the operator $J_{i}^{\ell}(0, x+t)$ during time evolution of duration $t$. Thus in this formalism, the left movers are "moved" to the right, or far away from the junction. The right current evolution is different on $\mathcal{A}$ since $x$ is sent to $x-t$ with forward time evolution, which can become negative. Hence when $x-t=0$ we shall use the scattering rule (3.42), expressing the right current in terms of the left ones, whose further time evolution is simple, as just described. We end up with the relations

$$
\mathcal{U}_{t} J_{i}^{r}(0, x)=\left\{\begin{array}{lll}
J_{i}^{r}(0, x-t) & \text { for } \quad t \leq x  \tag{3.110}\\
\sum_{j} S_{i j} J_{j}^{\ell}(0, t-x) & \text { for } \quad t \geq x
\end{array}\right.
$$

This relation is continuous at $t=x$ by the scattering rule (3.42). Such dynamics is illustrated in Figure 3.3


Figure 3.3: Dynamics for the connected junction. The positive $x$ half-axis is a parameter for the family of currents, and time evolutions moves the current along this half line. At $x=0$ the right current is scattered to a combination of left ones with $S$-matrix coefficients.

On product of currents, $\mathcal{U}_{t}$ acts multiplicatively. In this picture, the right movers are moved closer to the junction until they reach it, where they are scattered into left currents, which are moved away from the junction from time $t=x$ on. Finally note that this dynamics is also available for the disconnected junction where $S=I$ and hence a right mover is just reflected to left mover on the same wire. We denote $\mathcal{U}_{t}^{0}$ the evolution of such particular dynamics, and compute the corresponding backward evolution that will be needed in the following, namely for $x, t>0$

$$
\begin{align*}
& \mathcal{U}_{-t}^{0} J_{i}^{\ell}(0, x)=\left\{\begin{array}{lll}
J_{i}^{\ell}(0, x-t) & \text { for } & t \leq x \\
J_{i}^{r}(0, t-x) & \text { for } & t \geq x
\end{array}\right.  \tag{3.111}\\
& \mathcal{U}_{-t}^{0} J_{i}^{r}(0, x)=J_{i}^{r}(0, x+t) \tag{3.112}
\end{align*}
$$

### 3.6.2 Nonequilibrium state

We are now able to construct a nonequilibrium stationary state (NESS), denoted $\omega_{\text {neq }}$, describing the situation when different semi-infinite wires are kept at different temperatures and different potentials. Such state can be constructed as follows: for each disconnected semi-infinite wire, one considers the algebra $\mathcal{A}_{i}$ generated by products of currents $J_{i}^{\ell, r}(0, x)$ for $x>0$, together with a state $\omega_{\beta_{i}, V_{i}}^{i}$ given by the restriction to $\mathcal{A}_{i}$ of the $L=\infty$ equilibrium state $\omega_{\beta_{i}, V_{i}}$ for the space-filling brane $\mathcal{B}_{0}$. The product state

$$
\begin{equation*}
\omega_{\mathrm{in}} \equiv{ }_{i=1}^{N} \omega_{\beta_{i}, V_{i}}^{i} \tag{3.113}
\end{equation*}
$$

on algebra $\mathcal{A}=\otimes_{i} \mathcal{A}_{i}$, describes the disconnected wires with each prepared in its own equilibrium state $\omega_{\beta_{i}, V_{i}}^{i}$. Now consider time evolution on $\mathcal{A}$ given by (3.109) and (3.110) and notice that when waiting long enough all the currents are sent to the left ones. Then for $A \in \mathcal{A}$, we define

$$
\begin{equation*}
\omega_{\mathrm{neq}}(A)=\lim _{t \rightarrow \infty} \omega_{\mathrm{in}}\left(\mathcal{U}_{t} A\right) \tag{3.114}
\end{equation*}
$$

If the limit exists, the limiting state state will be invariant under the Heisenberg evolution $\mathcal{U}_{t}$, so that its stationarity will follow. The existence of the infinite time limit will tackled using the backward Heisenberg evolution (3.111) and (3.112) of the decoupled wires which preserves the product state $\omega_{\text {in }}$, and allows to rewrite

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \omega_{\text {in }}\left(\mathcal{U}_{t} A\right)=\omega_{\text {in }}(\mathcal{S} A), \quad \text { where } \quad \mathcal{S}=\lim _{t \rightarrow \infty} \mathcal{U}_{-t}^{0} \mathcal{U}_{t} \tag{3.115}
\end{equation*}
$$

is the scattering operator acting on algebra $\mathcal{A}$. The action of $\mathcal{U}_{-t}^{0} \mathcal{U}_{t}$ on the currents is obtained by combining equations (3.109), (3.110), (3.111) and (3.112). The action of $\mathcal{U}_{t}$ for some $t$ large enough is to express the right currents in terms of the left ones after the former ones pass through the junction. The subsequent $\mathcal{U}_{-t}^{0}$ evolution allows to "come back" to $t=0$, expressing the left movers in terms of the right ones by a simple reflection. The existence of the infinite time limit in the definition of $\mathcal{S}$ follows easily by observing that $\mathcal{U}_{-t}^{0} \mathcal{U}_{t}(A)$ stabilizes for large enough time. In particular,

$$
\begin{equation*}
\mathcal{S} J_{i}^{\ell}(0, x)=J_{i}^{\ell}(0, x), \quad \mathcal{S} J_{i}^{r}(0, x)=\sum_{i^{\prime}} S_{i i^{\prime}} J_{i^{\prime}}^{r}(0, x) \tag{3.116}
\end{equation*}
$$

The identity (3.115) gives then rise to the following explicit formula:

$$
\begin{equation*}
\omega_{\mathrm{neq}}\left(\prod_{k=1}^{K} J_{i_{k}}^{\ell}\left(0, x_{k}\right) \prod_{k^{\prime}=1}^{K^{\prime}} J_{i_{k^{\prime}}}^{r}\left(0, y_{k^{\prime}}\right)\right)=\prod_{k^{\prime}=1}^{K^{\prime}} \sum_{i_{k^{\prime}}^{\prime}} S_{i_{k^{\prime}} i_{k^{\prime}}} \prod_{i=1}^{N} \omega_{\beta_{i}, V_{i}}^{i}\left(\prod_{\substack{k \\ i_{k}=i}} J_{i}^{\ell}\left(0, x_{k}\right) \prod_{\substack{k^{\prime} \\ i_{k^{\prime}}^{\prime}=i}} J_{i}^{r}\left(0, y_{k^{\prime}}\right)\right) \tag{3.117}
\end{equation*}
$$

This means that the nonequilibrium state expectations are expressed as combinations of expectations in disconnected wire states at different inverse temperatures $\beta_{i}$ and electric potentials $V_{i}$. The coefficients of such combinations are given by products of the entries of the scattering matrix $S$. In particular, if we restrict formula (3.117) to products of left currents only, the expectation in $\omega_{\text {neq }}$ and in $\omega_{\text {in }}$ are identical. As discussed in the previous section, the left movers do not feel the influence of the junction.

Formula (3.117) still holds if the time zero currents are replaced by time $t$ if on the left hand side the currents correspond to connected wires and on the right hand side to the disconnected ones. The values $x_{k}$ and $x_{k^{\prime}}$ may be taken arbitrary positive (with noncoincident points $x_{i},-y_{j}$ to avoid singularities).

### 3.6.3 Some nonequilibrium expectations

We first specify (3.117) to the one point expectations, and deduce the mean electric charge density and mean current in the wires

$$
\begin{equation*}
\omega_{\text {neq }}\left(J_{i}^{0}(t, x)\right)=\sum_{j}^{N}\left(S_{i j}+\delta_{i j}\right) \frac{r_{j}^{2} V_{j}}{4 \pi}, \quad \omega_{\text {neq }}\left(J_{i}^{1}(t, x)\right)=\sum_{j=1}^{N}\left(S_{i j}-\delta_{i j}\right) \frac{r_{j}^{2} V_{j}}{4 \pi}, \tag{3.118}
\end{equation*}
$$

respectively. They are constant in each wire and the mean current does not vanish, in general, at difference with the equilibrium state. The electric conductance tensor of the junction (in the units $\left.e^{2} / \hbar\right)$ is the linear response of the theory for small perturbation of the electric potentials $V_{i}$ around equilibrium

$$
\begin{equation*}
\left.{ }^{\mathrm{el}} G_{i j} \equiv \frac{\partial}{\partial V_{j}} \omega_{\text {neq }}\left(J_{i}^{1}(0, x)\right)\right|_{\substack{\beta_{k}=\beta \\ V_{k}=V}}=\frac{1}{4 \pi}\left(S_{i j}-\delta_{i j}\right) r_{j}^{2} . \tag{3.119}
\end{equation*}
$$

This agrees with the calculation of [147, 146] based on the combination of the Green-Kubo formula with the conformal field theory representation of the equilibrium state. Note that the conductance vanishes for the decoupled wires.

The nonequilibrium 2-point functions are also computable from (3.117) that gives:

$$
\begin{align*}
& \omega_{\mathrm{neq}}\left(J_{i}^{\ell}(t, x) J_{j}^{\ell}(t, y)\right)=\frac{r_{i}^{2} r_{j}^{2} V_{i} V_{j}}{16 \pi^{2}}-\delta_{i j} \frac{r_{i}^{2}}{8 \beta_{i}^{2}} \sinh ^{-2}\left(\frac{\pi(x-y)}{\beta_{i}}\right),  \tag{3.120}\\
& \omega_{\mathrm{neq}}\left(J_{i}^{\ell}(t, x) J_{j}^{r}(t, y)\right)=\sum_{i=1}^{N} S_{j i} \frac{r_{i}^{2} r_{j}^{2} V_{i} V_{j}}{16 \pi^{2}}-S_{j i} \frac{r_{i}^{2}}{8 \beta_{i}^{2}} \sinh ^{-2}\left(\frac{\pi(x+y)}{\beta_{i}}\right),  \tag{3.121}\\
& \omega_{\mathrm{neq}}\left(J_{i}^{r}(t, x) J_{j}^{r}(t, y)\right)=\sum_{k, l}^{N} S_{i k} S_{j l} \frac{r_{k}^{2} r_{l}^{2} V_{k} V_{l}}{16 \pi^{2}}-\sum_{i=1}^{N} S_{i k} S_{j k} \frac{r_{k}^{2}}{8 \beta_{k}^{2}} \sinh ^{-2}\left(\frac{\pi(x-y)}{\beta_{k}}\right) . \tag{3.122}
\end{align*}
$$

Note that the nonequilibrium state $\omega_{\text {neq }}$ breaks the symmetry $J^{\ell} \leftrightarrow J^{r}$ related to the time reversal invariance that is absent in the nonequilibrium state (except for disconnected wires with $S=I$ ).

It is also possible to compute expectations of the chiral components of energy-momentum tensor $T_{i}^{\ell, r}$ by taking a (regularized) limit $y \rightarrow x$ of the two point functions, and deduce the mean energy density and mean energy current giving by the expectations of $K_{i}^{0,1}=T_{i}^{r} \pm T_{i}^{\ell}$. One obtains:

$$
\begin{equation*}
\omega_{\mathrm{neq}}\left(K_{i}^{0,1}(t, x)\right)=\frac{1}{8 \pi r_{i}^{2}}\left(\sum_{j}^{N} S_{i j} r_{j}^{2} V_{j}\right)^{2} \pm \frac{r_{i}^{2} V_{i}^{2}}{8 \pi}+\frac{\pi}{12 r_{i}^{2}} \sum_{j=1}^{N}\left(S_{i j} \frac{r_{j}}{\beta_{j}}\right)^{2} \pm \frac{\pi}{12 \beta_{j}^{2}}, \tag{3.123}
\end{equation*}
$$

Similar as for the $U(1)$ charge, we can define and compute the thermal conductance:

$$
\begin{equation*}
{ }^{\text {th }} G_{i j}=-\left.\beta_{j}^{2} \frac{\partial}{\partial \beta_{j}} \omega_{\text {neq }}\left(K_{i}^{1}(t, x)\right)\right|_{\substack{\beta_{j}=\beta \\ V_{j}=V}}=\frac{\pi}{6 \beta}\left(\left(S_{i j}\right)^{2} \frac{r_{j}^{2}}{r_{i}^{2}}-\delta_{i j}\right) . \tag{3.124}
\end{equation*}
$$

Note that the right hand sides of (3.118) and (3.123) reduce the the equilibrium expressions when $V_{i}=V$ and $\beta_{i}=\beta$.

## Example 3.7

Take $N=2, M=1, \kappa=(1,1)$, as already discussed in Example 3.4. Recall the scattering matrix

$$
S=\frac{1}{r_{1}^{2}+r_{2}^{2}}\left(\begin{array}{cc}
r_{1}^{2}-r_{2}^{2} & 2 r_{1}^{2}  \tag{3.125}\\
2 r_{2}^{2} & r_{2}^{2}-r_{1}^{2}
\end{array}\right) .
$$

The mean $U(1)$ current in the first wire is

$$
\begin{equation*}
\omega_{\mathrm{neq}}\left(J_{1}^{1}(t, x)\right)=a\left(r_{1}, r_{2}\right) \frac{V_{2}-V_{1}}{4 \pi} \quad \text { for } \quad a\left(r_{1}, r_{2}\right)=\frac{2 r_{1}^{2} r_{2}^{2}}{r_{1}^{2}+r_{2}^{2}} \tag{3.126}
\end{equation*}
$$

Note that charge conservation for the two-wire junction implies that the expectation of $J_{2}^{1}(t, x)$ is opposite to that of $J_{2}^{1}(t, x)$. In the case of the same radii $r_{1}=r_{2}$, the scattering matrix $S$ is fully transmitting and the mean electric current just becomes $(4 \pi)^{-1} r^{2}\left(V_{2}-V_{1}\right)$. Hence the difference of radii, inducing some reflection at the junction, tunes by a factor $a\left(r_{1}, r_{2}\right)$ the value of the mean current given in the fully transmitting case. Moreover note that the current in the first wire is positive if $V_{2}>V_{1}$, and since we are measuring the charge in unit $-e$, the electrons are effectively moving from smaller to greater electric potential. The mean energy current in the first wire is

$$
\begin{equation*}
\omega_{\mathrm{neq}}\left(K_{1}^{1}(t, x)\right)=\frac{4 r_{1}^{2} r_{2}^{2}}{\left(r_{1}^{2}+r_{2}^{2}\right)^{2}}\left(\frac{V_{2}-V_{1}}{8 \pi}\left(r_{1}^{2} V_{1}+r_{2}^{2} V_{2}\right)+\frac{\pi}{12}\left(\frac{1}{\beta_{2}^{2}}-\frac{1}{\beta_{1}^{2}}\right)\right) \tag{3.127}
\end{equation*}
$$

which is also opposite to the energy current in the second wire $\omega_{\text {neq }}\left(K_{2}^{1}(t, x)\right)$ by conservation of the total energy. Energy transfer is due to different electric potentials and different temperatures. Moreover, the $\beta_{i}$ dependance of such current is proportional to the difference of squared temperatures $T_{2}^{2}-T_{1}^{2}$ so that, for equal potentials, the energy is going from the wire with higher temperature to the one with lower one.

The black body interpretation Consider the mean energy current (3.127) in the previous example of two wires in the case where $r_{1}=r_{2}, V_{1}=V_{2}=0$ and $T_{1}=0$ so that the first wire feels only the reservoir of energy from the second wire. Restoring the fundamental constants, we get

$$
\begin{equation*}
\omega_{\mathrm{neq}}\left(K_{1}^{1}(t, x)\right)=\frac{\pi}{12 \hbar} k_{B} T_{2}^{2} \tag{3.128}
\end{equation*}
$$

As was pointed out in [18] this formula is similar to the Stefan-Boltzmann law for the energy radiated by a thermal black body in one dimension [43]. Thus if we look only at the mean energy current, the junction of $N$ wires can be seen as $N$ blacks bodies exchanging energy carried in a ballistic way by massless free bosons and the boundary defect is just a beamsplitter. This picture is available for this particular mean current (linear terms can also appear for other junctions) and we will see below that the energy transfer is not a Gaussian process, but it helps anyway to have a simple picture of the nonequilibrium state that was constructed.

## Example 3.8

- $N=3, M=1, \kappa=(1,1,1)$ and the same radii $r_{i}=r$. To go beyond two wires, we consider the simple example already mentioned in Example 3.5, where $S_{i j}=-1 / 3 \delta_{i j}+$ $2 / 3\left(1-\delta_{i j}\right)$, see (3.46). In this case, for the mean charge and energy current in the first wire, we obtain:

$$
\begin{align*}
& \omega_{\mathrm{neq}}\left(J_{1}^{1}\right)=\frac{r^{2}}{4 \pi} \frac{2}{3}\left(V_{2}+V_{3}-V_{1}\right) \\
& \omega_{\mathrm{neq}}\left(K_{1}^{1}\right)=\frac{r^{2}}{8 \pi} \frac{4}{9}\left(V_{2}+V_{3}-2 V_{1}\right)\left(V_{1}+V_{2}+V_{3}\right)+\frac{\pi}{12} \frac{4}{9}\left(\frac{1}{\beta_{2}^{2}}+\frac{1}{\beta_{3}^{2}}-\frac{2}{\beta_{1}^{2}}\right) \tag{3.129}
\end{align*}
$$

and similarly for the other wires, cyclically permuting the indexes. The sum of the the currents in three wires vanishes. Thus for the charge the first wire sees the other ones as one effective wire at potential $V_{2}+V_{3}$, whereas for the energy we get two distinct contribution from wire 2 and wire 3 , respectively proportional to $V_{2}-V_{1}$ and $V_{3}-V_{1}$, and to $\beta_{2}^{-2}-\beta_{1}^{-2}$ and $\beta_{3}^{-2}-\beta_{1}^{-2}$. Taking into account different radii will just modulate those different contributions and also change the total amplitude of the current.

- $N=3, M=2$. Consider the last matrix proposed in Example 3.5, where the symmetry between the three wires is broken through the rational parameter $\alpha$. The mean charge current is driven by differences of electric potentials, weighted by $\alpha$ :

$$
\begin{equation*}
\omega_{\text {neq }}\left(J_{1}^{1}\right)=\frac{r^{2}}{4 \pi} \frac{1}{1+\alpha+\alpha^{2}}\left(\alpha\left(V_{3}-V_{2}\right)+\alpha^{2}\left(V_{3}-V_{1}\right)\right), \tag{3.130}
\end{equation*}
$$

but the mean current for energy involves term linear in the differences of temperatures, in addition to the quadratic one proportional to the differences of temperatures squared (we took $V_{i}=0$ for simplicity):

$$
\begin{align*}
\omega_{\text {neq }}\left(K_{1}^{1}\right)=\frac{\pi}{12} \frac{1}{\left(1+\alpha+\alpha^{2}\right)^{2}} & \left(2 \alpha(1+\alpha)\left[\beta_{1}^{-1}\left(\beta_{3}^{-1}-\beta_{2}^{-1}\right)+\alpha \beta_{3}^{-1}\left(\beta_{1}^{-1}-\beta_{2}^{-1}\right)\right]\right. \\
& \left.+\alpha^{2}\left[\left(\beta_{2}^{-2}-\beta_{1}^{-2}\right)+(1+\alpha)^{2}\left(\beta_{3}^{-2}-\beta_{1}^{-2}\right)\right]\right), \tag{3.131}
\end{align*}
$$

where again $\alpha$ weights different contributions.

Looking at the previous examples, we make the following conjecture about the nonequilibrium state $\omega_{\text {neq. }}$. The mean charge and energy currents are driven by three kind of terms, proportional to the difference of electric potential and the difference of temperatures at powers one and two. Each contribution is weighted by the scattering coefficients of the matrix $S$ and the radii $r_{i}$. The general formulae (3.118) and (3.123) suggests that no other kind of contributions should appear in expectations of mean charge and energy currents.

### 3.7 Full counting statistics

We follow the measurement protocol illustrated in Figure 2.5. First consider the finite system of disconnected wires of length $L$, each with Hamiltonian $H_{i}^{0}$ and charge operator $Q_{i}^{0}$. Prepare the system in the product state $\omega_{0}^{L}=\otimes_{i=1}^{N} \omega_{\beta_{i}, V_{i}}^{i, L}$, given by the density matrix
such that each wire is initially prepared at $\beta_{i}, V_{i}$. In such a system, it is possible to measure the total charge or energy in each wire simultaneously, since the wires are disconnected. At $t=0$, connect the wires instantaneously and let the system evolve. Then at time $t$ disconnect the wires. It is now possible to measure again the total charge or total energy in each wire and compare the result with the initial measurement. We would like to compute the probability of different results of such two-time measurements for our junction. Since the charge operators and the Hamiltonians commute, we can measure both charge and energy simultaneously. For pedagogical reasons, however, we shall focus first on the transfer of charge, then of energy, before considering both together.

### 3.7.1 Charge transport

For each wire $i$, we measure the charge associated to operator $Q_{i}^{0}$ at $t=0$ and $Q_{i}(t)$ at time $t$. By spectral decomposition,

$$
\begin{equation*}
Q_{i}^{0}=\sum_{q^{0}} q^{0} P_{i, q^{0}}^{0}, \quad Q_{i}(t)=\sum_{q} q P_{i, q}(t) . \tag{3.1.13}
\end{equation*}
$$

The probability that the first measurement gives the values of charges $\left(q_{i}^{0}\right) \equiv \boldsymbol{q}^{0}$ and that the second ones gives $\left(q_{i}\right) \equiv \boldsymbol{q}$ is obtained by the standard quantum mechanics rules and leads to the
expression

$$
\begin{equation*}
\mathbb{P}_{t}\left(\boldsymbol{q}^{0}, \boldsymbol{q}\right)=\omega_{0}^{L}\left(\prod_{i} P_{i, q_{i}^{0}} \prod_{i} P_{i, q_{i}}(t)\right) \tag{3.134}
\end{equation*}
$$

where we used the fact that $P_{i, q}^{0}$ commute with $\rho_{\beta_{i}, V_{i}}^{i}$. We are more interested in the probability $\mathbb{P}_{t}(\Delta \boldsymbol{q})$ of the charge variations $\Delta q_{i}=q_{i}-q_{i}^{0}$, easily extractable from the previous probability, and instead of computing such probability directly, we compute its characteristic function called the generating function of full counting statistics (FCS) for the electric charge transfers, defined by

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})=\sum_{\Delta \boldsymbol{q}} \mathrm{e}^{\mathrm{i} \sum_{i} \nu_{i} \Delta q_{i}} \mathbb{P}_{t}(\Delta \boldsymbol{q})=\sum_{\left(\boldsymbol{q}^{0}, \boldsymbol{q}\right)} \mathrm{e}^{\mathrm{i} \sum_{i}\left(q_{i}-q_{i}^{0}\right)} \mathbb{P}_{t}\left(\boldsymbol{q}^{0}, \boldsymbol{q}\right) \tag{3.135}
\end{equation*}
$$

We call $\boldsymbol{\nu}$ the conjugated variable to $\boldsymbol{\Delta} \boldsymbol{q}$. Function ${ }^{\text {el }} F_{t}^{L}(\boldsymbol{\nu})$ contains full information about probability distribution $P_{t}(\Delta \boldsymbol{q})$. In particular, the moments of the latter may be computed by successive derivation of ${ }^{\text {el }} F_{t}^{L}$ around $\boldsymbol{\nu}=0$. Moreover the generating function will be more tractable to investigate the asymptotic transfer properties, see below. It can be expressed as an expectation in the initial state $\omega_{0}^{L}$, namely

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})=\omega_{0}^{L}\left(\mathrm{e}^{-\mathrm{i} \sum_{i} \nu_{i} Q_{i}^{0}} \mathrm{e}^{\mathrm{i} \sum_{i} \nu_{i} Q_{i}(t)}\right) \tag{3.136}
\end{equation*}
$$

Note that, by construction of the protocol, the properties of charge transfers are computed in the state $\omega_{0}^{L}$ corresponding to the disconnected wire, but they keep track of the junction through the operators $Q_{i}(t)$. It is actually more natural to work with the operator $\Delta Q_{i} \equiv Q_{i}(t)-Q_{i}^{0}$ encoding the variation of the charge. The latter operators may be decomposed in terms of the chiral currents evolving during period $] 0, t[$ and related by the scattering rule (3.42). One ends up with the expression

$$
\begin{equation*}
\Delta Q_{i}(t)=-\int_{0}^{t}\left(J_{i}^{\ell}(0, s)-\sum_{j} S_{i j} J_{j}^{\ell}(0, s)\right) \mathrm{d} s \tag{3.137}
\end{equation*}
$$

where we assumed $t<L$ so that the left currents do not reach the free end of the wires. Note that observables $\Delta Q_{i}$ have been written in term of currents at $t=0$ that correspond to disconnected wires. The crucial fact about such observables is that they are extensive in time but not in the wire length, unlike the total charges. Moreover they commute with the initial charges: $\left[\Delta Q_{i}(t), Q_{i}^{0}\right]=0$ so that the FCS generating function has the simpler form

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})=\omega_{0}^{L}\left(\mathrm{e}^{\mathrm{i} \sum_{i} \nu_{i} \Delta Q_{i}(t)}\right) \tag{3.138}
\end{equation*}
$$

In the thermodynamic limit $L \rightarrow \infty$, the initial state $\omega_{0}^{L}$ becomes the product state $\omega_{\text {in }}$ for semi-infinite wires given by (3.113). Moreover, expression (3.137) for $\Delta Q_{i}$ involves only left currents, so that the expectations in $\omega_{\text {in }}$ and in the nonequilibrium state $\omega_{\text {neq }}$ are identical. Hence the relation between the FCS and the previous nonequilibrium stationary state:

$$
\begin{equation*}
\lim _{L \rightarrow \infty}{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})=\omega_{\mathrm{neq}}\left(\mathrm{e}^{\mathrm{i} \sum_{i} \nu_{i} \Delta Q_{i}(t)}\right) \tag{3.139}
\end{equation*}
$$

We would like to study the asymptotic properties of the probability distribution $\mathbb{P}_{t}$, which are encoded in the large deviation form of the FCS generating function. For this purpose we define the following rate function ${ }^{5}$

$$
\begin{equation*}
{ }^{\mathrm{el}} f(\boldsymbol{\nu})=\lim _{t \rightarrow \infty} t^{-1} \ln { }^{\mathrm{el}} F_{t}(\boldsymbol{\nu}) \tag{3.140}
\end{equation*}
$$

[^5]The calculation of the above rate function can be done in several ways. The first one is to look at ${ }^{\text {el }} F_{t}(\boldsymbol{\nu})$ using the explicit expression (3.137) of $\Delta Q_{i}$, allowing to factorize on each wire

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}(\boldsymbol{\nu})=\prod_{i=1}^{N} \omega_{\beta_{i}, V_{i}}^{i}\left(\mathrm{e}^{-\mathrm{i} \tilde{\nu}_{i} \int_{0}^{t} J_{i}^{\ell}(0, s) \mathrm{d} s}\right) \quad \text { where } \quad \tilde{\nu}_{i} \equiv \nu_{i}-\sum_{j} S_{j i} \nu_{j} \tag{3.141}
\end{equation*}
$$

Then, using the translation invariance of the states $\omega_{\beta_{i}, V_{i}}^{i}$, we can rewrite the integral term in the exponential factor such that in the long time limit $t \rightarrow \infty$, the corresponding integral becomes close to the charge $Q_{i}^{0}$ of the wire $i$ and the coefficients $\tilde{\nu}_{i}$ becomes some effective imaginary electric potentials. In this case

$$
\begin{equation*}
\omega_{\beta_{i}, V_{i}}^{i}\left(\mathrm{e}^{-i \sum_{i} \tilde{\nu}_{i} Q_{i}^{0}}\right)=\frac{Z_{\beta_{i}, V_{i}-\mathrm{i} \beta_{i}^{-1}}^{i} \tilde{\nu}_{i}}{Z_{\beta_{i}, V_{i}}^{i}} \tag{3.142}
\end{equation*}
$$

is nothing but a quotient of two partition functions of the wire $i$ at different electric potentials, one requiring analytic continuation. Hence its logarithm will give for ${ }^{\mathrm{el}} f(\boldsymbol{\nu})$ a difference of equilibrium free energy densities computed in (3.99).

The above limit performed formally here was actually proposed and investigated more closely in [18] in the case of a purely transmitting junction, by focusing on first derivatives of ${ }^{\mathrm{el}} f$. At large time the exponential factors are identified with the addition of an imaginary potential proportional to coefficient $\tilde{\nu}_{i}$ and each current is finally computed in its corresponding wire. Following this approach, one can treat the case with any matrix $S$ and not only with the fully transmitting one, We end up (see [85]) with differences of free energy density for different potentials

$$
\begin{equation*}
{ }^{\mathrm{el}} f(\boldsymbol{\nu})=\frac{1}{2} \sum_{i=1}^{N} \beta_{i}\left(f_{i}\left(\beta_{i}, V_{i}\right)-f_{i}\left(\beta_{i}, V_{i}-\mathrm{i} \beta_{i}^{-1} \tilde{\nu}_{i}\right)\right), \tag{3.143}
\end{equation*}
$$

where $f_{i}(\beta, V)$ is the equilibrium free energy per unit length in a single decoupled semi-infinite wire with the Neumann boundary conditions, see (3.99). One can make the above approximate calculation more more rigorous by extending (formally) the definition of ${ }^{\text {el }} F_{t}^{L}(\boldsymbol{\nu})$ to $t>L$ by

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})=\prod_{i=1}^{N} \omega_{\beta_{i}, V_{i}}^{i}\left(\mathrm{e}^{-\mathrm{i} \tilde{\nu}_{i} \int_{0}^{t / 2} J_{i}^{( }(0, s)+J_{i}^{r}(0, s) \mathrm{d} s}\right) . \tag{3.144}
\end{equation*}
$$

In the very specific case where $t=2 L$, the generating function ${ }^{\text {el }} F_{2 L}^{L}(\boldsymbol{\nu})$ is exactly the product over all the wires of partitions functions from the right hand side of (3.142), even for finite size. We get immediately for this specific case

$$
\begin{equation*}
\lim _{t=2 L \rightarrow \infty} t^{-1} \ln { }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})={ }^{\mathrm{el}} f(\boldsymbol{\nu}) \tag{3.145}
\end{equation*}
$$

with ${ }^{\text {el }} f(\boldsymbol{\nu})$ on the right hand side given by (3.143) in terms of free energy densities. A priori, it is not clear that the same result for ${ }^{\text {el }} f(\boldsymbol{\nu})$ arises in the physically different limit that takes the thermodynamic limit $L \rightarrow \infty$ before sending $t \rightarrow \infty$. The calculation of [18] amounts to the claim that both limits are equal. Moreover, setting $t=2 L$, although unphysical, will be also very convenient to compute the generating function associated to energy transport, see below.

An exact formula The exactly soluble nature of the model considered here allows to examine closer the distribution of charge transfers for finite $L$ and $t$ and to see in more details how its large-deviations form arises. A direct calculation performed in [85] gives the result

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})_{\mathrm{reg}}=\exp \left[-\sum_{i=1}^{N} \frac{\tilde{\bar{\nu}}_{2}^{2} r_{i}^{2}}{8 \pi^{2}}\left(C_{\Lambda L}+\ln \frac{2 \pi \theta_{1}\left(\frac{i \beta_{i}}{2 L} ; \frac{t}{2 L}\right)}{\partial_{z} \theta_{1}\left(\frac{\beta_{i}}{2 L} ; 0\right)}\right)\right] \frac{\sum_{k \in \mathbb{Z}^{N}} \exp \left[\sum_{i=1}^{N}\left(-\frac{\pi \beta_{i}}{L r_{i}^{2}} k_{i}^{2}+\beta_{i} V_{i} k_{i}-\frac{\bar{v}_{i} t}{2 L} k_{i}\right)\right]}{\sum_{k \in \mathbb{Z}^{N}} \exp \left[\sum_{i=1}^{N}\left(-\frac{\pi \beta_{i}}{L r_{i}^{2}} k_{i}^{2}+\beta_{i} V_{i} k_{i}\right)\right]} \tag{3.146}
\end{equation*}
$$

where the subscript "reg" refers to a necessary ultraviolet regularization, that replaces the divergent constant $C_{\infty}=\sum_{n>0} \frac{1}{n}$ by

$$
\begin{equation*}
C_{\Lambda L}=\sum_{n=1}^{\Lambda L} \frac{1}{n}=\ln (\Lambda L)+C+O\left(\frac{1}{\Lambda L}\right) \tag{3.147}
\end{equation*}
$$

with the ultraviolet cutoff $\Lambda$. Variables $\tilde{\nu}_{i}$ are as before, see (3.141), and $\theta_{1}$ is one of the Jacobi theta-functions [50].

In order to study the behavior of the charge-transfer distribution for large $L$ and large $t$, we proceed as for the correlation functions in the equilibrium state: discrete $\boldsymbol{k}$-sums are rewritten using Poisson resummation formula, and as for the Dedekind function before, we use the modular property of the Jacobi theta function. After such a transformation of the right hand side of (3.146), we extract the asymptotic behavior

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})_{\mathrm{reg}}=\prod_{i=1}^{N}\left(\left(\mathrm{e}^{C} \Lambda \beta_{i} \sinh \frac{\pi t}{\beta_{i}}\right)^{-\frac{\tilde{\nu}_{i}^{2} r_{i}^{2}}{8 \pi^{2}}} \mathrm{e}^{-\frac{\mathrm{i} \tilde{\nu}_{i} V_{i} r_{i}^{2} t}{4 \pi}}\right)\left(1+O\left(\frac{1}{\Lambda L}\right)+O\left(\frac{t^{2}}{L}\right)+O\left(\mathrm{e}^{-c L}\right)\right) \tag{3.148}
\end{equation*}
$$

where $c>0$ is some $\beta_{i^{-}}$and $r_{i}$-dependent constant. Hence

$$
\begin{equation*}
{ }^{\mathrm{el}} f(\boldsymbol{\nu})_{\mathrm{reg}} \equiv \lim _{t \rightarrow \infty} \frac{1}{t} \lim _{L \rightarrow \infty} \ln ^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})_{\mathrm{reg}}=-\sum_{i=1}^{N}\left(\frac{\tilde{\nu}_{i}^{2} r_{i}^{2}}{8 \pi \beta_{i}}+\mathrm{i} \frac{\tilde{\nu}_{i} V_{i} r_{i}^{2}}{4 \pi}\right) \tag{3.149}
\end{equation*}
$$

reproducing the large deviations result (3.143), up to the ultraviolet regularization. Note that if follows from relation (3.148) that the same result is obtained for the limit of $\frac{1}{t} \ln { }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})_{\text {reg }}$ obtained by sending simultaneously $\Lambda, L$ and $t$ to infinity in such a way that the ratios $\frac{\ln \Lambda}{t}$ and $\frac{t}{L}$ tend to zero. This specifies more precisely the region where the distribution of charge transfers takes the quadratic large deviation form (3.143) described previously. The above analysis does not cover, however, the case (3.145) with $t=2 L \rightarrow \infty$ which, although giving the same limit, is somewhat special. In particular, no ultraviolet regularization of is required for ${ }^{\text {el }} F_{2 L}^{L}(\boldsymbol{\nu})$.

Summarizing, the different calculations of the rate function ${ }^{\text {el }} f(\boldsymbol{\nu})$ lead to the same result, given for example by the right hand side of (3.149). The existence of such a limit means that at long times the probability density of charge transfers takes asymptotically the large-deviations form

$$
\begin{equation*}
\mathbb{P}_{t}(\Delta \boldsymbol{q}) \sim \mathrm{e}^{-t^{\mathrm{el}} I\left(\frac{1}{t} \Delta \boldsymbol{q}\right)} \tag{3.150}
\end{equation*}
$$

where the rate function

$$
\begin{equation*}
{ }^{\mathrm{el}} I(\boldsymbol{\rho})=\max _{\boldsymbol{\nu}}\left(\sum_{i=1}^{N} \rho_{i} \nu_{i}-{ }^{\mathrm{el}} f(-\mathrm{i} \boldsymbol{\nu})\right) \tag{3.151}
\end{equation*}
$$

is the Legendre transform of ${ }^{\mathrm{el}} f(-\mathrm{i} \boldsymbol{\nu})$. For ${ }^{\mathrm{el}} f(\boldsymbol{\nu})$ given by (3.149), ${ }^{\text {el }} I(\boldsymbol{\rho})$ is a quadratic polynomial on the subspace where it is finite. In other words, the large deviations of charge transfers per unit time have the Gaussian distribution with mean and covariance given by the expressions

$$
\begin{equation*}
\left\langle\frac{\Delta q_{i}}{t}\right\rangle=\sum_{j=1}^{N}\left(S_{i j}-\delta_{i j}\right) \frac{V_{j} r_{j}^{2}}{4 \pi}, \quad \mathcal{C}_{i j}=\frac{1}{t} \sum_{k=1}^{N} \frac{r_{k}^{2}}{4 \pi \beta_{k}}\left(\delta_{k i}-S_{i k}\right)\left(\delta_{k j}-S_{j k}\right) \tag{3.152}
\end{equation*}
$$

driven by, respectively, electric potentials and temperatures and both weighted by the scattering matrix $S$ of the junction.

## Example 3.9

$N=2, M=1$. Consider the same matrix $S$ as in the first example of 3.7. For two wires, charge conservation implies that $\nu_{1}$ and $\nu_{2}$ are redundant, only their difference is relevant. Here the rate function is

$$
\begin{equation*}
{ }^{\mathrm{el}} f(\nu)=-\frac{1}{4 \pi} \frac{2 r_{1}^{2} r_{2}^{2}}{\left(r_{1}^{2}+r_{2}^{2}\right)^{2}}\left(\frac{r_{2}^{2}}{\beta_{1}}+\frac{r_{1}^{2}}{\beta_{2}}\right) \nu^{2}+\frac{\mathrm{i}}{2 \pi} \frac{r_{1}^{2} r_{2}^{2}}{r_{1}^{2}+r_{2}^{2}}\left(V_{2}-V_{1}\right) \nu, \tag{3.153}
\end{equation*}
$$

where $\nu=\nu_{1}-\nu_{2}$. In the special case $r_{1}=r_{2}=r$ of a fully transmitting junction,

$$
\begin{equation*}
{ }^{\mathrm{el}} f(\nu)=-\frac{r^{2}}{8 \pi}\left(\frac{1}{\beta_{1}}+\frac{1}{\beta_{2}}\right) \nu^{2}+\frac{\mathrm{i} r^{2}}{4 \pi}\left(V_{2}-V_{1}\right) \nu \tag{3.154}
\end{equation*}
$$

which is compatible with Eq. (86) of [18]. As discussed, the quadratic dependence of ${ }^{\mathrm{el}} f(\nu)$ on $\nu$ implies that for large time the charge transfers per unit time become Gaussian random variables with mean and covariance equal, respectively, to

$$
\left\langle\frac{\Delta q_{1}}{t}\right\rangle=-\left\langle\frac{\Delta q_{2}}{t}\right\rangle=\frac{2 r_{1}^{2} r_{2}^{2}}{r_{1}^{2}+r_{2}^{2}} \frac{V_{2}-V_{1}}{4 \pi} \quad \text { and } \quad \mathcal{C}=\frac{1}{4 \pi t} \frac{4 r_{1}^{2} r_{2}^{2}}{\left(r_{1}^{2}+r_{2}^{2}\right)^{2}}\left(\frac{r_{2}^{2}}{\beta_{1}}+\frac{r_{1}^{2}}{\beta_{2}}\right)\left(\begin{array}{cc}
1 & -1  \tag{3.155}\\
-1 & 1
\end{array}\right) .
$$

### 3.7.2 Heat transport

For the energy (or heat) transfer, the measurement protocol is the same. It consists in preparing the system of wires of length $L$ in the initial product state $\omega_{0}^{L}$ given by the density matrix (3.132) and performing the measurements of the energies $H_{i}(0)=H_{i}^{0}$ and $H_{i}(t)$ in the disconnected wires at two times in between which the wires were connected. Denoting the results, respectively, $\left(e_{i}^{0}\right) \equiv \boldsymbol{e}^{\mathbf{0}}$ and $\left(e_{i}\right) \equiv \boldsymbol{e}$, we encode the probability of the change of energies $\Delta e_{i}=e_{i}-e_{i}^{0}$ in the characteristic function

$$
\begin{equation*}
{ }^{\mathrm{th}} F_{t}^{L}(\boldsymbol{\lambda})=\sum_{\Delta e} \mathrm{e}^{\mathrm{i} \sum_{i} \lambda_{i} \Delta e_{i}} \mathbb{P}_{t}(\Delta \boldsymbol{e})=\omega_{0}^{L}\left(\mathrm{e}^{-i \sum_{i} \lambda_{i} H_{i}(0)} \mathrm{e}^{\mathrm{i} \sum_{i} \lambda_{i} H_{i}(t)}\right), \tag{3.156}
\end{equation*}
$$

the generating function of FCS for heat transfers. The change of energy of the wires connected between times 0 and $t$ is, as for the charge, $\Delta H_{i}(t)=H_{i}(t)-H_{i}(0)$. This time, however, its expression in terms of chiral components is more complicated, because the scattering rule for the energy momentum tensor also involves currents, see (3.66). We end up with the expression

$$
\begin{equation*}
\Delta H_{i}(t)=-\frac{1}{r_{i}^{2}} \int_{0}^{t}\left(\sum_{j}\left(\delta_{i j}-\left(S_{i j}\right)^{2}\right) r_{j}^{2} T_{j}^{\ell}(0, s)-2 \pi \sum_{j \neq k} S_{i j} J_{j}^{\ell}(0, s) S_{i k} J_{k}^{\ell}(0, s)\right) \mathrm{d} s \tag{3.157}
\end{equation*}
$$

In particular this observables do not commute with the initial Hamiltonians: $\left[H_{j}^{0}, \Delta H_{i}(t)\right] \neq 0$, hence we only have

$$
\begin{equation*}
{ }^{\text {th }} F_{t}^{L}(\boldsymbol{\lambda})=\omega_{0}^{L}\left(\mathrm{e}^{-i \sum_{i} \lambda_{i} H_{i}^{0}} \mathrm{e}^{i \sum_{i} \lambda_{i}\left(H_{i}^{0}+\Delta H_{i}(t)\right)}\right) \neq \omega_{0}^{L}\left(\mathrm{e}^{i \sum_{i} \lambda_{i} \Delta H_{i}(t)}\right) \tag{3.158}
\end{equation*}
$$

The first exponential factor $\exp \left(-\mathrm{i} \sum_{i} \lambda_{i} H_{i}^{0}\right)$ can be immediately seen as imaginary contributions to the inverse temperature $\beta_{i}$, but the second one has to be computed explicitly, in terms of the mode decomposition of $T_{i}^{\ell}$ and $J_{i}^{\ell}$. Looking at (3.157) this calculation seems to require quite an amount of work which, however, can be considerably simplified if we take time $t=2 L$, an effect that has already appeared in the case of charge transfers. Here the simplification is purely technical and comes from the fact that a lot of terms in the mode decomposition of (3.157) carry the factors

$$
\begin{equation*}
\mathrm{e}^{\frac{\pi \mathrm{i} m t}{L}}-1 \tag{3.159}
\end{equation*}
$$

with various integers $m$. They all drop out when $t=2 L$ leaving us with the relatively simple expectation of $\exp (\mathrm{i} A)$, with

$$
\begin{equation*}
A \equiv \sum_{i} \lambda_{i}\left(H_{i}^{0}+\Delta H_{i}(2 L)\right)=\frac{\pi}{2 L} \sum_{i, j}(O \lambda O)_{i j}\left(\alpha_{0 i} \alpha_{0 j}+2 \sum_{n>0} \alpha_{-2 n, i} \alpha_{2 n, j}\right) \tag{3.160}
\end{equation*}
$$

where $O$ is the orthogonal matrix related to matrix $S$ by $O=r^{-1} S r$. The expectation of $\exp (\mathrm{i} \mathcal{A})$ factors into the contribution from the zero and excited modes upon decomposing $A=A_{0}+A_{\text {ex }}$ accordingly. The expectation of $\mathrm{e}^{\mathrm{i} A_{0}}$ leads to a $\boldsymbol{k}$-sum that, after Poisson resummation in order to see better the behavior at $L \rightarrow \infty$, reads

$$
\begin{equation*}
\omega_{0}^{L}\left(\mathrm{e}^{-i \sum_{i} \lambda_{i} H_{i}^{0}} \mathrm{e}^{\mathrm{i} \mathcal{A}_{0}}\right)=\operatorname{det}\left(I+\mathrm{i} \beta^{-1} C\right)^{-1 / 2} \frac{h_{0}^{L}(r, \boldsymbol{V}, \beta, \beta+\mathrm{i} C)}{h_{0}^{L}(r, \boldsymbol{V}, \beta, \beta)} \tag{3.161}
\end{equation*}
$$

where $r$ and $\beta$ stand for the diagonal matrices with entries $\left(r_{i}\right)$ and $\left(\beta_{i}\right)$, respectively, $\boldsymbol{V}$ denotes the vector of potentials $V_{i}$, and

$$
\begin{equation*}
C=\lambda-O \lambda O \tag{3.162}
\end{equation*}
$$

is a symmetric matrix (we identified the vector $\lambda$ of variables conjugate to energy with the corresponding diagonal matrix). Function $h_{0}^{L}$ contains the $\boldsymbol{k}$-sums:

$$
\begin{equation*}
h_{0}(r, \boldsymbol{V}, \beta, \tilde{\beta})=\mathrm{e}^{\frac{L}{4 \pi}\left(r \beta \boldsymbol{V}, \tilde{\beta}^{-1} r \beta \boldsymbol{V}\right)} \sum_{\boldsymbol{k} \in \mathbb{Z}^{N}} \mathrm{e}^{-\pi L\left(r \boldsymbol{k}, \tilde{\beta}^{-1} r \boldsymbol{k}\right)-\mathrm{i} L\left(r \beta \boldsymbol{V}, \tilde{\beta}^{-1} r \boldsymbol{k}\right)} \tag{3.163}
\end{equation*}
$$

Naively, matrix $C$ plays the role of imaginary inverse temperatures, but is not necessarily diagonal, meaning that the energy transfers between the wires are more complex than for the charge.

The excited mode expectation of $\mathrm{e}^{\mathrm{i} A_{\text {ex }}}$ is less direct to compute. One way is to translate it to a vacuum expectation of an exponential of a Bogoliubov type of operator quadratic in creation and annihilation operators by using the Araki-Woods representation of canonical commutation relations [7]. The general idea is to construct new operators from the $\alpha_{2 n, i}$, doubling the corresponding Fock space in such a way that the initial thermal expectation just becomes a vacuum matrix element on this double Fock space. The end result is

$$
\begin{equation*}
\omega_{0}^{L}\left(\mathrm{e}^{-i \sum_{i} \lambda_{i} H_{i}^{0}} \mathrm{e}^{\mathrm{i} \mathcal{A}_{\mathrm{ex}}}\right)=\prod_{n>0} \operatorname{det}\left(I+\left(I-\mathrm{e}^{-\frac{\pi \mathrm{i}}{L} n \lambda} O \mathrm{e}^{\frac{\pi \mathrm{i}}{L} n \lambda} O\right)\left(\mathrm{e}^{\frac{\pi n}{L} \beta}-I\right)^{-1}\right)^{-1} \tag{3.164}
\end{equation*}
$$

see [85]. Finally, the generating function of the FCS for energy transfer ${ }^{\text {th }} F_{2 L}^{L}(\boldsymbol{\lambda})$ is given by the product of the contributions of the zero modes (3.161) and of the excited ones (3.164).

In the asymptotic limit, which sends here both time $t=2 L$ and the length $L$ to infinity, the ratio of $\boldsymbol{k}$-sums $h_{0}^{L}$ is reduced for sufficiently small $\left|\lambda_{i}\right|$ to the contribution from $\boldsymbol{k}=0$. The infinite discrete product for the excited states becomes an exponential of a continuous integral. Hence,

$$
\begin{equation*}
{ }^{\mathrm{th}} f(\boldsymbol{\lambda}) \equiv \lim _{L \rightarrow \infty} \frac{1}{2 L}^{\text {th }} F_{2 L}^{L}(\boldsymbol{\lambda})=f_{0}(r, \beta, C(\boldsymbol{\lambda}), \boldsymbol{V})+f_{\mathrm{ex}}(\lambda, \beta, O) \tag{3.165}
\end{equation*}
$$

where the asymptotic contribution from the zero modes is

$$
\begin{equation*}
f_{0}(r, \beta, C(\lambda), \boldsymbol{V})=\frac{1}{8 \pi}\left(\left(r \beta \boldsymbol{V},(\beta+i C(\boldsymbol{\lambda}))^{-1} r \beta \boldsymbol{V}\right)-(r \boldsymbol{V}, \beta r \boldsymbol{V})\right) \tag{3.166}
\end{equation*}
$$

encoding the energy transfer driven by electric potentials. It vanishes at $\boldsymbol{V}=0$ but remains in the case of same potentials $V_{i}=V$. The asymptotic part from the excited states contribution reads

$$
\begin{equation*}
f_{\mathrm{ex}}(\lambda, \beta, O)=-\int_{0}^{\infty} \ln \operatorname{det}\left(I+\left(I-\mathrm{e}^{-2 \pi \mathrm{i} x \lambda} O \mathrm{e}^{2 \pi \mathrm{i} x \lambda} O\right)\left(\mathrm{e}^{2 \pi x \beta}-I\right)^{-1}\right) \mathrm{d} x \tag{3.167}
\end{equation*}
$$

which encodes the transfer due purely to temperatures.
An explicit calculation of ${ }^{\text {th }} F_{t}^{L}(\boldsymbol{\lambda})$ for $t \neq 2 L$ is also possible along similar lines of [85], using the expansion of $H_{i}^{0}+\Delta H_{i}(t)$ in terms of the modes, which is more involved without the simplification obtained for $t=2 L$. We expect that the same large-deviations rate function for energy transfers would result if we sent $L$ to infinity before $t$, as suggested by the analysis of [18, 52]. In particular, Ref. [52] developed a perturbative calculation for the generating function of heat transfers in the case of junctions with circular full transmission of the heat current and handled the large $L$ limit for fixed $t$ order by order in $\boldsymbol{\lambda}$. A similar strategy could be applied in our case leading to a perturbative analysis of the exact formula for ${ }^{\text {th }} F_{t}^{L}(\boldsymbol{\lambda})$, but applying it requires technical work that we postponed to the future.

Finally the function $f_{\text {ex }}$ is similar to the one occurring in the Levitov-Lesovik approach, see section 3.9 below for more details. Together with the fact that the calculation for $t=2 L$ coincides with the exact asymptotic formula in the case of charge transfers, we have good hope that the formula obtained in (3.165) for the large deviation rate function of energy transfers is correct.

### 3.7.3 Examples

The rate function ${ }^{\text {th }} f(\boldsymbol{\lambda})$ obtained in (3.165) involves several parameters. We would like to understand better the asymptotic properties of energy transfers by studying some examples.

Two wires : $N=2, M=1$. Again we take the first matrix $S$ considered in example 3.7. By energy conservation, the dependence of ${ }^{\text {th }} f$ is reduced to one variable $\lambda=\lambda_{1}-\lambda_{2}$. We get for the zero modes part a ratio of two quadratic polynomial in $\lambda$, whose contribution to asymptotic form of the FCS is not Gaussian, unlike for the charge transfers. The excited modes part takes the form

$$
\begin{equation*}
f_{\mathrm{ex}}=-\int_{0}^{\infty} \ln \frac{\left(1+\mathrm{e}^{-2 \pi x\left(\beta_{1}+\beta_{2}\right)}\right)-\left(O_{11}\right)^{2}\left(\mathrm{e}^{-2 \pi x \beta_{1}}+\mathrm{e}^{-2 \pi x \beta_{2}}\right)-\left(O_{12}\right)^{2}\left(\mathrm{e}^{-2 \pi x\left(\beta_{1}+\mathrm{i} \lambda\right)}+\mathrm{e}^{-2 \pi x\left(\beta_{2}-\mathrm{i} \lambda\right)}\right)}{\left(1-\mathrm{e}^{-2 \pi x \beta_{1}}\right)\left(1-\mathrm{e}^{-2 \pi x \beta_{2}}\right)} \mathrm{d} x, \tag{3.168}
\end{equation*}
$$

where in this case

$$
O=\frac{1}{r_{1}^{2}+r_{2}^{2}}\left(\begin{array}{cc}
r_{1}^{2}-r_{2}^{2} & 2 r_{1} r_{2}  \tag{3.169}\\
2 r_{1} r_{2} & r_{2}^{2}-r_{1}^{2}
\end{array}\right) \quad \underset{r_{1}=r_{2}}{\longrightarrow} \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

In general, the above integral is not computable explicitly, except in the case of the fully transmitting junction where $r_{1}=r_{2}$ where the full rate function reads

$$
\begin{equation*}
{ }^{\text {th }} f(\lambda)=-\frac{r^{2}}{8 \pi} \frac{\left(\beta_{1} V_{1}^{2}+\beta_{2} V_{2}^{2}\right) \lambda^{2}+\mathrm{i} \beta_{1} \beta_{2}\left(V_{1}^{2}-V_{2}^{2}\right) \lambda}{\left(\beta_{1}+\mathrm{i} \lambda\right)\left(\beta_{2}-\mathrm{i} \lambda\right)}+\frac{\pi}{12}\left(\frac{1}{\beta_{1}+\mathrm{i} \lambda}-\frac{1}{\beta_{1}}+\frac{1}{\beta_{2}-\mathrm{i} \lambda}-\frac{1}{\beta_{2}}\right), \tag{3.170}
\end{equation*}
$$

which agrees with Eq. (90) of [18] taken at $\nu=0$. Note that the second part is diverging at $\lambda=-\mathrm{i} \beta_{i}$. This is also true in the general case (3.168) and has consequences for the corresponding asymptotic probability density, see below.

In the case of a general matrix $O$ given by (3.169), we focus on the excited part (3.168) of ${ }^{\text {th }_{f}}$ by setting $V_{1}=V_{2}=0$ so that $f_{0}$ vanishes. Let us look more closely at the analytic continuation ${ }^{\text {th }} f(-i \lambda) \equiv f(\lambda)$ of the rate function. There is no analytic expression for the integral, but it can be computed numerically. First note that it is actually finite only for $-\beta_{1}<\lambda<\beta_{2}$. Outside this interval, the dominant exponential factor does not vanish when $x \rightarrow \infty$ so that the value of $f$ becomes $+\infty$. Moreover, $f(\lambda)$ is symmetric around $\left(\beta_{2}-\beta_{1}\right) / 2$. Finally, it is invariant under exchange of radii $r_{1} \leftrightarrow r_{2}$. The left part of Figure 3.4 presents the graphs of $f(\lambda)$ for $\beta_{1}=1$ and $\beta_{2}=5$ for different values of the parameter $\rho=r_{2} / r_{1}=1,2,3$.
Note that for $\rho=1$ we recover the analytic expression obtained in (3.170). When $\rho$ increases, the graph of $f$ becomes flatter around 0 inside the interval of definition and highly diverges at


Figure 3.4: Large deviation rate function $f(\lambda)$, its Legendre transform $I(x)$ and probability density $\propto$ $\mathrm{e}^{-I(x)}$ for heat transfer in the case of two wires for different values of $\rho=r_{2} / r_{1}$. Here $\beta_{1}=1$ and $\beta_{2}=5$.
its boundaries. In the limit $\rho \rightarrow \infty$, function $f(\lambda)$ vanishes in the interval $]-\beta_{1}, \beta_{2}[$ and stays infinite outside of it.

The divergence of $f$ at the boundaries $\lambda=\beta_{i}$ does not present a problem in the calculation of its Legendre transform, it just restricts the maximization interval:

$$
\begin{equation*}
I(x)=\max _{\lambda \in]-\beta_{1}, \beta_{2}[ }\{\lambda x-f(\lambda)\} \tag{3.171}
\end{equation*}
$$

since outside the interval the quantity to maximize is equal to $-\infty$. The graph of $I$ is plotted in the middle part of Figure 3.4. The divergence of $f$ implies that the corresponding large deviation rate function $I$ has linear asymptotes, with the slope $-\beta_{1}$ and $\beta_{2}$ on the left and right, respectively.

The large deviations rate function $I(x)$ is that of the probability distribution of the energy change in the first wire per unit time $\Delta H_{1}(t) / t$, so that the linear asymptotes indicate an exponential decay of the probability density arising at long time. We represented in the right part of Figure 3.4 the graphs of normalized distribution functions $\propto \exp [-I(x)]$ which, as expected, exponentially decrease. The probability density is asymmetric and its maximum value is not zero. When $\rho$ increases, the density seems to be tightened around this value. Finally, one can compute the mean value and check that it is negative, meaning that the energy is going from the lower inverse temperature $\beta_{1}=1$ to the higher one $\beta_{2}=5$.

The influence of temperature on the rate function $f(\lambda)$, its Legendre transform $I(x)$ and on the probability distribution $\propto \exp [-I(x)]$ is illustrated in Figure 3.5, showing the influence of $\beta_{2}$ on the asymptotic slope of $I(x)$ and on the asymmetry of the probability distribution.


Figure 3.5: Large deviations rate function $f(\lambda)$, its Legendre transform $I(x)$, and probability density $\propto \exp [-I(x)]$ for different $\beta_{2}\left(N=2, \beta_{1}=1, r_{2}=2 r_{1}\right.$, and $\left.V_{1}=V_{2}=0\right)$

Three wires : $N=3, M=1$. The case of three wires can also be investigated, but formulas and graphs become more complicated, hence we focus on the simplest example already considered before of three identical wires $\left(r_{i}=r\right)$ with $S_{i j}=\rho \delta_{i j}+\tau\left(1-\delta_{i j}\right)$ for $\rho=1 / 3$ and $\tau=2 / 3$, see

Example 3.7. The large deviation rate function for FCS of energy transfers is quite complicated even for $V_{i}=0$. The formula can be found in [85]. Upon the analytic continuation, ${ }^{\text {th }} f(-\mathrm{i} \boldsymbol{\lambda}) \equiv$ $f\left(\lambda_{12}, \lambda_{13}\right)$ for $\lambda_{12}=\lambda_{1}-\lambda_{2}$ and $\lambda_{13}=\lambda_{1}-\lambda_{3}$ is finite only in the region

$$
\begin{equation*}
-\beta_{1}<\lambda_{12}<\beta_{2}, \quad-\beta_{1}<\lambda_{13}<\beta_{3}, \quad-\beta_{2}<\lambda_{13}-\lambda_{12}<\beta_{3} . \tag{3.172}
\end{equation*}
$$

This conditions generalize the restriction of the two wire case. The $S$ matrix we consider here is symmetric under the exchange of wires since reflection and transmission coefficients are identical for each wire. Exploiting this symmetry, we plot function $f$ in the coordinate system with axes at $120^{\circ}$ so that the counter-clockwise rotation of the graph by $120^{\circ}$ corresponds to the cyclic permutation $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \mapsto\left(\lambda_{3}, \lambda_{1}, \lambda_{2}\right)$. We compare in Figure 3.6 the equilibrium case where $\left(\beta_{1}, \beta_{2}, \beta_{3}\right)=(1,1,1)$ to the case where $\left(\beta_{1}, \beta_{2}, \beta_{3}\right)=(1,2,3)$.


Figure 3.6: Rate function $f\left(\lambda_{12}, \lambda_{13}\right)$ for 3 wires
In equilibrium, $f$ is symmetric under $120^{\circ}$ rotations but out of equilibrium, the above $Z_{3}$ symmetry is broken to a degree that may be used as a measure of the distance from equilibrium. The Legendre transform of ${ }^{\text {th }} f(-\mathrm{i} \boldsymbol{\lambda})$ is infinite out of the plane $x_{1}+x_{2}+x_{3}=0$ and on that plane, it may be regarded as a function

$$
\begin{equation*}
I\left(x_{12}, x_{13}\right)=\max _{\lambda_{12}, \lambda_{13}}\left\{\frac{1}{3}\left(2 x_{12} \lambda_{12}-x_{12} \lambda_{13}-x_{13} \lambda_{12}+2 x_{13} \lambda_{13}\right)-f\left(\lambda_{12}, \lambda_{13}\right)\right\} \tag{3.173}
\end{equation*}
$$

Figure 3.7 presents the plot of $I\left(x_{12}, x_{13}\right)$ for the equilibrium and nonequilibrium choice of


Figure 3.7: Legendre transform $I\left(x_{12}, x_{13}\right)$ for 3 wires
temperatures. The level lines of $I$ are equally spaced in various direction far from the origin, indicating the asymptotic linear increase of the function, as in the two wire case. The similar breaking of $\boldsymbol{Z}_{3}$ symmetry as for $f$ may be observed.

Finally, Figure 3.8 plots for illustration the probability densities $\propto \exp \left[-I\left(x_{12}, x_{13}\right)\right]$. Note that most mass of the distribution is in the negative quadrant indicating the heat transfer from the hotter $1^{\text {st }}$ and $2^{\text {nd }}$ wires to the colder $3^{\text {rd }}$ one.


Figure 3.8: Probability density $\propto \exp \left[-I\left(x_{12}, x_{13}\right)\right]$ for 3 wires

### 3.8 Charge and heat transport, the fluctuation relations

As mentioned before, charges $Q_{i}$ and Hamiltonians $H_{j}$ in the disconnected wires are commuting operators, so that the two measurement protocols can be adapted to a joint measurement. The generating function for FCS of both charge and heat transfers is defined as

$$
\begin{equation*}
F_{t}^{L}(\boldsymbol{\nu}, \boldsymbol{\lambda})=\sum_{\Delta \boldsymbol{q}, \Delta e} \mathrm{e}^{\mathrm{i} \sum_{i} \nu_{i} \Delta q_{i}+\lambda_{i} \Delta e_{i}} \mathbb{P}_{t}(\Delta \boldsymbol{q}, \Delta \boldsymbol{e}) . \tag{3.174}
\end{equation*}
$$

It is given by the expectation

$$
\begin{equation*}
F_{t}^{L}(\boldsymbol{\nu}, \boldsymbol{\lambda})=\omega_{0}^{L}\left(\mathrm{e}^{-\mathrm{i} \sum_{i}\left(\nu_{i} Q_{i}(0)+\lambda_{i} H_{i}(0)\right)} \mathrm{e}^{\mathrm{i} \sum_{i}\left(\nu_{i} Q_{i}(t)+\lambda_{i} H_{i}(t)\right)}\right) . \tag{3.175}
\end{equation*}
$$

Proceeding as before and computing this function at time $t=2 L$, the exponential factors involving charge effectively become $-\mathrm{i} \sum_{i} \tilde{\nu}_{i} Q_{i}^{0}$ with $\tilde{\nu}_{i}$ defined in (3.141), so that their only effect is the change of $\boldsymbol{V}$ to $\boldsymbol{V}-\mathrm{i} \beta^{-1} \tilde{\boldsymbol{\nu}}$, and we are left with a calculation of energy transfer as in (3.158), with this shifted electric potential. The zero mode contribution leads to the $\boldsymbol{k}$-sums appearing in (3.161) and the excited modes result in the infinite product (3.164). The long time limit gives immediately

$$
\begin{equation*}
f(\boldsymbol{\nu}, \boldsymbol{\lambda}) \equiv \lim _{L \rightarrow \infty} \frac{1}{2 L} F_{2 L}^{L}(\boldsymbol{\nu}, \boldsymbol{\lambda})=f_{0}\left(r, \beta, C(\boldsymbol{\lambda}), \boldsymbol{V}-\mathrm{i} \beta^{-1} \tilde{\boldsymbol{\nu}}\right)+f_{\mathrm{ex}}(\lambda, \beta, O) \tag{3.176}
\end{equation*}
$$

similarly as for the large deviations of heat transfers (3.165), with $f_{0}$ and $f_{\text {ex }}$ given by (3.166) and (3.167).

Beyond encoding both charge and heat transfers in a single rate function, giving a more compact solution of the problem, $f(\boldsymbol{\nu}, \boldsymbol{\lambda})$ satisfies the fluctuation relation [6]

$$
\begin{equation*}
f(\boldsymbol{\nu}, \boldsymbol{\lambda})=f(-\boldsymbol{\nu}-\mathrm{i} \beta \boldsymbol{V},-\boldsymbol{\lambda}+\mathrm{i} \boldsymbol{\beta}) \tag{3.177}
\end{equation*}
$$

that reflects the time reversal invariance of dynamics, as argued in [19]. Such a fluctuation relation imposes constraints on "mixed" transfers, such as the heat transfer induced due to difference of electric potentials, for example. Hence the interest in considering rate function $f(\boldsymbol{\nu}, \boldsymbol{\lambda})$ taking into account all kinds of exchanges.

The fluctuation relation (3.177) leads after taking a Legendre transform to an asymptotic symmetry

$$
\begin{equation*}
\mathbb{P}_{t}(-\Delta \boldsymbol{q},-\Delta \boldsymbol{e}) \sim \mathrm{e}^{-\sum_{i} \beta_{i}\left(\Delta e_{i}-V_{i} \Delta q_{i}\right)} \mathbb{P}_{t}(\Delta \boldsymbol{q}, \Delta \boldsymbol{e}) \tag{3.178}
\end{equation*}
$$

for the probability density of tranfers holding for large $L$ and $t$. Since charge and energy are conserved, the probability density $P_{t}(\Delta \boldsymbol{q}, \Delta \boldsymbol{e})$ does not vanish only if the sums of $\Delta e_{i}$ and $\Delta q_{i}$
vanish. This allows to rewrite the latter relation in terms of differences of potentials $V_{i}$ and of products $\beta_{i} V_{i}$. In the equilibrium case, the probability density recovers then its symmetry around zero transfers.

Again, we established the above relations considering the particular case where $t=2 L$, but we expect the result (3.176) for $f$ to be the same in the physical limit $L \rightarrow \infty$ then $t \rightarrow \infty$.

### 3.9 Comparison to the Levitov-Lesovik formulae

The computation of the full counting statistics of charge transfers between $N$ free fermionic system was originally proposed by L.S. Levitov and G.B. Lesovik in [120]. Such systems are assumed to be initially in different equilibrium states and to interact subsequently during a period of time $t$. Their interaction is described by an $N \times N$ unitary mode-dependent matrix $\mathbb{S}_{t}(p)$ accounting for the scattering between the fermions of different systems, see also [119]. The Levitov-Lesovik formula for the generating function of charge FCS has the form of a product over the free fermionic modes of determinants:

$$
\begin{equation*}
\Phi_{t}(\boldsymbol{\nu})=\prod_{p} \operatorname{det}\left(I-f(p)+f(p) \mathrm{e}^{-\mathrm{i} s(p) \nu} \mathbb{S}_{t}(p)^{\dagger} \mathrm{e}^{\mathrm{i} s(p) \nu} \mathbb{S}_{t}(p)\right) \tag{3.179}
\end{equation*}
$$

where $s(p)$ is the sign function representing the charge of modes, $\nu$ is the diagonal $N \times N$ matrix of coefficients $\nu_{i}$ and $f(p)$ that of Fermi functions $f_{i}(p)=\left(\mathrm{e}^{\beta_{i}\left(\epsilon(p)-s(p) V_{i}\right)}+1\right)^{-1}$, with $\epsilon(p)$ representing the energy of modes.

We would like to see if there is a relation between the FCS of charge transfers ${ }^{\mathrm{el}} f$ and the above Levitov-Lesovik formula. Of course, in spite of similarities, the coupling between free fermions realized by the bosonic junction induces a scattering of the currents, which is different than the fermion scattering assumed in the Levitov-Lesovik approach, so there is no a priori reason for the two systems to lead to the same $\mathrm{FCS}^{6}$. It appears, however, that in a (very) particular case the two formulae may be related. Under the following assumption: $\mathbb{S}_{t}(p)=\mathbb{S}$ is mode and time independent, with linear dispersion for fermions $\epsilon(p)=\frac{\pi}{L}|p|$, upon setting $t=2 L$, at radius $r_{i}=\sqrt{2}$ and in the case of same temperatures $\beta_{i}=\beta$, we have

$$
\begin{equation*}
{ }^{\mathrm{el}} f(\boldsymbol{\nu})=\left.\lim _{\theta \rightarrow \infty} \theta^{2} \lim _{t=2 L \rightarrow \infty} \frac{1}{2 L} \ln \Phi_{t}\left(\theta^{-1} \boldsymbol{\nu}\right)\right|_{\beta, \theta^{-1} \boldsymbol{V}} \tag{3.180}
\end{equation*}
$$

if we identify $\left|\mathbb{S}_{i j}\right|^{2}=S_{i j}$. In that case, the fluctuations of charge transfers induced by different electric potentials at the same ambient temperature agree in the two setups at the level of the Gaussian central limit contributions. One should remark, however, that the scaling limit on the right hand side of (3.180) removes from the Levitov-Lesovik rate function the term linear in $\boldsymbol{V}$ and quadratic in $\boldsymbol{\nu}$ that is responsible for the zero-temperature shot noise given by the Khlus-Lesovik-Büttiker formula [26]. Note that this quantity has been investigated in details for other models of scale invariant junctions in $[126,53]$ and should be, in principle, accessible in our model too through the current correlation functions.

There is another relation of the FCS statistics that we have obtained for the junction of wires and the Levitov-Lesovik type formulae, this time for the energy transfers. Indeed, the contribution (3.167) of the excited modes to the generating function ${ }^{\text {th }} F_{2 L}^{L}(\boldsymbol{\lambda})$ of energy FCS coincides directly with the version of the Levitov-Lesovik formula for $N$ free bosons with the dispersion relation $\epsilon_{n}=\frac{\pi n}{L}$ and the interaction described by the scattering matrix $\mathbb{S}=O$, without any supplementary assumption. Such bosonic version of the Levitov-Lesovik formula was obtained in [108].

[^6]
### 3.10 Conclusion

We described a detailed investigation of a free massless bosonic field model of a junction of quantum wires. We constructed a nonequilibrium stationary state describing wires kept at different temperatures and electric potentials and computed the corresponding mean charge and energy flows in each wire. Our results are consistent with those of [127] and cover also the linear response regime considered in [147]. We also obtained the full counting statistics for charge and energy transport associated to a two-time measurement protocol, and the corresponding large deviation rate function giving the long time asymptotics of FCS. Our results overlap with those in [18, 52], generalizing the latter ones beyond the case of fully transmitting junctions, but only for a system modeled by free fields.

Our model describes a large class of junctions with various possibilities of reflection and transmission, and the free field nature of the theory allows to calculate explicitly a variety of interesting quantities. It may be applied to study charge and energy flows through point contacts of one-dimensional systems of free massless bosons, free or interacting electrons, the latter in the Luttinger regime, and also edge modes in the integer quantum Hall effect [65].

The fermionic systems were described using the fermion-boson correspondence and the junctions modeled here induce scattering of fermions through their currents, as a consequence of the bosonic boundary conditions imposed at the junction. Such conditions do not lead to a simple scattering of fermions that was assumed in the Levitov-Lesovik approach, hence the difficulty to match our result with theirs.

One of the things that remains to be done is the calculation of FCS for heat transport outside the specific case $t=2 L$, but it should be expected that this would not change the result for the large deviations rate function obtained here. We could also try to modify the model in order to obtain a more general class of scattering matrices $S$, since the results should be the same if we consider any orthogonal matrix $S$. The subclass that appeared here is only an artifact due to our choice of boundary conditions. Finally, another direction would be to consider nonequilibrium states with same boundary conditions but in other wire geometries than the star graph, such as $N$ wires joining and then separating, or a loop between two wires (for which we have preliminary results) or, ultimately, a general graph. Such nonequilibrium states seem technically reachable and should have interesting properties.

## Chapter 4

## Wess-Zumino-Witten junction with a cyclic brane

The successful results obtained in the previous chapter suggest that our approach should be generalizable to models involving other conformal field theories than the free massless bosonic field compactified on a circle. Wess-Zumino-Witten models come as the most natural candidate for generalization: classically, they describe fields taking values in compact nonabelian groups rather than in $U(1)$ but are conformal invariant, preserving the ballistic propagation of excitations. The latter can be described exactly due to a rich infinite-dimensional symmetry of the theory. The exact solvability of WZW models does not mean, however, that all calculations may be explicitly done in practice. In particular, the exact solutions are reachable only for rather special boundary conditions. This will lead to few possible junctions. In this chapter, we present only one of them where the current from one wire arriving at the junction is fully transmitted to the next wire, in a cyclic way. This simple case will allow us to introduce WZW models in details and to carry explicit calculations almost to the very end. The final results described in this chapter are similar to those in [52] although they were obtained largely independently.

### 4.1 Wess-Zumino-Witten models

### 4.1.1 Lagrangian approach

Wess-Zumino-Witten models arise naturally in trying to extend the massless free field theory to a nonabelian case. Consider a general field

$$
\begin{equation*}
g: \Sigma \rightarrow G, \quad(t, x) \mapsto g(t, x), \tag{4.1}
\end{equation*}
$$

where $\Sigma$ is a two dimensional Minkowskian worldsheet and $G$ a compact Lie group. Let $\mathfrak{g}$ be the Lie algebra of $G$, assumed to be simple, and consider the corresponding Killing form $k / 2 \operatorname{tr}(X Y)$ for $X, Y \in \mathfrak{g}$ normalized so that the long roots have length squared 2. For $g \in G$, the 1-from $g^{-1} \mathrm{~d} g$ is $\mathrm{i} \mathfrak{g}$-valued. We define the classical sigma-model action

$$
\begin{equation*}
S_{0}[g]=\frac{k}{8 \pi} \int_{\Sigma} \operatorname{tr}\left[-\left(g^{-1} \partial_{t} g\right)^{2}+\left(g^{-1} \partial_{x} g\right)^{2}\right] \mathrm{d} t \mathrm{~d} x \tag{4.2}
\end{equation*}
$$

This action is invariant under conformal transformations and the equations of motion are, in the light cone coordinates $x_{ \pm}=t \pm x$

$$
\begin{equation*}
2 \partial_{+}\left(g^{-1} \partial_{-} g\right)+\left[g^{-1} \partial_{+} g, g^{-1} \partial_{-} g\right]=0 \tag{4.3}
\end{equation*}
$$

where $[\cdot, \cdot]$ is the Lie bracket on $\mathfrak{g}$. This equation is simple only in the case where $G$ is Abelian since the second term vanish and we are back in the case of Chapter 3, otherwise the solutions are
not easy to describe. On the top of that the quantized version of such a theory (and in particular its renormalization) breaks conformal invariance. To overcome these problems, Witten proposed in [173] to add to action $S_{0}$ the following topological term

$$
\begin{equation*}
S_{\mathrm{WZ}}[g]=\frac{k^{\prime}}{4 \pi} \int_{\widehat{\Sigma}} \tilde{g}^{*} \chi \tag{4.4}
\end{equation*}
$$

which is known as the Wess-Zumino term [167]. It requires an extension of the worldsheet $\Sigma$ to a three dimensional manifold $\widehat{\Sigma}$ such that $\partial \widehat{\Sigma}=\Sigma$, and of field $g$ to $\tilde{g}: \widetilde{\Sigma} \rightarrow G$ such that its restriction to $\partial \widehat{\Sigma}$ coincides with $g . \chi$ is a closed 3 -form on group $G$ given by

$$
\begin{equation*}
\chi=\frac{1}{3}\left(g^{-1} \mathrm{~d} g\right)^{\wedge 3} \tag{4.5}
\end{equation*}
$$

Finally the constant $k^{\prime}$ has to be an integer so that the Feynman amplitudes $\exp \left[\mathrm{i} S_{\mathrm{WZ}}\right]$ be well defined on closed worldsheets $\Sigma$ : if two extensions (1 and 2) of $\Sigma$ and $g$ exist, the ambiguity $S_{\mathrm{WZ}}^{1}-S_{\mathrm{WZ}}^{2}$ is $2 \pi k^{\prime}$ valued. Hence if $k^{\prime} \in \mathbb{Z}$ the corresponding Feynman amplitude is the same whatever the extension. We will assume the existence of such extension, and the case where it does not exist will be discussed later, see the next Part of the thesis. Note that if field $g$ takes values in the subset of $G$ on which $\chi=\mathrm{d} B$ then the Wess-Zumino action is reduced to

$$
\begin{equation*}
S_{\mathrm{WZ}}[g]=\frac{k^{\prime}}{4 \pi} \int_{\Sigma} g^{*} B \tag{4.6}
\end{equation*}
$$

$\chi$, however, is not an exact form globally. Taking both actions $S_{0}$ and $S_{W Z}$ together, the new equations of motion are computed using for the topological term the geometric identity $\delta \int f^{*} \alpha=$ $\int \mathcal{L}_{\delta f} \alpha$, where $\mathcal{L}_{X}=\iota_{X} \mathrm{~d}+\mathrm{d} \iota_{X}$ is the Lie derivative, and the Stokes theorem. At the end, one gets the classical equations

$$
\begin{equation*}
2 k \partial_{+}\left(g^{-1} \partial_{-} g\right)+\left(k-k^{\prime}\right)\left[g^{-1} \partial_{+} g, g^{-1} \partial_{-} g\right]=0 \tag{4.7}
\end{equation*}
$$

For $k=k^{\prime}$ the last term vanishes and the equations simplify. The Wess-Zumino-Witten action is then defined by $S_{\mathrm{WZW}}=S_{0}+S_{\mathrm{WZ}}$ where we have taken $k=k^{\prime} \in \mathbb{Z}$. The equations of motion have the simple form

$$
\begin{equation*}
\partial_{+}\left(g^{-1} \partial_{-} g\right)=0 \quad \Rightarrow \quad g(t, x)=g_{\ell}(t+x) g_{r}^{-1}(t-x) \tag{4.8}
\end{equation*}
$$

where in the general solution $g_{\ell}$ and $g_{r}$ are any $G$-valued functions (the order matters since $G$ is nonabelian). This factorization indicates that this model is very much like a free field theory, involving ballistic propagation of left and right movers, as already discussed in the previous chapter. The equation of motion (4.8) is actually nothing but the conservation of the currents

$$
\begin{equation*}
J_{r} \equiv-\mathrm{i} k g^{-1} \partial_{-} g=\mathrm{i} k\left(\partial_{-} g_{r}\right) g_{r}^{-1} \tag{4.9}
\end{equation*}
$$

Moreover, equation of motion (4.8) can be written equivalently as

$$
\begin{equation*}
\partial_{-}\left(\left(\partial_{+} g\right) g^{-1}\right)=0 \quad \text { such that } \quad J_{\ell} \equiv \mathrm{i} k\left(\partial_{+} g\right) g^{-1}=\mathrm{i} k\left(\partial_{+} g_{\ell}\right) g_{\ell}^{-1} \tag{4.10}
\end{equation*}
$$

is another conserved current. As for the free field, the model contains two independent conserved currents that propagate in a ballistic way in opposite directions. Indeed, $J_{\ell}$ depends only on $t+x$ so is a left mover in the previous terminology and $J_{r}$ only on $t-x$ so it is a right mover. However the underlying symmetry is nonabelian. The WZW action is invariant under the transformations

$$
\begin{equation*}
g(t, x) \mapsto h_{\ell}(t+x) g(t, x) h_{r}(t-x)^{-1} \tag{4.11}
\end{equation*}
$$

for any $G$-valued one variable functions $h_{\ell, r}$. The current $J_{\ell}$ and $J_{r}$ are the chiral component of the Noether current associated to the rigid adjoin symmetry $g \mapsto h g h^{-1}$ for $h \in G$. They generate transformations (4.11) in the phase space of the theory.

The WZW action action remains conformal invariant since the topological term $S_{\mathrm{WZ}}$ is independent of the worldsheet metric. The conformal transformations are generated in the phase space by the chiral components of the energy momentum tensor, which take the form

$$
\begin{equation*}
T_{i, \ell / r}=\frac{1}{4 \pi k} \operatorname{tr}\left(\left(J_{\ell, r}\right)^{2}\right) \tag{4.12}
\end{equation*}
$$

They inherit the coordinate dependence from the currents and hence propagate ballistically.

### 4.1.2 Quantization

Assume that the previous worldsheet is space periodic: $g(t, x+L)=g(t, x)$, then the left and right currents can be decomposed in Fourier modes

$$
\begin{equation*}
J_{\ell}^{a}(t, x)=\frac{2 \pi}{L} \sum_{n \in \mathbb{Z}} J_{n}^{a} \mathrm{e}^{-\frac{2 \pi \mathrm{in}(t+x)}{R}} \quad J_{r}^{a}(t, x)=\frac{2 \pi}{L} \sum_{n \in \mathbb{Z}} \bar{J}_{n}^{a} \mathrm{e}^{-\frac{2 \pi \mathrm{i} n(t-x)}{R}} \tag{4.13}
\end{equation*}
$$

where $a$ is denotes the component of $J$ in the basis $\left(t^{a}\right)$ of the Lie algebra $\mathfrak{g}$, satisfying $\left[t^{a}, t^{b}\right]=$ if $f^{a b c} t^{c}$ and $\operatorname{tr}\left(t^{a} t^{b}\right)=\frac{1}{2} \delta^{a b}$. The quantization of the WZW model (see [50] or below for a specific example) leads to the commutation relations

$$
\begin{equation*}
\left[J_{n}^{a}, J_{m}^{b}\right]=\mathrm{i} f^{a b c} J_{n+m}^{c}+\frac{k n}{2} \delta^{a b} \delta_{n,-m} \tag{4.14}
\end{equation*}
$$

and similarly for the $\bar{J}_{n}^{a}$. This corresponds to the current (or affine) algebra $\widehat{\mathfrak{g}}$ [73]. The Hilbert space of the WZW theory is constructed from highest weight representations of $\widehat{\mathfrak{g}}$ defined as follows:

1. Consider an irreducible representation of Lie algebra $\mathfrak{g}$, denoted by its corresponding highest weight $\lambda$ (e.g., if $\mathfrak{g}=s u(2), \lambda=0, \frac{1}{2}, 1, \frac{3}{2}, \ldots$ is the spin of representation). Denote by $M_{\lambda}$ the corresponding representation space.
2. Such space is invariant under the action of the zero modes $J_{0}^{a}$ corresponding to the irreducible representation $\lambda$.
3. Assume that for any $|v\rangle \in M_{\lambda}$ and $n>0 \quad J_{n}^{a}|v\rangle=0$.
4. Vectors

$$
\begin{equation*}
J_{-n_{1}}^{a_{1}} \ldots J_{-n_{s}}^{a_{s}}|v\rangle, \quad s \geq 0, \quad n_{1} \geq \ldots n_{s} \geq 1, \quad|v\rangle \in M_{\lambda} \tag{4.15}
\end{equation*}
$$

generate the space $\widehat{M}_{k, \lambda}$ of the highest weight representation of $\widehat{\mathfrak{g}}$.
For given $\lambda$, there may exist different such representations. We shall be interested in unitary highest weight representations for which there exists a hermitian scalar product on $\widehat{M}_{k, \lambda}$ with respect to which $\left(J_{p}^{a}\right)^{\dagger}=J_{-p}^{a}$ (so that the currents become symmetric operators). They exist only for $k=0,1, \ldots$ and, for each such "level" $k$, for a finite number of weights $\lambda$, and are irreducible and unique (up to equivalence) [73, 50]. Such $\lambda$ are called integrable and the corresponding unitary irreducible representations of $\hat{\mathfrak{g}}$ are denoted $\widehat{V}_{k, \lambda}$ and also called integrable [100]. We do not need to describe in details the conditions for $\lambda$ but just will mention that in the case where $\mathfrak{g}=s u(2)$, the integrable weights correspond to spins $\lambda=0, \frac{1}{2}, 1, \ldots, \frac{k}{2}$, i.e. there are $k+1$ possibilities.

The action of affine algebra $\widehat{\mathfrak{g}}$ in $\widehat{V}_{k, \lambda}$ induces the one of the Virasoro algebra via the Sugawara construction:

$$
\begin{equation*}
L_{n}=\frac{1}{k+h^{\vee}} \sum_{m \in \mathbb{Z}} \sum_{a}: J_{m}^{a} J_{n-m}^{a}: \tag{4.16}
\end{equation*}
$$

where $h^{\vee}$ is the dual Coxeter number of $\mathfrak{g}[73]$ and the Wick ordering resets the modes $J_{p}^{a}$ with positive $p$ to the right of those with negative $p$. The Virasoro generators $L_{n}$ satisfy the commutation relations

$$
\begin{equation*}
\left[L_{n}, L_{m}\right]=(n-m) L_{n+m}+\frac{1}{12} c_{k} n\left(n^{2}-1\right) \delta_{n,-m} \tag{4.17}
\end{equation*}
$$

with the Virasoro central charge

$$
\begin{equation*}
c_{k}=\frac{k \operatorname{dim}(\mathfrak{g})}{k+h^{\vee}} \tag{4.18}
\end{equation*}
$$

and the unitarity conditions $L_{n}^{\dagger}=L_{-n}$. We also have the relation $\left[L_{n}, J_{m}^{a}\right]=-m J_{n+m}$ between current and Virasoro generators.

The quantization of the right current modes $\bar{J}_{p}^{a}$ similarly leads to unitary highest weight representations and Virasoro operators $\bar{L}_{n}$. The full Hilbert space of the theory will be a (the completion in norm) of a consistent combination over all the possible $\lambda$ of tensor product of left and right representations. The simplest combination is the "diagonal" one

$$
\begin{equation*}
\mathcal{H}=\underset{\lambda}{\oplus} \widehat{V}_{k, \lambda} \otimes \widehat{V}_{k, \bar{\lambda}} \tag{4.19}
\end{equation*}
$$

where the direct sum is performed over all the integrable weights lambda for a given $k$ and $\bar{\lambda}$ denotes the highest weight corresponding to the representation of $\mathfrak{g}$ complex conjugate to that in $M_{\lambda}$. Such space of state corresponds to the WZW model with simply connected target group $G$. For non-simply connected target groups, other nondiagonal combinations occur (see Part II). In the case of boundary WZW model, the chiral and antichiral currents are related and the corresponding Hilbert space of states is a combination of unitary representations of a single affine algebra, as we shall see in the next example.

### 4.1.3 Disconnected wires

Consider the case where the worldsheet has finite spatial size: $x \in[0, L]$ and is infinite in time: $t \in \mathbb{R}$. Such a band worldsheet has boundaries that require supplementary conditions to define the corresponding WZW model. The simplest ones are

$$
\begin{equation*}
g(t, 0)=1=g(t, L) \tag{4.20}
\end{equation*}
$$

for all $t \in \mathbb{R}$ and where 1 is the unit element of $G$. We say that at the boundaries the field $g$ belongs to the trivial brane $\mathcal{C}_{0}$ (the notation will be explained below). The action is defined similarly and the equations of motion are identical to (4.8), except that the left and right currents are now related by the boundary conditions. Indeed the previous equation relates the left and right functions $g_{\ell}$ and $g_{r}$ appearing in (4.8) at $x=0$ and $x=L$. Consequently, the corresponding left and right currents are related by $J_{\ell}(t, 0)=J_{r}(t, 0)$ and similarly at $x=L$, meaning that the left current is reflected to the right one at each boundary and corresponds to the case of one disconnected wire with a full reflection condition at each end. The relations between left and right currents can be rewritten as

$$
\begin{equation*}
J_{r}(t, x)=J_{\ell}(t,-x), \quad J_{\ell}(t, x+2 L)=J_{\ell}(t, x) \tag{4.21}
\end{equation*}
$$

such that right current is fully expressed in terms of the left one, which becomes a periodic field on a worldsheet of size $2 L$. The quantization of $J_{\ell}$ is done as in the previous subsection, leading
to a highest weight irreducible representations $\widehat{V}_{k, 0}$ corresponding to the trivial representation of $\mathfrak{g}$ [86]. Since the right current is expressed through the left one, it also acts on $\widehat{V}_{k, 0}$ and there is no freedom remaining for its quantization. Thus the boundary theory on the strip $\mathbb{R} \times[0, L]$ with the boundary conditions that we chose contains only one irreducible highest weight representation, i.e. just a piece of the chiral part of the bulk theory on the cylinder.

### 4.1.4 WZW models and quantum wires

Wess-Zumino-Witten models on quantum wires are motivated from the theoretical point of view as a natural generalization of the free massless bosonic field developed in the previous chapter. The ballistic propagation of the excitations is preserved and more internal degrees of freedom are allowed through the choice of the group $G$, leading to a description of richer collective excitations. Such models where actually introduced by Witten in [173] to generalize the scheme of bosonization to collections of free massless fermi fields in $1+1$ dimensions. Thus a WZW model for a quantum wire should describe an effective low energy behavior of some fermionic theory, and $G$ should reflect the initial symmetries of the system. For example, such models appear explicitly in the description of the edge states of the fractional quantum Hall effect [65].

The biggest difference of the collective chiral excitations in WZW models as compared to the free bosons is their nonabelian statistics: chiral fields may mix with each other in a nonabelian way when exchanged, instead of picking a phase ( +1 for bosons or -1 for fermions, or a more general one for anyons). It was pointed out in [129] that such a nonabelian statistics can be realized in a fractional quantum Hall effect at the filling factor $\nu=5 / 2$, and its experimental evidence is still in progress [170].

### 4.2 WZW model on a junction

### 4.2.1 Classical action and equations of motion

In the spirit of the folding trick explained in 2.2.1, we consider the model of an $N$-component field:

$$
\begin{gather*}
\boldsymbol{g}: \mathbb{R} \times I \rightarrow(G)^{N},  \tag{4.22}\\
\boldsymbol{g}(t, x)=\left(g_{1}(t, x), \ldots, g_{N}(t, x)\right) .
\end{gather*}
$$

where $I=[0, L]$ for $L$ the length of the wire. Each component $g_{i}$ will be ruled by a WZW action presented above, but in order to set the full action of the system, we first work out the boundary conditions. At the free end of the wires, the condition has to be independent on each wire. We set the simplest one

$$
\begin{equation*}
\forall i=1, \ldots n, \quad \forall t \in \mathbb{R} \quad g_{i}(t, L) \in \mathcal{C}_{0}=\{1\} \tag{4.23}
\end{equation*}
$$

where 1 is the neutral element of $G$, as in the previous example of the disconnected wire. This leads to the bouncing of the corresponding currents at $x=L$, see below. At the junction we propose the following boundary condition involving the product of all wire components:

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad\left(g_{1} g_{2} \cdots g_{n}\right)(t, 0) \in \mathcal{C}_{\tau} \equiv\left\{h \mathrm{e}^{2 \pi \mathrm{i} \tau} h^{-1} \mid h \in G\right\} \tag{4.24}
\end{equation*}
$$

for a given $\tau$ in the positive Weyl alcove in $\mathfrak{t}$, the Cartan subalgebra of $\mathfrak{g}=\operatorname{Lie}(G)$. Subset $\mathcal{C}_{\tau}$ is a conjugacy class in the group $G$. Such conjugacy classes are invariant under the adjoint action and appear naturally when considering boundary conditions for WZW model that preserve the adjoint symmetry: they were already considered in [2, 56, 76]. Moreover, the 3-form $\chi$ involved in the topological term $S_{W Z}$ is exact on such classes

$$
\begin{equation*}
\chi \mid \mathcal{C}_{\tau}=\mathrm{d} \omega_{\tau}, \quad \omega_{\tau}(g)=\operatorname{tr}\left(\left(h^{-1} \mathrm{~d} h\right) \wedge \mathrm{e}^{2 \pi \mathrm{i} \tau}\left(h^{-1} \mathrm{~d} h\right) \mathrm{e}^{-2 \pi \mathrm{i} \tau}\right) \tag{4.25}
\end{equation*}
$$

The 3 -form $\chi$ also has the multiplicative property $\chi\left(g_{1} g_{2}\right)=\chi\left(g_{1}\right)+\chi\left(g_{2}\right)-\operatorname{dtr}\left(g_{1}^{-1} \mathrm{~d} g_{1} \wedge\left(d g_{2}\right) g_{2}^{-1}\right)$ that can be generalized on any product by induction, and such that at least locally we have

$$
\begin{equation*}
\omega_{\tau}\left(g_{1} \cdots g_{n}\right)+\sum_{i=2}^{n} \operatorname{tr}\left(\left(g_{1} \cdots g_{i-1}\right)^{-1} \mathrm{~d}\left(g_{1} \cdots g_{i-1}\right) \wedge\left(\mathrm{d} g_{i}\right) g_{i}^{-1}\right)=\sum_{i=1}^{n} \omega\left(g_{i}\right)+\mathrm{d} \eta\left(g_{1}, \ldots, g_{n}\right) \tag{4.26}
\end{equation*}
$$

for $g_{1} \cdots g_{N} \in \mathcal{C}_{\tau}$, and where $\eta$ is a 1 -form. We consequently define the action of the model:

$$
\begin{equation*}
S[\boldsymbol{g}]=\frac{k}{8 \pi} \sum_{i=1}^{N} \int_{\mathbb{R} \times I}\left(\operatorname{tr}\left[-\left(g_{i}^{-1} \partial_{t} g_{i}\right)^{2}+\left(g_{i}^{-1} \partial_{x} g_{i}\right)^{2}\right] \mathrm{d} t \mathrm{~d} x+2 \omega\left(g_{i}\right)\right)+\frac{k}{4 \pi} \int_{\mathbb{R}} \eta\left(g_{1}, \ldots, g_{n}\right)(t, 0) \tag{4.27}
\end{equation*}
$$

The first integral is the standard WZW action on $G^{N}$, where $\omega$ should be seen as a formal notation for $\mathrm{d}^{-1} H$, and the integral of $\eta$ is a supplementary term taking into account the specific boundary condition at $x=0$.

The equations of motions are computed as in the case developed in the previous section, except that the boundaries give extra terms in the integration by parts (however note that $\delta g_{i}=0$ at $x=L$ ), and the presence of $\eta$ allows to use (4.26) during the computation. We end up with $\delta S=\delta S_{\text {bulk }}+\delta S_{\text {bdry }}$ that can be treated separately for dimensional reasons. The Bulk term is a sum over the wires of computations similar to the previous section so that $\delta S_{\text {bulk }}=0$ gives the standard equation of motion on each wire $i$

$$
\begin{equation*}
\partial_{+}\left(g_{i}^{-1} \partial_{-} g_{i}\right)=0 \quad \Rightarrow \quad g_{i}(t, x)=g_{i, \ell}(t+x) g_{i, r}^{-1}(t-x) \tag{4.28}
\end{equation*}
$$

solved by the general formula with one-variable functions $g_{i, \ell}$ and $g_{i, r}$. Moreover the left and right currents on each wire, defined by

$$
\begin{equation*}
J_{i, \ell} \equiv \mathrm{i} k\left(\partial_{+} g_{i}\right) g_{i}^{-1}=\mathrm{i} k g_{i, \ell}^{\prime} g_{i, \ell}^{-1}, \quad J_{i, r} \equiv-\mathrm{i} k g_{i}^{-1} \partial_{-} g_{i}=\mathrm{i} k g_{i, r}^{\prime} g_{i, r}^{-1} \tag{4.29}
\end{equation*}
$$

are conserved in the bulk, as in the case without boundaries (the primes stands for the single variable derivatives).

The boundary term localized at $x=0$, is somewhat more complicated,

$$
\begin{align*}
\delta S_{\text {bdry }}= & \frac{k}{4 \pi} \int_{\mathbb{R}} \iota\left(\delta g_{1}, \ldots, \delta g_{n}\right)(\cdot, 0) \\
& -\frac{k}{4 \pi} \sum_{i=1}^{n} \int_{\mathbb{R}}\left(\omega_{\tau}\left(g_{1} \ldots g_{n}\right)+\sum_{i=2}^{n} \operatorname{tr}\left(\left(g_{i}^{-1} \delta g_{i}\right)\left(g_{i}^{-1} \partial_{x} g_{i}\right)(\cdot, 0)\right) \mathrm{d} t\right. \tag{4.30}
\end{align*}
$$

and has to be investigated. At $x=0$ the degrees of freedom are encoded in the $g_{i}(t, 0)$ and $h(t, 0)$, all related by Eq. (4.24). The above boundary variation has to be decomposed as a combination of $N$ independent among the $N+1$ available group-valued fields, then each coefficient has to vanish independently. After some algebra, equations of motion $\delta S_{\mathrm{bdry}}=0$ actually simplify, leading to the relations

$$
\begin{equation*}
g_{i}^{-1} \partial_{-} g_{i}=-\left(\partial_{+} g_{i+1}\right) g_{i+1}^{-1} \quad \Leftrightarrow \quad J_{i, r}(t, 0)=J_{i+1, \ell}(t, 0) \tag{4.31}
\end{equation*}
$$

for $i=1, \ldots, n$ (where $n+1$ is identified with 1 ). Thus at the junction, the right current is fully transmitted to the left one in the next wire. Hence the previous equation is a very simple scattering rule where $S_{i j}=\delta_{(i+1) j}$ (compare with the bosonic case (3.42)) and reproduces the star graph junction of $N$ wires studied in [52]. Note that this rule is invariant under the cyclic permutation $i \mapsto i+1$, reflecting the symmetry of boundary condition (4.24), so that we call such model the cyclic brane junction. Finally note that in the particular case where $N=2$ the
current from one wire is fully transmitted in the other part of the system. This corresponds to the configuration proposed in [18].

The equation of motion $\delta S=0$ does not involve $x=L$ term, however boundary condition (4.23) has to be satisfied, relating the left and right $g$ fields

$$
\begin{equation*}
g_{i, \ell}(t+L)=g_{i, r}(t-L) \quad \Rightarrow \quad J_{i, \ell}(t, L)=J_{i, r}(t, L) \tag{4.32}
\end{equation*}
$$

At the free end of the wire, the left current is fully reflected to the right one, as in the bosonic case discussed in the previous chapter.

### 4.2.2 Phase space

The classical solutions of the equations of motion forms the phase space of the system whose structure we should understand better. The consistency between the bulk and boundary properties of the fields and the corresponding currents leads to a simplification of the degrees of freedom. Starting with the fields $g_{i}$, boundary conditions (4.31) at $x=0$ together with (4.32) at $x=L$ give:

$$
\begin{equation*}
g_{i, r}(t)=g_{i+1, \ell}(t) g_{i, 0}^{-1}, \quad g_{i, \ell}(t+2 L)=g_{i+1, \ell}(t) g_{i, 0}^{-1} \tag{4.33}
\end{equation*}
$$

where the $g_{i, 0}$ may be set to 1 except $g_{n, 0}=\mathrm{e}^{2 \pi \mathrm{i} \tau}$ by redefining the chiral fields $g_{i, \ell / r}$. After such a redefinition, any left mover can be expressed in terms of the first one by transitivity leading to

$$
\begin{equation*}
g_{i, \ell}(t)=g_{1, \ell}(t+(i-1) 2 L) \tag{4.34}
\end{equation*}
$$

for all $i=1, \ldots n$, and the twisted-periodic field on the first wire

$$
\begin{equation*}
g_{1, \ell}(t+2 n L)=g_{1, \ell}(t) \mathrm{e}^{2 \pi \mathrm{i} \tau} \tag{4.35}
\end{equation*}
$$

Thus the phase space is reduced the maps $\mathbb{R} \ni x \mapsto g_{1, \ell}(x) \in G$ that are twisted-periodic of period $R \equiv 2 N L$ with monodromy $\mathrm{e}^{2 \pi \mathrm{i} \tau}$.


Figure 4.1: In the initial picture (left figure), the right moving currents are fully transmitted at the junction and the left moving ones are fully reflected at the end of wires. However, in an equivalent picture (right figure) the phase space can be also described by only one periodic left moving current $J$ on a closed wire of length $2 N L \equiv R$.

The corresponding left current $J_{1}^{\ell}(t, x)$ is $2 N L$-periodic without monodromy and will be denoted $J(t, x)$ in the following to make notations lighter. All the currents of the junctions are given by the dictionary

$$
\begin{equation*}
J_{i, \ell}(t, x)=J(t,(i-1) 2 L+x), \quad J_{i, r}(t, x)=J(t, i 2 L-x), \tag{4.36}
\end{equation*}
$$

for $x \in[0, L]$. This phase space is actually easy to understand : a left mover propagates away from the junction then is reflected to a right mover, going to the junction and scattered to a left mover on the next wire, etc. Starting with $J_{1, \ell}$, we see that, after the distance $R=2 N L$, it has come back to the same point, hence the periodicity. The situation is illustrated on Figure 4.1.

### 4.2.3 Symplectic structure

The canonical symplectic form on the space of classical solutions is computed by differentiating twice the action. It gives boundary and bulk terms that have to be worked out. Moreover on the space of solution we have decomposition (4.28) for the $g_{i}$ in terms of left and right movers. After a calculation, due to compensations between different terms, the symplectic form is reduced to

$$
\begin{equation*}
\Omega[\boldsymbol{g}]=\frac{k}{4 \pi} \int_{0}^{R} \operatorname{tr}\left[\left(g_{1, \ell}^{-1} \delta g_{1, \ell}\right) \partial\left(g_{1, \ell}^{-1} \delta g_{1, \ell}\right)\right] \mathrm{d} x \tag{4.37}
\end{equation*}
$$

where $g_{1, \ell}$ is the twisted $N(2 L)$-periodic field introduced above with fixed monodromy $\mathrm{e}^{2 \pi \mathrm{i} \tau}$. This confirms that the effective worldsheet of the theory is an infinite cylinder of diameter $R \equiv 2 N L$, as depicted on the right of Figure 4.1.

From the symplectic form, we deduce the corresponding Poisson brackets for the field $g_{1, \ell}$ and the corresponding current $J(t, x)=\mathrm{i} k \partial\left(g_{1, \ell}\right) g_{1, \ell}^{-1}$, both depending only on $t+x$. The current is $\mathfrak{g}$-valued and we decompose it in the Lie algebra basis $\left(t^{a}\right)_{a}$ defining $J^{a}(t, x)=\operatorname{tr} t^{a} J(t, x)$. The equal-time Poisson brackets are

$$
\begin{align*}
& \left\{J^{a}(t, x), J^{b}(t, y)\right\}=2 \pi \delta(x-y) f^{a b c} J^{c}(t, y)+\pi k \delta^{a b} \delta^{\prime}(x-y)  \tag{4.38}\\
& \left\{J^{a}(t, x), g_{1, \ell}(t, y)\right\}=2 \pi \mathrm{i} \delta(x-y) t^{a} g_{1, \ell}(t, y) \tag{4.39}
\end{align*}
$$

with the periodic $\delta$-functions with period $R$.

### 4.2.4 Conserved charge and energy

With the scattering rule (4.31) at $x=0$, the sum over all the wires of the left currents is equal to the sum of the right one and the same at $x=L$ due to (4.32), ensuring that the $\mathfrak{g}$-valued total charge inducing the symmetry $g_{i}(t, x) \mapsto h g_{i}(t, x) h^{-1}$ and the total energy

$$
\begin{equation*}
Q(t)=\sum_{i=1}^{n} \int_{0}^{L}\left(J_{i, \ell}+J_{i, r}\right)(t, x) \mathrm{d} x, \quad E(t)=\sum_{i=1}^{n} \int_{0}^{L}\left(T_{i, \ell}+T_{i, r}\right)(t, x) \mathrm{d} x \tag{4.40}
\end{equation*}
$$

are conserved by the junction, where $T_{i}^{L / R}=\frac{1}{4 \pi k} \operatorname{tr}\left(J_{i, \ell / r}\right)^{2}$. In terms of the periodic field $J$, these conserved quantities become

$$
\begin{equation*}
Q(t)=\int_{0}^{R} J(t, x) \mathrm{d} x, \quad E(t)=\int_{0}^{R} T(t, x) \mathrm{d} x \tag{4.41}
\end{equation*}
$$

where $T=\frac{1}{4 \pi k} \operatorname{tr}(J)^{2}$.

### 4.2.5 Cyclic permutation brane interpretation

The boundary condition considered above may be rewritten as a (twisted)-conjugacy-class boundary conditions [60] for the WZW theory with group $G^{N}$. Consider a general Lie group $\mathcal{G}$ and a cyclic permutation automorphism $\alpha: \mathcal{G} \rightarrow \mathcal{G}$. As before, consider a WZW theory for $\mathcal{G}$ on $\mathbb{R} \times I=[0, L]$ with the following boundary conditions:

$$
\begin{equation*}
g(\cdot, 0) \in C_{\gamma, \alpha}=\left\{g \in \mathcal{G} \mid g=h \gamma \alpha\left(h^{-1}\right), \quad h \in \mathcal{G}\right\}, \quad g(\cdot, L)=1 \tag{4.42}
\end{equation*}
$$

Instead of treating each component of $G$ separately, we may consider a single component WZW theory for group $\mathcal{G}=G^{N}$ and consider a cyclic permutation automorphism $\alpha\left(g_{1}, \ldots g_{n}\right)=$ $\left(g_{2}, \ldots g_{n}, g_{1}\right)$, setting $\gamma=\left(1, \ldots 1, \mathrm{e}^{2 \pi \mathrm{i} \tau}\right)$. Note that for those specific choices,

$$
\begin{equation*}
C_{\gamma, \alpha}\left(G^{\times n}\right)=\left\{\left(g_{1}, \ldots, g_{n}\right) \in G^{\times n} \mid g_{1} \ldots g_{n} \in C_{\tau}(G)\right\} \tag{4.43}
\end{equation*}
$$

Hence the boundary condition (4.24) at $x=0$. The action of such model can be constructed as above, together with its phase space and symplectic form and it reproduces our junction. For example, one recovers the fully transmitting scattering rule (4.31).

$$
\begin{equation*}
J_{r}=\alpha\left(J_{\ell}\right) \tag{4.44}
\end{equation*}
$$

Note that our boundary condition at $x=L$ may be viewed as corresponding to the one-element untwisted conjugacy $C_{1, I d}$ of $1 \in G^{N}$. In general, one considers in WZW theories with group $G^{N}$ boundary conditions forcing the fields to take values in the "permutation branes" $C_{\gamma, \alpha}$ where $\alpha$ is generated by a permutation of components [148]. Our boundary condition at $x=0$ corresponds to a permutation brane with a cyclic permutation. Hence our name of the cyclic brane junction.

### 4.2.6 Quantization

The data of the classical phase space can be canonically quantized by replacing (i $\times$ ) Poisson brackets by commutators. We focus only on the quantification of the current $J$. One obtains the current algebra associated to $\mathfrak{g}$

$$
\begin{equation*}
\left[J^{a}(t, x), J^{b}(t, y)\right]=2 \pi \mathrm{i} f^{a b c} \delta(x-y) J^{c}(t, y)+\pi k \mathrm{i} \delta^{a b} \delta^{\prime}(x-y) \tag{4.45}
\end{equation*}
$$

In terms of the Fourier modes,

$$
\begin{equation*}
J^{a}(t, x)=\frac{2 \pi}{R} \sum_{n \in \mathbb{Z}} J_{n}^{a} \mathrm{e}^{-\frac{2 \pi i \mathrm{i} p(t+x)}{R}}, \tag{4.46}
\end{equation*}
$$

one obtains the commutation relation (4.14) of the affine Lie algebra $\hat{\mathfrak{g}}$. The (geometric) quantization of the phase space of fields $g_{i}, \ell$ is possible when when $\tau=\lambda / k$ with $\lambda$ running through the weights integrable on level $k$ [86]. The corresponding space of states becomes the irreducible unitary representation $\widehat{V}_{k, \lambda}$ of level $k$ and highest weight $\lambda$ described in Subsection 4.1.2 of the affine algebra $\widehat{\mathfrak{g}}$ whose generators $J_{n}$ satisfy the algebra (4.14).

As mentioned in Subsection 4.1.2, representation $\widehat{V}_{k, \lambda}$ carries also a representation of the Virasoro algebra obtained through the Sugawara construction (4.16). The operator $L_{n}$ satisfy commutation relations (4.17) with central charge $c_{k}$, see (4.18). The classical conserved quantities $Q$ and $E$ given by (4.41) have both quantum versions. The quantum charge and the quantum Hamiltonian become respectively

$$
\begin{equation*}
Q=2 \pi J_{0}, \quad H \equiv \frac{2 \pi}{R}\left(L_{0}-\frac{c_{k}}{24}\right) \tag{4.47}
\end{equation*}
$$

Both are time independent and commute together: $[Q, H]=0$. Note, however, that the components of $Q \in \mathfrak{g}$ satisfy the commutation relations of that algebra, so only the components of $Q$ corresponding to the Cartan subalgebra $\mathfrak{t} \subset \mathfrak{g}$ commute with each other. Below, we shall also use the relation

$$
\begin{equation*}
[H, J(t, x)]=\mathrm{i} \partial_{t} J(t, x)=\mathrm{i} \partial_{x} J(t, x) \tag{4.48}
\end{equation*}
$$

following from the fact that $H$ induces the time translation.

### 4.3 Equilibrium state

As in the previous chapter we would like to investigate the thermal equilibrium of the junction before to switch on nonequilibrium problems. Hence we shall be interested in quantum expectations

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{H}} e^{-\beta H} \prod_{i=1}^{n}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}}\left(t, x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} J_{i, r}^{a_{q_{i}}}\left(t, x_{q_{i}}^{i}\right)\right) \tag{4.49}
\end{equation*}
$$

of any product of left and right currents on the different wires. The Hilbert space of the theory is the highest weight representation $\mathcal{H}=\widehat{V}_{k, \lambda}$, the Hamiltonian is given by (4.47) and the currents are expressed in terms of the $R$-periodic quantized current $J$ via the dictionary (4.36). Thus the general expectation we want to compute has the following form

$$
\begin{equation*}
\operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\frac{2 \pi \beta}{R}\left(L_{0}-\frac{c_{k}}{24}\right)} \prod_{s=1}^{S} J^{a_{s}}\left(x_{s}\right) \tag{4.50}
\end{equation*}
$$

where we dropped $t$-dependence since every expectation is computed at equal (Minkovskian) time. Note that the order of operators $J^{a_{s}}\left(x_{s}\right)$ does not count since they commute at noncoinciding points, see (4.45). Of course what we really want to compute is the normalized version such expectation, divided by the partition function $Z_{\beta}$ corresponding to $S=0$ in the previous equation. To make computations simpler, we forget this factor for a while.

The above expectation is involved and depends on the highest weight representation $\widehat{V}_{k, \lambda}$, depending itself on the group $G$ considered. However in the thermodynamic limit $R \rightarrow \infty$ we could expect some simplifications. The aim of the following section is to rewrite expectation (4.50) to exhibit its asymptotic behavior when $R \rightarrow \infty$.

### 4.3.1 Modular covariance

We first start with the partition function $Z_{\beta}$, corresponding to (4.50) with $S=0$ current expectation. We recognize the character

$$
\begin{equation*}
Z_{\beta}=\widehat{\operatorname{ch}}_{\lambda}\left(\frac{\mathrm{i} \beta}{R}\right), \quad \text { where } \quad \widehat{\operatorname{ch}}_{\lambda}(\tau)=\operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{2 \pi \mathrm{i} \tau\left(L_{0}-\frac{c_{k}}{24}\right)} \tag{4.51}
\end{equation*}
$$

of the WZW model on a torus. Since $J$ is $R$-periodic and thermal expectations corresponds to propagation in Euclidean time $\mathrm{i} \beta$, the boundary theory of the junction actually becomes a chiral theory on a torus. In particular, the role of space and time can be exchanged leaving the torus invariant: this is the celebrated modular invariance in conformal field theory, which translates to a formula for the characters [50]

$$
\begin{equation*}
\widehat{\operatorname{ch}}_{\lambda}\left(-\frac{1}{\tau}\right)=\sum_{\sigma} S_{\lambda}^{\sigma} \widehat{\operatorname{ch}}_{\sigma}(\tau) \tag{4.52}
\end{equation*}
$$

where the sum is performed over all the highest weight representations of $\widehat{\mathfrak{g}}$ integrable at level $k$ labeled by $\sigma$ (in particular it is finite). The elements of the modular matrix $S_{\lambda}^{\sigma}$ satisfy $S_{0}^{0}=1$ and $S_{\lambda}^{\sigma}=S_{\sigma}^{\lambda}=\bar{S}_{\lambda}^{\bar{\sigma}}$. In our case, Eq. (4.52) implies that

$$
\begin{equation*}
Z_{\beta}=\sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}} \mathrm{e}^{-\frac{2 \pi R}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right)} \tag{4.53}
\end{equation*}
$$

The analogue of such formula for the current expectations (4.50) is obtained by considering the dual picture, where the role of space and time are reversed. This is analogous to the closed string picture developed in the previous chapter for the bosonic field. The thermal expectations of the system describing string of length $R$ with fully reflecting boundary conditions, such that it becomes $2 R$ periodic, as explained in the disconnected wire example, see 4.1.3, have a corresponding closed string description. Consider the closed string Hilbert space

$$
\begin{equation*}
\mathcal{H}^{\mathrm{cs}}=\underset{\sigma}{\oplus} \widehat{V}_{k, \sigma} \otimes \widehat{V}_{k, \bar{\sigma}} \tag{4.54}
\end{equation*}
$$

a diagonal sum of the tensor products of two copies over the integrable representations $\widehat{V}_{k, \sigma}$. On such space we define the currents

$$
\begin{equation*}
\mathcal{J}_{\ell}^{a}(z)=\frac{2 \pi}{\beta} \sum_{n \in \mathbb{Z}} \mathcal{J}_{n}^{a} \mathrm{e}^{-\frac{2 \pi i n z}{\beta}} \quad \text { and } \quad \mathcal{J}_{r}^{a}(\bar{z})=-\frac{2 \pi}{\beta} \sum_{n \in \mathbb{Z}} \overline{\mathcal{J}}_{n}^{a} \mathrm{e}^{\frac{2 \pi \mathrm{in} \bar{z}}{\beta}} \tag{4.55}
\end{equation*}
$$

with $\mathcal{J}_{n}^{a}$ satisfying commutation relation (4.14) and generating the representations of $\widehat{\mathfrak{g}}$ in the highest weight modules $\widehat{V}_{k, \sigma}$ and $\overline{\mathcal{J}}_{p}^{a}$ the same operators viewed as acting in $\widehat{V}_{k, \bar{\sigma}}$. We denote $L_{0}$ and $\bar{L}_{0}$ are the corresponding Sugawara generators. The "space" is now of length $\beta$, and such current will propagate in the Euclidean time during a period $R$ between two boundary states defined as follows. Consider an abstract orthonormal basis of $\widehat{V}_{k, \sigma}$ denoted $\left\{e_{j}^{\sigma}\right\}_{j}$ and consider the following states belonging to the completion of the space $\mathcal{H}^{\mathrm{cs}}$

$$
\begin{equation*}
\left.\left.\left.\left.\left|\mathcal{D}_{\lambda}\right\rangle=\underset{\sigma}{\oplus} \frac{S_{\lambda}^{\sigma}}{\sqrt{S_{0}^{\sigma}}} \| \sigma\right\rangle\right\rangle \quad \text { where } \quad \| \sigma\right\rangle\right\rangle=\sum_{j} e_{j}^{\sigma} \otimes \overline{e_{j}^{\sigma}} \tag{4.56}
\end{equation*}
$$

are called the Ishibashi states [50]. Boundary states $\left|\mathcal{D}_{\lambda}\right\rangle$ where already considered in [145] and reproduce the expectation (4.50) in such dual picture through the formula

$$
\begin{align*}
\operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta H} \prod_{s=1}^{S} J^{a_{s}}\left(x_{s}\right)=(-\mathrm{i})^{2 m-S}\left\langle\mathcal{D}_{0}\right| \mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}+\bar{L}_{0}-\frac{c_{k}}{12}\right) \frac{R}{2}} & \prod_{s=m}^{1} \mathcal{J}_{\ell}^{a_{s}}\left(-\mathrm{i} x_{s}\right) \\
& \prod_{s=m+1}^{S} \mathcal{J}_{r}^{a_{s}}\left(\mathrm{i}\left(R-x_{s}\right)\right)\left|\mathcal{D}_{\lambda}\right\rangle \tag{4.57}
\end{align*}
$$

for $0<x_{1}<\cdots<x_{m}<\frac{R}{2}<x_{m+1}<\cdots<x_{S}$. On the left hand side the order of the current insertions does not matter, but on the right hand side is assumed to go from left to right with decreasing imaginary parts. Forgetting about the junction, the left hand side expectation can be seen as an effective one for an open string of length $R / 2$ in $G$ with the boundary conditions $g(t, 0) \in \mathcal{C}_{\tau}$ and $g\left(t, \frac{R}{2}\right)=1$. Then the right moving current with $0<x<\frac{R}{2}$ may be represented by the left one at $R-x$ and the left current becomes $R$ periodic, as in the case of decoupled wires. In the dual picture, a closed string of length $\beta$ propagates between two boundary states that couple left and right movers $\mathcal{J}_{\ell / r}$ in order to reproduce the open string expectation. The prefactor takes into account the change of variable $z \mapsto-\mathrm{i} z$ between the two pictures. The last equality is nothing but two different operator representations of the same functional integral.

We are in a case very similar to the previous chapter, except that here the field are (twisted) periodic in both directions, so that the previous formula should reflect the modular covariance on the torus. Indeed a bit of algebra shows that the boundary states actually perform traces, leading to the identity

$$
\begin{equation*}
\operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta H} \prod_{s=1}^{S} J^{a_{s}}\left(x_{s}\right)=(-\mathrm{i})^{S} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}} \mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{12}\right) R} \prod_{s=S}^{1} \mathcal{J}_{\ell}^{a_{s}}\left(-\mathrm{i} x_{s}\right) \tag{4.58}
\end{equation*}
$$

where the right movers have been expressed in terms of the left ones when acting on the boundary states. Again the imaginary parts of the insertion points on the right hand side arise in the increasing order. This formula generalizes modular invariance (4.53) for the partition function to any current expectation. It is difficult to compute explicitly the two expectations to show that they coincide as in the bosonic case, but still a partial proof of this formula in a generalized version with chemical potentials will be given in the next subsection.

### 4.3.2 Adding chemical potential

The interest of adding a chemical potential is double: first because in the perspective of nonequilibrium systems it leads to a richer transport, but also because it allows to prove formula (4.58), at least partially. What we have in mind is to compute the expectations

$$
\begin{equation*}
\operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)} \prod_{s=1}^{S} J^{a_{s}}\left(x_{s}\right) \tag{4.59}
\end{equation*}
$$

where $H$ is related to $L_{0}$ by (4.47), $Q=2 \pi J_{0}$ is the conserved charge, and $\mu$ is the $\mathfrak{g}$-valued chemical potential which will be eventual restricted to the Cartan subalgebra $\mathfrak{t}$ of $\mathfrak{g}$ (the Gibbs state is defined for commuting conserved observables). With dictionary (4.36), this reproduce the equilibrium expectations of products of currents in different wires.

Looking first at the partition function $Z_{\beta, \mu}$ with no current insertions, we get the unrestricted version of the affine characters, namely

$$
\begin{equation*}
Z_{\beta, \mu}=\widehat{\operatorname{ch}}_{\lambda}\left(\frac{\mathrm{i} \beta}{R},-2 \pi \mathrm{i} \beta \mu\right), \quad \widehat{\operatorname{ch}}_{\lambda}(\tau, u)=\operatorname{Tr}_{\widehat{V}_{k, \lambda}}\left(\mathrm{e}^{2 \pi \mathrm{i}\left(L_{0}-\frac{c_{k}}{24}\right)+\mathrm{i} u^{a} J_{0}^{a}}\right) \tag{4.60}
\end{equation*}
$$

for $u=u^{a} t^{a}$. Note that we have set the following normalization: $\operatorname{tr}\left(t^{a} t^{b}\right)=\frac{1}{2} \delta^{a b}$ and defined $J_{0}^{a}=\operatorname{tr} t^{a} J_{0}$ so that $J_{0}=2 J_{0}^{a} t^{a}$, however, we take $\mu=\mu^{a} t^{a}$, or $\mu^{a}=2 \operatorname{tr} t^{a} \mu$. The unrestricted affine characters also have a modular covariance property:

$$
\begin{equation*}
\widehat{\operatorname{ch}}_{\lambda}(\tau, u)=\exp \left[-\frac{\mathrm{i} k \operatorname{tr} u^{2}}{4 \pi \tau}\right] \sum_{\sigma} S_{\lambda}^{\sigma} \widehat{\operatorname{ch}}_{k, \sigma}\left(-\frac{1}{\tau}, \frac{u}{\tau}\right) \tag{4.61}
\end{equation*}
$$

which implies for the partition function the identity

$$
\begin{equation*}
Z_{\beta, \mu}=\mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k}, \sigma}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}}\right) \tag{4.62}
\end{equation*}
$$

which coincides with (4.53) when $\mu=0$. Note that such formula involves the mean $J_{0}$ of the current $J$, so that by successive derivatives with respect to $\mu$ we can try to get some current expectations in equilibrium state.

Consider the simplest case $S=1$ of one current insertion. Using commutation relation (4.48) one easily sees that one point expectations (4.59) are independent of the insertion point, so that $J\left(x_{1}\right)$ may be replaced by its mean value $Q=2 \pi J_{0}$. Moreover, from the current algebra (4.45) we deduce that

$$
\begin{equation*}
\left[Q, J^{a}(x)\right]=4 \pi \mathrm{i} f^{a b c} t^{b} J^{c}(x) \tag{4.63}
\end{equation*}
$$

such that in (4.59) with $\mu \in \mathfrak{t}$, the one point expectations do not vanish only for the Cartan components of $J$. Then the expectation of $J_{0}$ is obtained by taking first order derivative of (4.61) with respect to $\mu^{a}$, making a $J_{0}^{a}$ mode appear, which can be also interpreted as the mean of the closed string current. Putting all together, we end up with the one point correspondence between the open and closed string picture
$\operatorname{Tr}_{\widehat{V}_{k, \lambda}}\left(\mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)} J^{a}(x)\right)=\mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}}\left(\pi k \mu^{a}-\mathrm{i} \mathcal{J}_{\ell}^{a}(-\mathrm{i} x)\right)\right)$
where $a$ is restricted to the Cartan components. Note that the point $-\mathrm{i} x$ is arbitrary here since it does not change the expectation. It is, however, consistent with the general formula that we shall write below. Again, Eq. (4.64) coincides with (4.58) when $\mu=0$.

We immediately guess a general formula for expectations in presence of a chemical potential

$$
\begin{align*}
& \operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)} \prod_{s=1}^{S} J^{a_{s}}\left(x_{s}\right)= \\
& \mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}} \mathcal{T} \prod_{s=1}^{S}\left(k \pi \mu^{a_{s}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{s}}\left(-\mathrm{i} x_{s}\right)\right)\right) \tag{4.65}
\end{align*}
$$

extending (4.58) when $\mu \neq 0$, but only for the Cartan components of $J . \mathcal{T}$ time orders the insertions as before. The above formula may be proven explicitly. We give the general idea of
the proof here deferring the technical details to Appendix 4.A. Consider each side of the previous equation as complex function of the variables $z_{1}, \ldots, z_{s}$ by analytic continuation. Fixing all the $z_{i}$ except one, we end up with an equality between two meromorphic functions, defined on the complex torus since we have periodicity in $\beta$ and $R$ for the Cartan components of the currents. Such functions are almost unique since meromorphic function are fully characterized by their singularities coefficients, up to a constant [169]. Here the singularity comes from the operator product expansion (OPE) of the currents

$$
\begin{equation*}
J^{a}(w+z) J^{b}(z)=-\frac{k}{2} \frac{\delta^{a b}}{w^{2}}+\frac{f^{a b c}}{w} J^{c}(z)+\ldots \tag{4.66}
\end{equation*}
$$

where the dots stand for a regular part, and similarly for $\mathcal{J}$. This is obtained by standard conformal field theory computation. Hence both side of (4.65) are meromorphic functions on the torus with poles of order one and two and can be identified by computing each singular coefficient. This is done in Appendix 4.A for Cartan components of $J$ where the second term in the previous OPE vanishes.

We use the formalism of Abelian differential [116] and show that both sides of (4.65) have the same values when integrated over the cycles of the torus. This is in some sense the generalization of the arguments for the Weierstrass function developed in the previous chapter for the free bosonic field, except that here we do not write explicitly the regular part and only focus on singularities and on contour integrals along cycles, which is enough to show that the functions coincide.

A general formula for the modular covariance of the current expectations, beyond their Cartan components, seems more difficult to establish (except for the one point expectations).

### 4.4 Thermodynamic limit

The thermodynamic limit equilibrium expectations for the junction are defined as

$$
\begin{equation*}
\omega_{\beta, \mu}(A)=\lim _{L \rightarrow \infty} \frac{\operatorname{Tr}_{\widehat{V}_{k, \lambda}} e^{-\beta(H-\operatorname{tr} \mu Q)} A}{Z_{\beta, \mu}} \quad \text { where } \quad A=\prod_{i=1}^{n}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}}\left(x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} J_{i, r}^{a_{q_{i}}}\left(x_{q_{i}}^{i}\right)\right) \tag{4.67}
\end{equation*}
$$

is a product of currents and $Z_{\beta, \mu}$ is the partition function of the theory. We shall be able to compute such limits for the expectations of products of components of currents for which we have the dual closed-string picture expression. The formula that will be used is equation (4.65), which has been proven only in the following cases: no insertions (modular covariance of the partition function (4.62)), one insertion (equation (4.64) for $a$ for the Cartan-subalgebra component and zero otherwise) and for more than one insertions with all $a_{s}$ corresponding to Cartan-subalgebra generators.

### 4.4.1 Partition function

From its dual version (4.62), we see that $Z_{\beta, \mu}$ behaves exponentially when $R=2 N L \rightarrow \infty$. However the free energy density

$$
\begin{equation*}
f_{\beta, \mu} \equiv-\lim _{L \rightarrow \infty} \frac{1}{\beta L} \ln Z_{\beta, \mu} \tag{4.68}
\end{equation*}
$$

has a finite limit. We have:

$$
\begin{equation*}
f_{\beta, \mu}=-2 \pi k N \operatorname{tr} \mu^{2}-\frac{1}{\beta L} \lim _{L \rightarrow \infty} \ln \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k}, \sigma}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}}\right) . \tag{4.69}
\end{equation*}
$$

The last trace is a sum over all the states of $\widehat{V}_{k, \sigma}$. Let $\left\{e_{j}^{\sigma}\right\}_{j}$ be the basis of the highest weight representation $\widehat{V}_{k, \sigma}$ composed of eigenvectors of $L_{0}$ with eigenvalues $\Delta(\sigma)+n_{j}$, where $\Delta(\sigma)$ is the conformal weight corresponding to the representation $\sigma$ and $n_{j}$ is a nonnegative integer. Only the vacuum state $|0\rangle=e_{0}^{0}$ of representation $\sigma=0$ has $L_{0}$ eigenvalue 0 and all the other states of $\widehat{V}_{k, 0}$, but also of $\widehat{V}_{k, \sigma}$ for $\sigma \neq 0$ have strictly positive $L_{0}$ eigenvalues. Hence

$$
\begin{equation*}
\sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}}\right)=\mathrm{e}^{\frac{2 \pi}{\beta} \frac{c_{k}}{24} 2 N L} S_{\lambda}^{0}\left(1+O\left(\mathrm{e}^{-\delta L}\right)\right) \tag{4.70}
\end{equation*}
$$

when $L \rightarrow \infty$ for some $\delta>0$. That implies that

$$
\begin{equation*}
f_{\beta, \mu}=-2 \pi k N \operatorname{tr} \mu^{2}-\frac{\pi N c_{k}}{6 \beta^{2}} \tag{4.71}
\end{equation*}
$$

which is analogue to the free massless bosonic formula (3.99).

### 4.4.2 One point expectations

Using the dual formulae (4.64) for one point (4.62) and for the partition function, the exponential factors with $\operatorname{tr} \mu^{2}$ cancel in the normalized one point expectation and we are left with a similar behavior at $R \rightarrow \infty$ of both the numerator and the denominator to which the leading contributions come the lowest $L_{0}$ eigenvalue, i.e. the vacuum state $|0\rangle \in \widehat{V}_{k, o}$. Hence

$$
\begin{equation*}
\omega_{\beta, \mu}\left(J^{a}(x)\right)=\frac{\langle 0| \pi k \mu^{a}-\mathrm{i} \mathcal{J}_{\ell}^{a}(-\mathrm{i} x)|0\rangle}{\langle 0 \mid 0\rangle} \tag{4.72}
\end{equation*}
$$

is reduced to a vacuum expectation. With the highest weight representation construction, a one point expectation on the vacuum state always vanish, such that finally

$$
\begin{equation*}
\omega_{\beta, \mu}(\operatorname{tr} \nu J(x))=2 \pi k \operatorname{tr}(\nu \mu) \tag{4.73}
\end{equation*}
$$

for $\nu \in \mathfrak{g}$. Because of the independence of $x$, we can come back easily to the expectations on different wires. Using dictionary (4.36), we conclude that the previous equation is also true for any $J_{i, \ell / r}(x)$. Thus at the equilibrium state

$$
\begin{equation*}
\omega_{\beta, \mu}\left(\operatorname{tr} \nu\left(J_{i, r}-J_{i, \ell}\right)\right)=0, \quad \omega_{\beta, \mu}\left(\operatorname{tr} \nu\left(J_{i, r}+J_{i, \ell}\right)\right)=4 \pi k \operatorname{tr}(\nu \mu) \tag{4.74}
\end{equation*}
$$

The mean currents vanish in each wire whereas the mean charge density is constant and nonzero for $\mu \neq 0$. This is similar to the result for the bosonic case of the previous chapter, see (3.102).

It is also possible to compute the one point function associated to the energy. Let us define for the current $J$, the corresponding energy-momentum component

$$
\begin{equation*}
T(x)=\frac{1}{4 \pi\left(k+h^{\vee}\right)}: \operatorname{tr} J^{2}(x): \tag{4.75}
\end{equation*}
$$

Its expectation value $\omega_{\beta, \mu}(T(x))$ is also $x$-independent since $[H, T(x)]=\mathrm{i} \partial_{x} T(x)$ and then can be replaced by its mean value, which is the Hamiltonian (up to a central charge term that will not contribute in the thermodynamic limit):

$$
\begin{equation*}
\omega_{\beta, \mu}(T(x))=\lim _{R \rightarrow \infty} \frac{1}{R} \omega_{\beta, \mu}(H) \tag{4.76}
\end{equation*}
$$

The expectation under the limit can be expressed by the first order derivative of the partition function. Indeed,

$$
\begin{equation*}
\omega_{\beta, \mu}(H)=-\frac{\mathrm{d}}{\mathrm{~d} \beta} \ln \operatorname{Tr} \mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)}+\omega_{\beta, \mu}(\operatorname{tr} \mu Q) \tag{4.77}
\end{equation*}
$$

Again we recognize in the first term the affine character of the theory whose large $R$ behavior may be controlled using modular covariance: we extract the few dominant terms that will not vanish when derivated by $\beta$. The second term appearing in the expectation of $H$ has been already computed since $Q$ can be replaced by $R J(x)$ and the $x$-independent expectation has been already computed. Putting all together, we obtain

$$
\begin{equation*}
\omega_{\beta, \mu}(T(x))=\frac{\pi c_{k}}{12 \beta^{2}}+\pi k \operatorname{tr} \mu^{2} \tag{4.78}
\end{equation*}
$$

again this expectation is $x$-independent and allows to come back to the initial model of the different wires through the dictionary (4.36). We deduce that

$$
\begin{equation*}
\omega_{\beta, \mu}\left(T_{i, r}-T_{i, \ell}\right)=0, \quad \omega_{\beta, \mu}\left(T_{i, r}+T_{i, \ell}\right)=\frac{\pi c_{k}}{6 \beta^{2}}+2 \pi k \operatorname{tr} \mu^{2}=-\frac{1}{N} f_{\beta, \mu} \tag{4.79}
\end{equation*}
$$

At equilibrium, the mean energy current vanishes and the mean energy density is positive and, summed over wires, is equal to the negative of the free energy density per wire, similarly as for the bosonic junction.

### 4.4.3 Higher point expectations

It is easy to obtain the thermodynamic limit of higher-point current Cartan-components expectations from Eq. (4.65) if the points $x_{s}$ correspond to fixed locations of insertions of left- and right-moving currents on the wires that become longer and longer. From the dictionary (4.36), it follows that such points $x_{s}$ separate into groups that contain right moving insertions on wire $i-1$ and left moving insertions on wire $i$ separated by averaged distance of order $2 L$. Such separations will lead to insertions of the projections on the vacuum state in the expectation on the right hand side of (4.65) in the dominant contribution with the trace over the $\widehat{V}_{k, 0}$ representation. At the end, one obtains the relation

$$
\begin{align*}
& \omega_{\beta, \mu}\left(\prod_{i=1}^{N}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} J_{i, r}^{a_{q_{i}}^{i}}\left(0, x_{q_{i}}^{i}\right)\right)\right)  \tag{4.80}\\
& =\prod_{i=1}^{N}\langle\Omega| \mathcal{T} \prod_{p_{i}=1}^{P_{i}}\left(\pi k \mu^{a_{p_{i}}^{i}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{p_{i}}^{i}}\left(-\mathrm{i} x_{p_{i}}^{i}\right)\right) \prod_{q_{i-1}}^{Q_{i-1}}\left(\pi k \mu^{a_{q_{i-1}}^{i-1}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{q_{i-1}}^{i-1}}\left(\mathrm{i} x_{q_{i-1}}^{i-1}\right)\right)|\Omega\rangle . \tag{4.81}
\end{align*}
$$

Note that for left movers only, the equilibrium expectation factorizes over different wires:

$$
\begin{equation*}
\omega_{\beta, \mu}\left(\prod_{i=1}^{N} \prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right)\right)=\prod_{i=1}^{N} \omega_{\beta, \mu}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{p}}^{i}}\left(0, x_{p_{i}}^{i}\right)\right) \tag{4.82}
\end{equation*}
$$

(and similarly for the right-movers only).

### 4.4.4 The case of the disconnected junction

The previous computations for one point expectations and partition function of the connected junction were done using one left periodic current $J$ on $[0, R]$ where $R=2 N L$ and the correspondence with the initial current, through the dictionary (4.36). Now consider the disconnected junction, which is a collection of independent disconnected wires described in Subsection 4.1.3. For each wire $i$, right current is expressed in terms of the left one $J_{i, \ell}$, which is now $2 L$ periodic, see (4.21). Hence $J_{i, \ell}$ and $J$ are formally the same objects except that the size of the space differs, which will not matter in the thermodynamic limit.

Consequently, the previous computation are also available for each wire of the disconnected junction. Moreover for such junction each wire may be considered independently, and then in different equilibrium states. We deduce that for disconnected junction

$$
\begin{align*}
& f_{\beta_{i}, \mu_{i}}=-2 \pi k \operatorname{tr}\left(\mu_{i}^{2}\right)-\frac{\pi c_{k}}{6 \beta_{i}},  \tag{4.83}\\
& \omega_{\beta_{i}, \mu_{i}}\left(\operatorname{tr} \nu J_{i, \ell}(x)\right)=2 \pi k \operatorname{tr}\left(\nu \mu_{i}\right)  \tag{4.84}\\
& \omega_{\beta_{i}, \mu_{i}}\left(T_{i, \ell}(x)\right)=\frac{\pi c_{k}}{12 \beta_{i}^{2}}+k \pi \operatorname{tr} \mu_{i}^{2} \tag{4.85}
\end{align*}
$$

that will be used in the following. Similarly, the higher correlations for the disconnected junctions take the form

$$
\begin{align*}
& \omega_{\beta_{i}, \mu_{i}}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} J_{i, r}^{a_{q_{i}}^{i}}\left(0, x_{q_{i}}^{i}\right)\right) \\
& =\langle\Omega| \mathcal{T} \prod_{p_{i}=1}^{P_{i}}\left(\pi k \mu^{a_{p_{i}}^{i}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{p_{i}}^{i}}\left(-\mathrm{i} x_{p_{i}}^{i}\right)\right) \prod_{q_{i}}^{Q_{i}}\left(\pi k \mu^{a_{q_{i}}^{i}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{q_{i}}^{i}}\left(\mathrm{i} x_{q_{i}}^{i}\right)\right)|\Omega\rangle . \tag{4.86}
\end{align*}
$$

Note now that (4.80) may be rewritten as the identity

$$
\begin{align*}
& \omega_{\beta, \mu}\left(\prod_{i=1}^{N}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} J_{i, r}^{a_{q_{i}}^{i}}\left(0, x_{q_{i}}^{i}\right)\right)\right)  \tag{4.87}\\
& =\left.\prod_{i=1}^{N} \omega_{\beta_{i}, \mu_{i}}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right) \prod_{q_{i-1}=1}^{Q_{i_{1}}} J_{i, r}^{a_{q_{i-1}}^{i-1}}\left(0, x_{q_{i-1}}^{i-1}\right)\right)\right|_{\substack{\beta_{i}=\beta \\
\mu_{i}=\mu}} \tag{4.88}
\end{align*}
$$

that on the right hand side we have a product of expectations for the disconnected wires.

### 4.5 Nonequilibrium stationary state

The nonequilibrium stationary state is constructed as in the previous chapter. In the Heisenberg picture, consider the algebra $\mathcal{A}$ of currents generated by the left and right movers $J_{i, \ell}(0, x)$ and $J_{i, r}(0, x)$ for $x>0$. This algebra is the same for the connected and the disconnected junction and these two systems are distinguished through their dynamics. For both we have chiral propagation $J_{i, \ell / r}(t, x)=J_{i, \ell / r}(0, x \pm t)$, but $J_{i, \ell / r}(0, x)$ for $x<0$ are expressed differently in terms of the currents with $x>0$, according to the junction. Namely, for the connected junction where $J_{i, r}(t, 0)=J_{i+1, \ell}(t, 0)$ the forward time evolution on $\mathcal{A}$ reads

$$
\begin{align*}
& \mathcal{U}_{t} J_{i, r}(0, x)=\left\{\begin{array}{lll}
J_{i, r}(0, x-t) & \text { if } & 0 \leq t \leq x \\
J_{i+1, \ell}(0, t-x) & \text { if } & 0 \leq x \leq t
\end{array}\right. \\
& \mathcal{U}_{t} J_{i, \ell}(0, x)=J_{i, \ell}(0, x+t) \quad \text { for } \quad 0 \leq t, x \tag{4.89}
\end{align*}
$$

so that right currents are moved to the junction and then sent as left currents on the next wire, whereas left currents are moved away from the junctions and never come back in such an infinite system. On the other hand, the disconnected junction is characterized by $J_{i, r}(t, 0)=J_{i, \ell}(t, 0)$ and we can write the corresponding dynamics defined by $\mathcal{U}_{t}^{0}$. For convenience we write the backward time evolution, given by

$$
\begin{align*}
& \mathcal{U}_{-t}^{0} J_{i, r}(0, x)=J_{i, \ell}(0, x+t)  \tag{4.90}\\
& \mathcal{U}_{-t}^{0} J_{i, \ell}(0, x)=\left\{\begin{array}{lrr}
J_{i, \ell}(0, x-t) & \text { if } & 0 \leq t \leq x \\
J_{i, r}(0, t-x) & \text { if } & 0 \leq x \leq t
\end{array}\right. \tag{4.91}
\end{align*}
$$

and we define the corresponding $S$-matrix of the junction by $\mathcal{S}=\lim _{t \rightarrow \infty} \mathcal{U}_{-t}^{0} \mathcal{U}_{t}$, so that for $x>0$

$$
\begin{equation*}
\mathcal{S} J_{i, r}(0, x)=J_{i+1, r}(0, x), \quad \mathcal{S} J_{i, \ell}(0, x)=J_{i, \ell}(0, x), \tag{4.92}
\end{equation*}
$$

which extends to an algebra homomorphism on $\mathcal{A}$. One can check by direct computation that the action of $\mathcal{U}_{t}$ and $\mathcal{U}_{t}^{0}$ are intertwined by $\mathcal{S}$, namely

$$
\begin{equation*}
\mathcal{S} \mathcal{U}_{t}=\mathcal{U}_{t}^{0} \mathcal{S} \tag{4.93}
\end{equation*}
$$

The nonequilibrium state is then constructed as before, by considering on the disconnected junction the product state

$$
\begin{equation*}
\omega_{\text {in }} \equiv \stackrel{N}{\stackrel{N}{\otimes=1}} \omega_{\beta_{i}, \mu_{i}} \tag{4.94}
\end{equation*}
$$

where $\omega_{\beta_{i}, \mu_{i}}$ are the equilibrium states on disconnected wires. Then for a general product of currents $A \in \mathcal{A}$

$$
\begin{equation*}
A=\prod_{i}\left(\prod_{p_{i}}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} J_{i, r}^{a_{q_{i}}^{i}}\left(0, x_{q_{i}}^{i}\right)\right), \tag{4.95}
\end{equation*}
$$

The nonequilibrium state expectation is defined by

$$
\begin{equation*}
\omega_{\mathrm{neq}}(A) \equiv \omega_{\mathrm{in}}(\mathcal{S} A) \tag{4.96}
\end{equation*}
$$

Such state is explicitly stationary using the intertwining property (4.93) of $\mathcal{S}$ and the fact that $\omega_{\text {in }}$ is invariant under disconnected evolution $\mathcal{U}_{t}^{0}$. More explicitly,

$$
\begin{align*}
\omega_{\mathrm{neq}}(A) & =\omega_{\text {in }}\left(\prod_{i=1}^{N}\left(\prod_{p_{i}}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} J_{i+1, r}^{a_{q_{i}}^{i}}\left(0, x_{q_{i}}^{i}\right)\right)\right)  \tag{4.97}\\
& =\prod_{i=1}^{N} \omega_{\beta_{i}, \mu_{i}}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right) \prod_{q_{i-1}=1}^{Q_{i-1}} J_{i, r}^{a_{q_{i}-1}^{i-1}}\left(0, x_{q_{i-1}}^{i-1}\right)\right) \tag{4.98}
\end{align*}
$$

in terms of the equilibrium expectations in disconnected wires. Note that $\omega_{\text {neq }}$ coincides with $\omega_{\text {in }}$ when restricted to left-moving currents. Comparison of relations (4.97) and (4.80) also shows that the nonequilibrium expectations reduce to the equilibrium ones for equal temperatures and chemical potentials.

### 4.5.1 Some particular expectations

For convenience we express the right currents of the disconnected wires in terms of the left ones for $x<0$ via equation (4.21) and the left currents then are defined for $x \in \mathbb{R}$. The $S$-matrix action becomes

$$
\begin{equation*}
\mathcal{S} J_{i, r}(0, x)=J_{i+1, \ell}(0,-x), \quad \mathcal{S} J_{i, \ell}(0, x)=J_{i, \ell}(0, x) . \tag{4.99}
\end{equation*}
$$

The one point expectations can be easily computed since we already have the one point expectation for the disconnected junction, see (4.84). Consider for the connected junction the charge current $J_{i}^{1}(0, x)=J_{i, r}(0, x)-J_{i, \ell}(0, x)$. Its expectation reads

$$
\begin{equation*}
\omega_{\text {neq }}\left(J_{i, 1}(0, x)\right)=\omega_{\beta_{i+1}, \mu_{i+1}}\left(J_{i+1, \ell}(0,-x)\right)-\omega_{\beta_{i}, \mu_{i}}\left(J_{i, \ell}(0, x)\right) \tag{4.100}
\end{equation*}
$$

and thus we only need the equilibrium expectations $\omega_{\beta_{i}, \mu_{i}}\left(J_{i, \ell}(0, x)\right)$ for the disconnected system. Using (4.84), we obtain:

$$
\begin{equation*}
\omega_{\text {neq }}\left(J_{i}^{1}(0, x)\right)=2 \pi k\left(\mu_{i+1}-\mu_{i}\right) \tag{4.101}
\end{equation*}
$$

which is non vanishing for different chemical potentials on the wires. Note that this expectation is independent from the temperature, so that the charge current is driven only by different chemical potentials and vanishes in the equilibrium state, as already seen in the previous section. The corresponding linear response conductance is

$$
\begin{equation*}
\left.{ }^{\mathrm{el}} G_{i j} \nu \equiv \lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \omega\left(J_{i, 1}(0, x)\right)\right|_{\mu_{l}=\mu+\epsilon \delta_{l j} \nu}=2 \pi k\left(\delta_{(i+1) j}-\delta_{i j}\right) \nu \tag{4.102}
\end{equation*}
$$

The expectation of the mean energy current in each wire $K_{i, 1}(0, x)=T_{i, r}(0, x)-T_{i, \ell}(0, x)$ is also computable in the nonequilibrium state. Using the $S$-matrix and the disconnected equilibrium expectations (4.85), one ends up with the expression

$$
\begin{equation*}
\omega_{\mathrm{neq}}\left(K_{i, 1}(0, x)\right)=\frac{\pi c_{k}}{12}\left(\beta_{i+1}^{-2}-\beta_{i}^{-2}\right)+\pi k \operatorname{tr}\left(\mu_{i+1}^{2}-\operatorname{tr} \mu_{i}\right) \tag{4.103}
\end{equation*}
$$

The heat flow is driven by both the difference of temperatures and the difference of chemical potentials, and again it vanishes in the equilibrium. The corresponding thermal conductance reads:

$$
\begin{equation*}
{ }^{\mathrm{th}} G_{i j} \equiv-\left.\beta_{j}^{2} \frac{\partial}{\partial \beta_{j}} \omega_{\mathrm{neq}}\left(K_{i, 1}(0, x)\right)\right|_{\beta_{r}=\beta}=\frac{\pi c_{k}}{6 \beta}\left(\delta_{(i+1), j}-\delta_{i, j}\right) \tag{4.104}
\end{equation*}
$$

These expressions coincide with the result of [18] (that uses a different normalization), and with the one for free massless bosonic case with the specific $S$-matrix $S_{i j}=\delta_{(i+1), j}$, compare to (3.119), except that here the potential is $\mathfrak{t}$-valued instead of being a scalar.

### 4.6 Full counting statistics

As in the previous chapter we define the following measurement protocol: the disconnected system is prepared with each wire in equilibrium state at different temperature and chemical potential and the charge or/and the energy in each wire are measured; then the wires are connected for time $t$; after that time the wires are disconnected and their charge or/and energy are measured again. We are interested in the characteristic function associated to the probability measure of charge and energy transfers, called the full counting statistics (FCS).

### 4.6.1 Charge transfer

Following subsection 3.7 .1 for charge transport in the bosonic case, measure the Cartan components of $Q_{i}(0)$ in each wire, for the disconnected junction prepared in the product state $\omega_{0}^{L}=\otimes_{i} \omega_{\beta_{i}, \mu_{i}}^{i}$. Then measure after time $t$ and disconnection the Cartan components of charge $Q_{i}(t)$, which have evolved via the connected dynamics. The generating function of FCS of charge transfers $\Delta q_{i}$ is

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu}) \equiv \sum_{\Delta q_{i}} \mathrm{e}^{\mathrm{i} \sum_{i} \operatorname{tr} \nu_{i} \Delta q_{i}} \mathbb{P}_{t}\left(\Delta q_{i}\right) \tag{4.105}
\end{equation*}
$$

where $\boldsymbol{\nu}$ is a vector with $N \mathfrak{t}$-valued components. Such function can be rewritten as an expectation

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})=\omega_{0}^{L}\left(\mathrm{e}^{-\mathrm{i} \sum_{i} \operatorname{tr} \nu_{i} Q_{i}(0)} \mathrm{e}^{\mathrm{i} \sum_{i} \operatorname{tr} \nu_{i} Q_{i}(t)}\right) \tag{4.106}
\end{equation*}
$$

involving operators $Q_{i}(0)$ and $Q_{i}(t)$. The difference of the latter may be rewritten in terms of an integral over the left currents, via the scattering rule (4.31), namely

$$
\begin{equation*}
\Delta Q_{i}(t) \equiv Q_{i}(t)-Q_{i}(0)=-\int_{0}^{t}\left(J_{i, \ell}(0, s)-J_{i+1, \ell}(0, s)\right) \mathrm{d} s \tag{4.107}
\end{equation*}
$$

similarly to the bosonic case (3.137). Note that this calculation is valid only for $t<L$ to avoid the bouncing back of the left currents at the free end of the wires. Moreover, such operator
commutes with the initial charge operator $Q_{i}(0)$ if we project both to the Cartan components, as follows from the commutation relation (4.45):

$$
\begin{equation*}
\left[\operatorname{tr} \nu_{i} Q_{i}(0), \operatorname{tr} \nu_{j} \Delta Q_{j}(t)\right]=0 \tag{4.108}
\end{equation*}
$$

Thus the full counting statistics can be rewritten in the simpler form

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})=\omega_{0}^{L}\left(\mathrm{e}^{\mathrm{i} \sum_{i} \operatorname{tr} \nu_{i} \Delta Q_{i}(t)}\right) \tag{4.109}
\end{equation*}
$$

as in the bosonic case. We are interested in the long-time large-volume behavior of such function and, consequently, want to compute the rate function

$$
\begin{equation*}
{ }^{\mathrm{el}} f(\boldsymbol{\nu})=\lim _{t \rightarrow \infty} t^{-1} \lim _{L \rightarrow \infty} \ln F_{t}^{L} \tag{4.110}
\end{equation*}
$$

which, continued to imaginary $\nu$, is the Legendre transform of the large deviation rate function for the probability of charge transfers. Following the previous chapter, we propose a computation of such function by the most effective, although not the most natural, way. We extend formally the definition of $F_{t}^{L}$ to $t \geq L$ by equation (4.109) and consider the specific case where $t=2 L$, implying a simple form for $\Delta Q_{i}=Q_{i+1}-Q_{i}$, that can be seen from (4.107). Then the expectation on the right hand side of (4.109) involves just a shift by imaginary chemical potentials leading to a product of quotients of disconnected wire partition functions:

$$
\begin{equation*}
{ }^{\mathrm{el}} F_{2 L}^{L}(\boldsymbol{\nu})=\prod_{i} \frac{Z_{\beta_{i}, \mu_{i}+\mathrm{i} \beta_{i}^{-1}\left(\nu_{i}-\nu_{i-1}\right)}}{Z_{\beta_{i}, \nu_{i}}} \tag{4.111}
\end{equation*}
$$

The corresponding rate function can be expressed by differences of free energies $f_{\beta_{i}, \mu_{i}}$ of the disconnected wires under an imaginary change of the chemical potential. From the explicit expression (4.83) for $f_{\beta_{i}, \mu_{i}}$ we deduce that

$$
\begin{equation*}
{ }^{\mathrm{el}} f(\boldsymbol{\nu})=\sum_{i} \pi k \beta_{i} \operatorname{tr}\left(\mu_{i}-\mathrm{i} \beta_{i}^{-1}\left(\nu_{i}-\nu_{i+1}\right)\right)^{2}-\sum_{i} \pi k \beta_{i} \operatorname{tr} \mu_{i}^{2} \tag{4.112}
\end{equation*}
$$

Note that expression (4.112) is similar to that for the charge transfer in the free bosonic case given by (3.149): function ${ }^{\mathrm{el}} f$ is quadratic in $\boldsymbol{\nu}$ meaning that the probability measure of charge transfers is asymptotically Gaussian. We have obtained the above result only in the specific limit $t=2 L$, as, here, there is no explicit formula for $F_{t}^{L}$ outside that regime. Formula (4.112) coincides, however, with the result for two wires obtained previously in [18], where a detailed perturbative analysis of the $L \rightarrow \infty, t \rightarrow \infty$ asymptotics of the one point current expectation representing the $\boldsymbol{\nu}$-derivative of $\ln ^{\mathrm{el}} F_{t}^{L}(\boldsymbol{\nu})$ was performed.

### 4.6.2 Energy transfer

The same reasoning can be applied to the two time measurement of energy transfer $\Delta e_{i}$ in each wire $i$ via observables $H_{i}(0)$ and $H_{i}(t)$. The corresponding full counting statistics is

$$
\begin{equation*}
{ }^{\text {th }} F_{t}^{L}(\boldsymbol{\lambda}) \equiv \sum_{\Delta q_{i}} \mathrm{e}^{\mathrm{i} \sum_{i} \lambda_{i} \Delta e_{i}} \mathbb{P}_{t}\left(\Delta e_{i}\right)=\omega_{0}^{L}\left(\mathrm{e}^{-\mathrm{i} \sum_{i} \lambda_{i} H_{i}(0)} \mathrm{e}^{\mathrm{i} \sum_{i} \operatorname{tr} \lambda_{i} H_{i}(t)}\right) \tag{4.113}
\end{equation*}
$$

and the corresponding difference operator is also simple here because of the particularly simple $S$-matrix,

$$
\begin{equation*}
\Delta H_{i}(t) \equiv H_{i}(t)-H_{i}(0)=-\int_{0}^{t}\left(K_{i, \ell}(0, s)-K_{i+1, \ell}(0, s)\right) \mathrm{d} s \tag{4.114}
\end{equation*}
$$

In this junction, the energy is transmitted with the same scattering rule that the current: $K_{i, r}(t, 0)=K_{i+1, r}(t, 0)$. However since $\left[H_{i}, K_{i, \ell}\right]=\mathrm{i} \partial_{x} K_{i, \ell}$, the commutator

$$
\begin{equation*}
\left[H_{i}, \Delta H_{j}(t)\right]=\mathrm{i}\left(\delta_{i, j+1}-\delta_{i, j}\right)\left(K_{i, \ell}(0, t)-K_{i, \ell}(0,0)\right) \tag{4.115}
\end{equation*}
$$

does not vanish in general, so that it is not obvious that the two exponential factors appearing in the left hand side of (4.113) can be regrouped in a simple one. It was actually proved in [52] that the simpler functional

$$
\begin{equation*}
{ }^{\operatorname{th}} \widetilde{F}_{t}^{L}(\boldsymbol{\lambda})=\omega_{0}^{L}\left(\mathrm{e}^{\mathrm{i} \sum_{i} \operatorname{tr} \lambda_{i} \Delta H_{i}(t)}\right) \tag{4.116}
\end{equation*}
$$

corresponds to the same asymptotic rate function that ${ }^{\text {th }} F_{t}^{L}$. The proof used an exhaustive diagrammatic expansion, and was done in the case without chemical potential. Here we take again the same shortcut as before by considering the specific case where $t=2 L$. The commutator (4.115) vanishes is this case so that we can use the simpler formula for ${ }^{\text {th }} \widetilde{F}_{2 L}^{L}$ that factorizes over the wires (this would not be the case for more general matrices $S$ ). As for the charge, ${ }^{\text {th }} \widetilde{F}_{2 L}^{L}$ appears as a quotient of partition functions with temperature and potential shifted by imaginary terms:

$$
\begin{equation*}
{ }^{\mathrm{th}} F_{2 L}^{L}(\boldsymbol{\lambda})={ }^{\mathrm{th}} \widetilde{F}_{2 L}^{L}(\boldsymbol{\lambda})=\prod_{i} \frac{Z_{\beta_{i}^{\prime}, \mu_{i}^{\prime}}}{Z_{\beta_{i}, \nu_{i}}}, \tag{4.117}
\end{equation*}
$$

where $\beta_{i}^{\prime}=\beta_{i}+\mathrm{i}\left(\lambda_{i}-\lambda_{i-1}\right)$ and $\mu_{i}^{\prime}=\beta_{i}\left(\beta_{i}+\mathrm{i}\left(\lambda_{i}-\lambda_{i-1}\right)\right)^{-1} \mu_{i}$, so that we get

$$
\begin{equation*}
{ }^{\text {th }} f(\boldsymbol{\lambda})=\lim _{L \rightarrow \infty} \frac{1}{2 L}^{\text {th }} F_{2 L}^{L}(\boldsymbol{\lambda}) \tag{4.118}
\end{equation*}
$$

as a a difference of free energy densities for disconnected wires, see (4.83). The final result is

$$
\begin{equation*}
{ }^{\operatorname{th}} f(\boldsymbol{\lambda})=\sum_{i=1}^{N} \frac{\pi c_{k}}{12}\left(\frac{1}{\beta_{i}+\mathrm{i}\left(\lambda_{i}-\lambda_{i-1}\right)}-\frac{1}{\beta_{i}}\right)+k \pi \beta_{i}\left(\frac{\beta_{i}}{\beta_{i}+\mathrm{i}\left(\lambda_{i}-\lambda_{i-1}\right)}-1\right) \operatorname{tr} \mu_{i}^{2} \tag{4.119}
\end{equation*}
$$

This expression coincides with the one obtained in [18] in the case of two wires and in [52] for the full star graph when taking $\mu_{i}=0$. It generalizes the latter results to the case of nonvanishing chemical potential. With the particular limit $t=2 L \rightarrow \infty$, our computation is almost immediate and does not require any regularization, as it was already noticed in the free bosonic case. The result from [52] was obtained more carefully for $t<L$ using a diagrammatic expansion of expression (4.113), involving a regularization procedure. At the end, however, one obtains the same expression for the large deviations rate function of the thermal FCS.

### 4.7 Conclusion

The analysis of a WZW model of a junction of quantum wires performed here shows that it is possible to generalize the nonequilibrium description developed in the free bosonic case to more involved conformal field theories. However the computations become more complicated and hence the results are less explicit, even in the simplest case of a fully transmitting junction that we considered here. We only computed few expectations in equilibrium and in the nonequilibrium states. However this was enough to get the large deviations associated to the full counting statistics of charge and energy transfer. Although we used a mathematical trick which simplified considerably the computation of the latter, the final results matched with other approaches.

As already noticed in the bosonic case, the computation of large deviations for charge transfer can be done for any scattering matrix, and since the calculations were similar here it should be possible to generalize formula (4.112) to WZW junctions with reflection and transmission. It is however not obvious to construct an explicit WZW junction leading to a nontrivial scattering. The next chapter is an attempt to describe such a junction.

## 4.A Modular covariance of correlation functions

Here we prove formula (4.65) for the case $S=2$. The case of general $S$ follows by induction. We restrict $J^{a}$ to Cartan components, which simplifies the operator product expansion and gives correlators periodic in both directions (this would not be true for other current components).

Two insertions For $S=2$, we want to prove the formula

$$
\begin{align*}
& \operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)} J^{a_{1}}\left(x_{1}\right) J^{a_{2}}\left(x_{2}\right) \\
& =\mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}} \mathcal{T}\left(\pi k \mu^{a_{1}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{1}}\left(-\mathrm{i} x_{1}\right)\right)\right. \\
&  \tag{4.120}\\
& \left.\left(\pi k \mu^{a_{2}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{2}}\left(-\mathrm{i} x_{2}\right)\right)\right) .
\end{align*}
$$

Let us consider the following meromorphic functions

$$
\begin{align*}
& f(z)=\operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)} J^{a_{1}}\left(z_{2}+z\right) J^{a_{2}}\left(z_{2}\right)  \tag{4.121}\\
& g(z)=\mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}}\left(\pi k \mu^{a_{1}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{1}}\left(-\mathrm{i}\left(z_{2}+z\right)\right)\right)\right. \\
&\left.\left(\pi k \mu^{a_{2}}-\mathrm{i} \mathcal{J}_{\ell}^{a_{2}}\left(-\mathrm{i} z_{2}\right)\right)\right) \tag{4.122}
\end{align*}
$$

so that the formula to establish is reduced to the identity $f(z)=g(z)$ for $z_{1}=x_{1}, z_{2}=x_{2}$ and $z=z_{1}-z_{2}$.

We now want to prove the equality between two meromorphic functions on the complex torus. It is then enough to show that they have the same singular parts and that their integrals along the cocycles of a homology basis of the torus are equal. For such cycles, we shall take the closed straight paths $a=(0 \rightarrow R)$ and $b=(0 \rightarrow \mathrm{i} \beta)$. Let us consider the Abelian differential of the first kind $[116,47] \omega=c d z$ that is the only holomorphic 1 -form such that its period over cycle $a$ is 1 . This gives $c=\frac{1}{R}$ and one can write $\omega=\omega(z) \mathrm{d} z$ with

$$
\begin{equation*}
\omega(z)=-\sum_{r=1}^{\infty} A_{r} z^{r-1}, \quad A_{r}=-\frac{1}{R} \delta_{r, 1}, \tag{4.123}
\end{equation*}
$$

which will be used in the following. Then we look for the singularities of $f$ and $g$. By operator product expansion given in (4.66) we have

$$
\begin{align*}
& J^{a_{1}}\left(z_{2}+z\right) J^{a_{2}}\left(z_{2}\right)=-\frac{k}{2} \frac{\delta^{a_{1} a_{2}}}{z^{2}}+\ldots  \tag{4.124}\\
& \mathcal{J}_{\ell}^{a_{1}}\left(-\mathrm{i}\left(z_{2}+z\right)\right) \mathcal{J}_{\ell}^{a_{2}}\left(-\mathrm{i} z_{2}\right)=+\frac{k}{2} \frac{\delta^{a_{1} a_{2}}}{z^{2}}+\ldots \tag{4.125}
\end{align*}
$$

where the dots mean a regular expression. Note that here we consider only Cartan components of the current, such that the $z^{-1}$ term vanishes in the OPE. Thus, we extract the second order poles of $f$ and $g$ :

$$
\begin{align*}
& f(z)=-\frac{k}{2} \frac{\delta^{a_{1} a_{2}}}{z^{2}} \operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)}+\tilde{f}(z)=-\frac{\alpha}{z^{2}}+\tilde{f}(z)  \tag{4.126}\\
& g(z)=-\frac{k}{2} \frac{\delta_{1} a_{2}}{z^{2}} \mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}} \mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}}+\tilde{g}(z)=-\frac{\alpha}{z^{2}}+\tilde{g}(z) \tag{4.127}
\end{align*}
$$

Because of the result at $S=0(4.62)$, these two functions then have the same coefficient at second order pole, that we denoted $\alpha$ in the following. Thus $f$ and $g$ are two function on the torus with
the same singularity, of order 2. They are then related to the Abelian differential of second kind $\eta_{r}=\eta_{r}(z) \mathrm{d} z$ where

$$
\begin{equation*}
\eta_{r}(z)=-r z^{-(r+1)}+\ldots \tag{4.128}
\end{equation*}
$$

with the following properties

$$
\begin{equation*}
\int_{a} \eta_{r}=0 \quad \int_{b} \eta_{r}=2 \pi \mathrm{i} A_{r} \tag{4.129}
\end{equation*}
$$

where the $A_{r}$ are the previous coefficients appearing in $\omega$. Since $f(z)$ and $\alpha \eta_{1}(z)$ are two meromorphic functions defined on the torus with the same singularity, they only differ by a holomorphic function on the torus, which is a constant, that we will denote $C_{f}$. From that we get for $f$ :

$$
\begin{equation*}
\int_{a} f(z) \mathrm{d} z=R C_{f} \quad \int_{b} f(z) \mathrm{d} z=\alpha 2 \pi \mathrm{i} A_{1}+\mathrm{i} \beta C_{f} \tag{4.130}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\frac{1}{R} \int_{a} f(z) \mathrm{d} z=\frac{1}{\mathrm{i} \beta} \int_{b} f(z) \mathrm{d} z+\frac{2 \pi}{R \beta} \alpha \tag{4.131}
\end{equation*}
$$

and, similarly replacing $f$ by $g$. Coming back to the explicit expression of $f$ and $g$, we compute right hand side of (4.131), getting

$$
\begin{equation*}
\frac{1}{R} \int_{a} f(z) \mathrm{d} z=\left(\frac{2 \pi}{R}\right)^{2} \operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)} J_{0}^{a_{1}} J_{0}^{a_{2}} \tag{4.132}
\end{equation*}
$$

where we have considered the $z_{2}$ dependence of $J^{a_{2}}\left(z_{2}\right)$ as an holomorphic function on the torus, i.e. a constant that can be computed through its mean around the contour $a$. Then we compute the left hand side of (4.131) where we have replaced $f$ by $g$ :

$$
\begin{align*}
& \frac{1}{\mathrm{i} \beta} \int_{b} g(z) \mathrm{d} z+\frac{2 \pi}{R \beta} \alpha=\left(\frac{2 \pi}{R}\right)^{2} \mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \mathrm{tr} \mu J_{0}}\right. \\
& {\left.\left[\left(\frac{k R}{2} \mu^{a_{1}}-\mathrm{i} \frac{R}{\beta} J_{0}^{a_{1}}\right)\left(\frac{k R}{2} \mu^{a_{2}}-\mathrm{i} \frac{R}{\beta} J_{0}^{a_{2}}\right)+\frac{k R}{4 \pi \beta} \delta^{a_{1} a_{2}}\right]\right) } \tag{4.133}
\end{align*}
$$

where again, we have replaced the $z_{2}$ holomorphic function by its mean value. To compare the two previous quantities, we compute the second derivative of the modular covariance formula (4.61). Left hand side gives

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} \varepsilon_{2} \mathrm{~d} \varepsilon_{1}}\right|_{\varepsilon_{1,2}=0} \operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta\left(H-\operatorname{tr}\left(\mu+\varepsilon_{1} \tilde{\mu}_{1}+\varepsilon_{2} \tilde{\mu}_{2}\right) Q\right)}=(2 \pi \beta)^{2} \operatorname{Tr}_{\widehat{V}_{k, \lambda}}\left(\mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)} \operatorname{tr}\left(\tilde{\mu}_{1} J_{0}\right) \operatorname{tr}\left(\tilde{\mu}_{2} J_{0}\right)\right) \tag{4.134}
\end{equation*}
$$

and, on the other side,

$$
\begin{array}{r}
\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} \varepsilon_{2} \mathrm{~d} \varepsilon_{1}}\right|_{\varepsilon_{1,2}=0} \operatorname{Tr}_{\widehat{V}_{k, \lambda}} \mathrm{e}^{-\beta\left(H-\operatorname{tr}\left(\mu+\varepsilon_{1} \tilde{\mu}_{1}+\varepsilon_{2} \tilde{\mu}_{2}\right) Q\right)}=\mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}}\right. \\
\left.\left[\operatorname{tr} \tilde{\mu}_{1}\left(2 k \pi R \beta \mu-2 \pi \mathrm{i} R J_{0}\right) \operatorname{tr} \tilde{\mu}_{2}\left(2 k \pi R \beta \mu-2 \pi \mathrm{i} R J_{0}\right)+2 \pi k n R \beta \operatorname{tr} \tilde{\mu}_{1} \tilde{\mu}_{2}\right]\right) \tag{4.135}
\end{array}
$$

so that in the component notations, setting $\tilde{\mu}_{1}=t^{a_{1}}, \tilde{\mu}_{2}=t^{a_{2}}$,

$$
\begin{align*}
\operatorname{Tr}_{\widehat{V}_{k, \lambda}}\left(\mathrm{e}^{-\beta(H-\operatorname{tr} \mu Q)} J_{0}^{a_{1}} J_{0}^{a_{2}}\right)= & \mathrm{e}^{\pi k R \beta \operatorname{tr} \mu^{2}} \sum_{\sigma} S_{\lambda}^{\sigma} \operatorname{Tr}_{\widehat{V}_{k, \sigma}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta}\left(L_{0}-\frac{c_{k}}{24}\right) R} \mathrm{e}^{-2 \pi \mathrm{i} R \operatorname{tr} \mu J_{0}}\right. \\
& {\left.\left[\left(\frac{k R}{2} \mu^{a_{1}}-\mathrm{i} \frac{R}{\beta} J_{0}^{a_{1}}\right)\left(\frac{k R}{2} \mu^{a_{2}}-\mathrm{i} \frac{R}{\beta} J_{0}^{a_{2}}\right)+\frac{1}{2} \frac{k n R}{2 \pi \beta} \delta^{a_{1} a_{2}}\right]\right) . } \tag{4.136}
\end{align*}
$$

This equation proves that

$$
\begin{equation*}
\frac{1}{R} \int_{a} f(z) \mathrm{d} z=\frac{1}{\mathrm{i} \beta} \int_{b} g(z) \mathrm{d} z+\frac{2 \pi}{R \beta} \alpha \tag{4.137}
\end{equation*}
$$

which means, together with (4.131) and its version with $g$, that

$$
\begin{equation*}
\int_{a} f(z) \mathrm{d} z=\int_{a} g(z) \mathrm{d} z \quad \text { and } \quad \int_{b} f(z) \mathrm{d} z=\int_{b} g(z) \mathrm{d} z \tag{4.138}
\end{equation*}
$$

This implies that $f=g$ completing the proof of formula (4.65) for $S=2$.

## Chapter 5

## Coset junction

The model developed in the previous chapter suggests that other junctions of quantum wires ruled by WZW models should exist in principle, with a richer scattering than pure transmission to the next wire. We try to realize such scattering in the following model with a boundary condition inducing a coset decomposition of the theory. This coset junction seems promising but even the equilibrium state requires explicit expression of operators that are not known in general. Nevertheless, we compute it on a simple example, involving already some nontrivial calculations.

### 5.1 WZW action with a coset brane

### 5.1.1 Classical action and equations of motion

As for the permutation brane junction, we start with a multicomponent field

$$
\begin{equation*}
\boldsymbol{g}: \mathbb{R} \times I \rightarrow(G)^{N}, \quad(t, x) \mapsto\left(g_{1}(t, x), \ldots, g_{N}(t, x)\right) \tag{5.1}
\end{equation*}
$$

with components taking values in Lie group $G$, where $I=[0, L]$ for $L$ the size of the wires. At the free end of the wires we impose, as before, the simplest reflecting boundary condition

$$
\begin{equation*}
g_{i}(t, L)=1, \quad \forall t \in \mathbb{R}, \quad \forall i=1, \ldots, N \tag{5.2}
\end{equation*}
$$

where 1 is the neutral element of $G$. In the spirit of the folding trick, the junction is defined by a boundary condition for $\boldsymbol{g}$ at $x=0$. Again we use the conjugacy classes of $G$,

$$
\begin{equation*}
\mathcal{C}_{\tau}=\left\{g \mathrm{e}^{2 \pi \mathrm{i} \tau} g^{-1} \mid g \in G\right\} \tag{5.3}
\end{equation*}
$$

for $\tau$ in the positive Weyl alcove of $\mathfrak{t} \subset \mathfrak{g}$. The previous junction was defined by a conjugacy class involving the product of all the wire components $g_{i}$. Here we propose instead to impose the condition

$$
\begin{equation*}
g_{i}(t, 0)=h_{i}(t) \gamma(t), \quad h_{i}(t) \in \mathcal{C}_{\tau_{i}}, \quad \gamma(t) \in \mathcal{C}_{\tau} \tag{5.4}
\end{equation*}
$$

for each $i=1, \ldots, N$. At the boundary we have $N$ independent degrees of freedom $h_{i}$, one for each wire, and one field $\gamma$ common to all the wires and ensuring that they are all connected. Such boundary conditions were already considered in $[76,56]$ in the context of the $G / H$ coset models. In our case we consider them for the WZW model with group $G^{N}$ and for $H=G_{\text {diag }} \subset G^{N}$ the diagonal subgroup. The action of such model is given by

$$
\begin{equation*}
S[\boldsymbol{g}]=\frac{k}{8 \pi} \sum_{i=1}^{N} \int_{\mathbb{R} \times I}\left(\operatorname{tr}\left[-\left(g_{i}^{-1} \partial_{t} g_{i}\right)^{2}+\left(g_{i}^{-1} \partial_{x} g_{i}\right)^{2}\right] \mathrm{d} t \mathrm{~d} x+2 \omega\left(g_{i}\right)\right)+\frac{k}{4 \pi} \sum_{i=1}^{N} \int_{\mathbb{R}} \eta_{i}\left(g_{i}\right)(t, 0) \tag{5.5}
\end{equation*}
$$

where, as before, $\omega$ denotes a local 2-form on $G$ such that $\mathrm{d} \omega=\chi$ for $\chi=\frac{1}{3} \operatorname{tr}\left(g^{-1} \mathrm{~d} g\right)^{\wedge 3}$ the closed 3 -form on $G$. 3 -form $\chi$ becomes exact over each conjugacy class $\mathcal{C}_{\tau}: \chi \mid \mathcal{C}_{\tau}=\mathrm{d} \omega_{\tau}$, where 2 -forms $\omega_{\tau}$ on $\mathcal{C}_{\tau}$ are given by formula (4.25) in Section 4.2. One has a multiplicative property stating that there exist locally 1 -forms $\eta_{i}$ such that

$$
\begin{equation*}
\mathrm{d} \eta_{i}\left(g_{i}\right)=-\omega\left(g_{i}\right)+\omega_{\tau_{i}}\left(h_{i}\right)+\omega_{\tau}(\gamma)-\operatorname{tr}\left(h_{i}^{-1} \mathrm{~d} h_{i}\right) \wedge(\mathrm{d} \gamma) \gamma^{-1} \tag{5.6}
\end{equation*}
$$

for $g_{i}=h_{i} \gamma$ as in the boundary condition (5.4). Indeed, one may check that the right hand side of (5.6) is a closed 2 -form.

The classical equations of motion are extracted from the variational principle $\delta S=\delta S_{\text {bulk }}+$ $\delta S_{\text {bound }}=0$ with a bulk and a boundary terms that can be investigated separately. The bulk term leads to the standard WZW equation of motion on each wire $i$

$$
\begin{equation*}
\partial_{+}\left(g_{i}^{-1} \partial_{-} g_{i}\right)=0 \quad \Rightarrow \quad g_{i}(t, x)=g_{i, \ell}(t+x) g_{i, r}^{-1}(t-x), \tag{5.7}
\end{equation*}
$$

solved by the general formula for any one-variable functions $g_{i, \ell}$ and $g_{i, r}$. Moreover the left and right currents on each wire, defined by

$$
\begin{equation*}
J_{i, \ell} \equiv \mathrm{i} k\left(\partial_{+} g_{i}\right) g_{i}^{-1}, \quad J_{i, r} \equiv-\mathrm{i} k g_{i}^{-1} \partial_{-} g_{i} \tag{5.8}
\end{equation*}
$$

are conserved in the bulk, as in the case without boundaries.
In the boundary term, the variation $\delta g_{i}$ are decomposed in terms of the $N+1$ boundary degrees of freedom $h_{i}(t)$ and $\gamma(t)$, that can be expressed in terms of the parameters of different conjugacy classes. Since such degrees are independent, all coefficients of the boundary variation must vanish independently, leading after some algebra to the relations

$$
\begin{gather*}
-\partial_{+} g_{i} g_{i}^{-1}(t, 0)-A d_{\gamma(t)}\left(g_{i}^{-1} \partial_{-} g_{i}\right)(t, 0)+\left(\partial_{t} \gamma\right) \gamma^{-1}=0,  \tag{5.9}\\
N\left(\partial_{t} \gamma\right) \gamma^{-1}+\sum_{i=1}^{N}\left(1-A d_{\gamma(t)}\right)\left(g_{i}^{-1} \partial_{-} g_{i}\right)(t, 0)=0, \tag{5.10}
\end{gather*}
$$

where the first line corresponds to $N$ equation for $i=1, \ldots, N$ and $A d_{u}(X)=u X u^{-1}$ is the adjoint action of $G$ on $\mathfrak{g}$. Such equations can be written in terms of left and right currents (5.8), and the second equation can be used to remove the last factor of the first one, leading to the scattering rule

$$
\begin{equation*}
J_{i, \ell}(t, 0)=A d_{\gamma(t)} J_{i, r}(t, 0)+\frac{1}{N} \sum_{j=1}^{N}\left(1-A d_{\gamma(t)}\right) J_{j, r}(t, 0) \tag{5.11}
\end{equation*}
$$

which is both reflecting and transmitting and where $A d_{\gamma}$ and $1-A d_{\gamma}$ can be seen as reflection and transmission coefficients respectively. Note that in this case the transmission coefficient is the same in all the wires. Moreover, the scattering matrix is now depending on the boundary field $\gamma(t)$ and not on static coefficients as in the previous models. Hence we built this way a junction with a dynamical defect, at least at the classical level. Finally such scattering rule can be inverted to compare with the previous models (3.42) and (4.31) where right movers where expressed in terms of the left ones. Indeed the previous equation is invariant under the change $\ell \leftrightarrow r$ and $\gamma \rightarrow \gamma^{-1}$, due to the fact that

$$
\begin{equation*}
\sum_{i=1}^{N} J_{i, \ell}(t, 0)=\sum_{i=1}^{N} J_{i, r}(t, 0) \tag{5.12}
\end{equation*}
$$

obtained by summing (5.11) over $i$.
As in the previous model, the free end of the wires relates simply left and right currents by a fully reflecting condition

$$
\begin{equation*}
J_{i, \ell}(t, L)=J_{i, r}(t, L) . \tag{5.13}
\end{equation*}
$$

### 5.1.2 Conserved charge and energy

Because of the two previous equations, the classical $\mathfrak{g}$-valued charge

$$
\begin{equation*}
Q(t)=\sum_{i=1}^{N} \int_{I}\left(J_{i, \ell}+J_{i, r}\right)(t, x) \mathrm{d} x \tag{5.14}
\end{equation*}
$$

is conserved. It induces the diagonal adjoint symmetry $g_{i} \mapsto h g_{i} h^{-1}$, which is preserved by the junction. Moreover the total energy of the system, expressed in term of the energy-momentum tensors of each wire,

$$
\begin{equation*}
E(t)=\sum_{i} \int_{I}\left(T_{i, \ell}+T_{i, r}\right)(t, x) \mathrm{d} x, \quad T_{i, \ell / r}=\frac{1}{4 \pi k} \operatorname{tr}\left(J_{i, \ell / r}\right)^{2} \tag{5.15}
\end{equation*}
$$

is also conserved in such a junction due to the relation

$$
\begin{equation*}
\sum_{i=1}^{N}\left(J_{i, \ell}\right)^{2}(t, 0)=\sum_{i=1}^{N}\left(J_{i, r}\right)^{2}(t, 0) \tag{5.16}
\end{equation*}
$$

obtained using (5.11), and a similar one at $x=L$ following from (5.13).

### 5.1.3 Phase space

The compatibility condition between the different boundary conditions relates left and right movers in such a way that only one half of the degrees of freedom remains and becomes periodic. Namely, in terms of the one-variable fields $g_{i, \ell / r}$,

$$
\begin{equation*}
g_{i, r}(-t)=\gamma(t)^{-1} g_{i, \ell}(t) \mathrm{e}^{-2 \pi \mathrm{i} \tau_{i}}=g_{i, \ell}(t+2 L) . \tag{5.17}
\end{equation*}
$$

Hence $g_{i, \ell}$ are $2 L$-twisted-periodic functions with monodromy related to the defect through $\gamma$ and $\tau_{i}$ and is enough to describe the phase space of the system.

For the currents, the scattering rule (5.11) relating left and right is not sufficient since both (5.9) and (5.10) must be satisfied. Let us divide the current in terms of its diagonal and offdiagonal part

$$
\begin{equation*}
J_{i, \ell}=J_{i, \ell}^{\perp}+\frac{1}{N} J_{\ell}^{\|}, \quad \text { where } \quad J_{\ell}^{\|}=\sum_{i=1}^{N} J_{i, \ell}, \tag{5.18}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sum_{i=1}^{N} J_{i, \ell}^{\perp}=0 \tag{5.19}
\end{equation*}
$$

and similarly for the right currents. Then the full relations between left and right movers in terms of the currents read

$$
\begin{equation*}
J_{\ell}^{\|}(t, 0)=J_{r}^{\|}(t, 0), \quad J_{i, \ell}^{\perp}=A d_{\gamma} J_{i, r}^{\perp}, \tag{5.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1-A d_{\gamma(t)}\right) J_{\ell}^{\|}(t, 0)=\mathrm{i} N k\left(\partial_{t} \gamma\right) \gamma^{-1} \tag{5.21}
\end{equation*}
$$

The parallel and perpendicular currents are independent. Each perpendicular component is fully reflected (up to a conjugation by $\gamma$ ), and the parallel part is responsible for the transmission in the junction since it is equal in each wire. The situation is summarized in Figure 5.1

Finally the relation between $J_{\ell / r}^{\|}$and $\gamma$ allows to rewrite

$$
\begin{equation*}
J_{\ell}^{\|}(t, 0)=\mathrm{i} N k \zeta^{\prime} \zeta(t) \quad \text { with } \quad \gamma(t)=\zeta(t) \mathrm{e}^{2 \pi \mathrm{i} \tau} \zeta(t)^{-1} \tag{5.22}
\end{equation*}
$$



Figure 5.1: The right current from the first wire is scattered at the junction. The perpendicular part is reflected and the parallel one is common to all the wires and allows for equal transmission into each wire.

Then we can decompose the corresponding fields in terms of a diagonal and a nondiagonal part, writing

$$
\begin{equation*}
g_{i, \ell}(t)=\zeta(t) \tilde{g}_{i}(t) \tag{5.23}
\end{equation*}
$$

for $\zeta$ and $\tilde{g}_{i}$ that are $G$ valued fields with the following periodicity

$$
\begin{equation*}
\tilde{g}_{i}(t+2 L)=\alpha_{0} \mathrm{e}^{-2 \pi \mathrm{i} \tau} \tilde{g}_{i}(t) \mathrm{e}^{-2 \pi \mathrm{i} \tau_{i}}, \quad \zeta(t+2 L)=\zeta(t) \alpha_{0}^{-1} \tag{5.24}
\end{equation*}
$$

where $\alpha_{0} \in G$ is a remaining constant ambiguity that disappears in $g_{i, \ell}$. Finally one has

$$
\begin{equation*}
\mathrm{i} k \tilde{g}_{i}^{\prime} \tilde{g}_{i}^{-1}(t)=\zeta^{-1}(t) J_{i, \ell}^{\perp}(t, 0) \zeta(t) \quad \Rightarrow \quad \sum_{i=1}^{N} \tilde{g}_{i}^{\prime} \tilde{g}_{i}^{-1}(t)=0 \tag{5.25}
\end{equation*}
$$

### 5.1.4 Symplectic structure

It is possible to compute the symplectic form of the system in terms of the degrees of freedom $\tilde{g}_{i}$ and $\zeta$ by differentiating twice the action on the space of solutions and expressing every fields in terms of the last ones. A bit of algebra leads then to the expression

$$
\begin{align*}
\Omega[\boldsymbol{g}]= & \frac{k}{4 \pi} \sum_{i=1}^{N} \int_{-L}^{L} \operatorname{tr}\left(\tilde{g}_{i}^{-1} \delta \tilde{g}_{i} \partial\left(\tilde{g}_{i}^{-1} \delta \tilde{g}_{i}\right)\right) \mathrm{d} x+\frac{N k}{4 \pi} \int_{-L}^{L} \operatorname{tr}\left(\zeta^{-1} \delta \zeta \partial\left(\zeta^{-1} \delta \zeta\right)\right) \mathrm{d} x \\
& +\frac{k}{4 \pi} \sum_{i=1}^{N}\left[\operatorname{tr}\left(\left(\delta \alpha_{0}\right) \alpha_{0}^{-1}\left(\delta \tilde{g}_{i}\right) \tilde{g}_{i}^{-1}\right)\right]_{x=L}+\frac{N k}{4 \pi} \sum_{i=1}^{N}\left[\operatorname{tr}\left(\left(\delta \alpha_{0}\right) \alpha_{0}^{-1} \zeta^{-1} \delta \zeta\right)\right]_{x=L} \tag{5.26}
\end{align*}
$$

which seems to have a nice form: up to the extra $\alpha_{0}$ terms, it looks like $N+1$ independent degrees of freedom. However the computation of the corresponding Poisson Brackets reveals a nontrivial structure that is not easily tractable for canonical quantization. First it is not too hard to see that

$$
\begin{equation*}
\left\{J_{\ell}^{\|}(t, x), J_{i, \ell}^{\perp}(t, y)\right\}=0 \tag{5.27}
\end{equation*}
$$

so that parallel and perpendicular currents will commute once quantized. Moreover the calculation of the Poisson brackets for the parallel current leads to

$$
\begin{equation*}
\left\{J_{\ell}^{a \|}(t, x), J_{\ell}^{b \|}(t, y)\right\}=2 \pi \delta(x-y) f^{a b c} J_{\ell}^{c \|}(t, y)+\pi N k \delta^{a b} \delta^{\prime}(x-y) \tag{5.28}
\end{equation*}
$$

where the components are given by $J^{a \|}(t, x)=\operatorname{tr} t^{a} J^{\|}(t, x)$, with normalization $\operatorname{tr} t^{a} t^{b}=\frac{1}{2} \delta^{a b}$. Note that in the two previous computations the terms involving $\alpha_{0}$ all compensate and then vanish in the final Poisson brackets. Hence once quantized the parallel current leads to a current
algebra as in the previous models, with highest weight integrable representations as the building blocks of the Hilbert space.

However the behavior of the orthogonal part is not so simple: the Poisson brackets of such currents have to be computed by respecting the constraint (5.25), telling that the $J_{i, \ell}^{\perp}$ are not independent. It is still possible to compute them in the case where $\alpha_{0}$ is fixed, but the result has no simple interpretation, even once quantized: the explicit algebraic structure has no canonically associated Hilbert space. Hence we must adopt another strategy to quantize the full system.

### 5.2 Equilibrium state

Although incomplete, the analysis of the symplectic structure shows that the parallel current associated to the diagonal subalegbra $\mathfrak{g}_{\text {diag }} \subset \mathfrak{g}^{N}$ is ruled by a current algebra that, once quantized, would lead to integrable representations $\widehat{V}_{N k, \lambda}$. This current algebra induces itself a Virasoro algebra through the Sugawara construction. Roughly speaking, we have the decomposition $G^{N} \sim G^{N} / G_{\text {diag }} \times G_{\text {diag }}$, and the orthogonal part must in some sense carry the $G^{N} / G_{\text {diag }}$ part of the theory. It is actually possible to give a precise meaning to such decomposition at the quantum level through the coset construction that we briefly present here.

### 5.2.1 Coset construction

For a Lie algebra $\mathfrak{g}$, denote by $J^{a}$ its generators and by $J_{n}^{a}$ the generators of the corresponding current algebra $\widehat{\mathfrak{g}}$. Consider the unitary highest weight representation $\widehat{V}_{k, \lambda}$ associated to the integrable weight $\lambda$ (see Subsection 4.1.2 in the previous chapter for more details). Then consider a Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$, and denote by $K^{a}$ its generator and $K_{n}^{a}$ the generators of the corresponding current algebra $\widehat{\mathfrak{h}}$. As a subalgebra of $\widehat{\mathfrak{g}}$, current algebra $\widehat{\mathfrak{h}}$ also acts in $\widehat{V}_{k, \lambda}$, but the level $k^{\prime}$ associated to this action may be different from $k$, depending on the normalization of the generators $K_{n}^{a}$. We consider all the corresponding integrable weights $\lambda^{\prime}$ associated to unitary highest weight representations $\widehat{V}_{k^{\prime}, \lambda^{\prime}}$ of the algebra $\widehat{\mathfrak{h}}$ at level $k^{\prime}$. Now consider the following decomposition

$$
\begin{equation*}
\widehat{V}_{k, \lambda}=\underset{\lambda^{\prime}}{\oplus}\left(\widehat{M}_{k, \lambda, \lambda^{\prime}} \otimes \widehat{V}_{k^{\prime}, \lambda^{\prime}}\right), \tag{5.29}
\end{equation*}
$$

where $\widehat{M}_{k, \lambda, \lambda^{\prime}}$ are called the multiplicity spaces and are complex vector spaces with dimension given by the number (possibly infinite) of occurrences of $\widehat{V}_{k^{\prime}, \lambda^{\prime}}$ in the previous decomposition. Generators $K_{n}^{a}$ of $\mathfrak{h}$ act trivially on the multiplicity spaces and consequently every operator that commutes with all such generators acts trivially on $\widehat{V}_{k^{\prime}, \lambda^{\prime}}$ and hence preserves the multiplicity spaces. In particular, consider the Virasoro generators $L_{n}$ and $L_{n}^{\prime}$ associated, respectively, to the action of $\widehat{\mathfrak{g}}$ and $\widehat{\mathfrak{h}}$ through the Sugawara construction with respective central charge $c_{k}$ and $c_{k^{\prime}}^{\prime}$. If we define

$$
\begin{equation*}
\tilde{L}_{n}=L_{n}-L_{n}^{\prime}, \quad n \in \mathbb{Z}, \tag{5.30}
\end{equation*}
$$

then a few lines of algebra shows that

$$
\begin{align*}
& {\left[\tilde{L}_{n}, K_{n}^{a}\right]=0}  \tag{5.31}\\
& {\left[\tilde{L}_{n}, \tilde{L}_{m}\right]=(n-m) \tilde{L}_{n+m}+\frac{1}{12} \tilde{c} n\left(n^{2}-1\right) \delta_{n,-m}} \tag{5.32}
\end{align*}
$$

for $\tilde{c}=c_{k}-c_{k^{\prime}}^{\prime}$, meaning that the $\tilde{L}_{n}$ preserve the multiplicity spaces $\widehat{M}_{k, \lambda, \lambda^{\prime}}$ and generate on them a Virasoro algebra representations of central charge $\tilde{c}=c_{k}-c_{k^{\prime}}^{\prime}$. Although abstract, such coset representations are unitary by construction, and were initially developed by Goddard, Kent and Olive in [89, 88] to prove unitarity of a representation appearing in a subclass of so called minimal models of CFT [13]. Through the characters of the representations, the multiplicity
spaces for the case $\mathfrak{g}=\mathfrak{s u}(2) \oplus \mathfrak{s u}(2)$ and the diagonal subalgebra $\mathfrak{h}=\mathfrak{s u}(2)$, with levels $(k, 1)$ and $k^{\prime}=k+1$, respectively, were identified with the unitary irreducible Virasoro representations of central charge $\tilde{c}<1$. Finally note that the coset construction can also be understood in the functional integral formalism [80] that will be discussed in some detail in the next part of the present manuscript.

### 5.2.2 Closed string picture

In order to apply the previous decomposition to our case and define the equilibrium state of the junction, consider the dual closed string picture instead of the initial junction. The corresponding worldsheet is a cylinder corresponding to periodic "space" of length $\beta$ and infinite "time", and we focus on the propagation of such closed string between 0 and $L$, for which we have to construct the corresponding boundary states. The closed string is described by currents $\mathcal{J}_{i, \ell}(t, x)$ and $\mathcal{J}_{i, r}(t, x)$ for $i=1, \ldots, N$ which are $\beta$-periodic in $x$ and each one acting in an integrable representation of $\widehat{\mathfrak{g}}$ denoted respectively by $\widehat{V}_{k, \lambda_{i}}$ and $\widehat{V}_{k, \bar{\lambda}_{i}} \cong \overline{\widehat{V}_{k \lambda_{i}}}$, where the overline stands for the complexconjugation of the representation space. The corresponding Hilbert space is

$$
\begin{equation*}
\mathcal{H}=\underset{\lambda}{\oplus}\left[\binom{N}{\underset{i=1}{\otimes} \widehat{V}_{k, \lambda_{i}}} \otimes\binom{N}{\underset{i=1}{\otimes} \overline{\widehat{V}_{k, \lambda_{i}}}}\right] \tag{5.33}
\end{equation*}
$$

where $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{N}\right)$. Remember from the symplectic structure of the junction that the subalgebra we consider here is the diagonal embedding of $G$ into $G^{N}$, corresponding to the parallel current. Hence we apply the previous coset construction to algebra $\mathfrak{g} \oplus \ldots \oplus \mathfrak{g}$ and diagonal subalegbra $\mathfrak{g}$

$$
\begin{equation*}
\underset{\lambda}{\oplus}\left(\underset{i=1}{N} \widehat{V}_{k, \lambda_{i}}\right)=\underset{\lambda, \nu}{\oplus}\left(\widehat{M}_{k, \boldsymbol{\lambda}, \nu} \otimes \widehat{V}_{N k, \nu}\right) . \tag{5.34}
\end{equation*}
$$

It turns out [50] that such decomposition actually requires a supplementary condition on $\boldsymbol{\lambda}$, namely

$$
\begin{equation*}
\lambda_{1}+\ldots+\lambda_{N}-\nu \in Q^{\vee}(\mathfrak{g}) \tag{5.35}
\end{equation*}
$$

where $Q^{\vee}(\mathfrak{g})$ is the coroot lattice of $\mathfrak{g}$. Such condition will be assumed for every sum written in the following. Finally the coset decomposition may be applied similarly to the antichiral part so that the Hilbert space may be written as

$$
\begin{equation*}
\mathcal{H}=\underset{\boldsymbol{\lambda}, \nu, \nu^{\prime}}{\oplus}\left[\left(\widehat{M}_{k, \boldsymbol{\lambda}, \nu} \otimes \widehat{V}_{N k, \nu}\right) \otimes\left(\overline{\widehat{M}_{k, \boldsymbol{\lambda}, \nu^{\prime}}} \otimes \overline{\widehat{V}_{N k, \nu^{\prime}}}\right)\right], \tag{5.36}
\end{equation*}
$$

where $\boldsymbol{\lambda}$ is common to both decompositions whereas $\nu$ and $\nu^{\prime}$ may be different.

### 5.2.3 Boundary states

Consider respectively some abstract orthonormal bases $\left(e_{r}^{\boldsymbol{\lambda}, \nu}\right)_{r}$ and $\left(e_{s}^{\nu}\right)_{s}$ for multiplicity space $\widehat{M}_{k, \boldsymbol{\lambda}, \nu}$ and integrable representation $\widehat{V}_{N k, \nu}$, respectively, and similarly for the antichiral part by considering the complex conjugate vectors. Then consider the following boundary state

$$
\begin{equation*}
\left|\mathcal{D}_{\kappa, \sigma}\right\rangle=\sum_{\lambda, \nu}\left(\prod_{i=1}^{N} \frac{S_{\kappa_{i}, \lambda_{i}}}{\sqrt{S_{0, \lambda_{i}}}}\right) \frac{S_{\sigma, \nu}}{S_{0, \nu}} \sum_{r, s}\left|e_{r}^{\lambda, \nu} \otimes e_{s}^{\nu} \otimes \overline{e_{r}^{\lambda, \nu}} \otimes \overline{e_{s}^{\nu}}\right\rangle \tag{5.37}
\end{equation*}
$$

where $S$ is the modular matrix at level $k$ and level $N k$, respectively. Such boundary states, already considered in [145], couple the chiral and antichiral sector for each integrable weight $\nu$ and preserve the coset decomposition. To make them correspond to our boundary condition, we
set in the latter $\tau_{i}=\kappa_{i} / k$ and $\tau=\sigma /(N k)$, where $\tau_{i}$ and $\tau$ were used in (5.4). Moreover, note that for $\boldsymbol{\kappa}=0$ and $\sigma=0$, the corresponding brane is

$$
\begin{equation*}
\left|\mathcal{D}_{0}\right\rangle=\sum_{\lambda}\left(\prod_{i=1}^{N} \frac{S_{0, \lambda_{i}}}{\sqrt{S_{0, \lambda_{i}}}}\right) \sum_{r, s, \nu}\left|e_{r}^{\lambda, \nu} \otimes e_{s}^{\nu} \otimes \overline{e_{r}^{\lambda, \nu}} \otimes \overline{e_{s}^{\nu}}\right\rangle \tag{5.38}
\end{equation*}
$$

which couples the left and right sector the same way for any $\nu$. This is nothing but the symmetric brane corresponding to the Hilbert space decomposition (5.33), given before the coset construction. Such a state corresponds to the boundary condition that we impose at the free ends of the wires [77]. In particular, in the action on such a state, the left and right current will be identified.

### 5.2.4 Equilibrium state from the closed string picture

The equilibrium state is defined directly through the closed string picture here (we consider the case of vanishing chemical potential). Consider a general product of currents for non-coincident points $\left(x_{p_{i}}^{i}\right)$ and $\left(x_{q_{i}}^{i}\right)$ in the interval $[0, L]$,

$$
\begin{equation*}
A=\prod_{i=1}^{N}\left(\prod_{p_{i}=1}^{P_{i}} J_{i, \ell}^{a_{p_{i}}^{i}}\left(0, x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} J_{i, r}^{a_{q_{i}}^{i}}\left(0, x_{q_{i}}^{i}\right)\right) . \tag{5.39}
\end{equation*}
$$

The thermal expectation of such product will be defined by the dual formula:

$$
\begin{equation*}
\omega_{\beta}^{L}(A)=(-\mathrm{i})^{P} \mathrm{i}^{Q} \frac{\left\langle\mathcal{D}_{0}\right| \mathrm{e}^{-\frac{2 \pi}{\beta} \sum_{i}\left(L_{0 i}+\bar{L}_{0 i}-\frac{c}{12}\right) L} A_{\text {c.s. }}\left|\mathcal{D}_{\lambda, \sigma}\right\rangle}{Z_{\beta}} \tag{5.40}
\end{equation*}
$$

where $P$ and $Q$ are the respective sum over all $P_{i}$ and $Q_{i}$. Such a formula was already appearing in the free bosonic model as a duality between open and closed string picture. Here only the last one has been quantized so that this equation must be seen as a definition. The denominator $Z_{\beta}$ is the partition function:

$$
\begin{equation*}
Z_{\beta}=\left\langle\mathcal{D}_{0}\right| \mathrm{e}^{-\frac{2 \pi}{\beta} \sum_{i}\left(L_{0_{i}}+\bar{L}_{0 i}-\frac{c}{12}\right) L}\left|\mathcal{D}_{\boldsymbol{\lambda}, \sigma}\right\rangle \tag{5.41}
\end{equation*}
$$

and $A_{\text {c.s. }}$ is the translation of $A$ into the closed string language, corresponding to the change of variable $z \mapsto-\mathrm{i} z$ and leading to the i factors in the definition of $\omega_{\beta}$. Explicitly,

$$
\begin{equation*}
A_{\text {c.s. }}=\prod_{i=1}^{N} \mathcal{T}\left(\prod_{p_{i}=1}^{P_{i}} \mathcal{J}_{i, \ell_{i}}^{a_{p_{i}}^{i}}\left(-\mathrm{i} x_{p_{i}}^{i}\right) \prod_{q_{i}=1}^{Q_{i}} \mathcal{J}_{i, r}^{a_{q_{i}}^{i}}\left(\mathrm{i} x_{q_{i}}^{i}\right)\right) \tag{5.42}
\end{equation*}
$$

The equilibrium expectation, defined here by propagation between two boundary states, can be actually rewritten as a combination of traces. Using the explicit formula for the boundary states (5.37) and (5.38) in (5.40), the chiral and antichiral sector expectation can be factorized. Then we identify the action of left and right currents by

$$
\begin{equation*}
\mathcal{J}_{i, r}^{a}(z)=-\left(\mathcal{J}_{i, \ell}^{a}\right)^{\dagger}(\bar{z}) \tag{5.43}
\end{equation*}
$$

since the mode decomposition is the same but just acting on $\widehat{V}_{k, \lambda_{i}}$ and its antichiral copy ${\overline{V_{k, \lambda_{i}}}}^{\text {. }}$ This allows to rewrite the expectation in terms of left movers only. After some algebra, we end up with the identity

$$
\begin{equation*}
\omega_{\beta}^{L}(A)=(-\mathrm{i})^{P+Q} Z_{\beta}^{-1} \sum_{\lambda, \nu} \prod_{i=1}^{N} S_{\kappa_{i}, \lambda_{i}} \frac{S_{\sigma, \nu}}{S_{0, \nu}} \operatorname{Tr}_{\widehat{V}_{k, \boldsymbol{\lambda}}}\left(\mathrm{e}^{-\frac{2 \pi}{\beta} \sum_{i}\left(L_{0_{i}}-\frac{c}{24}\right) 2 L} A_{\mathrm{c} . \mathrm{S} .}^{\ell} P_{\boldsymbol{\lambda}, \nu} A_{\mathrm{c} . \mathrm{s} .}^{r}\right) \tag{5.44}
\end{equation*}
$$

where, for a given $A$ in the initial picture

$$
\begin{equation*}
A_{\text {c.s. }}^{\ell}=\prod_{i=1}^{N} \mathcal{T} \prod_{p_{i}=1}^{P_{i}} \mathcal{J}_{i, \ell}^{a_{p_{i}}^{i}}\left(-\mathrm{i} x_{p_{i}}^{i}\right), \quad A_{\text {c.s. }}^{r}=\prod_{i=1}^{N} \mathcal{T} \prod_{q_{i}=1}^{q_{i}} \mathcal{J}_{i, \ell}^{a_{i, \ell}^{i}}\left(\mathrm{i} x_{q_{i}}^{i}\right) \tag{5.45}
\end{equation*}
$$

are the left and right parts of the closed string product, but with the right currents expressed in terms of the left ones. Between them appears the orthogonal projector

$$
\begin{equation*}
P_{\boldsymbol{\lambda}, \nu}=\sum_{r, s}\left|e_{r}^{\boldsymbol{\lambda}, \nu} \otimes e_{s}^{\boldsymbol{\lambda}, \nu}\right\rangle\left\langle e_{r}^{\boldsymbol{\lambda}, \nu} \otimes e_{s}^{\boldsymbol{\lambda}, \nu}\right| \tag{5.46}
\end{equation*}
$$

on the ( $\boldsymbol{\lambda}, \nu)$-component in the coset decomposition (5.34).

### 5.2.5 Thermodynamic limit

As in the previous models, we expect the thermodynamic limit of the equilibrium to be simpler than the finite size case and corresponding to a more explicit formula for the expectations. In (5.44), the $L$-dependence of the system only appears in the exponential factor. As explained in the previous chapter, the dominant term in the trace will be the state with the lowest $L_{0}$-eigenvalue, namely the vacuum state $|0\rangle$ belonging to the $\boldsymbol{\lambda}=0$ representation, and the contributions from all the other states will vanish in the limit $L \rightarrow \infty$ since they will be exponentially damped due to strictly positive eigenvalues of $L_{0}$. In particular, only the term with $\boldsymbol{\lambda}=0$ remains in the thermodynamic limit.

The free energy of the full system reads

$$
\begin{equation*}
f_{\beta}=\lim _{L \rightarrow \infty} \frac{1}{\beta L} \ln Z_{\beta}=N \frac{\pi c_{k}}{6 \beta^{2}} \tag{5.47}
\end{equation*}
$$

corresponding to $N$ disconnected wires and, assuming a normalized vacuum $\langle 0 \mid 0\rangle=1$, we end up with the equilibrium current expectation of the form

$$
\begin{equation*}
\omega_{\beta}(A)=(-\mathrm{i})^{P+Q}\langle 0| A_{\text {c.s. }}^{\ell} \mathcal{S} A_{\text {c.s. }}^{r}|0\rangle, \quad \text { where } \quad \mathcal{S}=\sum_{\nu} \frac{S_{\sigma, \nu}}{S_{0, \nu}} P_{\mathbf{0}, \nu} . \tag{5.48}
\end{equation*}
$$

Thus in the thermodynamic limit the coset decomposition associated to the lowest weights $\boldsymbol{\lambda}=0$ remains, and seems to play the role of the scattering operator. First notice that if we take $\tau=0$ in the initial boundary condition (5.4) then $\sigma=0$ and $\mathcal{S}$ becomes the identity operator on the $\boldsymbol{\lambda}=0$ factor of the coset decomposition (5.34), so that right currents become simply reflected to left currents and this corresponds to the result for the disconnected junction, the same we would get replacing $\left|\mathcal{D}_{\kappa, \sigma}\right\rangle$ by $\left|\mathcal{D}_{\mathbf{0}, 0}\right\rangle$. In the general case with arbitrary $\sigma$, any expectation of a product of current $A^{\ell}$ that contains left movers only is reduced in the closed string picture to a vacuum expectation

$$
\begin{equation*}
\omega_{\beta}\left(A^{\ell}\right)=(-\mathrm{i})^{P+Q}\langle 0| A_{\mathrm{c} . \mathrm{s} .}^{\ell}|0\rangle \tag{5.49}
\end{equation*}
$$

since $\mathcal{S}$ preserves the vacuum state $|0\rangle$, and similarly for a product containing only right movers. This is the expected factorization in the thermodynamic limit: the equilibrium correlations of currents of a single chiral nature (left or right only) become vacuum correlations and do not depend on the boundary condition. In particular they can be seen as disconnected junction expectations.

Finally, it is not quite true that the operator $\mathcal{S}$ acts as a scattering operator for currents when computing mixed (left and right) current expectations. This would require that $\mathcal{S J}^{-1}$ is a linear combination of currents, which is not necessarily true in general. Moreover, although powerful, the coset construction does not give any simple expression for the projector $P_{0, \nu}$ which can be computed only in specific models where an explicit representation of the multiplicity spaces is known.

### 5.3 The $S U(2)$ level 1 coset junction

Consider the simplest example with $N=2$ wires and $G=S U(2)$ at level $k=1$. The coset decomposition of the tensor product of two vacuum representations $\widehat{V}_{k, j}$ with spin $j=0$ of $\widehat{\mathfrak{s u}}(2)$ current algebra at level 1 takes the form [88]:

$$
\begin{equation*}
\widehat{V}_{1,0} \otimes \widehat{V}_{1,0} \cong\left(\widehat{M}_{\frac{1}{2}, 0} \otimes \widehat{V}_{2,0}\right) \oplus\left(\widehat{M}_{\frac{1}{2}, \frac{1}{2}} \otimes \widehat{V}_{2,1}\right) \tag{5.50}
\end{equation*}
$$

with $\widehat{M}_{c, \Delta}$ the irreducible module of the coset Virasoro algebra with central charge $c$ and conformal weight $\Delta$ (we use such notation here instead of the previous one for multiplicity spaces since in this case the coset representations are known explicitly from [88], see below). We would like to understand how the currents $\mathcal{J}_{1, \ell}$ and $\mathcal{J}_{2, \ell}$, acting respectively on the first and second factor $\widehat{V}_{1,0}$ in the product of left hand side, behave under the action $P_{\mathbf{0}, 0}$ and $P_{\mathbf{0}, 1}$, the projectors on the first and second term of the right hand side direct sum.

In the case of $S U(2)$ the modular matrices have a simple form [50] so that we can compute the $S_{\sigma, \nu}$ appearing in operator $\mathcal{S}$ given in (5.48). Remember that this modular matrix is associated to the diagonal part subalegbra in the coset decomposition (or to the parallel currents in our Lagrangian description) and then corresponds to level $k^{\prime}=N k=2$ here. In that case $\sigma$ can take values $0,1 / 2$ and 1 and

$$
\begin{equation*}
S_{0,0}=S_{0,1}=\frac{1}{2}, \quad S_{\frac{1}{2}, 0}=-S_{\frac{1}{2}, 1}=\frac{1}{\sqrt{2}}, \quad S_{1,0}=S_{1,1}=\frac{1}{2} . \tag{5.51}
\end{equation*}
$$

Thus the operator $\mathcal{S}$ is given by

$$
\begin{equation*}
\mathcal{S}=I \quad \text { for } \quad \sigma=0,1, \quad \mathcal{S}=\frac{1}{\sqrt{2}}\left(P_{\mathbf{0}, 0}-P_{\mathbf{0}, 1}\right) \quad \text { for } \quad \sigma=\frac{1}{2} \tag{5.52}
\end{equation*}
$$

so that $\sigma=0,1$ correspond to the disconnected junction. Hence we focus on the case $\sigma=1 / 2$ which might be nontrivial.

The idea is to identify both parts of (5.50) with a common Hilbert space where we can see explicitly the action of $P_{\mathbf{0}, 0}$ and $P_{\mathbf{0}, 1}$. Starting with left hand side we end up with a subspace of a tensor product of four Majorana fermionic space, that can be identified with left hand side using character formulae. To simplify the demonstration we defer all the explicit character formulae that we employ to Appendix 5.A.

### 5.3.1 Fermionization

Space $\widehat{V}_{1,0}$ may be realized as a sum of bosonic Fock spaces $\mathcal{F}_{\alpha}$ carrying irreducible unitary representation of the $\widehat{u}(1)$ algebra generated by the modes $\alpha_{n}, n \in \mathbb{Z}$ satisfying canonical commutation relations $\left[\alpha_{n}, \alpha_{m}\right]=n \delta_{n,-m}$. Fock space $\mathcal{F}_{\alpha}$ is generated by action of the creators $\alpha_{-n}$ for $n>0$ on the vacuum state $|\alpha\rangle$, where $\alpha \in \mathbb{R}$ is the $\alpha_{0}$-eigen value and $|\alpha\rangle$ is annihilated by the $\alpha_{n}$ for $n>0$. One can construct a Virasoro algebra representation of central charge $c=1$ from such Fock space. Then comparing the affine characters of the two theories (see 5.A), one has

$$
\begin{equation*}
\widehat{V}_{1,0}=\underset{m \in \mathbb{Z}}{\oplus} \mathcal{F}_{\sqrt{2} m} \tag{5.53}
\end{equation*}
$$

such that the product appearing in the left hand side of (5.50) involve two families of Fock spaces, each one associated to modes $\alpha_{n}^{1}$ and $\alpha_{n}^{2}$ for $n \in \mathbb{Z}$, corresponding to the first and the second factor, and with arbitrary $\alpha_{0}$-eigenvalues $\sqrt{2} m^{1}$ and $\sqrt{2} m^{2}$ for $m_{1}, m_{2} \in \mathbb{Z}$. Introducing the new modes

$$
\begin{equation*}
\alpha_{n}^{ \pm}=\frac{1}{\sqrt{2}}\left(\alpha_{n}^{1} \pm \alpha_{n}^{2}\right) \tag{5.54}
\end{equation*}
$$

satisfying the canonical commutation relations and acting on the tensor product $\widehat{V}_{1,0} \otimes \widehat{V}_{1,0}$, we obtain new eigenvalues that become integer

$$
\begin{equation*}
\alpha_{0}^{ \pm}\left|\sqrt{2} m^{1}, \sqrt{2} m^{2}\right\rangle=\left(m^{1} \pm m^{2}\right)\left|\sqrt{2} m^{1}, \sqrt{2} m^{2}\right\rangle \tag{5.55}
\end{equation*}
$$

and could be written $m^{ \pm}=m^{1} \pm m^{2} \in \mathbb{Z}$ but with the constrain that $m^{+}$and $m^{-}$must have the same parity. Hence we rewrite

$$
\begin{equation*}
\widehat{V}_{1,0} \otimes \widehat{V}_{1,0}=\left(P_{e}^{-} \otimes P_{e}^{+}+P_{o}^{-} \otimes P_{o}^{+}\right)\left[\left(\underset{m^{-} \in \mathbb{Z}}{\oplus} \mathcal{F}_{m^{-}}\right) \otimes\left(\underset{m^{+} \in \mathbb{Z}}{\oplus} \mathcal{F}_{m^{+}}\right)\right] \tag{5.56}
\end{equation*}
$$

where we introduced the projectors ensuring the same parity of the $\alpha_{0}$ eigenvalues in the two components

$$
\begin{equation*}
P_{e}^{\mp}=\frac{1+(-1)^{\alpha_{0}^{\mp}}}{2}, \quad P_{o}^{\mp}=\frac{1-(-1)^{\alpha_{0}^{\mp}}}{2} \tag{5.57}
\end{equation*}
$$

Each of the two infinite sums of Fock spaces with integer eigenvalues appearing in the right hand side of (5.56) can be interpreted as the Fock space of Dirac fermions $\mathcal{F}_{D}$, generated by the Neuveu-Schwarz fermionic operator $\left\{c_{k}, c_{k}^{\dagger}\right\}$ for $k \in \mathbb{Z}+1 / 2$, satisfying canonical anticommutation relations $\left[c_{k}, c_{k_{+}^{\prime}}^{\dagger}\right]_{+}=\delta_{k, k^{\prime}}$ with the other anticommutators vanishing. The space $\mathcal{F}_{D}$ is generated by the $c_{k}$ and $c_{-k}^{\dagger}$ with $k<0$ acting on a ground state $|D\rangle$ and annihilated by the same operators with $k>0$. Then setting for $n \in \mathbb{Z}$

$$
\begin{equation*}
\alpha_{n}=\sum_{k \in \mathbb{Z}+1 / 2}: c_{k-n}^{\dagger} c_{k}:, \quad L_{n}=\sum_{k \in \mathbb{Z}+1 / 2}\left(k-\frac{n}{2}\right): c_{k-n}^{\dagger} c_{k}: \tag{5.58}
\end{equation*}
$$

with the fermionic normal ordering, we get back the canonical commutation relations for the $\alpha_{n}$ and $L_{n}$ carry the Virasoro representation of central charge $c=1$. Moreover in this picture $\alpha_{0}$ is the charge operator, counting the number of particle minus the number of holes and hence has integer eigenvalues. Comparing the characters of the two Virasoro representations, see (5.80), one identifies

$$
\begin{equation*}
\mathcal{F}_{D} \cong \underset{m \in \mathbb{Z}}{\oplus} \mathcal{F}_{m} \tag{5.59}
\end{equation*}
$$

On top of that, the fermionic number operator defined as

$$
\begin{equation*}
F=\sum_{k>0} c_{k}^{\dagger} c_{k}+\sum_{k<0} c_{k} c_{k}^{\dagger} \tag{5.60}
\end{equation*}
$$

is related to $\alpha_{0}$ in such way that the parity of their eigenvalue is the same, namely

$$
\begin{equation*}
F-\alpha_{0}=2 \sum_{k<0} c_{k} c_{k}^{\dagger}, \quad \Rightarrow \quad(-1)^{\alpha_{0}}=(-1)^{F} . \tag{5.61}
\end{equation*}
$$

The Fock space of Dirac fermions can then be decomposed in terms of two Majorana fermions, setting

$$
\begin{equation*}
d_{k}^{1}=\frac{1}{\sqrt{2}}\left(c_{k}+c_{-k}^{\dagger}\right), \quad d_{k}^{2}=\frac{1}{\sqrt{2} \mathrm{i}}\left(c_{k}-c_{-k}^{\dagger}\right) \tag{5.62}
\end{equation*}
$$

such that $\left(d_{k}^{i}\right)^{\dagger}=d_{-k}^{i}$ and $\left[d_{k}^{i}, d_{k^{\prime}}^{j}\right]_{+}=\delta^{i j} \delta_{k k^{\prime}}$ are the canonical and independent anticommutation relations. Then one has:

$$
\begin{equation*}
\mathcal{F}_{D}=\mathcal{F}_{M}^{1} \otimes \mathcal{F}_{M}^{2} \tag{5.63}
\end{equation*}
$$

where $\mathcal{F}_{M}^{i}$ is generated by the $d_{-k}^{i}$ acting on $|D\rangle$ for $k>0$. By decomposing $L_{n}=L_{n}^{1}+L_{n}^{2}$ one can show that each $\mathcal{F}_{M}^{i}$ carries a Virasoro representation of central charge $c=1 / 2$ and compute the corresponding character, see (5.81). Besides the fermionic number behaves simply with such decomposition: $F=F_{1}+F_{2}$ where each $F_{i}$ is the Majorana fermion number operator.

Consequently we have decomposition (5.56) in terms of four Majorana Fock spaces

$$
\begin{equation*}
\widehat{V}_{1,0} \otimes \widehat{V}_{1,0}=\left(P_{e}^{-} \otimes P_{e}^{+}+P_{o}^{-} \otimes P_{o}^{+}\right)\left[\mathcal{F}_{M, 1}^{-} \otimes \mathcal{F}_{M, 2}^{-} \otimes \mathcal{F}_{M, 1}^{+} \otimes \mathcal{F}_{M, 2}^{+}\right] \tag{5.64}
\end{equation*}
$$

and the projectors can be expressed as combinations of the parity of the Majorana fermion number:

$$
\begin{equation*}
P_{e}^{i \mp}=\frac{1}{2}\left(1+(-1)^{F_{i}^{\mp}}\right), \quad P_{o}^{i \mp}=\frac{1}{2}\left(1-(-1)^{F_{i}^{\mp}}\right) \tag{5.65}
\end{equation*}
$$

since parity of $\alpha_{0}$ is the same as the one of $F=F_{1}+F_{2}$. Putting all together, we end up with the following decomposition

$$
\begin{equation*}
\widehat{V}_{1,0} \otimes \widehat{V}_{1,0}=P_{e}^{1-} \mathcal{F}_{M, 1}^{-} \otimes\left[\mathcal{F}_{M, 2}^{-} \otimes \mathcal{F}_{M, 1}^{+} \otimes \mathcal{F}_{M, 2}^{+}\right]_{e} \oplus P_{o}^{1-} \mathcal{F}_{M, 1}^{-} \otimes\left[\mathcal{F}_{M, 2}^{-} \otimes \mathcal{F}_{M, 1}^{+} \otimes \mathcal{F}_{M, 2}^{+}\right]_{o} \tag{5.66}
\end{equation*}
$$

where the $[\mathcal{F}]_{e / o}$ denote the subspaces of $\mathcal{F}$ with even or odd total fermion numbers (given by the sum over the three Majorana numbers of the tensor factors of $\mathcal{F}$ ).

### 5.3.2 Identification

We would like to identify the right hand side of the coset decomposition (5.50) with the one of (5.66). This is actually possible by comparing the character formulae for the different representations. The characters of the Verma modules $\widehat{M}_{\frac{1}{2}, 0}$ and $\widehat{M}_{\frac{1}{2}, \frac{1}{2}}$ are known from the Ising model and can be expressed in terms of the Jacobi theta functions $\theta_{3}$ and $\theta_{4}$ and the Dedekind function $\eta$, see (5.82). Then it is simple to interpret such characters as the one for Majorana fermions with even or odd fermionic number, namely

$$
\begin{equation*}
\widehat{M}_{\frac{1}{2}, 0} \cong P_{e} \mathcal{F}_{M}, \quad \widehat{M}_{\frac{1}{2}, \frac{1}{2}} \cong P_{o} \mathcal{F}_{M} \tag{5.67}
\end{equation*}
$$

coinciding with the factors $P_{e / o}^{1-} \mathcal{F}_{M, 1}^{-}$in (5.66). Moreover the affine characters for the spaces $\widehat{V}_{2,0}$ and $\widehat{V}_{2,1}$ can be obtained through the Weyl-Kac character formula and are known explicitly, see (5.84). Rewriting

$$
\begin{equation*}
\mathcal{F}_{M, 1} \otimes \mathcal{F}_{M, 2} \otimes \mathcal{F}_{M, 3} \cong \mathcal{F}_{M, 1} \otimes \mathcal{F}_{B} \tag{5.68}
\end{equation*}
$$

where we have partially bosonized two of the three fermionic spaces, we can show using Jacobi triple product identity that

$$
\begin{equation*}
\widehat{V}_{2,0} \cong\left[\mathcal{F}_{M, 1} \otimes \mathcal{F}_{M, 2} \otimes \mathcal{F}_{M, 3}\right]_{e}, \quad \widehat{V}_{2,1} \cong\left[\mathcal{F}_{M, 1} \otimes \mathcal{F}_{M, 2} \otimes \mathcal{F}_{M, 3}\right]_{o} \tag{5.69}
\end{equation*}
$$

coinciding with $\left[\mathcal{F}_{M, 2}^{-} \otimes \mathcal{F}_{M, 1}^{+} \otimes \mathcal{F}_{M, 2}^{+}\right]_{o / e}$ factors in (5.66). In conclusion, we can identify the coset decomposition (5.50) with the fermionization (5.66) and consequently we may identify the projectors $P_{0,0}$ and $P_{0,1}$ with $P_{e}^{1-}$ and $P_{o}^{1-}$ respectively, acting on the first Majorana factor upon the identification (5.64).

The expression of the bosonic modes in terms of the Majorana modes reads

$$
\begin{equation*}
\alpha_{n}^{ \pm}=\mathrm{i} \sum_{k \in \mathbb{Z}}: d_{n-k}^{1 \pm} d_{k}^{2 \pm}: \tag{5.70}
\end{equation*}
$$

so that the action of $\alpha_{n}^{-}$inverts the parity on $\mathcal{F}_{M 1}^{-}$by modifying the Fermionic number $F_{1}^{-}$by 1 or -1 , giving

$$
\begin{equation*}
P_{e}^{1-} \alpha_{n}^{-}=\alpha_{n}^{-} P_{o}^{1-}, \quad P_{o}^{1-} \alpha_{n}^{-}=\alpha_{n}^{-} P_{e}^{1-}, \tag{5.71}
\end{equation*}
$$

whereas $\alpha_{n}^{+}$do not act on $\mathcal{F}_{M 1}^{-}$, giving

$$
\begin{equation*}
\left[P_{e}^{1-}, \alpha_{n}^{+}\right]=0=\left[P_{o}^{1-}, \alpha_{n}^{+}\right] . \tag{5.72}
\end{equation*}
$$

### 5.3.3 Scattering operator

We are now able to compute the action of the scattering operator $\mathcal{S}$ on the closed string currents $\mathcal{J}_{1, \ell}$ and $\mathcal{J}_{2, \ell}$ on the two wires. We restrict to the Cartan component of such currents, denote by index 3 for $S U(2)$, since they are easily expressible in terms of the bosonic modes described above. Indeed we have the following mode decomposition

$$
\begin{equation*}
\mathcal{J}_{i, \ell}^{3}(z)=\frac{2 \pi}{\beta} \sum_{n \in \mathbb{Z}} J_{i, n}^{3} \mathrm{e}^{-\frac{2 \pi \mathrm{in} z}{\beta}} \tag{5.73}
\end{equation*}
$$

where $J_{i, \ell}^{3}=\alpha_{n}^{i} / \sqrt{2}$ or, upon identification (5.54)

$$
\begin{equation*}
J_{1, n}^{3}=\frac{1}{2}\left(\alpha_{n}^{+}+\alpha_{n}^{-}\right), \quad J_{2, n}^{3}=\frac{1}{2}\left(\alpha_{n}^{+}-\alpha_{n}^{-}\right) . \tag{5.74}
\end{equation*}
$$

Then using the actions (5.71) and (5.72) of $P_{e}^{1-}$ and $P_{o}^{1-}$, identified with the one of $P_{0,0}$ and $P_{\mathbf{0}, 1}$, we deduce the action of $\mathcal{S}$ in the nontrivial case (5.52) where $\sigma=1 / 2$

$$
\begin{equation*}
\mathcal{S J}_{1, \ell}^{3}(z)=\mathcal{J}_{2, \ell}^{3} \mathcal{S}, \quad \mathcal{S J}_{2, \ell}^{3}(z)=\mathcal{J}_{1, \ell}^{3} \mathcal{S} \tag{5.75}
\end{equation*}
$$

such that, for example, the two point function

$$
\begin{equation*}
\omega_{\beta}\left(J_{i, \ell}^{3}(x) J_{j, r}^{3}(x)\right)=\langle 0| \mathcal{J}_{i, \ell}^{3}(-\mathrm{i} x) \mathcal{J}_{j+1, \ell}^{3}(\mathrm{i} x)|0\rangle \tag{5.76}
\end{equation*}
$$

where $j+1$ has to be interpreted modulo 2 . Hence the scattering operator send a right current to the left one on the other wire, which is nothing but the fully transmitting junction developed in the previous chapter but restricted to the case of two wires. It is then possible to construct the nonequilibrium stationary state, but we won't go further since it has already been done for the WZW permutation brane junction.

### 5.4 Conclusion

Although promising, the WZW junction with the coset brane leads to a scattering operator that is not known in general, since it involves the explicit expression (generally unknown) for the projectors on components of the coset space decomposition with respect to the diagonal action of the current algebra $\widehat{\mathfrak{g}}$ of the product of basic representations $\otimes_{i} \widehat{V}_{k, 0}$. It was still possible to find such projectors in the simplest case with two wires, $G=S U(2)$ at level 1, but, unfortunately, this reproduced the fully transmitting junction already investigated previously. The scattering operator should, in principle, be calculable for other known models, but only a few have explicit representation for the coset decomposition and mostly only the coset characters are known, which is not enough to compute the projector appearing in the model. A junction with reflection and transmission that was proposed in [20], treating the example of parafermions and involving level 2 representation of $\widehat{\mathfrak{s u}}(2)$, suggests that our computation at level 1 might be adaptable to higher levels. Also the case of 3 wires may be treatable. However such extensions would require a non-negligible amount of work.

## 5.A Character formulae

The affine character of the bosonic Fock space is computed via the Sugawara construction of $L_{0}$ from the $\alpha_{n}$, and the corresponding spectrum. We end up with the massless free boson character

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{F}_{\alpha}} \mathrm{e}^{2 \pi \mathrm{i} \tau\left(L_{0}-\frac{1}{24}\right)} \mathrm{e}^{\mathrm{i} u \alpha_{0}}=\frac{\mathrm{e}^{\pi \mathrm{i} \tau \alpha^{2}+\mathrm{i} u \alpha}}{\eta(\tau)} \tag{5.77}
\end{equation*}
$$

where $\eta$ is the Dedekind function already occurring in the bosonic junction, see(3.68). On the other hand the character formula for $\widehat{V}_{1,0}$ is given by the Weyl-Kac formula [100] and may be represented for $k=1$ in the form

$$
\begin{equation*}
\operatorname{Tr}_{\widehat{V}_{1,0}} \mathrm{e}^{2 \pi \mathrm{i} \tau\left(L_{0}-\frac{1}{24}\right)} \mathrm{e}^{\mathrm{i} u J_{0}^{3}}=\frac{\sum_{n} \mathrm{e}^{2 \pi \mathrm{i} \tau n^{2}+\mathrm{i} u n}}{\eta(\tau)} \tag{5.78}
\end{equation*}
$$

Hence identifying $J_{n}^{3}=\alpha_{n} / \sqrt{2}$, we get (5.53) which was at the basis of the original works on the vertex operator representation of $\widehat{\mathfrak{s u}}(2)$ at level 1 .

The isomorphism (5.59) between fermionic and bosonic spaces comes from Jacobi triple product identity [50]

$$
\begin{equation*}
\prod_{n=1}^{N}\left(1-x^{2 n}\right)\left(1+x^{2 n-1} y^{2}\right)\left(1+x^{2 n-1} y^{-2}\right)=\sum_{n=-\infty}^{+\infty} x^{n^{2}} y^{2 n} \tag{5.79}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{F}_{D}} e^{2 \pi \mathrm{i} \tau\left(L_{0}-\frac{1}{24}\right)}=e^{-\pi \mathrm{i} \tau / 12}\left(\prod_{k>0}\left(1+\mathrm{e}^{2 \pi \mathrm{i} k}\right)\right)^{2}=\sum_{n \in \mathbb{Z}} \operatorname{Tr}_{\mathcal{F}_{n}} \mathrm{e}^{2 \pi \mathrm{i} \tau\left(L_{0}-\frac{1}{24}\right)} \tag{5.80}
\end{equation*}
$$

and the affine version also follows easily. The middle term of this equations reflects the decomposition (5.63) since the character for Majorana fermions is

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{F}_{M}} \mathrm{e}^{2 \pi \mathrm{i} \tau\left(L_{0}-\frac{1 / 2}{24}\right)}=e^{-\pi \mathrm{i} \tau / 24} \prod_{k>0}\left(1+\mathrm{e}^{2 \pi \mathrm{i} k}\right) . \tag{5.81}
\end{equation*}
$$

From the Ising model, we have the following formula [50]

$$
\begin{equation*}
\operatorname{Tr}_{\widehat{M}_{\frac{1}{2}, 0}} \mathrm{e}^{2 \pi \mathrm{i} \tau\left(L_{0}-\frac{1}{48}\right)}=\frac{1}{2} \eta(\tau)^{-1 / 2}\left(\sqrt{\theta_{3}(0 \mid \tau)}+\sqrt{\theta_{4}(0 \mid \tau)}\right) \tag{5.82}
\end{equation*}
$$

and similarly for $\widehat{M}_{\frac{1}{2}, \frac{1}{2}}$ but with a minus sign. The Jacobi theta functions at $z=0$ are given by

$$
\begin{equation*}
\theta_{3 / 4}(0 \mid \tau)=\prod_{n=1}^{\infty}\left(1-\mathrm{e}^{2 \pi \mathrm{i} n}\right) \prod_{r \in \mathbb{N}+1 / 2}^{\infty}\left(1 \pm \mathrm{e}^{2 \pi \mathrm{i} \tau r}\right)^{2} \tag{5.83}
\end{equation*}
$$

leading to (5.67).
Finally the affine characters for $\widehat{V}_{2,0}$ and $\widehat{V}_{2,1}$ follow from the Weyl-Kac character formula [100] and may be found in [118]. They read

$$
\begin{align*}
\operatorname{Tr}_{\widehat{V}_{2,0 / 1}} \mathrm{e}^{2 \pi i \tau\left(L_{0}-\frac{1}{16}\right)} \mathrm{e}^{i u J_{0}} & =\frac{1}{2} \mathrm{e}^{-\pi i \tau / 24}\left(\prod_{n=1}^{\infty}\left(1+\mathrm{e}^{2 \pi i \tau\left(n-\frac{1}{2}\right)}\right)\right) \frac{\sum_{n \in \mathbb{Z}} \mathrm{e}^{\pi i \tau n^{2}+i u n}}{\eta(\tau)} \\
& \pm \frac{1}{2} \mathrm{e}^{-\pi i \tau / 24}\left(\prod_{n=1}^{\infty}\left(1-\mathrm{e}^{2 \pi i \tau\left(n-\frac{1}{2}\right)}\right)\right) \frac{\sum_{n \in \mathbb{Z}}(-1)^{n} \mathrm{e}^{\pi i \tau n^{2}+i u n}}{\eta(\tau)} \tag{5.84}
\end{align*}
$$

## Chapter 6

## Conclusions and open questions

We have described in this part of the thesis three different models of conformal junctions of quantum wires, all based on the same scheme of construction, and, for the first two, studied them under nonequilibrium conditions. Depending on the conformal field theory chosen to describe the bulk of the wires, we found conformal boundary conditions that lead to various models of junctions. The free bosonic case led to a rich class of scattering matrices, allowing for both reflection and transmission at the junction. For the other cases, involving the Wess-ZuminoWitten models, we only managed to describe fully transmitting junctions, either because of the specific choice of boundary condition for the cyclic brane junction, or because this was the only case we managed to solve explicitly for the coset brane junction, although the classical theory indicates that more involved scattering at the latter junctions should occur.

In all the cases treated to the end, we constructed a nonequilibrium stationary state, driven by differences of temperature and electric or chemical potentials, where all the correlation functions were, in principle, calculable, although this was less obvious in the nonabelian case. The common features of the nonequilibrium states obtained are the following: the mean flux of current is linear in the difference of potential, and the mean flux of energy is driven by the differences of potentials and of squared temperatures, and the central charge of the theory appears as a proportionality coefficient for the latter contribution. On the top of that, we computed the full counting statistics of charge and energy transfer associated to a two-time measurement protocol. In the asymptotic large deviations regime, the corresponding probability density is always Gaussian for the charge transfers, whereas it has exponential tails for the energy transfers.

The possible generalizations of each specific model have been already suggested in the respective chapters. The most interesting would be the solution of the model with the coset brane junction for three wires described in the bulk by the $S U(2)$ WZW theory at level 1 or for two wires but at level 2 or higher. The already nontrivial calculation for two wires at level 1 suggests that such a solution may be far from straightforward. Another generalization would be to find another conformal boundary conditions with the difficulty in between the cyclic and the coset branes, but so far we have not found them. The problem of stability of the conformal junctions considered here could be also approached using the conformal field techniques and it was not addressed here.


Figure 6.1: The geometry with a finite wire between two semi-infinite ones.

Finally, another direction would be to use the previous models but for a different geometry than the star graph configuration of a single junction. Consider for example the geometry of Figure 6.1 of one wire of finite size between two semi-infinite wires that will play the role of reservoirs.
Each wire is described e.g. by a free bosonic field, with Luttinger parameter $r_{i}$, and the two junctions at $\pm L / 2$ are ruled by two $S$-matrices with reflection and transmission. When evolving with time, a current in the middle is partially transmitted in one of the reservoirs, and partially reflected, and so on. At asymptotically long time $t \rightarrow \infty$, the contribution from the region between the two reservoirs vanishes and preliminary results suggests that it is possible to compute the current fluxes in the outer wires. A detailed investigation of such a system, or of even more general geometries, seem to be a promising direction for the conformal field theory description of quantum wires in and out of equilibrium.

## Part II

## Global gauge anomaly in coset models

## Chapter 7

## Global gauge anomalies

The appearance of anomalies in quantum field theory yields a powerful selection principle in high energy physics: the breaking of a symmetry at the quantum level leads to inconsistent models, constraining the number of relevant theories and can even be used for the prediction of new particles [24]. Among the symmetries, gauge invariance plays a key role in particle physics since it describes the interactions between them. Although two dimensional conformal field theories are not all related to high energy physics, their mathematical coherence is still of crucial importance.

This part of the thesis deals with the question of the consistency of the gauged Wess-ZuminoWitten models that produce a large class of conformal field theories. Anomalies appear here as a breaking of gauge invariance because of nontrivial topological properties of the system. The first chapter summarizes the statements from [83]: the occurrence of global gauge anomalies in coset models and concludes with a no-anomaly condition that has to be satisfied for every consistent model. The second chapter presents the classification work of the anomalous models, testing the condition for a large class of models and based on the classification of Lie algebras and subalgebras. Such classification being rather complicated, we insist on the underlying ideas and techniques instead of giving a complete list of detailed results that can be found in [49].

### 7.1 Coset models as gauged WZW models

Instead of the algebraic construction proposed in [89, 88] and summarized in Subsection 5.2.1 of Part I, the coset models can be also realized via functional integral approach as gauged Wess-Zumino-Witten models [11, 103, 80, 30]. First, consider a WZW model describing the field

$$
\begin{equation*}
g: \Sigma \mapsto G \tag{7.1}
\end{equation*}
$$

where $\Sigma$ is a surface that, in the Euclidean approach that we adopt here, will be assumed to be compact, oriented, without boundaries and equipped with a complex structure, and $G$ is a compact Lie group that is assumed to be simple, connected but not necessarily simply connected. Hence we write

$$
\begin{equation*}
G=\tilde{G} / Z, \quad Z \subset \tilde{Z} \equiv \mathcal{Z}(\tilde{G}) \tag{7.2}
\end{equation*}
$$

where $\tilde{G}$ is the universal covering group of $G$ and $Z \subset \tilde{Z}$ is a subgroup of $\tilde{Z}$, the center of $\tilde{G}$ (elements that commute will the whole group). $Z$ is isomorphic with the fundamental group $\pi_{1}(G)$ of $G$ so that non-trivial $Z$ corresponds to non simply connected $G$.

We start from the Wess-Zumino-Witten action developed in Chapter 4 (except for the change to the Euclidean formalism). The Euclidean action functional is

$$
\begin{equation*}
S^{E}[g]=\frac{k}{4 \pi} \int_{\Sigma} \operatorname{tr}\left(g^{-1} \partial g\right) \wedge\left(g^{-1} \bar{\partial} g\right)+\frac{k}{4 \pi} \int_{\tilde{\Sigma}} \tilde{g}^{*} \chi \equiv S_{0}^{E}+S_{\mathrm{W} Z} \tag{7.3}
\end{equation*}
$$

where $\partial=\partial_{z} \mathrm{~d} z, \bar{\partial}=\partial_{\bar{z}} \mathrm{~d} \bar{z}$, and tr is the Killing form on $\mathfrak{g}$ normalized as before so that the longest roots have length squared equal to 2 . The first (purely imaginary) term describes the nonlinear sigma model action and the second (real) one is the topological Wess-Zumino term where $\tilde{\Sigma}$ is a 3 -dimensional manifold with boundary $\Sigma$ and $\tilde{g}$ is an extension of $g$ to $\tilde{\Sigma}$. As before, $\chi$ is the closed 3 -form on $G$ given by

$$
\begin{equation*}
\chi=\frac{1}{3} \operatorname{tr}\left(g^{-1} \mathrm{~d} g\right)^{\wedge 3} . \tag{7.4}
\end{equation*}
$$

The theory must be independent of the choice of the extension $\tilde{g}$, at least as far as the Euclidean Feynman amplitudes $\mathrm{e}^{\mathrm{i} S^{E}(g)}$ are concerned, and this imposes restrictions on the "level" $k$, as already mentioned in Section 4.1 (note, that the contribution of the topological Wess-zumino term to the Euclidean Feynman amplitudes $\mathrm{e}^{\mathrm{i} S^{E}}$ is equal to $\mathrm{e}^{\mathrm{i} S_{\mathrm{wz}}}$ and coincides with the contribution to the Minkowiskian amplitudes $\left.\mathrm{e}^{\mathrm{i} S}\right)$. For simply connected group, $k$ has to be an integer, whereas for non-simply connected groups, further restrictions may appear [59] (e.g. $k$ has to be even for $G=S O(3))$. Moreover it happens in some cases that no extension $\tilde{g}$ of $g$ to $\tilde{\Sigma}$ exists, and then the Wess-Zumino action should be defined using other techniques [59, 81], and there appear nonequivalent definitions leading to different theories, see below.

In the Euclidean setup, the classical equations of motions are

$$
\begin{equation*}
\partial\left(g^{-1} \bar{\partial} g\right)=0 \quad \Leftrightarrow \quad \bar{\partial}\left(g \partial g^{-1}\right)=0 . \tag{7.5}
\end{equation*}
$$

They have non-constant solutions only if we extend the possible values of fields to the complexified group $G^{\mathbb{C}}$. In that case, the general classical solutions have the form $g(z, \bar{z})=g_{\ell}(z) g_{r}(\bar{z})$ that is preserved by the following chiral symmetry transformations:

$$
\begin{equation*}
g(z, \bar{z}) \mapsto h_{\ell}(z) g(z, \bar{z}) h_{r}^{-1}(\bar{z}), \tag{7.6}
\end{equation*}
$$

where $h_{\ell}$ (resp. $h_{r}$ ) is any holomorphic (resp. antiholomorphic) map with values in $G^{\mathbb{C}}$.

### 7.1.1 Gauging the chiral symmetry: local anomalies

We may attempt to render the chiral symmetry entirely local by gauging its rigid version $g(z, \bar{z}) \mapsto$ $h_{\ell} g(z, \bar{z}) h_{r}$ with fixed elements $h_{\ell}, h_{r} \in G$. Such a gauging of the sigma model term is possible using the minimal coupling. However, as was shown quite early, [51, 174, 63], for the topological term, only the (twisted) adjoint symmetry

$$
\begin{equation*}
g(z, \bar{z}) \mapsto h g(z, \bar{z}) \omega(h)^{-1} \tag{7.7}
\end{equation*}
$$

for $\omega$ a group automorphism of $G$, can be gauged. In the chiral case with general $h_{\ell}$ and $h_{r}$ one cannot couple the WZW model to the corresponding gauge fields maintaining the complete infinitesimal gauge invariance. This is the phenomenon of the local gauge anomaly and only the nonchiral case where $h_{r}=\omega\left(h_{\ell}\right)$ does not suffer from such problem.

For pedagogical reasons, we focus on the particular case where $\omega=I$, so that (7.7) is nothing but the adjoint action on $G$ (the twisted case will be briefly discussed at the end, see Section 8.4 in the next chapter). The sigma model term $S_{0}^{E}[g]$ is then gauged by the minimal coupling to a gauge field $A$, a $\mathfrak{g}^{\mathbb{C}}$-valued 1 -form on $\Sigma$, by replacing $\mathrm{d}=\partial_{z} \mathrm{~d} z+\partial_{\bar{z}} \mathrm{~d} \bar{z}$ by its covariant derivative $D_{A}$ such that

$$
\begin{equation*}
g^{-1} \mathrm{~d} g \quad \longmapsto \quad g^{-1} D_{A} g \equiv g^{-1} \mathrm{~d} g+[A, g] . \tag{7.8}
\end{equation*}
$$

The resulting gauged sigma-model actions is $S_{0}^{E}[g, A]$. The Wess-Zumino term is not naturally given in terms of an integral over $\Sigma$ so that the minimal prescription is ambiguous. Instead, we add to it the following term [51]

$$
\begin{equation*}
S_{\text {gauge }}[g, A]=\frac{k}{4 \pi} \int \operatorname{tr}\left(\left(g^{-1} \mathrm{~d} g\right) \wedge A+(\mathrm{d} g) g^{-1} \wedge A+g^{-1} A g \wedge A\right) \tag{7.9}
\end{equation*}
$$

The total gauged Euclidean Feynman amplitudes

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S^{E}[g, A]}=\mathrm{e}^{\mathrm{i}\left(S_{0}^{E}[g, A]+S_{\mathrm{WZ}}[g]+S_{\text {gauge }}[g, A]\right)}, \tag{7.10}
\end{equation*}
$$

depending on $g$ and $A$, are then invariant under the infinitesimal version of the gauge transformations

$$
\begin{equation*}
g \mapsto g^{h} \equiv h g h^{-1}, \quad A \mapsto A^{h} \equiv h A h^{-1}+h^{-1} \mathrm{~d} h \tag{7.11}
\end{equation*}
$$

where $h: \Sigma \mapsto G / Z=\tilde{G} / \tilde{Z}$ is a gauge transformation ${ }^{1}$. The infinitesimal gauge transformations correspond to $h=\mathrm{e}^{\mathrm{i} \delta \Lambda}$ for $\delta \Lambda: \Sigma \rightarrow \mathfrak{g}$.

### 7.1.2 Coset models

In this approach, in order to construct the $G / H$ coset theory, one restricts gauge fields $A$ to ih-valued 1 -forms on $\Sigma$, where $\mathfrak{h}$ is the Lie algebra of a closed connected subgroup $H$ of $G$. Then one considers functional integrals

$$
\begin{equation*}
\int \cdots \mathrm{e}^{\mathrm{i} S^{E}[g, A]} \mathcal{D} g \mathcal{D} A \tag{7.12}
\end{equation*}
$$

where $\mathcal{D} g$ stands for the formal local product of Haar measures on $G$ and $\mathcal{D} A$ for the formal flat measure of the space of $\mathfrak{h}$-valued 1 -forms. For insertions, one should take gauge invariant quantities, e.g. $\prod_{i} \operatorname{tr} g\left(x_{i}\right)$ for $x_{i} \in \Sigma$. Although formal, such functional integrals may be exactly calculated in many cases (e.g. for simply connected $G$ ), and it was shown in [80] that they reproduce the coset $G / H$ models constructed by the algebraic GKO construction [89, 88].

As was observed in [83], however, functional integrals (7.12) give a consistent theory only if the corresponding Feynman amplitudes are invariant under all gauge transformations (7.11) with $h: \Sigma \rightarrow H /(H \cap Z)=\tilde{H} /(\tilde{H} \cap \tilde{Z})$, not only under their infinitesimal versions ( $\tilde{H}$ denotes here the subgroup of $\tilde{G}$ with Lie algebra $\mathfrak{h}$ and is not necessarily simply connected). Otherwise, destructive interferences appear in (7.12) due to the breaking of gauge invariance leading to an inconsistent theory.

Geometrically, 1-forms $A$ on $\Sigma$ represent connections on trivial principal bundles over $\Sigma$. As was observed in [96], in general, one should also consider topologically nontrivial sectors of the coset theory obtained by coupling the WZW theory to gauge fields representing connections in nontrivial principal bundles. Ref. [83] showed, however, that all possible problems with the lack of gauge invariance arise already in the topologically trivial sector of the coset theories to which we shall limit our discussion.

### 7.1.3 Global gauge anomalies

The minimal coupling ensures that the sigma model amplitudes $\mathrm{e}^{\mathrm{i} S_{0}^{E}[g, A]}$ are invariant under all gauge transformation (7.11). This might not be the case, however, for the gauged Wess-Zumino amplitudes $\mathrm{e}^{\mathrm{i} S_{\text {top }}[g, A]} \equiv \mathrm{e}^{\mathrm{i}\left(S_{\mathrm{WZ}}[g]+S_{\text {gauge }}[g, A]\right)}$. One can show, see Appendix A of [49], that

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{\mathrm{top}}\left[g^{h}, A^{h}\right]}=\mathrm{e}^{\mathrm{i} S_{\mathrm{top}}[g, A]} \quad \Leftrightarrow \quad \frac{\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[g^{h}\right]}}{\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}[g]} \mathrm{e}^{\mathrm{i} \alpha[h, g]}}=1 \tag{7.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha[h, g]=\frac{k}{4 \pi} \int_{\Sigma} \operatorname{tr}\left(g^{-1} \mathrm{~d} g \wedge h^{-1} \mathrm{~d} h+(\mathrm{d} g) g^{-1} \wedge h^{-1} \mathrm{~d} h+g^{-1}\left(h^{-1} \mathrm{~d} h\right) \wedge g h^{-1} \mathrm{~d} h\right) \tag{7.14}
\end{equation*}
$$

[^7]Eq. (7.13) is satisfied for infinitesimal gauge transformations, and, consequently, for all gauged transformations that can be deformed continuously to the unit gauge transformation that maps every point of $\Sigma$ to the neutral element of $G$. Such transformations homotopic to unity are called small gauge transformations so that the gauge invariance is always ensured for them. However, large gauge transformations, which are not homotopic to unity, may violate condition (7.13) leading to the global gauge anomaly related to the nontrivial topology of the system, in particular the fact that $G$ is not simply connected (there are no large gauge transformations for simply connected $G$ ).

This type of gauge anomaly was already noticed by Witten in [172] in the context of a four dimensional $S U(2)$ gauge theory with chiral fermions, where large gauge transformations also led to inconsistency of the model.

### 7.2 The no-anomaly condition

In order to investigate more in details the possible failure of gauge invariance in (7.13), we need to specify the Riemann surface $\Sigma$ and the Lie group $G$.

### 7.2.1 Lie algebra classification

We briefly describe the ingredients from the theory of simple Lie algebras [73] that will be useful in the following. Consider the complex version $\mathfrak{g}^{\mathbb{C}}$ of a simple Lie algebra. The Cartan subalgebra $\mathfrak{t}^{\mathbb{C}}$ of $\mathfrak{g}^{\mathbb{C}}$ is defined as the maximal subalgebra of commuting elements. The dimension $r$ of $\mathfrak{t}^{\mathbb{C}}$ is called the rank of $\mathfrak{g}^{\mathbb{C}}$. We then have the canonical decomposition

$$
\begin{equation*}
\mathfrak{g}^{\mathbb{C}}=\mathfrak{t}^{\mathbb{C}} \oplus\left(\underset{\alpha}{\oplus} \mathbb{C} E_{\alpha}\right) \tag{7.15}
\end{equation*}
$$

where the $E_{\alpha}$ are eigenvectors of the adjoint action of $\mathfrak{t}^{\mathbb{C}}$ on $\mathfrak{g}^{\mathbb{C}}$, namely

$$
\begin{equation*}
\operatorname{ad}_{X} E_{\alpha} \equiv\left[X, E_{\alpha}\right]=\alpha(X) E_{\alpha}, \quad \text { for } \quad X \in \mathfrak{t}^{\mathbb{C}} \tag{7.16}
\end{equation*}
$$

The previous decomposition exists since all the elements in $\mathfrak{t}^{\mathbb{C}}$ commute and hence the corresponding adjoint actions on $\mathfrak{g}^{\mathbb{C}}$ can be diagonalized simultaneously for all $X \in \mathfrak{t}^{\mathbb{C}}$. The previous equation defines a linear form $\alpha \in\left(\mathfrak{t}^{\mathbb{C}}\right)^{*}$, the dual space of $\mathfrak{t}^{\mathbb{C}}$ that can be identified with $\mathfrak{t}^{\mathbb{C}}$ through the Killing form $\operatorname{tr}$ normalized as before. We denote by $\alpha^{\vee}=\frac{2 \alpha}{\operatorname{tr} \alpha^{2}} \in \mathfrak{t}^{\mathbb{C}}$ the coroot associated to the root $\alpha$. The roots $\alpha$ span all $\mathfrak{t}^{\mathbb{C}}$ and if $\alpha$ is a root, then so is $-\alpha$, allowing to split the set of roots into the positives and negative ones. Moreover, among the positive one, a subset of $r$ roots denoted by $\alpha_{i}$ and called simple roots span all the positive roots with positive integer coefficients. We define the Chevalley-Serre basis for $\mathfrak{g}^{\mathbb{C}}$ as follows: to each simple root $\alpha_{i} \in\left(\mathfrak{t}^{\mathbb{C}}\right)^{*}$ consider the corresponding simple coroot $\alpha_{i}^{\vee} \in \mathfrak{t}^{\mathbb{C}}$ and the eigenvectors $E_{i}^{+}$and $E_{i}^{-}$ associated to $\alpha_{i}$ and $-\alpha_{i}$. The we have the relations

$$
\begin{equation*}
\left[\alpha_{i}^{\vee}, \alpha_{j}^{\vee}\right]=0, \quad\left[\alpha_{i}^{\vee}, E_{j}^{ \pm}\right]= \pm A_{i j} E_{j}^{ \pm}, \quad\left[E_{i}^{+}, E_{j}^{-}\right]=\delta_{i j} \alpha_{i}^{\vee}, \quad \text { and } \quad\left(\operatorname{ad}_{E_{i}^{ \pm}}\right)^{\left(1-A_{j i}\right)} E_{j}^{ \pm}=0 \tag{7.17}
\end{equation*}
$$

which, via the Serre construction, are enough to reconstruct the full Lie algebra. This construction requires only the set of simple roots and their scalar products, encoded in the Cartan matrix

$$
\begin{equation*}
A_{i j}:=2 \frac{\operatorname{tr} \alpha_{i} \alpha_{j}}{\operatorname{tr} \alpha_{j} \alpha_{j}} \in \mathbb{Z} \tag{7.18}
\end{equation*}
$$

so that the classification of simple Lie algebras, due to Élie Cartan (1984), is reduced to the combinatorial problem of classifying such Cartan matrices. In 1947, Dynkin proposed a diagrammatic representation of such matrices depicted in Figure 7.1, where each dot of the same color is

$\mathfrak{e}_{6}$




Figure 7.1: Dynkin diagrams of simple Lie algebras (the black part). Each dot is a simple positive root where the empty ones correspond to length 2. The number of link between two roots is the value of their scalar product: 0, -1,-2 or -3 . The red part corresponds to the extended diagrams, discussed in Section 8.2 of the next chapter..
a root of same length and the type of the links between the dots indicate the value of the scalar product.

The classification ends up with four infinite series $A_{r}, B_{r}, C_{r}$ and $D_{r}$ called the classical algebras and five exceptional cases $\mathfrak{g}_{2}, \mathfrak{f}_{4}, \mathfrak{e}_{6}, \mathfrak{e}_{7}$ and $\mathfrak{e}_{8}$. The above Lie algebras and the corresponding Lie groups will be described in more detail in the next chapter.

### 7.2.2 Coroots, coweights and center of the group

The center of the Lie group(s) corresponding to Lie algebra $\mathfrak{g}^{\mathbb{C}}$ can be related to the coroots $\alpha_{i}^{\vee}$. First consider the set of simple coweights $\lambda_{i}^{\vee} \in \mathfrak{t}^{\mathbb{C}}$ for $i=1, \ldots, r$ defined by

$$
\begin{equation*}
\operatorname{tr}\left(\lambda_{i}^{\vee} \alpha_{j}\right)=\delta_{i j} \tag{7.19}
\end{equation*}
$$

This definition ensures that the scalar product of a coroot with a coweight is always an integer number. Then consider the lattices of coroots and coweights

$$
\begin{equation*}
Q^{\vee}=\stackrel{r}{i=1} \mathbb{Z} \alpha_{i}^{\vee}, \quad P^{\vee}=\stackrel{r}{i=1} \mathbb{Z} \lambda_{i}^{\vee} \tag{7.20}
\end{equation*}
$$

generated by the simple coroots and coweights with integral coefficients. Then we have [50]

$$
\begin{equation*}
\exp \left(2 \pi \mathrm{i} Q^{\vee}\right)=\{e\}, \quad \exp \left(2 \pi \mathrm{i} P^{\vee}\right)=\tilde{Z}=\mathcal{Z}(\tilde{G}) \tag{7.21}
\end{equation*}
$$

Let $\tilde{G}^{\mathbb{C}}$ be the complex universal covering group associated to Lie algebra $\mathfrak{g}^{\mathbb{C}}$ and let $\tilde{G}$ be its compact form. Both are simply connected and have the same center $\tilde{Z}$ generated by the exponentiation of the coweight lattice, up to any element of the coroots lattice that the exponentiation sends to the neutral element. The center $\tilde{Z}$ is a discrete group, and the other Lie groups having $\mathfrak{g}^{\mathbb{C}}$ as Lie algebra have the form $\tilde{G}^{\mathbb{C}} / Z$, where $Z$ is any subgroup of $\tilde{Z}$. Their compact forms are $G=\tilde{G} / Z$. Since $\Pi_{1}(G) \cong Z$, the fundamental group of $G$ becomes related to the coroot lattice of the corresponding Lie algebra $\mathfrak{g}^{\mathbb{C}}$.

### 7.2.3 Back to the Feynman amplitudes

The ratio on the left of (7.13), that always belongs to $U(1)$ may be easily shown to be constant under continuous deformation of fields $(h, g)$. It is then enough to compute it for special maps representing the homotopy classes of $(h, g)$.

Consider the Riemann surface $\Sigma$ of genus $\gamma$ with a given homology basis $\left(a_{i}, b_{i}\right)$ for $i=1, \ldots \gamma$, see Figure 7.2. The homotopy classes of maps $g$ are in one-to-one correspondence with the elements of $Z^{2 \gamma}$ given by the following winding numbers

$$
\begin{equation*}
z_{2 j-1}(g)=\mathcal{P} \exp \left(\int_{a_{j}} g^{-1} d g\right), \quad z_{2 j}(g)=\mathcal{P} \exp \left(\int_{b_{j}} g^{-1} d g\right) \tag{7.22}
\end{equation*}
$$



Figure 7.2: A Riemann surface of genus 3 with a marking. The evaluation of the of the gauge invariance condition can be factorized over each pair $a_{i}, b_{i}$, as if we have pinched and cut the surface along the red dashed lines, obtaining three independent tori.
and similarly for map $h$, whose homotopy classes are given by their winding numbers that take values in $\tilde{H} \cap \tilde{Z}$. It was shown in [83] that the equation (7.13) can be factorized as a product over tori with homology basis $\left(a_{i}, b_{i}\right)$ by pinching the Riemann surface as illustrated on Figure 7.2 , so that it is enough to restrict $\Sigma$ to the torus $S^{1} \times S^{1}$. Then, in order to cover the different homotopy classes of $h$ and $g$ defined on $S^{1} \times S^{1}$, it is enough to consider the evaluation of (7.13) for the following maps

$$
\begin{equation*}
h\left(\mathrm{e}^{\mathrm{i} \sigma_{1}}, \mathrm{e}^{\mathrm{i} \sigma_{2}}\right)=\mathrm{e}^{\mathrm{i} \sigma_{1} \tilde{M}}, \quad g\left(\mathrm{e}^{\mathrm{i} \sigma_{1}}, \mathrm{e}^{\mathrm{i} \sigma_{2}}\right)=\mathrm{e}^{\mathrm{i} \sigma_{2} M} \tag{7.23}
\end{equation*}
$$

where $\tilde{M}, M \in \mathfrak{t}^{\mathbb{C}}$ and are such that

$$
\begin{equation*}
\mathrm{e}^{2 \pi \mathrm{i} \tilde{M}} \in \tilde{H} \cap \tilde{Z}, \quad \mathrm{e}^{2 \pi \mathrm{i} M} \in Z \tag{7.24}
\end{equation*}
$$

In particular, $M$ and $\tilde{M}$ belongs to the coweight lattice $P^{\vee}$ of the Lie algebra $\mathfrak{g}^{\mathbb{C}}$. The evaluation of (7.13) in that case is simple since we are dealing with commuting elements. The Wess-Zumino amplitudes compensate and we are left with the evaluation of $\alpha(g, h)$. The gauge invariance is finally reduced to the no-anomaly condition

$$
\begin{equation*}
\exp [-2 \pi \mathrm{i} k \operatorname{tr}(M \tilde{M})]=1 \tag{7.25}
\end{equation*}
$$

and what remains to do is to see in specifics models when such condition is always satisfied, ensuring gauge invariance also for large gauge transformations. We shall see that if not, then in many coset models, the above condition restricts the values of possible levels $k$.

### 7.2.4 Reduction of the problem

The previous analysis has shown that the necessary and sufficient condition for the absence of global gauge anomalies requires that

$$
\begin{equation*}
k \operatorname{tr}(M \tilde{M}) \in \mathbb{Z}, \quad \forall M, \tilde{M} \in P^{\vee}(\mathfrak{g}), \quad \text { s.t. } \quad \mathrm{e}^{2 \pi \mathrm{i} \tilde{M}} \in \tilde{Z} \cap \tilde{H}, \quad \mathrm{e}^{2 \pi \mathrm{i} M} \in Z . \tag{7.26}
\end{equation*}
$$

In the sequel we shall describe for each Lie algebra $\mathfrak{g}$ the center $\tilde{Z}$ of $\tilde{G}$ and its subgroups $Z$ in terms of coweights of $\mathfrak{g}$. Then choosing a Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$, we shall restrict elements $\tilde{M}$ by requiring (7.24) and compute possible values of $k \operatorname{tr}(M \tilde{M})$ in each case. If a non-integer values appear for a given level $k$ then the model will be anomalous.

The classification of anomalies can be reduced by eliminating some cases. First this is enough to check the above condition for $\tilde{M}$ and $M$ in different classes modulo the coroot lattice $Q^{\vee}$ of $G$ since the scalar product $\operatorname{tr} M \tilde{M}$ is always an integer if $M$ or $\tilde{M}$ belongs to $Q^{\vee}$. In particular, if $\tilde{Z}=\{1\}$ and $G=\tilde{G}$ is simply connected, then $M$ is always a coroot and (7.25) is always satisfied. Hence there is no global gauge anomaly if $G$ is simply connected, as already observed.

Note also that the no-anomaly condition for subalgebras related by an automorphism of $\mathfrak{g}$ are identical or simply related, so that we only need to consider subalgebras up to such automorphisms.

Finally suppose that $\mathfrak{h}_{1} \subset \mathfrak{h}_{2} \subset \mathfrak{g}$ and assume that the model with $\mathfrak{h}_{2}$ is not anomalous. Consequently there will be no anomaly also for the model related to $\mathfrak{h}_{1}$ since $\tilde{M}$ will be taken in a subset of the ones used to compute condition (7.26) for $\mathfrak{h}_{2}$, already without anomaly. Thus this protection properties eliminates all the anomalies in smaller subalgebras and suggests to start the classification with maximal subalgebras.

## Chapter 8

## Classification of anomalous models

The no-anomaly condition given in the previous chapter tells us what quantity we need to compute in order to see if a given coset model is anomalous or not. What remains to do is to test such quantity for every known model $G / H$, and to give a classification of the anomalous (or, equivalently, non-anomalous) cases. In the first step of the classification, we shall use the fact that all simple Lie algebras are known. Thus choosing $\mathfrak{g}$ among them, together with a subgroup $Z \subset \tilde{Z}$ specifies the group $G$.

A precise description of simple Lie algebras, in particular the simple roots and the coweight lattice, can be found in [29], see also [81]. Except in one case, the center $\tilde{Z}$ of the corresponding Lie group $\tilde{G}$ is cyclic and hence generated by one coweight. $M$ and $\tilde{M}$ are then chosen proportional to it, with supplementary restrictions in order to satisfy (7.24), once $Z$ and the Lie subalgebra $\mathfrak{h} \subset \mathfrak{g}$ are specified. The subgroup $H \subset G$ is then determined by $\mathfrak{h}$. The levels $k$ leading to anomalous theories will be given by computing the value of $k \operatorname{tr}(M \tilde{M})$, see (7.26). The most complicated point in this strategy is the choice of $\mathfrak{h} \subset \mathfrak{g}$. Here we shall use the classification of the Lie subalgebras of simple Lie algebras, due to Dynkin [55, 54], with few later developments.

### 8.1 Cases with $\mathfrak{h}=\mathfrak{g}$

As a first step, we shall consider the cases with arbitrary nontrivial subgroups $Z \subset \tilde{Z}$ and $\mathfrak{h}=\mathfrak{g}$, for all simple algebras $\mathfrak{g}$. This step is also the occasion to give a closer description of the simple algebras ${ }^{1}$ associated to the Dynkin diagrams of Figure 7.1.

If there are no global gauge anomalies in that case, then the anomalies are absent also for strict subalgebras $\mathfrak{h} \subsetneq \mathfrak{g}$, according to the protection property discussed in of Subsection 7.2.4. In other words, upon restricting $\mathfrak{h}$ to a smaller subalgebra, the anomalies may only disappear. In this way, a lot of trivial cases can be already treated without specifying $\mathfrak{h}$.

### 8.1.1 Case $\mathfrak{g}=A_{r}=\mathfrak{s u}(r+1), r \geq 1$

Lie algebra $\mathfrak{g}=A_{r}$, corresponding to the group $\tilde{G}=S U(r+1)$, is composed of traceless antiHermitian matrices of size $r+1$. Its Cartan subalgebra $\mathfrak{t}_{\mathfrak{g}}$ may be taken as the subalgebra of diagonal traceless matrices with imaginary entries. We define $e_{i} \in \mathrm{it}_{\mathfrak{g}}, i=1, \ldots, r+1$, as a diagonal matrix with the $j$ 's diagonal entry equal to $\delta_{i j}$, so that $\operatorname{tr}\left(e_{i} e_{j}\right)=\delta_{i j}$. Roots (viewed as elements of $\mathfrak{i}_{\mathfrak{g}}$ ) and coroots of $\mathfrak{s u}(r+1)$ have then the form $e_{i}-e_{j}$ for $i \neq j$ and the standard choice of simple roots is $\alpha_{i}=e_{i}-e_{i+1}, i=1 \ldots r$.

[^8]The center $\tilde{Z} \cong \mathbb{Z}_{r+1}$ may be generated by

$$
\begin{equation*}
z=e^{2 i \pi \theta} \quad \text { with } \quad \theta=\lambda_{r}^{\vee}=\frac{1}{r+1} \sum_{i=1}^{r+1} e_{i}-e_{r+1} \tag{8.1}
\end{equation*}
$$

where $\lambda_{i}^{\vee}$ denotes the $i$-th simple coweight satisfying $\operatorname{tr}\left(\lambda_{i}^{\vee} \alpha_{j}\right)=\delta_{i j}$. Subgroups $Z$ of $\tilde{Z}$ are of the form $Z \cong \mathbb{Z}_{p}$ with $p$ dividing $(r+1)$, and may be generated by $z^{q}=e^{2 i \pi q \theta}$ for $r+1=p q$.

The admissible levels, ensuring that the definition of the Feynman amplitudes $\mathrm{e}^{-S_{\mathrm{Wz}}[g]}$ is unambiguous for the WZW model based on group $G=\tilde{G} / \mathbb{Z}_{p}$ are:

$$
\begin{equation*}
k \in 2 \mathbb{Z} \quad \text { if } p \text { even and } q \text { odd, } \quad \text { and } \quad k \in \mathbb{Z} \quad \text { otherwise, } \tag{8.2}
\end{equation*}
$$

see [59, 81]. It will be convenient to represent $M$ and $\tilde{M}$ in the Euclidean space spanned by vectors $e_{i}$. Then

$$
\begin{array}{ll}
M=a q \theta=\left(\frac{a}{p}, \ldots, \frac{a}{p},-\frac{a r}{p}\right), & a \in \mathbb{Z}, \\
\tilde{M}=\tilde{a} \theta=\left(\frac{\tilde{a}}{r+1}, \ldots, \frac{\tilde{a}}{r+1},-\frac{\tilde{a} r}{r+1}\right), & \tilde{a} \in \mathbb{Z}, \tag{8.4}
\end{array}
$$

where the condition for $M$ in (7.26) is satisfied and $e^{2 i \pi \tilde{M}} \in \tilde{Z}$. The global gauge invariance for $\mathfrak{h}=\mathfrak{g}$ is assured if

$$
\begin{equation*}
k \operatorname{tr}(M \tilde{M})=k \frac{r a \tilde{a}}{p} \in \mathbb{Z} \tag{8.5}
\end{equation*}
$$

In particular, $k \in p \mathbb{Z}$ is a sufficient condition for the absence of global anomalies. Recall that $p$ divides $r+1$. This implies that $p$ and $r$ are relatively prime. Hence $k \in p \mathbb{Z}$ is also a necessary condition for the absence of the anomalies if there are no further restrictions on the values of $\tilde{a}$, i.e. if $\mathfrak{h}=\mathfrak{g}$. Taking into account restrictions (8.2), this leads to the first result:

Proposition 8.1. The coset models corresponding to Lie algebra $\mathfrak{g}=\mathfrak{s u}(r+1)$, subgroups $Z \cong \mathbb{Z}_{p}$, $r+1=p q$, and arbitrary subalgebras $\mathfrak{h}$ do not have global gauge anomalies if $k \in p \mathbb{Z}$. The models with $\mathfrak{h}=\mathfrak{g}$ and with $k \notin p \mathbb{Z}$ for $p>1$ odd or $q$ even, or with $k \in 2 \mathbb{Z} \backslash p \mathbb{Z}$ for $p>2$ even and $q$ odd are anomalous.

## Example 8.1

In the case where $r=2, \tilde{G}=S U(3)$ and $\tilde{Z}=\mathbb{Z}_{3}$. The only nontrivial subgroup is $Z=\tilde{Z}$, with $p=3$ and $q=1$, so that every $k \in \mathbb{Z}$ is admissible according to (8.2). However, the coset model where $G=H=S U(3) / \mathbb{Z}_{3}$ has no anomaly if and only if $k \in 3 \mathbb{Z}$, according to Proposition 8.1. It was shown in [83] that for the anomalous level $k=1$, the coset partition function of the theory is

$$
\begin{equation*}
\mathcal{Z}^{G / G}=\frac{1}{3} \tag{8.6}
\end{equation*}
$$

which is supposed to be the dimension of the Hilbert space for a consistent two-dimensional topological field theory and then cannot take a fractional value. This confirms the inconsistency of this $G / G$ model at level one.

### 8.1.2 Case $\mathfrak{g}=B_{r}=\mathfrak{s o}(2 r+1), r \geq 2$

Lie algebra $\mathfrak{g}=B_{r}$, corresponding to the group $\tilde{G}=\operatorname{Spin}(2 r+1)$, is composed of real antisymmetric matrices of size $2 r+1$. The Cartan algebra $\mathfrak{t}_{\mathfrak{g}}$ may be taken as composed of $r$ blocks

$$
\left(\begin{array}{cc}
0 & -t_{i}  \tag{8.7}\\
t_{i} & 0
\end{array}\right)
$$

placed diagonally, with the last diagonal entry vanishing. Let $e_{i} \in \mathrm{it}_{\mathfrak{g}}$ denote the matrix corresponding to $t_{j}=\mathrm{i} \delta_{i j}$. With the normalization such that $\operatorname{tr}\left(e_{i} e_{j}\right)=\delta_{i j}$, roots of $\mathfrak{g}$ have the form $\pm e_{i} \pm e_{j}$ for $i \neq j$ and $\pm e_{i}$, and one may choose $\alpha_{i}=e_{i}-e_{i+1}$ for $i=1 \ldots r-1$ and $\alpha_{r}=e_{r}$ as the simple roots.

The center $\tilde{Z} \cong \mathbb{Z}_{2}$ is generated by $z=e^{2 \mathrm{i} \pi \theta}$ with $\theta=\lambda_{1}^{\vee}=e_{1}$, and the only nontrivial subgroup of the center is $Z=\tilde{Z}$. If we describe $M$ and $\tilde{M}$ in the Euclidean space spanned by vectors $e_{i}$, it is enough to take

$$
\begin{equation*}
M=a \theta=(a, 0, \ldots, 0), \quad \tilde{M}=\tilde{a} \theta=(\tilde{a}, 0, \ldots, 0), \quad a, \tilde{a} \in \mathbb{Z} \tag{8.8}
\end{equation*}
$$

The global gauge invariance is assured if $k \operatorname{tr}(M \tilde{M})=k a \tilde{a} \in \mathbb{Z}$ which is always the case leading to

Proposition 8.2. The coset models corresponding to Lie algebra $g=\mathfrak{s o}(2 r+1)$ and any subalgebra $\mathfrak{h}$ do not have global gauge anomalies.

### 8.1.3 $\quad$ Case $\mathfrak{g}=C_{r}=\mathfrak{s p}(2 r), r \geq 3$

Lie algebra $\mathfrak{g}=C_{r}$, corresponding to the group $\tilde{G}=S p(2 r)$, is composed of antihermitian matrices $X$ of size $2 r$ such that $\Omega X$ is symmetric, with $\Omega$ built of $r$ blocks

$$
\omega=\left(\begin{array}{cc}
0 & -1  \tag{8.9}\\
1 & 0
\end{array}\right)
$$

placed diagonally. The Cartan algebra $\mathfrak{t}_{\mathfrak{g}}$ may be taken as composed of r blocks $t_{i} \omega$ placed diagonally. Let $e_{i} \in \mathrm{it}_{\mathfrak{g}}$ denote the matrix corresponding to $t_{j}=\mathrm{i} \delta_{i j}$. With the normalization $\operatorname{tr}\left(e_{i} e_{j}\right)=2 \delta_{i j}$, roots of $\mathfrak{g}$ have the form $(1 / 2)\left( \pm e_{i} \pm e_{j}\right)$ for $i \neq j$ and $\pm e_{i}$. The simple roots may be chosen as $\alpha_{i}=(1 / 2)\left(e_{i}-e_{i+1}\right)$ for $i=1, \ldots r-1$ and $\alpha_{r}=e_{r}$.

The center $\tilde{Z} \cong \mathbb{Z}_{2}$ is generated by $z=e^{2 i \pi \theta}$ with $\theta=\lambda_{r}^{\vee}=(1 / 2) \sum_{i=1}^{r} e_{i}$, and its only nontrivial subgroup is $Z=\tilde{Z}$. We then take $M$ and $\tilde{M}$ in the Euclidean space spanned by vectors $e_{i}$ to have the form

$$
\begin{equation*}
M=a \theta=\left(\frac{a}{2}, \ldots, \frac{a}{2}\right) \quad \tilde{M}=\tilde{a} \theta=\left(\frac{\tilde{a}}{2}, \ldots, \frac{\tilde{a}}{2}\right) \quad a, \tilde{a} \in \mathbb{Z} \tag{8.10}
\end{equation*}
$$

Taking into account the normalization of tr, we obtain:

$$
\begin{equation*}
k \operatorname{tr}(M \tilde{M})=k \frac{a \tilde{a} r}{2}, \tag{8.11}
\end{equation*}
$$

ensuring the global gauge invariance if it is an integer. The admissible levels $k$ are

$$
\begin{equation*}
k \in \mathbb{Z} \quad \text { if } r \text { is even, } \quad k \in 2 \mathbb{Z} \quad \text { if } r \text { is odd, } \tag{8.12}
\end{equation*}
$$

see [59, 81], so that the above condition is always satisfied leading to
Proposition 8.3. The coset models corresponding to Lie algebra $\mathfrak{g}=\mathfrak{s p}(2 r)$ and any subalgebra $\mathfrak{h}$ do not have global gauge anomalies.

### 8.1.4 Case $\mathfrak{g}=D_{r}=\mathfrak{s o}(2 r), r \geq 4$

Lie algebra $\mathfrak{g}=D_{r}$, corresponding to the group $\tilde{G}=\operatorname{Spin}(2 r)$, is composed of real antisymmetric matrices of size $2 r$. The Cartan algebra $\mathfrak{t}_{\mathfrak{g}}$ may be taken as composed of $r$ blocks

$$
\omega=\left(\begin{array}{cc}
0 & -t_{i}  \tag{8.13}\\
t_{i} & 0
\end{array}\right)
$$

placed diagonally. Let us denote by $e_{i} \in \mathrm{it}_{\mathfrak{g}}$ the matrix corresponding to $t_{j}=\mathrm{i} \delta_{i j}$. With the normalization $\operatorname{tr}\left(e_{i} e_{j}\right)=\delta_{i j}$, roots of $\mathfrak{g}$ have the form $\pm e_{i} \pm e_{j}$ for $i \neq j$, and the simple roots may be chosen as $\alpha_{i}=e_{i}-e_{i+1}$ for $i=1 \ldots r-1$ and $\alpha_{r}=e_{r-1}+e_{r}$. The center of the group associated to $D_{r}$ depends on the parity of $r$.

Case of $r$ odd. If $r$ is odd, the center $\tilde{Z} \cong \mathbb{Z}_{4}$ is generated by $z=e^{2 i \pi \theta}$ with $\theta=\lambda_{r}^{\vee}=$ $(1 / 2) \sum_{i=1}^{r} e_{i}$. The possible nontrivial subgroups are $Z=\tilde{Z}$ and $Z \cong \mathbb{Z}_{2}$, generated by $z^{2}$. In particular, $\operatorname{Spin}(2 r) / \mathbb{Z}_{2}=S O(2 r)$. Taking the general form of $M$ and $\tilde{M}$ in the Euclidean space spanned by vectors $e_{i}$,

$$
\begin{array}{ll}
M=a \theta=\left(\frac{a}{2}, \ldots, \frac{a}{2}\right), & a \in \mathbb{Z} \text { if } Z \cong \mathbb{Z}_{4}, \\
\tilde{M}=\tilde{a} \theta=\left(\frac{\tilde{a}}{2}, \ldots, \frac{\tilde{a}}{2}\right), & a \in 2 \mathbb{Z} \text { if } Z \cong \mathbb{Z}_{2},  \tag{8.14}\\
\tilde{a} \in \mathbb{Z},
\end{array}
$$

the admissibility condition for the levels in the corresponding WZW models are:

$$
\begin{equation*}
k \in 2 \mathbb{Z} \text { if } Z \cong \mathbb{Z}_{4}, \quad \text { and } \quad k \in \mathbb{Z} \text { if } Z \cong \mathbb{Z}_{2} . \tag{8.15}
\end{equation*}
$$

The global gauge invariance is assured if the quantity

$$
\begin{equation*}
k \operatorname{tr}(M \tilde{M})=k \frac{a \tilde{a} r}{4} \tag{8.16}
\end{equation*}
$$

is an integer. The latter holds for $k \in 4 \mathbb{Z}$ if $Z \cong \mathbb{Z}_{4}$ and $k \in 2 \mathbb{Z}$ if $Z \cong \mathbb{Z}_{2}$
Comparing to to the admissibility conditions (8.15), we deduce the following
Proposition 8.4. The coset models corresponding to Lie algebra $\mathfrak{g}=\mathfrak{s o}(2 r), r$ odd, and any subalgebra $\mathfrak{h}$ do not have global gauge anomalies for

$$
\begin{equation*}
k \in 4 \mathbb{Z} \text { if } Z \cong \mathbb{Z}_{4} \quad \text { and } \quad k \in 2 \mathbb{Z} \text { if } Z \cong \mathbb{Z}_{2} \text {. } \tag{8.17}
\end{equation*}
$$

The models with $\mathfrak{h}=\mathfrak{g}$ and $k \in 2 \mathbb{Z}$ with odd $k / 2$ for $Z \cong \mathbb{Z}_{4}$ or with $k$ odd for $Z \cong \mathbb{Z}_{2}$ are anomalous.

Case of $r$ even. If $r$ is even, the center $\tilde{Z} \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$ is generated by $z_{1}=e^{2 i \pi \theta_{1}}$ with $\theta_{1}=\lambda_{r}^{\vee}=(1 / 2) \sum_{i=1}^{r} e_{i}$ and $z_{2}=e^{2 i \pi \theta_{2}}$ with $\theta_{2}=\lambda_{1}^{\vee}=e_{1}$. The possible nontrivial subgroups are given in Table 8.1. Note that this is the only case of a simple group with a non cyclic center. It turns out that the extension $\tilde{g}$ field $g$ to a surface $\tilde{\Sigma}$ with $\partial \tilde{\Sigma}=\Sigma$, used to define the WessZumino action (7.3), does not always exist in the case $G=\operatorname{Spin}(2 r) / \mathbb{Z}_{2} \times \mathbb{Z}_{2}$. The Wess-Zumino amplitudes can still be defined and computed using other techniques [59, 81] for admissible levels $k$, see below, but two nonequivalent WZW theories exist in those cases. However, the anomaly condition is the same for both of them since we focus here only on the untwisted adjoint action where $\omega=I$, but it may depend on the theory in the twisted case, see Section 8.4 and [49].

The general form of $M$ in the Euclidean space spanned by vectors $e_{i}$ is

$$
\begin{equation*}
M=a_{1} \theta_{1}+a_{2} \theta_{2}=\left(\frac{a_{1}}{2}+a_{2}, \frac{a_{1}}{2}, \ldots, \frac{a_{1}}{2}\right), \quad a_{1}, a_{2} \in \mathbb{Z} \tag{8.18}
\end{equation*}
$$

| Subgroup $Z$ | Type | Generator(s) $z_{i}$ |
| :---: | :---: | :---: |
| $\tilde{Z}$ | $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ | $z_{1}, z_{2}$ |
| $Z_{1}:=\mathbb{Z}_{2} \times\{1\}$ | $\mathbb{Z}_{2}$ | $z_{1}$ |
| $Z_{2}:=\{1\} \times \mathbb{Z}_{2}$ | $\mathbb{Z}_{2}$ | $z_{2}$ |
| $Z_{\text {diag }}$ | $\mathbb{Z}_{2}$ | $z_{1} z_{2}$ |

Table 8.1: Subgroups of $\tilde{Z}(\operatorname{Spin}(2 r)) \cong \mathbb{Z}_{2} \times \mathbb{Z}_{2}$, $r$ even, and their generators.
and similarly for $\tilde{M}$ with $\tilde{a}_{1}, \tilde{a}_{2}$. Moreover we have $a_{1}=0\left(\operatorname{resp} a_{2}=0\right)$ if $Z=Z_{2}\left(\operatorname{resp} Z=Z_{1}\right)$ and $a_{1}=a_{2}$ if $Z=Z_{\text {diag }}$. The corresponding conditions for admissible levels of the WZW model are :

$$
\begin{array}{lll}
k \in \mathbb{Z} & \text { if } & r / 2 \text { is even for any } Z \\
& & r / 2 \text { is odd for } Z=Z_{2},  \tag{8.19}\\
k \in 2 \mathbb{Z} & \text { if } \quad & r / 2 \text { is odd and } Z=\tilde{Z}, Z_{1} \text { or } Z_{\text {diag }}
\end{array}
$$

The global gauge invariance is assured if

$$
\begin{equation*}
k \operatorname{tr}(M \tilde{M})=k\left(\frac{a_{1} \tilde{a}_{1} r}{4}+\frac{a_{1} \tilde{a}_{2}}{2}+\frac{a_{2} \tilde{a}_{1}}{2}+a_{2} \tilde{a}_{2}\right) \tag{8.20}
\end{equation*}
$$

is an integer. This holds for $k \in 2 \mathbb{Z}$, whatever the subgroup considered. Comparing to the admissibility conditions (8.19), we deduce the following

Proposition 8.5. The coset models corresponding to Lie algebra $\mathfrak{g}=\mathfrak{s o}(2 r)$, $r$ even, and any subalgebra $\mathfrak{h}$ do not have global gauge anomalies if $k \in 2 \mathbb{Z}$. The models with $\mathfrak{h}=\mathfrak{g}$ and with $k$ odd for $r / 2$ even and any nontrivial $Z$, or with $k$ odd for $r / 2$ odd and $Z=Z_{2}$, are anomalous.

### 8.1.5 Case $\mathfrak{g}=\mathfrak{e}_{6}$

The imaginary part $\mathrm{it}_{\mathfrak{g}}$ of the complexification of the Cartan subalgebra $\mathfrak{t}_{\mathfrak{g}}$ of $\mathfrak{g}=\mathfrak{e}_{6}$ may be identified with the subspace of $\mathbb{R}^{7}$ orthogonal to the vector $(1, \ldots, 1,0)$, with the scalar product inherited from $\mathbb{R}^{7}$. The simple roots may be taken as $\alpha_{i}=e_{i}-e_{i+1}$ for $i=1 \ldots 5$ and $\alpha_{6}=$ $(1 / 2)\left(-e_{1}-e_{2}-e_{3}+e_{4}+e_{5}+e_{6}\right)+(1 / \sqrt{2}) e_{7}$, where $e_{i}$ are the vectors of the canonical basis of $\mathbb{R}^{7}$.

The center $\tilde{Z} \cong \mathbb{Z}_{3}$ is generated by $z=e^{2 \mathrm{i} \pi \theta}$ with $\theta=\lambda_{5}^{\vee}=(1 / 6)\left(e_{1}+e_{2}+e_{3}+e_{4}+e_{5}-\right.$ $\left.5 e_{6}\right)+(1 / \sqrt{2}) e_{7}$. The only nontrivial subgroup is $Z=\tilde{Z}$. The general form of $M$ and $\tilde{M}$ in the Euclidean space spanned by vectors $e_{i}$ is

$$
\begin{equation*}
M=a \theta=\left(\frac{a}{6}, \ldots, \frac{a}{6}, \frac{-5 a}{6}, \frac{a}{\sqrt{2}}\right), \quad a \in \mathbb{Z} \tag{8.21}
\end{equation*}
$$

and similarly for $\tilde{M}$ with $\tilde{a} \in \mathbb{Z}$. The global gauge invariance is assured if

$$
\begin{equation*}
k \operatorname{tr}(M \tilde{M})=k \frac{4 a \tilde{a}}{3} \tag{8.22}
\end{equation*}
$$

is an integer. This holds for $k \in 3 \mathbb{Z}$. Since all integer levels $k \in \mathbb{Z}$ are admissible, we deduce
Proposition 8.6. The coset models corresponding to Lie algebra $\mathfrak{g}=\mathfrak{e}_{6}$ and arbitrary subalgebra $\mathfrak{h}$ do not have global gauge anomalies if $k \in 3 \mathbb{Z}$. The models wit $Z=\mathbb{Z}_{3}, \mathfrak{h}=\mathfrak{g}$ and $k \in \mathbb{Z} \backslash 3 \mathbb{Z}$ are anomalous.

### 8.1.6 Case $\mathfrak{g}=\mathfrak{e}_{7}$

The imaginary part $\mathfrak{i t}_{\mathfrak{g}}$ of the complexification of the Cartan subalgebra $\mathfrak{t}_{\mathfrak{g}}$ of $\mathfrak{g}=\mathfrak{e}_{7}$ may be identified with the subspace of $\mathbb{R}^{8}$ orthogonal to the vector $(1, \ldots, 1)$ with the simple roots $\alpha_{i}=e_{i}-e_{i+1}$ for $i=1 \ldots 6$ and $\alpha_{7}=(1 / 2)\left(-e_{1}-e_{2}-e_{3}-e_{4}+e_{5}+e_{6}+e_{7}+e_{8}\right)$, where $e_{i}$ are the vectors of the canonical basis of $\mathbb{R}^{8}$. The center $\tilde{Z} \cong \mathbb{Z}_{2}$ is generated by $z=e^{2 i \pi \theta}$ with $\theta=\lambda_{1}^{\vee}=(1 / 4)(3,-1, \ldots,-1,3)$.

The only nontrivial subgroup is $Z=\tilde{Z}$. The general form of $M$ and $\tilde{M}$ in the Euclidean space generated by $e_{i}$ is

$$
\begin{array}{ll}
M=a \theta=\left(\frac{3 a}{4}, \frac{-a}{4}, \ldots, \frac{-a}{4}, \frac{3 a}{4}\right), & a \in \mathbb{Z}, \\
\tilde{M}=\tilde{a} \theta=\left(\frac{3 \tilde{a}}{4}, \frac{-\tilde{a}}{4}, \ldots, \frac{-\tilde{a}}{4}, \frac{\tilde{a}}{4}\right), & \tilde{a} \in \mathbb{Z} . \tag{8.23}
\end{array}
$$

The global gauge invariance is then assured if the quantity

$$
\begin{equation*}
k \operatorname{tr}(M \tilde{M})=k \frac{3 a \tilde{a}}{2} \tag{8.24}
\end{equation*}
$$

is an integer. This holds for $k \in 2 \mathbb{Z}$. The condition for admissible levels also requires in this case that $k \in 2 \mathbb{Z}$ so that we deduce:

Proposition 8.7. The coset models corresponding to Lie algebra $\mathfrak{g}=\mathfrak{e}_{7}$ and any subalgebra $\mathfrak{h}$ do not have global gauge anomalies.

### 8.1.7 Cases $\mathfrak{g}=\mathfrak{g}_{2}, \mathfrak{g}=\mathfrak{f}_{4}$ and $\mathfrak{g}=\mathfrak{e}_{8}$

The center of the simply connected groups corresponding to Lie algebras $\mathfrak{g}=\mathfrak{g}_{2}, \mathfrak{f}_{4}$ or $\mathfrak{e}_{8}$ is trivial : $\tilde{Z} \cong\{1\}$ so that there are no nontrivial subgroups $Z$ in that case and we infer:

Proposition 8.8. The coset models corresponding to Lie algebras $\mathfrak{g}=\mathfrak{g}_{2}, \mathfrak{f}_{4}$ or $\mathfrak{e}_{8}$ and any subalgebra $\mathfrak{h}$ do not have global gauge anomalies.

### 8.1.8 What remains to be done?

The exhaustive treatment of the anomaly condition for $\mathfrak{h}=\mathfrak{g}$ allows a considerable simplification for the case of strict subalgebras $\mathfrak{h} \subsetneq \mathfrak{g}$. Summarizing the results, in the case where $\mathfrak{h}=\mathfrak{g}$, the anomalous models appear only for

- $A_{r}, Z \cong \mathbb{Z}_{p}$ with $r+1=p q: k \notin p \mathbb{Z}$ for $p>1$ odd and $q$ even,
- $A_{r}, Z \cong \mathbb{Z}_{p}$ with $r+1=p q: k \in 2 \mathbb{Z} \backslash p \mathbb{Z}$ for $p>2$ even and $q$ odd,
- $D_{r}, r$ odd, $Z \cong \mathbb{Z}_{4}: k$ even with $k / 2$ odd,
- $D_{r}, r$ odd, $Z \cong \mathbb{Z}_{2}$ : $k$ odd,
- $D_{r}, r$ even, $r / 2$ even, $Z=Z_{1}, Z_{2}, Z_{\text {diag }}$ and $\tilde{Z}: k$ odd,
- $D_{r}, r$ odd, $r / 2$ odd, $Z=Z_{2}: k$ odd,
- $\mathfrak{e}_{6}, Z \cong \mathbb{Z}_{3}: k \in 3 \mathbb{Z}$.

The protection property discussed in Subsection 7.2.4 implies that the anomalous models with a strict subalgebra $\mathfrak{h} \subsetneq \mathfrak{g}$ can only appear in the cases from the above list, and all the other models are non anomalous also for a strict subalgebra. Thus we only focus on the simply laced algebra $A_{r}, D_{r}$ and $\mathfrak{e}_{6}$ in the following.

### 8.2 Regular subalgebras

In order to investigate the remaining anomalous models, we need to specify the strict subalgebra $\mathfrak{h} \subsetneq \mathfrak{g}$, that we assume to be semisimple. A classification of semisimple Lie subalgebras of simple Lie algebras was achieved by Dynkin in [55]. The most natural ones are called the regular subalgebras, defined as follows: a Lie subalgebra $\mathfrak{h}$ of an algebra $\mathfrak{g}$ is called regular if, for a choice of the Cartan subalgebra $t_{\mathfrak{g}} \subset \mathfrak{g}$ (defined up to conjugation), it's complexification is of the form

$$
\begin{equation*}
\mathfrak{h}^{\mathbb{C}}=\mathfrak{t}_{\mathfrak{h}}^{\mathbb{C}} \oplus\left(\underset{\alpha \in \Delta_{\mathfrak{h}} \subset \Delta_{\mathfrak{g}}}{\oplus} \mathbb{C} E_{\alpha}\right) \tag{8.25}
\end{equation*}
$$

where $\mathfrak{t}_{\mathfrak{h}} \subset \mathfrak{t}_{\mathfrak{g}}$ is a Cartan subalgebra of $\mathfrak{h}$. Subalgebra $\mathfrak{h}$ is semisimple if $\alpha \in \Delta_{\mathfrak{h}}$ implies that $-\alpha \in \Delta_{\mathfrak{h}}$ and if $\alpha \in \Delta_{\mathfrak{h}}$ span $\mathfrak{t}_{\mathfrak{h}}^{\mathbb{C}} . \Delta_{\mathfrak{h}}$ is then the set of roots of $\mathfrak{h}$.

Roughly speaking, a regular subalgebra $\mathfrak{h}$ is constructed by choosing some simple roots among the roots of the ambient algebra and the rest of $\mathfrak{h}$ is then obtained by the Serre construction. Consequently, there is a nice diagrammatic method to obtain all the regular semisimple subalgebras of a given simple algebra (up to conjugation), that was proposed by Dynkin in [55] and summarized in [122]. We briefly describe it here:

1. Take the Dynkin diagram of the ambient algebra $\mathfrak{g}$, and adjoin to it a node corresponding to the lowest root $\delta=-\phi$ (negative of the highest root $\phi$ ) of $\mathfrak{g}$, obtaining the extended Dynkin diagram of $\mathfrak{g}$, see the red part of Figure 7.1 in the previous chapter.
2. Remove arbitrarily one root from this diagram, in order to obtain at most $r+1$ different diagrams, which may split into orthogonal subdiagrams.
3. Reapply the first two steps to each connected subdiagram obtained above, until no new diagram appears. This way one gets all the regular subalgebras $\mathfrak{h} \subset \mathfrak{g}$ of maximal rank.
4. Remove again an arbitrarily root from each diagram, and apply the full procedure to each connected subdiagram obtained this way (including the last step).

The algorithm stops when no root can be removed, hence one will obtain all the regular subalgebras of $\mathfrak{g}$. We illustrated some steps in the case where $\mathfrak{g}=\mathfrak{e}_{6}$ in Figures 8.1 and 8.2.




Figure 8.1: Subalgebras of $\mathfrak{e}_{6}$ of maximal rank obtained by steps one and two. If one extends again one of the subdiagrams and removes one of the roots, then no new diagram appears.


Figure 8.2: Subalgebras of $\mathfrak{c}_{6}$ of rank 5 obtained by removing two roots from the initial extended diagram. Repeating the procedure to the subdiagrams generates other subalgebras of rank 5 .

### 8.2.1 Regular semisimple algebras of $\mathfrak{e}_{6}$

In this case with fixed rank $r=6$, one can establish a complete list of regular semisimple subalgebras, and we shall only need the embedding of simple roots in the ambient algebra. The element $M$ and $\tilde{M}$ will be described employing the explicit realization of the coweight and coroot lattices of $\mathfrak{e}_{6}$,

$$
P^{\vee}\left(\mathfrak{e}_{6}\right)=\left\{\begin{array}{l|l}
\left(\frac{a}{6}+q_{1}, \ldots, \frac{a}{6}+q_{6}, \frac{b}{\sqrt{2}}\right) & \begin{array}{l}
a, b, q_{1}, \ldots, q_{6} \in \mathbb{Z} \\
a+q_{1}+\ldots+q_{6}=0 \\
a+b \in 2 \mathbb{Z}
\end{array} \tag{8.26}
\end{array}\right\}
$$

and the coroot lattice $Q^{\vee}\left(\mathfrak{e}_{6}\right)$ is defined the same way but adding the condition $a \in 3 \mathbb{Z}$. Taking $M$ and $\tilde{M}$ in $P^{\vee}\left(\mathfrak{e}_{6}\right)$ with the corresponding coefficients, the quantity (8.22) becomes

$$
\begin{equation*}
k \operatorname{tr}(M \tilde{M})=k \frac{a \tilde{a}}{3}+m, \quad \text { with } m \in \mathbb{Z} \tag{8.27}
\end{equation*}
$$

Now, specifying a subalgebra $\mathfrak{h} \subset \mathfrak{e}_{6}$ and requiring that $e^{2 i \pi \tilde{M}} \in \tilde{Z} \cap \tilde{H}$, two possibilities arise: if one can show that $\tilde{a} \in 3 \mathbb{Z}$ then the previous quantity is an integer for every $k \in \mathbb{Z}$ and all the corresponding coset models are globally gauge invariant. Otherwise, if there exists an element $\tilde{M}$ such that $\tilde{a} \notin 3 \mathbb{Z}$, then we have to require $k \in 3 \mathbb{Z}$ to have a globally gauge invariant coset model, and the other coset models are anomalous.

Invoking again the protection property (see 7.2.4), and the fact that the anomaly condition is invariant under automorphisms of the ambient algebra, the problem is reduced to only few cases: we look at the anomalies for subalgebras $\mathfrak{h}$ with decreasing rank and only the ones coming from higher rank diagrams with anomalies, the other ones being protected. Moreover, if we get the same diagrams from two different paths in the algorithm, they are necessarily related by an automorphisms of $\mathfrak{g}$ and it is enough to check the no anomaly condition for one of them. Finally, since $e^{2 \mathrm{i} \pi \tilde{M}} \in \tilde{Z} \cap \tilde{H}$ if and only if $\tilde{M} \in P^{\vee}(\mathfrak{g})$ and $\tilde{M}+q^{\vee} \in \mathfrak{i}_{\mathfrak{h}} \subset \mathrm{it}_{\mathfrak{g}}$ for some $q^{\vee} \in Q^{\vee}\left(\mathfrak{e}_{6}\right)$, it is enough to check the no-anomaly condition (7.26) only for $\tilde{M} \in P^{\vee}(\mathfrak{g})$ perpendicular to the orthogonal complement $\mathrm{i}_{\mathfrak{f}} \frac{\perp}{\text { ( }}$ (which is small for high rank) of $\mathfrak{i t}_{\mathfrak{h}}$ in $\mathrm{it}_{\mathfrak{g}}$.

The explicit computation is given in Table 8.1. The subalgebras of rank 6 are not represented because we have $\mathfrak{t}_{\emptyset}^{\perp}=\emptyset$, so there is no supplementary condition for $\tilde{M}$ and there are always anomalies if $k \notin 3 \mathbb{Z}$. At lower ranks, only subalgebras of rank 5 and 4 have potential anomalies, the ones of even lower ranks being protected by a possible inclusion into non-anomalous subalgebras.

| $\mathfrak{h}$ | simple roots of $\mathfrak{h}$ | basis of $\mathrm{it} \mathrm{t}_{\mathfrak{h}}^{\perp}$ | $\tilde{M}$ |
| :---: | :---: | :---: | :---: |
| $D_{5}$ | $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{6}$ | $(1,1,1,1,1,-5,3 \sqrt{2})$ | $\tilde{a} \in 3 \mathbb{Z}$ |
| $A_{3} \oplus 2 A_{1}$ | $\alpha_{1}, \alpha_{2}, \alpha_{3} \oplus \delta \oplus \alpha_{5}$ | $(1,1,1,1,-2,-2,0)$ | $\tilde{a} \in 3 \mathbb{Z}$ |
| $A_{4} \oplus A_{1}$ | $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} \oplus \delta$ | $(1,1,1,1,1,-5,0)$ | $\tilde{a} \in 3 \mathbb{Z}$ |
| $A_{5}$ | $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \alpha_{5}$ | $(0,0,0,0,0,0,1)$ | $\tilde{a} \in 2 \mathbb{Z}$ |
| $2 A_{2} \oplus A_{1}$ | $\alpha_{1}, \alpha_{2} \oplus \alpha_{4}, \alpha_{5} \oplus \alpha_{6}$ | $(1,1,1,-1,-1,-1,3 \sqrt{2})$ | $\tilde{a} \in \mathbb{Z}$ |
| $2 A_{2}$ | $\alpha_{1}, \alpha_{2} \oplus \alpha_{4}, \alpha_{5}$ | $(1,1,1,-1,-1,-1,0)$ | $\tilde{a} \in 2 \mathbb{Z}$ |
|  |  | $(0,0,0,0,0,0,1)$ |  |

Table 8.1: $\mathrm{it}_{\frac{1}{\mathrm{~h}}}$ for the regular subalgebras of $\mathfrak{e}_{6}$ of rank 5 and 4 and consequences for $\tilde{a}$; the simple roots $\alpha_{i}$ of $\mathfrak{e}_{6}$ and its lowest root $\delta$ are used to generate the regular subalgebras [122].

We are thus able to state
Proposition 8.9. The coset models built with Lie algebra $\mathfrak{g}=\mathfrak{e}_{6}$ and any regular subalgebra $\mathfrak{h}$ do not have global gauge anomalies for every $k \in \mathbb{Z}$, except for the cases $\mathfrak{h}=\mathfrak{e}_{6}, A_{5} \oplus A_{1}, 3 A_{2}$, of rank $6, A_{5}, 2 A_{2} \oplus A_{1}$, of rank 5, and $2 A_{2}$ of rank 4, where the only globally gauge invariant models are those with $k \in 3 \mathbb{Z}$.

### 8.2.2 Regular semisimple subalgebras of $A_{r}$ and $D_{r}$

The semisimple regular subalgebras of $A_{r}$ are given in [55] (Chapter II, Table 9) and have the form:

$$
\begin{equation*}
\mathfrak{h}=A_{r_{1}} \oplus \ldots \oplus A_{r_{m}}, \quad r_{1}+1+\ldots+r_{m}+1 \leq r+1 \tag{8.28}
\end{equation*}
$$

that can be easily seen from the extended diagram of $A_{r}$ (see Figure 7.1) and the previous algorithm. The embedding of $\mathfrak{h}$ in $\mathfrak{g}$ realizing the ideals $A_{r_{i}}$ as diagonal blocks in the matrices of $A_{r}$ is unique up to an inner automorphism of $A_{r}$. Taking $M$ and $\tilde{M}$ as given in Equations (8.3) and (8.4) we must require that $\tilde{M}+q^{\vee} \in \mathrm{it}_{\mathfrak{h}}$, for some $q^{\vee} \in Q^{\vee}\left(A_{r}\right)$. Looking block by block, we obtain the restrictions requiring that

$$
\begin{equation*}
\frac{\tilde{a}\left(r_{i}+1\right)}{r+1} \in \mathbb{Z} \quad \forall i=1, \ldots, m \quad \text { and } \quad \frac{\tilde{a}}{r+1} \in \mathbb{Z} \tag{8.29}
\end{equation*}
$$

if the inequality in (8.28) is strict. The latter condition implies that (8.5) holds eliminating possible global gauge anomalies. We may then limit ourselves to the case when the inequality in (8.28) is saturated. A careful study of the consistency of all these conditions, together with the ones given by (8.2) for the admissible levels, whose details we skip here, leads to the following result [49]:

Proposition 8.10. The coset models built with Lie algebra $\mathfrak{g}=A_{r}$, subgroup $Z \cong \mathbb{Z}_{p}$ for $(r+1)=$ $p q$ and any regular subalgebra $\mathfrak{h}=A_{r_{1}} \oplus \ldots \oplus A_{r_{m}}$ do not have global gauge anomalies for

- $r_{1}+1+\ldots r_{m}+1<r+1 \quad k \in\left\{\begin{array}{l}2 \mathbb{Z} \text { if } p \text { even and } q \text { odd, }, \\ \mathbb{Z} \text { otherwise }\end{array}\right.$,
- $r_{1}+1+\ldots r_{m}+1=r+1 \quad k \in\left\{\begin{array}{l}\frac{l}{q \wedge l} \mathbb{Z} \cap 2 \mathbb{Z} \text { if } p \text { even and } q \text { odd, }, \\ \frac{l}{q \wedge l} \mathbb{Z} \text { otherwise }\end{array}\right.$,
where $l=\left(r_{1}+1\right) \wedge \ldots \wedge\left(r_{m}+1\right)$. The other models with admissible levels are anomalous.


## Example 8.2

$\mathfrak{g}=A_{4}=\mathfrak{s u}(5)$ : the center $\tilde{Z} \cong \mathbb{Z}_{5}$ of the corresponding group has only one nontrivial subgroup, $Z=\tilde{Z}$, so with $p=5$ odd and $q=1$ odd in the previous notations. The admissible levels are $k \in \mathbb{Z}$, according to (8.2).

Following Proposition 8.1, the regular subalgebra $\mathfrak{h}=\mathfrak{g}$ leads to the condition $k \in 5 \mathbb{Z}$ for non-anomalous models. Then, applying the last proposition above, the cases

$$
\begin{equation*}
\mathfrak{h}=A_{1}, A_{1} \oplus A_{1} \equiv 2 A_{1}, A_{2} \text { and } A_{3} \tag{8.30}
\end{equation*}
$$

lead to non-anomalous models for every $k \in \mathbb{Z}$, because here we have $r_{1}+1+\ldots r_{m}+1<$ $r+1=5$. For

$$
\begin{equation*}
\mathfrak{h}=A_{2} \oplus A_{1} \tag{8.31}
\end{equation*}
$$

we have an equality. However, $l=\left(r_{1}+1\right) \wedge\left(r_{2}+1\right)=3 \wedge 2=1$, so $l /(l \wedge q)=1$ and the model has no anomalies for every $k \in \mathbb{Z}$. Consequently, the only anomalous models corresponding to $\mathfrak{g}=A_{4}$ and $\mathfrak{h}$ regular are those with $\mathfrak{h}=\mathfrak{g}, Z=\tilde{Z}$ and $k \in \mathbb{Z} \backslash 5 \mathbb{Z}$.

We see from the previous proposition that the nonanomalous models can be completely classified but that the conditions involve several cases that become somewhat complicated. Hence from now we shall not attempt to provide an exhaustive description of the classification since the
results are rather awkward to express. In the case of $D_{r}$, the semisimple regular subalgebras of $D_{r}$ are given in [55] (Chapter II, Table 9) and have the form:

$$
\begin{equation*}
\mathfrak{h}=A_{r_{1}} \oplus \ldots \oplus A_{r_{m}} \oplus D_{s_{1}} \oplus \ldots \oplus D_{s_{n}} \tag{8.32}
\end{equation*}
$$

where $r_{1}+1+\ldots+r_{m}+1+s_{1}+\ldots s_{n} \leq r$. The same work can be done that for $A_{r}$, however we have to distinguish the case where $r$ is odd or even as in the case $\mathfrak{h}=\mathfrak{g}$, and the possible subalgebras will be different. Moreover it happens in that case that $\mathfrak{h}$ may have different nonequivalent embeddings in $\mathfrak{g}$ that we have to be distinguished. One ends up with a full list of anomalous models taking into account all the different cases that appear. The result can be found in [49].

Since the other algebras lead to nonanomalous models already for $\mathfrak{h}=\mathfrak{g}$, this completes the classification for the semisimple regular subalgebras.

### 8.3 Nonregular subalgebras

The regular subalgebras are not the only possible Lie subalgebras for a given ambient Lie algebra. We can use them, however, to classify all the remaining ones. Let $\mathfrak{h}$ be a semisimple subalgebra of $\mathfrak{g}$, and consider

$$
\begin{equation*}
\mathcal{R}(\mathfrak{h})=\min _{\mathfrak{m}}\{\mathfrak{m} \subset \mathfrak{g} \quad \mid \mathfrak{h} \subset \mathfrak{m} \subset \mathfrak{g} \text { and } \mathfrak{m} \text { regular }\} \tag{8.33}
\end{equation*}
$$

i.e. a minimal regular subalgebra of $\mathfrak{g}$ containing $\mathfrak{h}$ (up to conjugation). If $\mathcal{R}(\mathfrak{h})=\mathfrak{g}$, then $\mathfrak{h}$ is called an S-subalgebra. Otherwise, it is called an R-subalgebra, and consequently $\mathfrak{h}$ is an S-subalgebra of $\mathcal{R}(\mathfrak{h})$.

For the exceptional simple algebras, the classification of R- and S-subalgebras has been achieved by Dynkin in [55]. The case of other simple algebras was discussed in [54] with less explicit results. Contrary to the regular subalgebras, where the embedding was obvious through the identification of the simple roots of $\mathfrak{h}$ among those of $\mathfrak{g}$, the nonregular subalgebras are, by definition, embedded in a different way. In this case we need to know the embedding

$$
\begin{equation*}
\iota: \mathfrak{h} \rightarrow \mathfrak{g} . \tag{8.34}
\end{equation*}
$$

Recall the compatibility condition for $\tilde{M}$ in the anomaly problem

$$
\begin{equation*}
e^{2 \mathrm{i} \pi \tilde{M}} \in \tilde{H} \cap \tilde{Z} \subseteq \mathcal{Z}(\tilde{H}), \tag{8.35}
\end{equation*}
$$

where $\mathcal{Z}(\tilde{H})$ is generated by exponentiation of one (eventually two if it is not cyclic) coweight $\lambda^{\vee} \in \mathfrak{h}$. Since $\exp 2 \mathrm{i} \pi \tilde{M}$ also belongs to $\tilde{Z}$ the center of $\tilde{G}$, then the anomaly condition

$$
\begin{equation*}
k \operatorname{tr} M \tilde{M} \in \mathbb{Z} \tag{8.36}
\end{equation*}
$$

must be checked for $\tilde{M}$ that is proportional to $\lambda^{\vee}$ and also belongs to the coweight lattice $P^{\vee}(\mathfrak{g})$ of the ambient algebra. Consequently three possibilities occur

1. If $\iota\left(\lambda^{\vee}\right) \notin P^{\vee}(\mathfrak{g})$ then $\tilde{Z} \cap \tilde{H}=\{1\}$ and $\tilde{M}$ is a coroot of $\mathfrak{g}$, so the quantity (8.36) is always an integer and there are no anomalies for this model.
2. If $\iota\left(\lambda^{\vee}\right) \in Q^{\vee}(\mathfrak{g})$ then $\tilde{M}$ is still only a coroot of $\mathfrak{g}$, and there are no anomalies too.
3. If $\iota\left(\lambda^{\vee}\right) \in P^{\vee}(\mathfrak{g}) \backslash Q^{\vee}(\mathfrak{g})$ then anomalies are possible and we have to check that the quantity (8.36) is an integer for $\tilde{M}=\iota\left(\lambda^{\vee}\right)$.

Thus the classification is reduced to the knowledge of such explicit embedding. It is then possible to compute the anomalous model for all the nonregular subalgebra of $\mathfrak{e}_{6}$. For $A_{r}$ and $D_{r}$ the nonregular subalgebras can be constructed for a given fixed rank $r=r_{0}$ (this was actually done in [122] up to rank 6) but there is no general formula for any $r$ such as in the regular case. In the following, we sum up the exhaustive results obtained for $\mathfrak{e}_{6}$ and discuss the other cases on a small rank example.

### 8.3.1 Nonregular subalgebras of $\mathfrak{e}_{6}$

The semi-simple S-subalgebras of $\mathfrak{e}_{6}$ (simple and semisimple) are given in Figure 8.1 with their inclusion relations and the explicit embedding is given in [55]. Applying the previous reasoning to each of them leads to only one anomalous case : $\mathfrak{h}=\mathfrak{g}_{2} \oplus A_{2}$ for $k \in \mathbb{Z} \backslash 3 \mathbb{Z}$, and all the other cases have no anomalies.


Figure 8.1: Simple and semisimple $S$-subalgebra of $\mathfrak{e}_{6}$ and their inclusion relations.
There exist a lot of semisimple R-subalgebras of $\mathfrak{e}_{6}$, but again we use the protection property: since $\mathfrak{h} \subset \mathcal{R}(\mathfrak{h})$, anomalies can only occur when $\mathcal{R}(h)$ corresponds to an anomalous case. This has been already treated previously since $\mathcal{R}(\mathfrak{h})$ is regular, hence only a few cases survive, namely $\mathcal{R}(\mathfrak{h})=2 A_{2}, 3 A_{2}, A_{5}$. Moreover such algebras can be seen as $S$-subalgebras in $\mathcal{R}(\mathfrak{h})$ instead of $R$-subalgebras in $\mathfrak{e}_{6}$. The embedding can be found in [122, 125] since $S$-subalgebras of classical algebras of small rank have been classified. All the computations can be found in [49]. They led to several anomalous cases that we do not list here. We just point to one the particular case where $\mathfrak{h}=A_{2}$ and $\mathcal{R}(\mathfrak{h})=A_{2} \oplus A_{2}$ and where two nonequivalent embedding appear. Denoting by $\tilde{\alpha}_{1}^{\vee}$ and $\tilde{\alpha}_{2}^{V}$ the simple coroots of $A_{2}$, we have

$$
\begin{array}{ll}
\iota_{1}\left(\tilde{\alpha}_{1}^{\vee}\right)=\alpha_{1}^{\vee}+\alpha_{5}^{\vee} & \iota_{2}\left(\tilde{\alpha}_{1}^{\vee}\right)=\alpha_{1}^{\vee}+\alpha_{4}^{\vee} \\
\iota_{1}\left(\tilde{\alpha}_{2}^{\vee}\right)=\alpha_{2}^{\vee}+\alpha_{4}^{\vee} & \iota_{2}\left(\tilde{\alpha}_{2}^{\vee}\right)=\alpha_{2}^{\vee}+\alpha_{5}^{\vee} \tag{8.38}
\end{array}
$$

where we have exchanged $\alpha_{4}^{\vee}$ and $\alpha_{5}^{\vee}$. The other possible exchanges are equivalent to $\iota_{1}$ or $\iota_{2}$ [125]. It turns out that the embedding $\iota_{1}$ leads to nonanomalous model for any $k \in \mathbb{Z}$ whereas $\iota_{2}$ gives an anomalous models for $k \in \mathbb{Z} \backslash 3 \mathbb{Z}$. This concludes our description of the anomaly problem for $\mathfrak{g}=\mathfrak{e}_{6}$, where a complete classification has been obtained for arbitrary semisimple subalgebras $\mathfrak{h} \subset \mathfrak{e}_{6}$ [49].

### 8.3.2 Nonregular subalgebras of $A_{r}$ and $D_{r}$

The same work can be done for $A_{r}$ or $D_{r}$, but only at a fixed rank: there is no general theorem giving all the nonregular subalgebras for any rank $r$, but such subalgebras may still be constructed when considering specific cases of low rank. This was done in [122] for semisimple subalgebras of simple algebras up to rank 6 , and there is no technical difficulty to go further. Consequently the classification is reduced to the same problem: no theorem can be given for the anomalous models of any rank $r$, however the method works if we consider specific algebras.

## Example 8.3

$\mathfrak{g}=A_{4}:$ The coroot lattice is given by

$$
\begin{equation*}
P^{\vee}\left(A_{4}\right)=\left\{\left.\left(\frac{a}{5}+q_{1}, \ldots, \frac{a}{5}+q_{4},-\frac{4 a}{5}-q_{1}-\cdots-q_{4}\right) \right\rvert\, a, q_{1}, \ldots q_{4} \in \mathbb{Z}\right\} \tag{8.39}
\end{equation*}
$$

and the coweight lattice $Q^{\vee}\left(A_{4}\right)$ is given by the same formula but with $a=0$. According to [122], $A_{4}$ admits two $S$-subalgebras which are simple : $A_{1}$ and $B_{2}$. For $\mathfrak{h}=A_{1}$, the embedding
of the generating element $\lambda^{\vee}$ of the center of the corresponding group is given by

$$
\begin{equation*}
\iota\left(\lambda^{\vee}\right)=(2,1,0,-1,-2) \in Q^{\vee}\left(A_{4}\right) \tag{8.40}
\end{equation*}
$$

so the quantity $k \operatorname{tr}(M \tilde{M})$ will be integral for every $k \in \mathbb{Z}$ and there will be no anomaly for this model. For $\mathfrak{h}=B_{2}$, one have

$$
\begin{equation*}
\iota\left(\lambda^{\vee}\right)=(1,0,0,0,-1) \in Q^{\vee}\left(A_{4}\right) \tag{8.41}
\end{equation*}
$$

which leads to the same conclusion. Recall from our previous discussion that all regular subalgebras of $A_{4}$ (except $A_{4}$ itself) lead to non-anomalous models. We immediately conclude that all the $S$-subalgebras of $A_{4}$ are protected by their regular $\mathcal{R}(\mathfrak{h})$, so there is also no anomaly for these models. Finally, the only anomalous models corresponding to $\mathfrak{g}=A_{4}$ and an arbitrary semisimple subalgebra $\mathfrak{h}$ are those with $\mathfrak{h}=\mathfrak{g}, Z=\tilde{Z} \cong Z_{5}$ and $k \in \mathbb{Z} \backslash 5 \mathbb{Z}$.

### 8.4 Twisted case

The twisted adjoint action (7.7) can also be gauged for $\omega$ an automorphism of $\mathfrak{g}$. By the minimal coupling on the sigma model term $S_{0}$ and adding an appropriate coupling term to $S_{\mathrm{WZ}}$, we obtain the gauged action functional. The gauge transformations are described by the maps

$$
\begin{equation*}
h: \Sigma \rightarrow \tilde{H} /\left(\tilde{Z}^{\omega} \cap \tilde{H}\right), \quad \text { where } \quad \tilde{Z}^{\omega}=\left\{z \in \tilde{Z} \quad \mid \quad z \omega(z)^{-1} \in Z\right\} \tag{8.42}
\end{equation*}
$$

is the subgroups of elements in $\tilde{Z}$ that acts trivially on $G$. The gauged action is invariant under the local gauge transformations homotopic to unity, but the global gauge invariance requires (7.13) to be satisfied with

$$
\begin{equation*}
\alpha(h, g)=\frac{k}{4 \pi} \int_{\Sigma} \operatorname{tr}\left(g^{-1} \mathrm{~d} g \wedge \omega\left(h^{-1} \mathrm{~d} h\right)+(\mathrm{d} g) g^{-1} \wedge h^{-1} \mathrm{~d} h+g^{-1}\left(h^{-1} \mathrm{~d} h\right) g \wedge \omega\left(h^{-1} \mathrm{~d} h\right)\right) \tag{8.43}
\end{equation*}
$$

As in the previous chapter, the problem can be reduced to the torus $\Sigma=S^{1} \times S^{1}$ and $g$ and $h$ as in (7.23) with

$$
\begin{equation*}
\tilde{z} \equiv \mathrm{e}^{2 \pi \mathrm{i} \tilde{M}} \in \tilde{H} \cap Z^{\omega} \quad \text { and } \quad z \equiv \mathrm{e}^{2 \pi \mathrm{i} M} \in Z \tag{8.44}
\end{equation*}
$$

In particular $M$ and $\tilde{M}$ also belongs to the coweight lattice $P^{\vee}(\mathfrak{g})$ of the ambient algebra. The no anomaly condition (7.25) becomes in that case

$$
\begin{equation*}
c\left(\tilde{z} \omega(\tilde{z})^{-1}, z\right) \exp [-2 \pi \mathrm{i} k \operatorname{tr}(M \omega(\tilde{M})]=1 \tag{8.45}
\end{equation*}
$$

where $c: Z^{2} \rightarrow U(1)$ is a $k$-dependent bihomomorphism whose explicit form can be extracted from Appendix 2 of [59]. If $\omega$ is an inner automorphism then the twisted adjoint action may be reduced to the untwisted one by conjugating it with a right translation on $G$ that is a rigid symmetry of the theory. Hence we consider only outer automorphism, modulo the inner one. Such classes are generated by automorphisms that preserve the set of simple roots of $\mathfrak{g}$, inducing a symmetry of the Dynkin diagram. Looking at Figure 7.1 (non-extended part only), we see that only the Dynkin diagrams of $A_{r}, D_{r}$ and $\mathfrak{e}_{6}$ have symmetries, so that nontrivial twisted models appear only in such cases. The diagram symmetry group is always $\mathbb{Z}_{2}$, so that there is only one nontrivial twisted model, except for $D_{4}$ where the symmetry group becomes the permutation group $S_{3}$, see Figure 8.1

As in the untwisted case we take $M$ and $\tilde{M}$ in the coweight lattice of $\mathfrak{g}$, restrict them in order to satisfy (8.44) and compute the quantity (8.45) first in the case where $\mathfrak{h}=\mathfrak{g}$. It turns out that the twisted coset models with $A_{r}$ and $\mathfrak{e}_{6}$ have no anomalies in that case and consequently for any

$A_{r}$

$D_{r}$



Figure 8.1: Nontrivial symmetry group of the Dynkin diagrams: always $\mathbb{Z}_{2}$ except for the case of $D_{4}$ where it is $S_{3}$.
subalgebra $\mathfrak{h}$. Anomalies appear only for $\mathfrak{g}=D_{r}$ where a lot of cases must be distinguished. We sum up the results and refer to [49] for the details.

First for $r$ odd, the anomalies are absent for twisted models for any subalgebra $\mathfrak{h}$. Then for $r>4$ even, anomalies appear for $\mathfrak{h}=\mathfrak{g}$, depending on the subgroup $Z$ considered. Moreover if $Z=\tilde{Z}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, two nonequivalent WZW theories exist and the no-anomaly condition (8.45) explicitly depends on the choice of a particular one through bihomomorphism $c$. It turns out that one of the theories leads to anomalous models whereas the other one does not. The case where $r=4$ is particular since the diagram has the $S_{3}$ permutation group symmetry so that there are many different twisted models. Some models are anomalous and some other are not, and the nonequivalent WZW theories are also different with respect to the anomaly condition. Finally, a complete classification of the remaining anomalous models is done for $\mathfrak{g}=D_{r}$ and $\mathfrak{h}$ any regular subalgebra, with the same arguments that the ones used in the untwisted case.

### 8.5 Conclusions

Global gauge anomalies appear in the context of coset models built as gauged Wess-ZuminoWitten models and correspond to a symmetry breaking under large gauge transformations that are not homotopic to unity. They may occur only in models with non simply connected target groups and arise as forbidden values for the level $k$ that lead to inconsistent theories. The work described in this part of the thesis led to the classification of those forbidden levels for a coset model $G / H$, based on the classification of simple Lie algebras for $\mathfrak{g}$ and their semisimple Lie subalgebra $\mathfrak{h}$. The classification obtained in the end was almost exhaustive: we obtained the explicit conditions for the absence of global gauge anomalies for any semisimple Lie algebra of any simple Lie algebra, except in the case of classical Lie algebras $A_{r}$ and $D_{r}$, where the subalgebras were restricted to the regular case, except for low ranks. The anomalies appear only for $A_{r}, D_{r}$ and $\mathfrak{e}_{6}$ in the untwisted case, and only for $D_{r}$ in the twisted one.

There are several possible directions to generalize the global gauge anomalies to other systems. The first one would be to consider a different group target. Here we completely omitted the Abelian ideals since we focused on simple Lie algebras, but a particular symmetry called T-duality appears for WZW models with Abelian torus as group target, and the study of global gauge anomaly for T-dual models should be an interesting direction. Another natural generalization would be to study such anomaly for supersymmetric coset models. On the other hand one can also consider a more general worldsheet than a closed one. For example the global gauge anomalies for a worldsheet with a class of defects were already investigated in detail in [84]. The case of a worldsheets with boundaries was not treated in the complete generality, however, but the next part of the present manuscript may be seen as providing a particular example of a boundary gauge anomaly in the context of topological insulators.

## Part III

## Topological insulators with time reversal invariance

## Chapter 9

## Topological insulators

Topological insulators are, as quantum wires, devices where theory and experiment meet very nicely. Their main property is, that although insulators in the bulk, they support massless modes localized at the boundary that carry currents topologically protected against disorder or sufficiently weak perturbations. In this chapter we review the well-known facts about topological insulators, introducing step by step the different notions needed in the next chapters to define a geometric invariant for the time-reversal invariant two dimensional insulators.

### 9.1 Chern insulators

### 9.1.1 The quantum Hall effect

A century after the classical experiment of Hall, exhibiting the so-called Hall effect, von Klitzing and collaborators observed its quantum version: at very low temperature the Hall conductivity is quantized as an integer multiple of a universal constant [109]. This is the integer quantum Hall effect.



Figure 9.1: Schematic representation of the quantum Hall effect experiment and the corresponding observations. The Hall conductivity is quantized in plateaux instead of the linear classical effect (dashed line).

Consider a two-dimensional conductor placed in an intense transverse magnetic field $\vec{B}$, see Figure 9.1, and apply an electric field $\vec{E}$ in the plane of the conductor via a difference of potential $V_{H}$. Because of the Lorentz force, the electrons move then in the direction perpendicular to $\vec{E}$, and the corresponding current $I$ can be measured. It was observed that the corresponding Hall conductance is quantized

$$
\begin{equation*}
\sigma_{H} \equiv \frac{I}{V_{H}}=\frac{e^{2}}{h} n \quad \text { with } \quad n \in \mathbb{Z}, \tag{9.1}
\end{equation*}
$$

where $e$ is the electron charge and $h$ is Planck's constant. On Figure 9.1 is plotted the evolution of $\sigma_{H}$ with respect to the filling factor $\nu=h \rho \delta / B e$, where the product $\rho \delta$ is the carrier density per unit area. Instead of being proportional to it, as in the classical regime, $\sigma_{H}$ increase by plateaux, and its value is an integer multiple of the universal constant $e^{2} / h \equiv 1 / R_{H}$. Historically the motivation was to propose a very accurate measurement of the Hall resistance $R_{H}$, and it became the new standard of resistance in 1990 [161]. The theoretical understanding of such plateaux started the study of topological insulators.

Considering a gas of free electrons in a circular geometry with transverse magnetic field, Laughlin interpreted the quantization of the Hall conductance as a consequence of gauge invariance [117]: the consistence of wave functions along loops is ensured only for quantized vector potential, leading to relation (9.1). On the other hand, Thouless, Kohmoto, Nightingale and den Nijs proposed a model of free electrons on a lattice in a tight binding approximation with a transverse magnetic field [163]. Using the Kubo formula from linear response theory, they showed that the transverse conductivity (the local current response to an electric field) was quantized as in (9.1). Moreover such conductivity was related to a geometrical quantity associated to the projector on all the states below the Fermi level, the Chern number. On top of that Avron, Seiler and Simon showed in [9] that the quantum number obtained this way was the same for two homotopic systems, where one Hamiltonian could be deformed continuously to the other one. As long as the gap does not close, the conductivity is the same, leading to the idea of a topological number associated to the system.

Besides, it was argued in all those works that such topological invariant should persist in presence of perturbations such as interactions or disorder, since they only induce small deformations of the system. In the quantum Hall case, it turns out that disorder is actually necessary to define a fully rigorous mathematical invariant. This was done by Bellissard, van Elst and Schulz-Baldes in [15] in the context of noncommutative geometry.

### 9.1.2 Band insulators

Leaving the quantum Hall system that is somewhat specific, we now consider electrons on a $d$ dimensional crystal in a tight-binding approach. Neglecting interactions, the system is described by a one-particle Hamiltonian $H$, acting on a Hilbert space $\mathcal{H}$. Assume the invariance under crystalline lattice translations in all directions. The Bloch theorem states for such a system that the eigenstates of $H$ are wave functions indexed by the quasi-momenta $k[27,71]$. Nonequivalent $k$ are restricted to the first Brillouin zone of the lattice, which has the topology of a $d$-dimensional torus $\mathbb{T}^{d}$ since quasi-momenta are defined up to vectors in the reciprocal lattice. Hence we have

$$
\begin{equation*}
\mathcal{H}=\int_{k \in \mathbb{T}^{d}}^{\oplus} \mathcal{H}_{k}, \quad \text { with } \quad \mathcal{H}_{k} \cong \mathbb{C}^{N} \tag{9.2}
\end{equation*}
$$

where $N$ counts the internal degrees of freedom of the electrons such as spin, orbitals or nonequivalent lattice sites. Hamiltonian $H$ is partially diagonalized by such decomposition acting for each $k$ as a Bloch Hamiltonian $H(k)$ in $\mathcal{H}_{k}$ so that

$$
\begin{equation*}
H(k) \psi_{\alpha}(k)=E_{\alpha}(k) \psi_{\alpha}(k) \quad \text { for } \quad k \in \mathbb{T}^{d} \quad \text { and } \quad \alpha=1, \ldots, N \tag{9.3}
\end{equation*}
$$

As $k$ goes along the Brillouin torus, real eigenvalues $E_{\alpha}(k)$ describe the so-called energy bands, see Figure 9.2, that in the ground state of the $2^{\text {nd }}$ quantized theory, are progressively filled with available electrons in virtue of Pauli principle, in a way that minimizes the total energy. The crystal is called an insulator when there exists a gap separating the empty bands from the ones containing the filled states, called the valence bands. When the chemical potential lies in the gap, no electronic state is accessible to a small perturbation such as electric field and hence there is no


Figure 9.2: Typical dispersion relation over the Brillouin zone $\mathbb{T}^{d}$ for an insulator. Conduction (red) and valence (blue) band are separated by a gap such that there is no accessible state to ensure conduction. A well defined gap is necessary for the defintion of the topological invariants in the following.
current in that case. In the absence of such a gap, i.e. when the chemical potential cuts across the bands, the current can flow and the system is a conductor.

The eigenstates $\psi_{\alpha}(k)$ describe for each $k$ a basis of $\mathcal{H}_{k}$. It turns out that one can always choose a family of bases $\left(\psi_{\alpha}(k)\right)$ of $\mathcal{H}_{k}$ (but not necessarily composed of eigenstates of $H(k)$ ) in a continuous way globally over $\mathbb{T}^{d}$, or, saying differently, the full Hilbert space may be viewed as a trivial fiber bundle over the Brillouin torus [158, 136], namely

$$
\begin{equation*}
\mathcal{H} \cong \mathbb{T}^{d} \times \mathbb{C}^{N} \tag{9.4}
\end{equation*}
$$

However, in the case of an insulator the valence bands are well defined and describe its ground state properties since they contain all the filled single particle eigenstates. The nontrivial topology of the system is actually encoded in the valence bundle: the fiber bundle ${ }^{1}$ over the Brillouin torus $\mathbb{T}^{d}$ with fiber generated by the eigenstates of the valence bands only. Nontriviality of such a bundle would mean that we cannot choose a family of bases of such subspaces of $\mathcal{H}_{k}$ in a continuous way over the whole of $\mathbb{T}^{d}$. In that case, the original system could not be deformed continuously to a one with a trivial valence bundle without closing the gap.

### 9.1.3 Chern number

Consider two-dimensional systems for a while, $d=2$. The valence bundle can be seen as a subbundle of the trivial one (9.4) obtained by applying a family $P(k)$ for $k \in \mathbb{T}^{d}$ of orthogonal projectors in $\mathbb{C}^{N}$ on the the subspaces of states spanned by the valence bands eigenstates.

In the theory of vector bundles over 2-dimensional compact spaces, (the torus $\mathbb{T}^{2}$ in our case), the simplest invariant associated to topological properties is the first Chern number $C_{1}$ [132]. There are several ways to compute it, but in the case of a projected subbundle of a trivial bundle, the formula reads

$$
\begin{equation*}
C_{1}=\frac{\mathrm{i}}{2 \pi} \int_{\mathbb{T}^{2}} \operatorname{tr}(P \mathrm{~d} P \wedge \mathrm{~d} P) \tag{9.5}
\end{equation*}
$$

This integer is a topological invariant and will be the same for two homotopic systems, but different for those that cannot be deformed continuously one to the other without closing the gap. This way $C_{1}$ captures a ground state property of an insulator that is related to its nontrivial topology.

The Chern number can also be interpreted in terms of the so called Berry connection. The valence bundle is described by local sections $\psi_{\alpha}(k)$ up to a unitary transformations $U \in U(M)$

[^9]where $M$ is the dimension of the valence fiber. Such freedom can be interpreted as gauge invariance, and is associated to a nontrivial connection, called Berry connection. The Chern number (9.5) is actually nothing but the integral of the corresponding Berry curvature over the Brillouin zone, given here by the 2 -form $\mathrm{i} \operatorname{tr}(P \mathrm{~d} P \wedge \mathrm{~d} P)$ over $\mathbb{T}^{2}$. For $M=1$ such gauge invariance is just a $U(1)$ phase (the Berry phase), and a non vanishing Chern number corresponds to an obstruction in defining a global phase reference for the wave function $\psi_{1}$ over $\mathbb{T}^{2}$.

## Example 9.1

The Haldane model:
It was realized by Haldane in [92] that for two-dimensional insulators a magnetic field was not necessary to produce models with non zero Chern numbers, but only the breaking of time-reversal symmetry. He then proposed a model of free spinless electrons on a honeycomb lattice with a local magnetic flux but a vanishing global magnetic field. The Hamiltonian consist in first and second nearest-neighbor hopping

$$
\begin{equation*}
H=t_{1} \sum_{<i, j>}\langle i \mid j\rangle+t_{2} \mathrm{e}^{\mathrm{i} \phi} \sum_{\ll i, j \gg}\langle i \mid j\rangle+M\left(\sum_{i \in A}\langle i \mid i\rangle-\sum_{j \in B}\langle j \mid j\rangle\right) \tag{9.6}
\end{equation*}
$$

with hopping coefficients $t_{1}$ and $t_{2}$, and mass term $M$ distinguishing the sites $A, B$ of the bipartite triangular lattice. The Aharonov-Bohm phase $\phi$ acquired during second nearestneighbor hopping corresponds to a local magnetic flux in a well chosen gauge. A possible choice for the corresponding flux is given in figure below (taken from [70], $\varphi=\phi / 2$ ). This way the time-reversal symmetry is broken but the net magnetic flux per unit cell is zero. It is then possible to compute the Bloch Hamiltonians and the corresponding Chern number [92], the phase diagram is plotted in the figure below and presents three different phases with Chern number 0,1 and -1 . On the solid lines between the different phases, the gap of the system is explicitly closing, allowing for a continuous deformation from one class to another.


Because of the absence of a global transverse magnetic field, such system was associated to an anomalous quantum Hall effect and its experimental realization was recently achieved [46]. Finally it can be shown [92, 22] that in this model

$$
\begin{equation*}
\sigma_{x y} \equiv \frac{\partial j_{x}}{\partial E_{y}}=\frac{e^{2}}{h} C_{1} \tag{9.7}
\end{equation*}
$$

which is a version of relation (9.1).

### 9.1.4 Bulk-edge correspondence

Above, we spoke about quantized conductivity for insulators, i.e. for non-conducting systems, which might seem somewhat paradoxical. The paradox is solved by considering the boundaries of
the system. The Kubo formula allows to relate the Chern number with the transverse conductivity of the system. This quantity gives the linear-response current to an electric field. Both quantities are associated to the bulk properties of the system. In experiments, however, the insulators have finite size and boundaries, and moreover only the global conductance is measured, integrating the conductivity over the full sample. To understand better the role of the boundaries, consider the idealized case of an infinite interface between two topological insulators connected along a horizontal line (see Figure 9.3), and assume that their bulk versions correspond to distinct Chern numbers. The interface can be seen as a continuous deformation from one system to the other, but


Figure 9.3: Interface between two systems with different Chern numbers. The only way to have a continuous deformation from one to the other is to close the gap. Hence gapless edge states naturally appear at the boundary of a system.
the only way to realize such a deformation is to close the gap. Then, near the interface, the system becomes a metal and a current can flow: conducting edge modes appear. Now, considering the vacuum as the most trivial insulator and using the same argument we conclude that edge modes should appear for a bounded system with nontrivial Chern number. These modes are localized at the edges and support all the current responsible for the nonvanishing conductance, since in the bulk the system is an insulator. The Chern numbers actually counts (algebraically) the number of modes localized at one edge. The quantum Hall effect also has this property although it is not rigorously an insulator: in that case there is no net current in the bulk because of the cyclotron orbits that trap electrons. Such orbits are broken at the boundaries and consequently the current can propagate along the edges.

The correspondence between the topological properties of a bulk system and the gapless edge modes of its bounded version was investigated in several models such as [95] for free electrons on a square lattice with magnetic field or [166] in a generalized version of quantum Hall effect called fractional [65]. A more mathematical approach to the problem of bulk-edge correspondence was more recently developed in $[90,8]$. Finally, note that the edge gapless modes at the boundary of two dimensional topological insulators constitute good candidates to realize quantum wires analyzed in the first Part of the thesis. Indeed the propagation of edge modes is purely one dimensional and ballistic, although chiral in general, see below.

### 9.2 Time-reversal invariance

The key ingredient for the Chern insulators developed in the previous section was the symmetry breaking of time-reversal, using for example a magnetic flux. However it is possible to consider tight binding systems that are time-reversal invariant, and their topological properties are quite different.

Time-reversal operation, corresponding to time transformation $t \mapsto-t$, is described in quantum mechanics by an antiunitary (i.e. antilinear and unitary) operator $\Theta$ [155]. For systems with spin degrees of freedom, $\Theta$ can be written as a $\pi$-rotation in the spin space: $\Theta=\exp \left(-\mathrm{i} \pi J_{y} / \hbar\right) C$ where $J_{y}$ is the $y$-component of the spin operator and $C$ is complex conjugation. Whether the spin is integer or half-integer then corresponds to two cases: $\Theta^{2}=I$ or $\Theta^{2}=-I$, respectively. A system will be called time-reversal invariant if its Hamiltonian $H$ commutes with $\Theta$.

Consider again the band theory of noninteracting electrons in crystals, still for $d=2$. In that
case the spin of the particle is one half and $\Theta$ squares to $-\mathbb{I}$. Applying the Bloch decomposition to the system, and assuming the time-reversal invariance, we get for the family of Bloch Hamiltonians the relation

$$
\begin{equation*}
H(-k)=\Theta H(k) \Theta^{-1} \quad \forall k \in \mathbb{T}^{2} \tag{9.8}
\end{equation*}
$$

This equation has several consequences. First, on the Brillouin torus, the Bloch Hamiltonians are related by the involution $\vartheta(k)=-k$, so that only one half of them will be necessary to describe the full system. Hence we consider the effective Brillouin zone $\mathrm{BZ}_{+}$depicted in Figure 9.1, such that the full zone is generated by the action of $\vartheta$ on the effective one [130]. Note that there are many choices of effective Brillouin zones, but each one always contains four (nonequivalent) fixed points $k^{*}$ such that $\vartheta k^{*}=k^{*}$. These point of higher symmetry, called the time reversal invariant momenta (TRIM), will be of crucial importance in the following.



Figure 9.1: Left: One possible effective Brillouin zone and its four nonequivalent TRIM (black dots, the gray ones are redundant). Right: Typical dispersion relation in direction $k_{1}$ of the Brillouin zone, $k$ and $-k$ are related via the Kramers theorem, and at TRIM the energy eigenvalues are always degenerated.

On the other hand equation (9.8) implies that if $\psi(k) \in \mathbb{C}^{N}$ is an eigenstate of $H(k)$ at $k$, then $\Theta \psi(k)$ is an eigenstate of $H(-k)$ at $-k$ with the same energy. For time-reversal invariant systems eigenstates always come in pairs, this is the Kramers theorem [155]. Note that such states correspond to different quasimomenta $k$ and $-k$ that are different, except at the TRIM $k^{*}$. Moreover if $\Theta^{2}=-\mathbb{I}$, then $\psi\left(k^{*}\right)$ and $\Theta \psi\left(k^{*}\right)$ are orthogonal. This implies that, for insulators, each valence band is always twice degenerated at any TRIM, and consequently the number of valence bands is even, see Figure 9.1.

Last but not least, the Kramers theorem implies that equation (9.8) is also satisfied when replacing $H(k)$ by the valence bands projector $P(k)$, so that the computation of the Chern number (9.5) can be decomposed in two parts (for example the previous effective Brillouin zone and its complementary) that compensate since the integrand is an odd function of $k$. Thus one always has $C_{1}=0$ for a time reversal topological insulator: the valence bundle is always topologically trivial.

### 9.2.1 $\mathbb{Z}_{2}$ invariants

Since the Chern number is vanishing in that case, there always exist a global continuous family of bases $\left(\psi_{\alpha}(k)\right)$ of the valence bundle. However, there might not exist such a family that is composed of Kramers pairs, i.e. with $\psi_{2 \alpha}(k)=\Theta \psi_{2 \alpha-1}(-k)$. The existence or non-existence of such a family gives rise to two different classes of time-reversal topological insulators. Basically, for the nontrivial class, the valence bundle cannot be trivialized together with its time-reversal
invariant structure. Consider the sewing matrix, defined by Fu and Kane in [72]

$$
\begin{equation*}
w_{\alpha \beta}(k)=\left\langle\psi_{\alpha}(-k) \mid \Theta \psi_{\beta}(k)\right\rangle \tag{9.9}
\end{equation*}
$$

which encodes how the Kramers partners of the states in the continuous family of bases $\left(\psi_{\alpha}(k)\right)$ are related to the original states over the Brillouin torus. In particular, at each TRIM $k^{*}$, matrix $w$ is antisymmetric, and one can define an invariant $\nu$ by the relation

$$
\begin{equation*}
(-1)^{\nu}=\prod_{k^{*}} \frac{\sqrt{\operatorname{det}\left(w\left(k^{*}\right)\right)}}{\operatorname{pf}\left(w\left(k^{*}\right)\right)} \tag{9.10}
\end{equation*}
$$

where "pf" stands for the Pfaffian of an antisymmetric matrix which squares to the determinant, so the left hand side squares to 1 , and $\sqrt{\operatorname{det}(w(k))}$ is chosen continuously ${ }^{2}$ over $\mathbb{T}^{2}$. Note that the invariant $\nu$ is well defined modulo 2 only and hence corresponds to a $\mathbb{Z}_{2}$ valued quantity, instead of an integer as for the Chern number. It does not depend on the choice of the global family of states $\left(\psi_{\alpha}(k)\right)$. Actually, it captures if its is possible $(\nu=0 \bmod 2)$ or not $(\nu=1 \bmod 2)$ to identify globally the Kramers partners over the Brillouin torus. For example, if $\Theta \psi_{2 \alpha}(k)=\psi_{2 \alpha-1}(-k)$, then $w(k)$ is a constant block diagonal matrix composed of blocks

$$
\left(\begin{array}{cc}
0 & -1  \tag{9.11}\\
1 & 0
\end{array}\right)
$$

whose Pfaffian is -1 and determinant is 1 , so that $\nu=0 \bmod 2$. However if one cannot find a global continuous basis composed of Kramers pairs then such obstruction will lead to $\nu=1 \bmod$ 2.

The historically first proposal for the $\mathbb{Z}_{2}$ invariant was formulated by Kane and Mele in [102] also in terms of Pfaffians but of different quantities. However it appeared to coincide with the invariant $\nu$ proposed by Fu and Kane in (9.10), that we shall call the Kane-Mele invariant. Besides, Moore and Balents proposed an interpretation of this invariant based on the integral of the Berry curvature but restricted to the effective Brillouin zone [72, 130, 150], in analogy with the previous Chern number.

## Example 9.2

## The Kane-Mele model

The first model of time-reversal invariant topological insulator was proposed in [102]. The idea was to mix spin degrees of freedom with the two-site levels of a bipartite lattice. The Hamiltonian has the form [70]

$$
\begin{equation*}
H(k)=d_{0}(k) I_{4}+\sum_{i=1}^{5} d_{i}(k) \Gamma_{i}(k) \tag{9.12}
\end{equation*}
$$

where $\Gamma_{i}$ are $4 \times 4$ matrices that are of the form of tensor products $\sigma_{j} \otimes s_{k}$, of Pauli matrices $\sigma_{j}$ and $s_{k}$ : one family for the spin, and another one for the two-level lattice site. The model can be seen as two copies of the Haldane model with electrons of opposite spins, and the external magnetic flux replaced by the spin-orbit coupling, so that the two copies are not independent. The resulting four-band model leads to the $\mathbb{Z}_{2}$ invariant $\nu$ that can be either 0 or 1 . Because of the construction, it was viewed as a model of quantum spin Hall effect.

Other models mixing internal degrees of freedom (e.g. orbitals) and spin were developed such as the Bernevig-Zhang-Hugues model [23] with an accessible realization of the nontrivial phase in HgTe quantum wells.

[^10]The nontrivial property of the time-reversal invariant bulk system captured by $\nu$ also corresponds to the appearance of edge states that appear in pairs of counter propagating gapless modes localized at each boundary of the system, with $\nu$ corresponding to the parity of the number of such pairs. The paired edge states were observed experimentally in [111], and the mathematical proof of the bulk-edge correspondence for time-reversal invariant topological insulators was achieved in [90].

### 9.3 The tenfold way and beyond

The previous cases of topological insulators are just few examples among a wide family of today's model and experiments [22, 94]. On one hand, topological insulators also appear in other dimensions than $d=2$, and have corresponding topological invariants and edge states (that propagate on the surfaces of the sample for $d=3$ ). On the other hand, one can also consider models with other symmetries than time-reversal, such as particle-hole symmetry for example.

Instead of looking at specific models, a systematical approach based on $K$-theory considerations or on homotopy theory allows to compute which kind of topological invariant is expected for given dimension and symmetries [106, 153, 94, 66, 162]. Such theory computes the isomorphism classes of vector bundles up to homotopy. Moreover such classes of vector bundles are considered up to an embedding into bigger bundles, which corresponds to the physical idea that topological insulators are equivalent when one adds supplementary valence bands with low energies. One obtain a full classification depending on the dimension $d$ of the base space, and on the possible symmetries: time-reversal $\Theta$ and particle-hole exchange $\Xi$ that are both antiunitary and can square to +1 or -1 , and the unitary chiral symmetry $\Pi=\Theta \Xi$. The corresponding invariants take values in the groups listed in Table 9.1.

| Symmetry |  |  |  | $d$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AZ | $\Theta$ | $\Xi$ | $\Pi$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| A | 0 | 0 | 0 | 0 | Z | 0 | $\mathbb{Z}$ | 0 | Z | 0 | $\mathbb{Z}$ |
| AIII | 0 | 0 | 1 | $\mathbb{Z}$ | 0 | $\mathbb{Z}$ | 0 | $\mathbb{Z}$ | 0 | $\mathbb{Z}$ | 0 |
| AI | 1 | 0 | 0 | 0 | 0 | 0 | $\mathbb{Z}$ | 0 | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{2}$ | $\mathbb{Z}$ |
| BDI | 1 | 1 | 1 | $\mathbb{Z}$ | 0 | 0 | 0 | $\mathbb{Z}$ | 0 | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{2}$ |
| D | 0 | 1 | 0 | $\mathbb{Z}_{2}$ | $\mathbb{Z}$ | 0 | 0 | 0 | $\mathbb{Z}$ | 0 | $\mathbb{Z}_{2}$ |
| DIII | -1 | 1 | 1 | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{2}$ | $\mathbb{Z}$ | 0 | 0 | 0 | $\mathbb{Z}$ | 0 |
| AII | -1 | 0 | 0 |  | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{2}$ | $\mathbb{Z}$ | 0 | 0 | 0 | $\mathbb{Z}$ |
| CII | -1 | -1 | 1 | $\mathbb{Z}$ | 0 | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{2}$ | $\mathbb{Z}$ | 0 | 0 | 0 |
| C | 0 | -1 | 0 | 0 | $\mathbb{Z}$ | 0 | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{2}$ | $\mathbb{Z}$ | 0 | 0 |
| CI | 1 | -1 | 1 | 0 | 0 | $\mathbb{Z}$ | 0 | $\mathbb{Z}_{2}$ | $\mathbb{Z}_{2}$ | $\mathbb{Z}$ | 0 |

Table 9.1: Topological insulators classification in terms of $K$-theory groups, depending on the dimension of the base space and the symmetry involved, denoted by $\pm 1$ when present. The sign is for the value of its square when relevant. (Taken from [94])

The symmetries of the system are denoted by $\pm 1$, with the sign specifying the square of the antiunitary operators. When no symmetry or only chiral symmetry is involved, the corresponding $K$-theory is complex and the corresponding group is actually periodic modulo 2 in $d$, so that for the classes ${ }^{3}$ A and AIII, only the two first columns are sufficient, and the invariant takes values in either $\{0\}$ or $\mathbb{Z}$. The Chern insulators discussed in 9.1 correspond to $A$ at $d=2$. Conversely, an antiunitary symmetry imposes a real structure for the $K$-theory, leading to a periodicity modulo 8 in $d$. The time-reversal case discussed above corresponds to class AII, and one also sees on this table that the three-dimensional case is also associated to a $\mathbb{Z}_{2}$ invariant.

[^11]Note that beyond this classification, topological invariants for periodically driven systems were recently discussed $[97,133,151,45]$, computed in terms of the unitary family of evolution operators instead of Hamiltonians. The initial idea was to change the topology of a static system by inducing a periodic exterior perturbation [121, 107]. Such Floquet systems are in some sense $d+1$ topological insulators, but the role of time being specific, they do not enter in the previous classification. Such systems will be briefly described at the end of this part of the thesis, since they actually motivated our new definition of the Kane-Mele invariant in the static case. They are however not necessary to understand the upcoming construction, hence we chose to present them in Chapter 12 to avoid an overloading of this introduction and to focus on the main topic of this part of the manuscript.

### 9.4 Geometric interpretation of the Kane-Mele invariant

If the topological nature of insulator with no additional symmetry (class A) is well understood as a geometric obstruction to the topological triviality of the valence bundle that can be captured with a geometric quantity: the Chern number, the picture is not so clear in the context of timereversal insulators (class AII). Although their topological nature is well understood as related to the obstruction to the existence of a time-reversal invariant trivialization of the valence bundle, the corresponding Kane-Mele invariant has no simple geometric interpretation. It is actually not obvious how to get a $\mathbb{Z}_{2}$ number from geometrical considerations. Several approaches have already proposed a geometric construction of Kane-Mele invariant, such as [130] and more recently [64], and we present in the following another one that is complementary.

We shall define and calculate a topological index for the two-dimensional time-reversal insulators that is related to a unitary family of operators, canonically associated to the family of projectors $P(k), k \in \mathbb{T}^{2}$, on the valence states. This index was motivated from periodically driven system, but it turns out that it can be interpreted in terms of a Wess-Zumino amplitude, already introduced in the two previous parts of the thesis, in the context of Wess-Zumino-Witten models. This provides a new bridge between topological insulators and the conformal field theory approach, which should be also useful for studying the bulk-edge correspondence. The two following chapters are dedicated to the definition, the construction and the calculation of the new index, and to its matching with the Kane-Mele invariant. On the way, we also present the general ideas how to compute Wess-Zumino amplitudes in a local approach, by gluing expressions computed with the use of an open covering of the target space. Such approach was already used implicitly in the previous part for global gauge anomalies. It turns out that our topological index can be understood as a boundary gauge anomaly for Wess-Zumino amplitudes.

Note that conformal field theories were already successfully used to describe topological insulators, in particular the quantum Hall systems, integer and fractional [65, 34, 93, 160]. It turns out that some conformal field theories fit very well with the description of the spectrum and the states of such systems, both for the bulk and the edges. Here our approach is slightly different since we only use CFT techniques to define a bulk invariant, rather than a field content of a given model. We expect, however, that our approach will be also useful to make more direct the relation between the bulk properties and the conformal field theory description of the gapless edge modes.

## Chapter 10

## Geometric formulation of the Kane-Mele invariant

In order to construct a geometric invariant associated to a time-reversal invariant two dimensional insulator, we start from the family of orthogonal projectors $P(k)$ on the valence band states defined for $k$ in the Brillouin torus $\mathbb{T}^{2}$. We lift such a family to a family of unitary operators with one more parameter, with a map motivated by periodically driven systems, where the additional parameter is the evolution time. We first consider the homotopy invariant of such unitary families, that we call "degree", which is, however, trivial in the presence of time reversal symmetry. In the latter case, we modify the unitary family on a half of the time-evolution interval and take the degree only afterwords. We end up with a formula involving a square root of the Wess-Zumino amplitude for unitary valued maps that we want to identify with the Kane-Mele invariant for time-reversal invariant insulators.

### 10.1 Invariants of 3d families of unitary matrices

### 10.1.1 The degree invariant

Consider the case of a band insulator in dimension $d=2$. We take for initial datum of the model a smooth family of Bloch Hamiltonians $H(k)$ over the Brillouin Zone $\mathrm{BZ} \cong \mathbb{T}^{2}$ that act in $\mathbb{C}^{N}$. Then consider the family over BZ of the orthogonal projectors $P(k)$ on the valence band states with energies below the gap. Let us associate to such a family the family $V(t, k)$ of unitary operators

$$
\begin{equation*}
V(t, k)=\mathrm{e}^{\frac{2 \pi i t}{T} P(k)}=\mathrm{e}^{\frac{2 \pi i t}{T}} P(k)+I-P(k) \tag{10.1}
\end{equation*}
$$

that we shall consider for $t \in[0, T]$ and $k \in \mathrm{BZ}$. As $V(0, k)=I=V(T, k)$, such a family may be viewed as periodic in $t$, and hence, as defined on a 3 -torus ${ }^{1} \mathbb{T}^{3}$. Here the period $T$ does not have a physical meaning but since this formalism appeared in the context of periodically forced systems, we keep in in the notation for coherence. Let us consider the integral

$$
\begin{equation*}
\frac{1}{8 \pi^{2}} \int_{[0, T] \times \operatorname{BZ}} V^{*} \chi \equiv \operatorname{deg}[V], \tag{10.2}
\end{equation*}
$$

where $\chi=\frac{1}{3} \operatorname{tr}\left(g^{-1} \mathrm{~d} g\right)^{\wedge 3}$ is the same closed 3 -form on $U(N)$ that we considered before on compact groups. The above integral was normalized so that it takes values in $\mathbb{Z}$ [28]. Somewhat abusively, we shall call in the "degree" ${ }^{2}$ of $V \cdot \operatorname{deg}[V]$ is a homotopy invariant of maps from $\mathbb{T}^{3}$ to $U(N)$. In

[^12]particular, for $V$ given by (10.1), it does not change if we continuously deform the family $P(k)$ of projectors and is directly connected to the Chern number of the valence bundle $\mathcal{E}$ with fibers $P(k) \mathbb{C}^{N}$. Indeed, it may be easily shown by performing the integral over $t$ in (10.2) that in that case,
\[

$$
\begin{equation*}
\operatorname{deg}[V]=\frac{\mathrm{i}}{2 \pi} \int_{\mathrm{BZ}} \operatorname{tr}(P \mathrm{~d} P \wedge \mathrm{~d} P)=C_{1}, \tag{10.3}
\end{equation*}
$$

\]

see (9.5). The above relation may be viewed as a reflection of the Bott periodicity in the complex $K$-theory ${ }^{3}$.

### 10.1.2 The case with time-reversal invariance

Consider now the case of a time-reversal invariant two-dimensional topological insulator with property (9.8) for antiunitary $\Theta$ with $\Theta^{2}=-I$. In this case necessarily $N$ is even, $N=2 M$. Besides, the time reversal symmetry implies that

$$
\begin{equation*}
\Theta P(k) \Theta^{-1}=P(-k), \quad k \in \mathrm{BZ} \tag{10.4}
\end{equation*}
$$

and, consequently, that the Chern number of the valence bundle $\mathcal{E}$ vanishes so that $\mathcal{E}$ is also topologically trivial. Moreover the rank of $\mathcal{E}$, equal to the rank of all $P(k)$, is also even because of the Kramers theorem and will be denoted $2 m$. The vanishing of $C_{1}$ implies that also $\operatorname{deg}[V]=0$, which may be also seen as a consequence of the symmetry

$$
\begin{equation*}
\Theta V(t, k) \Theta^{-1}=V(T-t,-k) \tag{10.5}
\end{equation*}
$$

In particular the operator at half-period $V(T / 2, k)=I-2 P(k)$ satisfies

$$
\begin{equation*}
\Theta V(T / 2, k) \Theta^{-1}=V(T / 2,-k) \tag{10.6}
\end{equation*}
$$

Note that $P \mapsto I-2 P$ is a canonical embedding of projectors into unitary operators. $V(T / 2)$ will be the key ingredient from which the topological index of the time-reversal invariant insulator will be defined. For the time being, note that symmetry (10.5) shows that the second half of the period $[T / 2, T]$ provides a redundant information about $V$ so the idea is to modify that family on the that half-interval of time forgetting about that information, but not about the time reversal invariance. This will be done by considering a contraction

$$
\begin{equation*}
[0,1] \times \mathrm{BZ} \ni(r, k) \mapsto \widetilde{V}(r, k) \in U(2 M) \tag{10.7}
\end{equation*}
$$

starting from $\widetilde{V}(0, k)=I-2 P(k)$ and going to $\widetilde{V}(1, k)=I$, but preserving time-reversal at each step of the contraction by requiring that

$$
\begin{equation*}
\Theta \widetilde{V}(r, k) \Theta^{-1}=\widetilde{V}(r,-k) \tag{10.8}
\end{equation*}
$$

which should be compared with (10.5): here the parameter is the same on both sides of the equality. Assuming that such a contraction exist, consider finally the map

$$
\widehat{V}(t, k)= \begin{cases}V(t, k) & \text { for } \quad 0 \leq t \leq T / 2  \tag{10.9}\\ \widetilde{V}((2 t-T) / T, k) & \text { for } \quad T / 2 \leq t \leq T\end{cases}
$$

which is defined on $[0, T] \times \mathrm{BZ}$ and periodic in $t$ so that it can again be seen as a unitary family over the 3 -torus $S^{1} \times T^{2}$. Such family is illustrated in Figure 10.1.

[^13]

Figure 10.1: Schematic description of periodic family $\widehat{V}(t, k)$. From I to $I-2 P(k)$ then again contracted to $I$, with a different time reversal invariance for each step, since $V$ satisfies (10.5) whereas $\widetilde{V}$ satisfies (10.8).

We define a new topological index related to the family $P(k)$ and, consequently, to the valence bundle $\mathcal{E}$ as

$$
\begin{equation*}
K[\mathcal{E}] \equiv \operatorname{deg}[\widehat{V}] \bmod 2 \tag{10.10}
\end{equation*}
$$

We proved in [44] the following facts for a general family $V(t, k)$ over $[0, T] \times B Z$ with values in $U(2 M)$ such that $V(0, k)=I=V(T, K)$ and satisfying the time-reversal invariance (10.5) the following facts:

1. A contraction $\widetilde{V}$ of $V(T / 2)$ to $I$ preserving "constant time" time-reversal (10.8) always exists and can be constructed almost explicitly ([44], 3.2).
2. If $\widetilde{V}_{1}$ and $\widetilde{V}_{2}$ are two such contractions, then $\operatorname{deg}\left[\widehat{V}_{1}\right]-\operatorname{deg}\left[\widehat{V}_{2}\right] \in 2 \mathbb{Z}$ for $\hat{V}_{i}$ related to the contractions $\widetilde{V}_{i}$ by (10.9) ([44], 3.3).
This shows that the $\mathbb{Z}_{2}$ valued index $\operatorname{deg}[\widehat{V}] \bmod 2$ is well defined for general unitary families $V(t, k)$ with symmetry (10.5) starting and ending at $I$. In particular, index $K[\mathcal{E}]$ corresponding to the unitary family (10.1) is well defined. The more general result was used in the context of Floquet systems.

### 10.1.3 Relation to Wess-Zumino amplitudes

In the case where $V$ is of the form (10.1), the expression (10.10) for index $K$ may be simplified. Indeed because of the time-reversal invariance (10.5), using the fact that $V(T-t, k)=V(-t, k)=$ $V^{-1}(t, k)$, one shows that the contribution from $V$ (i.e. from $t \in[0, T / 2]$ on the left part on Figure 10.1 ) vanishes in the computation of $K$. Indeed,

$$
\begin{equation*}
V^{*} \chi=\left(\Theta V \Theta^{-1}\right)^{*} \chi=\left(V^{-1} \circ(\operatorname{Id} \times \vartheta)\right)^{*} \chi=(\operatorname{Id} \times \vartheta)^{*}\left(V^{-1}\right)^{*} \chi=-(\operatorname{Id} \times \vartheta)^{*} \chi \tag{10.11}
\end{equation*}
$$

because $\chi$ is real and $\left(V^{-1}\right)^{*} \chi=-\chi$. Then since the map $\vartheta: k \mapsto-k$ does not change the orientation, we infer that the integral of $V^{*} \chi$ over $[0, T / 2] \times$ BZ vanishes. We are left with the contribution of $\widetilde{V}$ only

$$
\begin{equation*}
K[\mathcal{E}]=\frac{1}{8 \pi^{2}} \int_{[0,1] \times \mathrm{BZ}} \tilde{V}^{*} \chi \quad \bmod 2 \tag{10.12}
\end{equation*}
$$

Note that the time variable has disappeared and what remains is only the contraction of $I-2 P$ to $I$ while preserving time-reversal (10.8). This could have been directly the definition of the invariant $K$ and the previous paragraph might look somewhat artificial, however it assures that expression (10.12) for $K$ is an integer well defined modulo 2. Moreover if we set $\Sigma=\mathrm{BZ}$ and
$\widetilde{\Sigma}=[0,1] \times$ BZ, which has two boundaries but one where $\widetilde{V}$ is constant to $I$, then we recognize in $K$ the expression of a Wess-Zumino action already presented in Sections 4.2 and 7.1. Namely

$$
\begin{equation*}
K[\mathcal{E}]=-\frac{1}{2 \pi} S_{\mathrm{WZ}}\left[U_{P}\right] \quad \bmod 2, \quad \text { with } \quad U_{P}=I-2 P \tag{10.13}
\end{equation*}
$$

where the minus sign comes from orientation of boundary $\partial \widetilde{\Sigma}$ but does not matter modulo 2 . We know from [173] that $S_{\mathrm{WZ}}\left[U_{P}\right]$ is defined modulo $2 \pi$ because the corresponding Feynman amplitudes are $\mathrm{e}^{\mathrm{i} S_{\mathrm{Wz}}}$ are well defined. This is not enough however to have a consistent right hand side of the previous equation, that would be well defined modulo 1 only. Since left hand-side is well-defined modulo 2 , this means that when contractions of $U_{P}$ are preserving time reversal (10.8) then the corresponding Wess-Zumino action is well defined modulo $4 \pi$ rather than $2 \pi$. This is the essence of the second result of [44] mentioned at the end of the previous subsection. Note that since $K$ is an integer then $S_{\mathrm{WZ}}\left[U_{P}\right] \in 2 \pi \mathbb{Z}$ according to (10.13), and its corresponding Feynman amplitude is always 1 . Hence we may rewrite (10.13)

$$
\begin{equation*}
(-1)^{K[\mathcal{E}]}=\left(\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[U_{P}\right]}\right)^{-1 / 2} \tag{10.14}
\end{equation*}
$$

where on the right hand side the square root of the Wess-Zumino is fixed by computing $S_{\mathrm{WZ}}\left[U_{P}\right]$ with the use of a contraction $\tilde{V}$ of $U_{P}$ preserving the time-reversal invariance (10.8). This latter makes $S_{\mathrm{WZ}}\left[U_{P}\right]$ well defined modulo $4 \pi$ rather than $2 \pi$.

For more general families $V(t, k)$ satisfying the time-reversal symmetry (10.5) and such that $V(0, k)=I$, we may similarly write

$$
\begin{equation*}
(-1)^{\operatorname{deg}[\hat{V}]}=\frac{\mathrm{e}^{\frac{\mathrm{i}}{8 \pi}}{ }_{[0, T / 2] \times B Z} V^{*} \chi}{\left(\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}[V(T / 2)]}\right)^{1 / 2}}, \tag{10.15}
\end{equation*}
$$

where the square root in the denominator is again defined by calculating $S_{\mathrm{WZ}}[V(T / 2)]$ with the use of a contraction $\widetilde{V}$ with symmetry (10.8) which makes it well defined modulo $4 \pi$. Here the numerator is, in general, different from 1 and is equal to the denominator modulo sign.

### 10.2 Towards the Kane-Mele invariant

Let us return to the expression (10.12) for the index $K$. We shall show that $K[\mathcal{E}]$ coincides with the Kane-Mele invariant given by (9.10). This will be done by constructing an explicit contraction $\widetilde{V}$ and computing $(-1)^{K}$. In the first step of the calculation, that will be described still in this chapter, the Wess-Zumino amplitudes will reappear again for fields localized at the boundary of the effective Brillouin zone, this time without square roots. In the next chapter, we shall calculate such amplitudes and will show that each of them localizes at two corresponding TRIM, giving at the end the expression on the right hand side of (9.10).

### 10.2.1 Introducing the sewing matrix

Before constructing the contraction $\widetilde{V}$ and in order to make $K[\mathcal{E}]$ explicitly dependent of the sewing matrix (9.9) that appears in the Kane-Mele invariant (9.10), we first show that $\widetilde{V}$ may be further restricted in a specific basis. First recall that the valence bundle $\mathcal{E}$, with fibers $P(k) \mathbb{C}^{2 M}$ of dimension $2 m$, is trivial because its Chern number vanishes. This is also the case for the conduction bundle, with fibers $(I-P(k)) \mathbb{C}^{2 M}$ of dimension $2(M-m)$. Thus there exist a continuous (even smooth) orthonormal basis $\left|e_{i}(k)\right\rangle$ for $i=1, \ldots, 2 M$ such that

$$
\begin{equation*}
P(k)=\sum_{i=1}^{2 m}\left|e_{i}(k)\right\rangle\left\langle e_{i}(k)\right| \tag{10.16}
\end{equation*}
$$

and similarly for $I-P(k)$ with $i$ summed from $2 m+1$ to $2 M$. Besides consider the $k$-independent canonical basis $\left|f_{i}\right\rangle$ of $\mathbb{C}^{2 M}$. Projector $P$ becomes simpler in this basis:

$$
\begin{equation*}
R^{-1}(k) P(k) R(k)=\sum_{i=1}^{2 m}\left|f_{i}\right\rangle\left\langle f_{i}\right| \equiv P_{0}, \quad \text { where } \quad R(k)=\sum_{i=1}^{2 M}\left|e_{i}(k)\right\rangle\left\langle f_{i}\right| \tag{10.17}
\end{equation*}
$$

is the operator describing the change of bases, and similarly for $I-P(k)$. The expression of $\widetilde{V}$ in the new basis, given by $\widetilde{T}(r, k) \equiv R^{-1}(k) \widetilde{V}(r, k) R(k)$, becomes a contraction of an initial map over BZ that is constant, namely

$$
\begin{equation*}
\widetilde{T}(0, k)=I-2 P_{0}, \quad \widetilde{T}(1, k)=I \tag{10.18}
\end{equation*}
$$

This will allow to reduce the problem to operators of size $2 m$, see below. However the price to pay is that the time-reversal operator $\Theta$ becomes $k$ dependent in the new basis. Property (10.8) for $\widetilde{V}$ becomes now

$$
\begin{equation*}
W(k) \overline{\widetilde{T}(r, k)} W^{-1}(k)=\widetilde{T}(r,-k), \tag{10.19}
\end{equation*}
$$

where overlining is for the complex conjugation (remember that $\Theta$ is antilinear). Operator $W$ is given by the matrix

$$
\begin{equation*}
W_{i j}(k)=\left\langle e_{i}(-k) \mid \Theta e_{j}(k)\right\rangle \tag{10.20}
\end{equation*}
$$

in the canonical basis $\left|f_{i}\right\rangle$. This matrix is actually unitary, and block diagonal with two blocks of size $2 m$ and $2(M-m)$ since valence and conduction bands are independent. In this new basis and up to some boundary terms that vanish because of dimensional reasons and properties of $\widetilde{T}$, the index $K$ can be computed simply by replacing $\widetilde{V}$ by $\widetilde{T}$ in (10.12).

On the top of that, due to the block diagonal structure of $W$ and the fact that $\widetilde{T}(0, k)$ is already equal to identity in its lower block part corresponding to $i=2 m+1, \ldots, 2(M-m)$, we may look for a contraction such that

$$
\begin{equation*}
\widetilde{T}(r, k)=\widetilde{t}(r, k)+\left(I-P_{0}\right) \tag{10.21}
\end{equation*}
$$

where $\widetilde{t}(r, k)$ acts in the space spanned by the $\left|f_{i}\right\rangle$ for $i=1, \ldots, 2 m$. Such contraction satisfies

$$
\begin{equation*}
\widetilde{t}(0, k)=-I, \quad \widetilde{t}(1, k)=I, \quad w(k) \widetilde{t}(r, k) w(k)^{-1}=\widetilde{t}(r,-k) \tag{10.22}
\end{equation*}
$$

going from a constant map to another constant map, but preserving a $k$-dependent invariance encoded by unitary map $w(k)$ that is the $2 m$-dimensional block of $W(k)$, namely

$$
\begin{equation*}
w_{i j}(k)=\left\langle e_{i}(-k) \mid \Theta e_{j}(k)\right\rangle=-w_{j i}(-k) \tag{10.23}
\end{equation*}
$$

which is nothing but the sewing matrix of the system, as introduced in (9.9). For such a contraction $\widetilde{t}$, we obtain:

$$
\begin{equation*}
K[\mathcal{E}]=\frac{1}{8 \pi^{2}} \int_{[0,1] \times \mathrm{BZ}} \widetilde{t}^{*} \chi \quad \bmod 2 \tag{10.24}
\end{equation*}
$$

and the problem is reduced to linear maps in the $2 m$-dimensional subspace corresponding to the valence bands.

### 10.2.2 Modified sewing matrices

From now on we identify unitary operator $w(k)$ in $\mathbb{C}^{2 m}$ and its corresponding sewing matrix $w_{i j}(k)$. Due to relation (10.23) that implies that $\operatorname{det} w(k)=\operatorname{det} w(-k)$, function $\operatorname{det} w$ has no windings on BZ and hence it possesses a continuous $(2 m)$-th root, allowing to define

$$
\begin{equation*}
\widetilde{w}(k)=\frac{w(k)}{(\operatorname{det} w(k))^{1 / 2 m}} \tag{10.25}
\end{equation*}
$$

that is uniquely determined only up to a global $(2 m)$-th root of 1 , but this will not matter in the following. By construction $\operatorname{det} \widetilde{w}(k)=1$ so that $\widetilde{w}(k) \in S U(2 m)$. Finally, as for $w(k)$, one also has $\widetilde{w}(k)=-\widetilde{w}(-k)^{T}$.

In particular at a TRIM of BZ satisfying $k^{*}=-k^{*}, \widetilde{w}$ is antisymmetric and, consequently,

$$
\widetilde{w}_{0} \equiv \widetilde{w}\left(k^{*}\right)=u_{0} \omega u_{0}^{T} \quad \text { with } \quad \omega=\left(\begin{array}{cc}
0 & D_{m}  \tag{10.26}\\
-D_{m} & 0
\end{array}\right) \quad \text { and } \quad D_{m}=\left(\begin{array}{lll} 
& & \\
& . & 1 \\
1 & &
\end{array}\right)
$$

for some $u_{0} \in U(2 m)$. Necessarily, $\operatorname{det} u_{0}= \pm 1$ and is equal to the Pfaffian $\operatorname{pf}\left(\widetilde{w}_{0}\right)$ of the antisymmetric matrix $\widetilde{w}_{0}$, giving on the way a method to compute it in this case. Moreover the fixed-point subgroup of $U(2 m)$

$$
\begin{equation*}
S p_{\widetilde{w}_{0}}(2 m)=\left\{u \in U(2 m) \mid \widetilde{w}_{0} \bar{u} \widetilde{w}_{0}^{-1}=u\right\} \tag{10.27}
\end{equation*}
$$

is conjugate to the symplectic group $S p(2 m) \subset U(2 m)$. For $m=1$ the situation is particularly simple since, necessarily, $\widetilde{w}_{0}= \pm \omega$ with the sign equal to $\operatorname{pf}\left(\widetilde{w}_{0}\right)$ and all the subgroups $S p_{\widetilde{w}_{0}}(2)$ coincide with $S p(2)=S U(2)$.

### 10.2.3 Construction of the contraction

The general strategy to construct contraction $\tilde{t}$ satisfying (10.22) is to look at half $\mathrm{BZ}_{+}$of the Brillouin zone only since $\tilde{t}$ may be extended to the other half using the time reversal invariance, see the left part of Figure 9.1 from the previous chapter. However, unlike BZ, the effective Brillouin zone $\mathrm{BZ}_{+}$has boundaries that have to be treated carefully because the time-reversal invariance still imposes conditions on $\widetilde{t}$ there. Starting at the TRIM, which have the richest symmetry, we contract $-I$ to $I$ while preserving time reversal invariance (10.22). Then we spread this contraction to the edges of $\mathrm{BZ}_{+}$, by mixing contraction parameter and momentum variable $k$, first on one half of an edge, then continuing to the full edge by time-reversal invariance. The contraction obtained on the edges is then extended to the interior of $\mathrm{BZ}_{+}$, and finally extended to BZ. All these steps are illustrated on Figure 10.1, then detailed in the following.


Figure 10.1: Schematic construction of the contraction over the effective Brillouin zone $B Z_{+}$that is a cylinder with two edges $k_{1}=0$ and $k_{1}=\pi$. Starting at the TRIM, we then expand to the upper edges, then to the lower ones related to the upper ones by $\vartheta$, and finally into the interior of $B Z_{+}$.
$\tilde{t}$ at the TRIM. Denote the four nonequivalent TRIM $k^{*}$ of BZ by $\left(a, a^{\prime}\right)$ where $a$ and $a^{\prime}$ are 0 or $\pi$. At such points, the time reversal invariance property reads

$$
\begin{equation*}
\widetilde{w}\left(k^{*}\right) \widetilde{t}\left(r, k^{*}\right) \widetilde{w}\left(k^{*}\right)^{-1}=\widetilde{t}\left(r, k^{*}\right) \quad \Rightarrow \quad \widetilde{t}\left(r, k^{*}\right) \in S p_{\widetilde{w}\left(k^{*}\right)}(2 m) \tag{10.28}
\end{equation*}
$$

as discussed in the previous subsection. Since $S p_{\widetilde{w}\left(k^{*}\right)}(2 m)$ is conjugated to the symplectic group $S p(2 m)$, it is in particular connected, so that there exist a smooth path from $-I$ to $I$ inside each $S p_{\widetilde{w}\left(k^{*}\right)}(2 m)$. We denote such paths $t_{a a^{\prime}}(r)$ for $r \in[0,1 / 4]$. We take them as defining the contraction $\tilde{t}$ restricted to the TRIM, since by construction they satisfy the time-reversal property.
$\tilde{t}$ on the edges of $\mathbf{B Z}_{+}$. The effective Brillouin zone has two edges delimited by $k_{1}=0$ and $k_{1}=\pi$, whereas the lines $k_{2}=\pi$ and $k_{2}=-\pi$ are identified as by the periodicity remaining from the full torus. At $k_{1}=0$, consider the continuous map

$$
t_{0}\left(r, k_{2}\right)=\left\{\begin{array}{lll}
t_{00}\left(r-k_{2}\right) & \text { for } \quad 0 \leq k_{2} \leq r  \tag{10.29}\\
-I & \text { for } \quad r \leq k_{2} \leq \pi-r \\
t_{0 \pi}\left(k_{2}-(\pi-r)\right) & \text { for } \quad \pi-r \leq k_{2} \leq \pi
\end{array}\right.
$$

for $k_{2} \in[0, \pi]$. At $r=0$, this is the constant map equal to $-I$, continuously deformed to $r=1 / 4$ where on the extremities $k_{2}=0$ and $\pi$ the map is equal to $I$. Mixing parameter $r$ with variable $k_{2}$, we spread the contractions $t_{00}$ and $t_{0 \pi}$ inside the upper half of the left edge of $\mathrm{BZ}_{+}$. In particular at $r=1 / 4$ the map is a continuous loop starting and finishing at $I$, with a determinant fixed to 1 since $t_{0 a} \in S p_{\tilde{w}(0, a)}(2 m)$ so that the loop $t_{0}(1 / 4, \cdot)$ may be contracted to the constant loop equal to $I$ inside $S U(2 m)$ which is simply connected. Use the latter contraction to extend $t_{0}$ to $r \in[1 / 4,1 / 2]$. All the steps are illustrated on Figure 10.2. This gives contraction from $-I$


Figure 10.2: Different steps of construction of the contraction $t_{0}$ inside $U(2 m)$ for $r \in[0,1 / 2]$.
to $I$ on upper half of the left edge of $\mathrm{BZ}_{+}$for $0 \leq r \leq 1 / 2$ that we shall extend to $1 / 2 \leq r \leq 1$ by $I$ and to the lower half of the left edge by setting

$$
\begin{equation*}
t_{0}\left(r, k_{2}\right)=\widetilde{w}\left(0,-k_{2}\right) \overline{t_{0}\left(r,-k_{2}\right)} \widetilde{w}\left(0,-k_{2}\right)^{-1} \tag{10.30}
\end{equation*}
$$

for $r \in[0,1]$ and $k_{2} \in[-\pi, 0]$.
Similarly we construct $t_{\pi}\left(r, k_{2}\right)$ by spreading $t_{\pi 0}$ and $t_{\pi \pi}$ along the edge $k_{1}=\pi$, contracting the loop to $I$ and extending it to $k_{2}<0$ by the time reversal symmetry. This way we get the contraction $\tilde{t}$ on each boundary edge of $\mathrm{BZ}_{+}$defined for $r \in[0,1]$ and that is equal to $I$ for $r \in[1 / 2,1]$.
$\tilde{t}$ on the interior of $\mathbf{B Z}_{+}$. We extend the contractions defined at the boundary edges of $\mathrm{BZ}_{+}$ to the interior of $\mathrm{BZ}_{+}$by defining for $\left(r, k_{1}, k_{2}\right) \in[0,1 / 2] \times \mathrm{BZ}_{+}$

$$
\widetilde{t}\left(r, k_{1}, k_{2}\right)=\left\{\begin{array}{lll}
t_{0}\left(r-k_{1}, k_{2}\right) & \text { for } & 0 \leq k_{1} \leq r  \tag{10.31}\\
-I & \text { for } & r \leq k_{1} \leq \pi-r \\
t_{\pi}\left(k_{1}-(\pi-r), k_{2}\right) & \text { for } & \pi-r \leq k_{1} \leq \pi
\end{array}\right.
$$

mixing this time parameter $r$ with variable $k_{1}$. At $r=0$ this is nothing but the constant map $-I$ whereas at $r=1 / 2$ the map $\tilde{t}$ is $I$ at the edges $k_{1}=0$ and $k_{1}=\pi$. Because at all $r$ the contraction the map is continuous and periodic in $k_{2}$ the map $\widetilde{t}(1 / 2, \cdot)$ can be seen as a map
defined on the earring (or pinched torus), see Figure 10.3. Since all the building blocks of $\tilde{t}$ take values in $S U(2 m)$, there is no obstruction for $\widetilde{t}(1 / 2, \cdot)$ to be contracted continuously to the constant map equal to $I$, keeping the values at $k_{1}=0, \pi$ equal to $I$. We use such a contraction by extend $\widetilde{t}$ to $r \in[1 / 2,1]$. This way we get a time reversal invariant contraction from $-I$ to $I$ on the full effective Brillouin zone $\mathrm{BZ}_{+}$.


Figure 10.3: Effective Brillouin zone $B Z_{+}$seen as a cylinder. The map $\widetilde{t}(1 / 2, \cdot)$ being equal to $I$ on both edges $k_{1}=0$ and $\pi$, it can be seen as a map on a 2-sphere first, then on an earring identifying the two edge points. Since $\widetilde{t}(1 / 2, \cdot) \in S U(2 m)$ it can be deformed to the constant map I keeping the value at the edges equal to I. This may be done by first contracting the red loop and then the resulting 2-sphere to $I$, which is possible since $\pi_{1}(S U(2 m))=0=$ $\pi_{2}(S U(2 m))$.
$\tilde{t}$ on the full torus. Finally, we define for $k_{1} \in[-\pi, 0]$

$$
\begin{equation*}
\widetilde{t}\left(r, k_{1}, k_{2}\right)=\widetilde{w}\left(-k_{1},-k_{2}\right) \overline{\widetilde{t}\left(r,-k_{1},-k_{2}\right)} \widetilde{w}\left(-k_{1},-k_{2}\right)^{-1} \tag{10.32}
\end{equation*}
$$

obtaining a continuous (or even a piecewise smooth) contraction well defined on $[0,1] \times \mathrm{BZ}$ and satisfying the required properties (10.22) which, besides, takes values in $S U(2 m)$, which will simplify the calculation of the Wess-Zumino amplitudes that will reappear soon. Note that, by construction,

$$
\begin{equation*}
\widetilde{t}\left(r, a, k_{2}\right)=t_{a}\left(r, k_{2}\right) \tag{10.33}
\end{equation*}
$$

for $\left(r, k_{2}\right) \in[0,1] \times[-\pi, \pi]$ and $a=0, \pi$, i.e. $t_{a}$ are indeed the values of on the boundary edges of $\mathrm{BZ}_{+}$.

### 10.2.4 Back to the Wess-Zumino amplitudes

We now compute index $K$ starting given by relation

$$
\begin{equation*}
K[\mathcal{E}]=\frac{1}{8 \pi^{2}} \int_{[0,1] \times \mathrm{BZ}} \widetilde{t}^{*} \chi \quad \bmod 2 \tag{10.34}
\end{equation*}
$$

see (10.24), using the just constructed contraction $\tilde{t}$ and reducing the calculation to the edges of $\mathrm{BZ}_{+}$by going in the opposite direction than in the previous subsection. First we split the integral over BZ into two parts: over $\mathrm{BZ}_{+}$and over its complementary. Using the time-reversal property (10.22) over the latter, we obtain twice the same integral over $\mathrm{BZ}_{+}$up to the integral of an exact form that reduces to an integral over the boundary of $[0,1] \times \mathrm{BZ}_{+}$. Hence

$$
\begin{equation*}
\frac{1}{8 \pi^{2}} \int_{[0,1] \times \mathrm{BZ}} \widetilde{t}^{*} \chi=\frac{1}{4 \pi^{2}} \int_{[0,1] \times \mathrm{BZ}} \widetilde{t}_{+}^{*} \chi+\mathcal{B}(\widetilde{t}) \tag{10.35}
\end{equation*}
$$

where some simple algebra reduces the boundary term to

$$
\begin{equation*}
\mathcal{B}(\widetilde{t})=\frac{1}{8 \pi^{2}}\left(\int_{[0,1] \times\{\pi\} \times[-\pi, \pi]}-\int_{[0,1] \times\{0\} \times[-\pi, \pi]}\right) \operatorname{tr}\left(\widetilde{w}^{-1}(\mathrm{~d} \widetilde{w})\left(\overline{\widetilde{t}}^{-1}(\mathrm{~d} \overline{\widetilde{t}})+\left(\mathrm{d} \overline{\widetilde{t}} \overline{\widetilde{t}}^{-1}\right)\right)\right. \tag{10.36}
\end{equation*}
$$

with the integral localized at the boundaries of $\mathrm{BZ}_{+}$with $k_{1}=a$ for $a=0$ and $\pi$. On such boundaries, the explicit contraction (10.31) takes the form (10.33) so that the boundary term $\mathcal{B}(\widetilde{t})$ depends only on $t_{0}$ and $t_{\pi}$, and only $r \in[0,1 / 2]$ is relevant since otherwise the map is constant and the integral vanishes. Moreover $t_{0}$ and $t_{\pi}$ also have time reversal invariance properties, see (10.30), so that in (10.36) the integral over $[-\pi, \pi]$ can be replaced by twice the same one over $[0, \pi]$ (using the property (10.23) of $w$ ). We finally end up with

$$
\begin{equation*}
\mathcal{B}(\widetilde{t})=\mathcal{B}\left(t_{\pi}\right)-\mathcal{B}\left(t_{0}\right) \tag{10.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{B}\left(t_{a}\right)=\frac{1}{4 \pi^{2}} \int_{\left[0, \frac{1}{2}\right] \times[0, \pi]} \operatorname{tr}\left(\left(\widetilde{w}^{-1} \mathrm{~d} \widetilde{w}\right) \overline{\left(t_{a}^{-1}\left(\mathrm{~d} t_{a}\right)+\left(\mathrm{d} t_{a}\right) t_{a}^{-1}\right)}\right) \tag{10.38}
\end{equation*}
$$

This boundary term $\mathcal{B}$ does not vanish, but will actually be compensated by a term coming from the bulk integral over $\mathrm{BZ}_{+}$appearing in (10.35), that we shall elaborate upon now.

Since $\chi$ is a 3 -form and for $r \in[0,1 / 2]$ the contraction $\widetilde{t}$ actually depends only on 2 variables, see (10.31), the corresponding contribution to the bulk integral in (10.35) vanishes so that

$$
\begin{equation*}
\frac{1}{4 \pi^{2}} \int_{[0,1] \times B Z_{+}} \widetilde{t}^{*} \chi=\frac{1}{4 \pi^{2}} \int_{\left[\frac{1}{2}, 1\right] \times B Z_{+}} \widetilde{t}^{*} \chi \tag{10.39}
\end{equation*}
$$

Then consider the map $\widetilde{t}(1 / 2, \cdot)$ over $\mathrm{BZ}_{+}$. At the edges this is the constant map equal to $I$, and $\widetilde{t}$ is $k_{2}$-periodic, so that it can be seen as a map defined on the sphere $S^{2}$ obtained by identifying $k_{1}=0$ and $k_{1}=\pi$ to two points $P_{0}$ and $P_{\pi}$, see Figure 10.4. These boundary properties are preserved along the contraction, the map $\tilde{t}$ restricted to $[1 / 2,1] \times \mathrm{BZ}_{+}$may be seen as defined on $[1 / 2,1] \times S^{2}$ and satisfies $\widetilde{t}(1, \cdot)=1$. Thus we can identify the previous integral of $\widetilde{t}$ as giving the Wess-Zumino action. More precisely

$$
\begin{equation*}
\frac{1}{4 \pi^{2}} \int_{\left[\frac{1}{2}, 1\right] \times \mathrm{BZ}_{+}} \widetilde{t}^{*} \chi=-\frac{1}{\pi} S_{\mathrm{WZ}}\left[\widetilde{t}\left(\frac{1}{2}, \cdot\right)\right] \tag{10.40}
\end{equation*}
$$



Figure 10.4: The effective Brillouin zone $B Z_{+}$can be seen as a sphere for the map $\widetilde{t}(1 / 2, \cdot)$ since it is $k_{2}$-periodic and equal to $I$ on the edges ( $a$ and b). As $\widetilde{t}(1 / 2, \cdot)$ is also equal to $-I$ in an annulus in the interior of $B Z_{+}$, it can even decomposed in terms of $t_{0}$ and $t_{\pi}$ seen as maps defined on effective spheres ( $b$ and $c$ ).
for the field $\widetilde{t}(1 / 2, \cdot)$ viewed as defined on $S^{2}$. Recall that Wess-Zumino action is defined modulo $2 \pi$ so that the right hand side is well defined modulo 2 which is what is needed in the formula (10.34) for $K$. Here no further restriction on contraction of $\widetilde{t}(1 / 2, \cdot)$ is required.

Finally, looking more precisely at this map, we observe in (10.31) that it is constant to $-I$ inside the bulk of $\mathrm{BZ}_{+}$. The previous Wess-Zumino action on the effective sphere $S^{2}$ can be split into two contributions coming from $\widetilde{t}_{0}$ and $\widetilde{t}_{\pi}$ by identifying the points where $\widetilde{t}\left(1 / 2,1 / 2, k_{2}\right)=-I$ and $\widetilde{t}\left(1 / 2, \pi-1 / 2, k_{2}\right)=-I$, leading to two spheres illustrated on Figure 10.4 , so that

$$
\begin{equation*}
S_{\mathrm{WZ}}[\widetilde{t}(1 / 2, \cdot)] \quad \bmod 2 \pi=-S_{\mathrm{WZ}}\left[t_{0}\right]+S_{\mathrm{WZ}}\left[t_{\pi}\right] \quad \bmod 2 \pi \tag{10.41}
\end{equation*}
$$

The corresponding index $K$ can be rewritten in the multiplicative form as

$$
\begin{equation*}
(-1)^{K[\mathcal{E}]}=\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[t_{0}\right]} \mathrm{e}^{-\mathrm{i} S_{\mathrm{WZ}}\left[t t_{]}\right]} \mathrm{e}^{\mathrm{i} \pi \mathcal{B}\left(t_{\pi}\right)-\mathrm{i} \pi \mathcal{B}\left(t_{0}\right)}, \tag{10.42}
\end{equation*}
$$

where the factors on the right hand side are well defined. By computing $K$ as twice an integral over $\mathrm{BZ}_{+}$, plus some boundary terms, we obtained by this tortuous construction an expression for the square root of the Wess-Zumino amplitude (10.14) that involves genuine Wess-Zumino amplitudes of fields $t_{0}$ and $t_{\pi}$, that still have to be computed in order to prove that $K[\mathcal{E}]$ coincides with the Kane-Mele invariant.

## Chapter 11

## Computation of the Wess-Zumino amplitudes

In the two previous parts, the Wess-Zumino amplitudes for a general field $g: \Sigma \mapsto G$ were defined in terms of an extension $\tilde{g}$ over a 3 -dimensional manifold $\widetilde{\Sigma}$ and coinciding with $g$ on $\partial \widetilde{\Sigma}=\Sigma$. This is the original approach of Witten in the construction of Wess-Zumino-Witten models [173]. However such extensions do not make sense when $\Sigma$ has boundaries. Another approach, based on local description of worldsheet $\Sigma$ and target manifold $M$, was proposed in [5, 79]. Recall that if the closed $g$ takes values in an (open) subset of $G$ on which 3 -form $\chi$ is exact then the Wess-Zumino amplitude is simply given by

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{W Z}[g]}=\exp \left(\frac{i}{4 \pi} \int_{\Sigma} g^{*} B\right) \quad \text { if } \quad \chi=\mathrm{d} B \tag{11.1}
\end{equation*}
$$

without requiring any extension of $g$. For more general $g$, it is possible to cover $G$ by open subsets such that $\chi$ is exact on each one. Decomposing $\Sigma$ in a way that $g$ respects the covering, the Wess-Zumino amplitude would be naively the product of contributions (11.1) from different subsets. However the definition must be independent of the choices of the covering of $M$ and decomposition of $\Sigma$, and extra terms should appear to ensure such independence.

Such an approach is presented and employed in this chapter in order to compute the WessZumino amplitudes associated to maps $t_{0}$ and $t_{\pi}$, first in the case of $S U(2)$, where the construction is simpler, then in the general case.

### 11.1 Case with rank 2 valence bundle

The case of valence bundle with the smallest (nonzero) rank $2 m=2$ is particularly simple and the coincidence of $K$ with the Kane-Mele invariant may be easily shown. First the structure at TRIM is much simpler than in general case, see Subsection 10.2.2. Indeed when $m=1$ and at a TRIM $\left(a, a^{\prime}\right)$ the only antisymmetric matrices of determinant 1 are

$$
\widetilde{w}\left(a, a^{\prime}\right)= \pm\left(\begin{array}{cc}
0 & 1  \tag{11.2}\\
-1 & 0
\end{array}\right) \quad \text { for } \quad a, a^{\prime}=0, \pi
$$

and all subgroups $S p_{\widetilde{w}\left(a, a^{\prime}\right)}(2)=S U(2)$. Moreover we may use in this case a more explicit expression for edge contractions $t_{0}$ and $t_{\pi}$ instead of (10.29). Consider for $\left(r, k_{2}\right) \in[0,1 / 2] \times$ $[-\pi, \pi]$ and $a=0$ or $\pi$

$$
t_{a}\left(r, k_{2}\right)= \begin{cases}\mathrm{e}^{-2 \pi \mathrm{i}(1 / 2-r) \sigma_{3}} & \text { if } \quad 0 \leq k_{2} \leq \pi  \tag{11.3}\\ \widetilde{w}\left(a, k_{2}\right) \mathrm{e}^{2 \pi \mathrm{i}(1 / 2-r) \sigma_{3}} \widetilde{w}\left(a, k_{2}\right)^{-1} & \text { if } \quad-\pi \leq k_{2} \leq 0\end{cases}
$$

where $\sigma_{3}$ is the Pauli matrix $\operatorname{diag}(1,-1)$. One can check that this formula is continuous at $k_{2}=0$ and $k_{2}$-periodic using the commutation relations between $\sigma_{3}$ and $\widetilde{w}\left(a, a^{\prime}\right)$. With this choices of $t_{a}$, the boundary terms (10.38) become

$$
\begin{equation*}
\mathcal{B}\left(t_{a}\right)=\frac{\mathrm{i}}{2 \pi} \int_{0}^{\pi} \operatorname{tr}\left(\sigma_{3}\left(\widetilde{w}^{-1} \mathrm{~d} \widetilde{w}\right)\left(a, k_{2}\right)\right) \tag{11.4}
\end{equation*}
$$

and will be compensated by terms coming from Wess-Zumino amplitudes. The latter are easy to compute in the case of $S U(2)$-valued maps. Instead of finding an extension of $t_{a}$ on a 3dimensional worldsheet, we cover $S U(2)$ by open sets where the 3 -form $\chi$ is exact. Then the full amplitudes are obtained by gluing properly local expressions.

### 11.1.1 Covering of $S U(2)$

Consider the following parametrization of $S U(2)$

$$
\begin{equation*}
g=\gamma \mathrm{e}^{2 \mathrm{i} \pi s \sigma_{3}} \gamma^{-1} \quad \text { for } \quad \gamma \in S U(2), \quad s \in\left[0, \frac{1}{2}\right] \tag{11.5}
\end{equation*}
$$

in terms of conjugacy classes $\mathcal{C}_{s \sigma_{3}}$ of $S U(2)$, already used previously for the boundary conditions in the context of quantum wires, see (4.24) in Chapter 4. Note that this parametrization is redundant since $\gamma$ and $\gamma \mathrm{e}^{i \pi x \sigma_{3}}$ for $x \in \mathbb{R}$ describe the same element. When seeing $S U(2)$ as the 3 -sphere $S^{3}$, the parameter $s$ describes the latitude on it, going from the north pole $I$ to the south pole $-I$ when $s$ cross from 0 to $1 / 2$, see Figure 11.1 right. Consequently, consider the open covering of $S U(2)$ given by

$$
\begin{equation*}
O_{0}=S U(2) \backslash\{-I\}, \quad O_{1}=S U(2) \backslash\{I\} \tag{11.6}
\end{equation*}
$$

corresponding respectively to $0 \leq s<1 / 2$ and $0<s \leq 1 / 2$ in (11.5). These open subsets are obviously contractible, so that the restriction of 3 -form $\chi$ must be exact on each one. Namely, one has $\chi \mid o_{i}=\mathrm{d} B_{i}$ with

$$
\begin{align*}
& B_{0}=\operatorname{tr}\left(\gamma^{-1}(\mathrm{~d} \gamma) \mathrm{e}^{2 \pi \mathrm{is} \sigma_{3}} \gamma^{-1}(\mathrm{~d} \gamma) \mathrm{e}^{-\pi \mathrm{i} s \sigma_{3}}\right)+4 \pi \mathrm{i} s \operatorname{tr}\left(\sigma_{3}\left(\gamma^{-1}(\mathrm{~d} \gamma)\right)^{2}\right),  \tag{11.7}\\
& B_{1}=\operatorname{tr}\left(\gamma^{-1}(\mathrm{~d} \gamma) \mathrm{e}^{\pi \mathrm{i}(s-1) \sigma_{3}} \gamma^{-1}(\mathrm{~d} \gamma) \mathrm{e}^{2 \pi \mathrm{i}(s-1) \sigma_{3}}\right)+4 \pi \mathrm{i}\left(s-\frac{1}{2}\right) \operatorname{tr}\left(\sigma_{3}\left(\gamma^{-1}(\mathrm{~d} \gamma)\right)^{2}\right) \tag{11.8}
\end{align*}
$$

given consistently in terms of parametrization (11.5). Such expressions come from Poincaré Lemma and can be found in [82]. Finally note that on intersection $O_{0} \cap O_{1}$, although not contractible, one has

$$
\begin{equation*}
B_{0}-B_{1}=2 \pi \mathrm{i} \operatorname{tr}\left(\sigma_{3}\left(\gamma^{-1} \mathrm{~d} \gamma\right)^{2}\right)=-2 \pi \mathrm{id} \operatorname{tr}\left(\sigma_{3} \gamma^{-1} \mathrm{~d} \gamma\right) \equiv \mathrm{d} \alpha \tag{11.9}
\end{equation*}
$$

which is a closed 2 -form that becomes exact when described in the parametrization (11.5).

### 11.1.2 Rewriting the boundary maps $t_{a}$

Expression (11.3) for the maps $t_{0}$ and $t_{a}$ almost respect parametrization (11.5) of $S U(2)$ in terms of conjugacy classes. Having in mind

$$
\begin{equation*}
t_{a}\left(r, k_{2}\right)=\gamma_{a}\left(k_{2}\right) \mathrm{e}^{2 \pi \mathrm{i} s(r) \sigma_{3}} \gamma_{a}\left(k_{2}\right)^{-1} \tag{11.10}
\end{equation*}
$$

we need to find functions $s(r)$ and $\gamma_{a}\left(k_{2}\right)$ that are continuous, and $\pi$-periodic for the latter. Remember that $\widetilde{w}\left(a, a^{\prime}\right)$ can take only two values, see (11.2). Thus if we set $s(r)=(1 / 2-r)$ and

$$
\begin{equation*}
\gamma_{a}\left(k_{2}\right)=\widetilde{w}(a, 0) \quad \text { for } \quad 0 \leq k_{2} \leq \pi \tag{11.11}
\end{equation*}
$$



Figure 11.1: Maps $t_{a}$ send parallels (circles) of $S^{2}$ into the parallels (2-spheres) of $S U(2) \cong S^{3}$ that corresponds to its conjugacy classes, reversing the latitude.
then expressions (11.3) and (11.10) for $t_{a}$ coincide for the upper part $k_{2} \geq 0$. The expression for $\gamma_{a}$ when $k_{2} \leq 0$ will actually depend on the value of $\widetilde{w}(a, \pi)$. We set

$$
\gamma_{a}\left(k_{2}\right)=\left\{\begin{array}{llll}
\widetilde{w}\left(a,-k_{2}\right) & \text { for } & -\pi \leq k_{2} \leq 0 & \text { if }  \tag{11.12}\\
\widetilde{w}\left(a,-k_{2}\right) \mathrm{e}^{-\mathrm{i} k_{2} \sigma_{3}} & \text { for } & -\pi \leq k_{2} \leq 0 & \text { if } \\
\widetilde{w}(a, \pi)=\widetilde{w}(a, 0)=-\widetilde{w}(a, 0)
\end{array}\right.
$$

leading to a well defined parametrization (11.10) for $t_{0}$ and $t_{\pi}$. Moreover note that $t_{a}\left(r, k_{2}\right) \in O_{0}$ for $0<r \leq 1 / 2$ and $t_{a}\left(r, k_{2}\right) \in O_{1}$ for $0 \leq r<1 / 2$. Thus $t_{a}$ are maps from the 2-sphere to the 3 -sphere that reverse the latitude, as illustrated on Figure (11.1).

### 11.1.3 Computation of Wess-Zumino amplitude

We shall split the arguments $\left(r, k_{2}\right)$ of $t_{a}$ to $[0,1 / 4] \times[-\pi, \pi]$ and $[1 / 4,1 / 2] \times[-\pi, \pi]$. If we view the domain of definition of $t_{a}$ as the 2 -sphere $S^{2}$, then this splits $S^{2}$ into the northern and southern hemispheres which are mapped by $t_{a}$ to the open subsets $O_{1}$ and $O_{0}$ of $S U(2)$, respectively. The Wess-Zumino action of $t_{a}$ may be represented in the local form by the expression

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{W Z}\left[t_{a}\right]}=\exp \left[\frac{\mathrm{i}}{4 \pi} \int_{\left[0, \frac{1}{4}\right] \times[-\pi, \pi]} t_{a}^{*} B_{1}+\frac{\mathrm{i}}{4 \pi} \int_{\left[\frac{1}{4}, \frac{1}{2}\right] \times[-\pi, \pi]} t_{a}^{*} B_{0}\right] \operatorname{Hol}_{\mathcal{L}}\left(t_{a}\left(\frac{1}{4}, \cdot\right)\right) \tag{11.13}
\end{equation*}
$$

which ensures a consistent definition of Wess-Zumino amplitudes [82]. The first two terms in the right hand side are standard expression when the 3 -form $\chi$ is exact, the last one ensures that the WZ-amplitude does not depend of the choice of covering of $S U(2)$, of forms $B_{i}$ nor of the split $S^{2}$. Over $O_{1} \cap O_{2}$, the 2 -form $B_{0}-B_{1}$ is closed and defines a Hermitian line bundle $\mathcal{L}$ with unitary connection, whose curvature is $\frac{1}{4 \pi}\left(B_{0}-B_{1}\right)$ (see next Subsection for a few details). The last term in the previous equation is the holonomy of that connection along the loop $t_{a}\left(1 / 4, k_{2}\right)$ for $k_{2} \in[-\pi, \pi]$. In this case it has the simple form

$$
\begin{equation*}
\operatorname{Hol}_{\mathcal{L}}\left(t_{a}\left(\frac{1}{4}, \cdot\right)\right)=\exp \left[\frac{\mathrm{i}}{4 \pi} \int_{[-\pi, \pi]} \gamma_{a}^{*} \alpha\right], \tag{11.14}
\end{equation*}
$$

where 1 -form $\alpha$ is given by (11.9).
Note that since $\gamma_{a}$ only depends on one variable $k_{2}$, the integrals of the 2 -forms $B_{1}$ and $B_{0}$ in (11.13) vanish because of their explicit expressions (11.7) and (11.8). Only the holonomy term persists and is computed with the previous equation, depends on $\gamma_{a}$ and hence of definition (11.12). We end up with

$$
\operatorname{Hol}_{\mathcal{L}}\left(t_{a}\left(\frac{1}{4}, \cdot\right)\right)=\exp \left[-\frac{1}{2} \int_{0}^{\pi} \operatorname{tr} \sigma_{3}\left(\widetilde{w}^{-1} \mathrm{~d} \widetilde{w}\left(a, k_{2}\right)\right)-\left\{\begin{array}{lll}
0 & \text { if } & \widetilde{w}(a, \pi)=\widetilde{w}(a, 0)  \tag{11.15}\\
\pi \mathrm{i} & \text { if } & \widetilde{w}(a, \pi)=-\widetilde{w}(a, 0)
\end{array}\right\}\right]
$$

The first term in the exponential is nothing but the boundary term $\mathrm{i} \pi \mathcal{B}\left(t_{a}\right)$ given by (11.4) in that case and will cancel the corresponding term appearing in the expression (10.42) for index $K$. Finally

$$
(-1)^{K[\mathcal{E}]}=\left\{\begin{array}{lll}
1 & \text { if } & \widetilde{w}(0, \pi)=\widetilde{w}(0,0)  \tag{11.16}\\
-1 & \text { if } & \widetilde{w}(0, \pi)=-\widetilde{w}(0,0)
\end{array}\right\} \times\left\{\begin{array}{lll}
1 & \text { if } & \widetilde{w}(\pi, \pi)=\widetilde{w}(\pi, 0) \\
-1 & \text { if } & \widetilde{w}(\pi, \pi)=-\widetilde{w}(\pi, 0)
\end{array}\right\}
$$

In the case of $m=1$, the $\operatorname{Pfaffian} \operatorname{pf}\left(\widetilde{w}\left(a, a^{\prime}\right)\right)$ is just the sign appearing in equation (11.2). Hence the previous expression for $(-1)^{K}$ might be rewritten in the form

$$
\begin{equation*}
(-1)^{K[\mathcal{E}]}=\prod_{\substack{\mathrm{TRIM} \\\left(a, a^{\prime}\right)}} \frac{1}{\operatorname{pf}\left(\widetilde{w}\left(a, a^{\prime}\right)\right)}=\prod_{\substack{\mathrm{TRIM} \\\left(a, a^{\prime}\right)}} \frac{\sqrt{\operatorname{det}\left(w\left(a, a^{\prime}\right)\right)}}{\operatorname{pf}\left(w\left(a, a^{\prime}\right)\right)} \tag{11.17}
\end{equation*}
$$

with the products over the fours TRIM $k^{*}=\left(a, a^{\prime}\right)$ of BZ. The latter expression coincides with the multiplicative formula for the Kane-Mele invariant $(-1)^{\nu}$ obtained in [72] and presented in (9.10), ending the proof of the equality between the $\mathbb{Z}_{2}$-valued indexes $K[\mathcal{E}]$ and $\nu$ for the valence bundles $\mathcal{E}$ of rank 2 .

### 11.1.4 Hermitian line bundles with connection

Before going to the general case of general rank, let us stop for a while on the line bundle with connection considered in the previous subsection. Such objects are the building blocks of the structure that will appear for general Wess-Zumino amplitudes. Given a closed 2 -form $B$ on a manifold $M$, one can associate a Hermitian line bundle with connection, whose curvature is $2 \pi B$ if $B$ has integral periods in $M$. This is a theorem established by Weil in [165], and used by Kostant in [112] in the context of geometric quantization (see also [157] for a more pedagogical introduction). We do not give the rigorous proof here but just show how the line bundle arises naturally.


Figure 11.2: Schematic construction of a Hermitian line bundle $\mathcal{L}$ over $M$ from local data for the closed 2-form $B$.

Consider a manifold $M$ and a closed 2 -form $B \in \Omega^{2}(M)$. We assume that there exist a good open covering $\left\{O_{i}\right\}$ of $M$, namely such that sets $O_{i}$ and their successive intersections are contractible. The 2 -form $B$ is not globally exact on $M$, but is exact on each $O_{i}$ because of the Poincaré lemma, hence there exist $a_{i}$ such that

$$
\begin{equation*}
\left.B\right|_{O_{i}}=\mathrm{d} a_{i}, \quad a_{i} \in \Omega^{1}\left(O_{i}\right) . \tag{11.18}
\end{equation*}
$$

Then on each $O_{i} \cap O_{j}$ the 1-form $a_{i}-a_{j}$ is closed, hence it must be also exact for the same reason as before, so that

$$
\begin{equation*}
a_{i}-a_{j}=\frac{1}{2 \pi \mathrm{i}} c_{i j}^{-1} \mathrm{~d} c_{i j} \tag{11.19}
\end{equation*}
$$

with $c_{i j}: O_{i} \cap O_{j} \mapsto \mathbb{C}^{*}$. Finally, the $c_{i j}$ must be compatible on a triple intersection by satisfying the cocycle condition

$$
\begin{equation*}
c_{i j} c_{j k} c_{k i}=1, \tag{11.20}
\end{equation*}
$$

see below. From this set of data, one can actually build canonically a Hermitian line bundle $\mathcal{L}$ with connection over $M$, as illustrated in Figure 11.2. Over $O_{i}$ the line bundle is just the trivial one $O_{i} \times \mathbb{C}$, and the $c_{i j}$ play the role of transition functions on the intersections $O_{i} \cap O_{j}$ that glue such local trivial bundles together to line bundle $\mathcal{L}$. The one forms $a_{i}$ are interpreted as connections 1 -forms on $O_{i}$ which define a global connection on $\mathcal{L}$ using the gluing property (11.19). Such a global connection allows for parallel transport in $\mathcal{L}$. Finally, the curvature of the connection is nothing but the initial closed 2 -form $B$ multiplied by $2 \pi$. The only additional assumption for this construction to work is that the periods

$$
\begin{equation*}
\int_{\mathcal{C}_{2}} B \in \mathbb{Z} \tag{11.21}
\end{equation*}
$$

for any two-dimensional cycle $\mathcal{C}_{2}$ in $M$. This is actually the condition which guarantees the existence of the transition function $c_{i j}$ satisfying the cocycle condition (11.20) and is also needed for the holonomies to be well defined [157]. It is automatically satisfied on contractible spaces. The Hermitian structure on the fibers of $\mathcal{L}$ is inherited from the one of the trivial bundles $O_{i} \times \mathbb{C}$.

Hence we can associate to a closed 2 -form and its local data a simple geometric structure: a line bundle $\mathcal{L}$ with connection whose curvature is $2 \pi B$. Such structure was used above to compute index $K$ in the case $m=1$. The general case will use the next level of such a construction starting with the 3 -form $\chi$. We shall construct a natural geometric structure which contains several line bundles related to 2 -forms for $\chi$ that is only locally exact.

### 11.2 The general case

In the case of a valence bundle of dimension $n=2 m$ greater than 2 , there is no simple explicit expression for $t_{0}$ and $t_{\pi}$ such as (11.3) when $m=1$, so that we need to adopt a more abstract strategy in order to compute the Wess-Zumino amplitudes appearing in (10.42). Forgetting about the sphere picture for the worldsheet developed in Figure 10.4, consider $t_{0}\left(r, k_{2}\right)$ and $t_{\pi}\left(r, k_{2}\right)$ as defined on $\Sigma=[0,1 / 2] \times[-\pi, \pi]$. Recalling time-reversal property (10.30), we split $\Sigma$ into two parts

$$
\begin{equation*}
\Sigma_{+}=[0,1 / 2] \times[0, \pi] \quad \text { and } \quad \Sigma_{-}=[0,1 / 2] \times[-\pi, 0] \tag{11.22}
\end{equation*}
$$

which are related by

$$
\begin{equation*}
\left.t_{a}\right|_{\Sigma_{-}}=\left.\left(\widetilde{w}_{a} \bar{t}_{a} \widetilde{w}_{a}^{-1}\right)\right|_{\Sigma_{+}} \circ \vartheta_{1} \tag{11.23}
\end{equation*}
$$

where $\widetilde{w}_{a}\left(r, k_{2}\right) \equiv \widetilde{w}\left(a, k_{2}\right)$ is independent of $r$ and $\vartheta_{1}\left(r, k_{2}\right)=\left(r,-k_{2}\right)$ is an orientation-changing diffeomorphism from $\Sigma_{+}$to $\Sigma_{-}$, such that Wess-Zumino amplitudes of $t_{a}$ over $\Sigma_{+}$and $\Sigma_{-}$must be simply related. However these two surfaces have boundaries, that must be taken into account in the computation of the amplitudes. Furthermore, the maps satisfy the following invariance property on the boundary $\partial \Sigma_{+}$

$$
\begin{equation*}
\widetilde{w}_{a} \bar{t}_{a} \widetilde{w}_{a}^{-1}=t_{a} \tag{11.24}
\end{equation*}
$$

so that we need to define and compute Wess-Zumino amplitudes for $S U(2 m)$-valued maps defined on surfaces with boundary on which they satisfying invariance property (11.24).

### 11.2.1 Local data on $S U(n)$

First we cover $S U(n)$ with open subset as in the case $n=2$. Consider the simple coweights of Lie algebra $\mathfrak{s u}(n)=A_{n-1}$, already mentioned in Chapter 8 in the previous part. They are given
by $n-1$ diagonal $n \times n$ matrices [82]

$$
\begin{equation*}
\lambda_{i}^{\vee}=\operatorname{diag}(\underbrace{\frac{n-i}{n}, \ldots, \frac{n-i}{n}}_{i}, \underbrace{-\frac{i}{n}, \ldots,-\frac{i}{n}}_{n-i}), \quad i=1, \ldots, n-1 \tag{11.25}
\end{equation*}
$$

and we shall add to them the vanishing matrix $\lambda_{0}^{\vee}=0$ for convenience. Consider a convex combination of such diagonal matrices (this is the positive Weyl alcove of $\mathfrak{s u}(n)$ )

$$
\begin{equation*}
\tau=\sum_{i=0}^{n-1} t_{i} \lambda_{i}^{\vee}, \quad 0 \leq t_{i} \leq 1 \quad \text { and } \quad \sum_{i=0}^{n-1} t_{i}=1 \tag{11.26}
\end{equation*}
$$

Group $S U(n)$ may be covered by $n$ open subsets generated by conjugacy classes

$$
\begin{equation*}
O_{i}=\left\{g=\gamma \mathrm{e}^{2 \pi \mathrm{i} \tau} \gamma^{-1} \quad \mid \quad \gamma \in S U(n), \quad \tau \text { such that } t_{i}>0\right\} \tag{11.27}
\end{equation*}
$$

Note that for $n=2$ one has only $\lambda_{1}^{\vee}=1 / 2 \sigma_{3}$ and $O_{0}$ and $O_{1}$ coincide with the sets given by (11.6). Subsets $O_{i}$ are contractible so that 3 -form $\chi$ is exact on each one, namely $\left.\chi\right|_{o_{i}}=\mathrm{d} B_{i}$ with smooth 2-forms [82]

$$
\begin{equation*}
B_{i}=\operatorname{tr}\left(\gamma^{-1}(\mathrm{~d} \gamma) \mathrm{e}^{2 \pi \mathrm{i} \tau} \gamma^{-1}(\mathrm{~d} \gamma) \mathrm{e}^{-\pi \mathrm{i} \tau}\right)+4 \pi \mathrm{i} \operatorname{tr}\left(\left(\tau-\lambda_{i}^{\vee}\right)\left(\gamma^{-1}(\mathrm{~d} \gamma)\right)^{2}\right), \tag{11.28}
\end{equation*}
$$

for $i=0, \ldots, n$. On intersections $O_{i j}=O_{i} \cap O_{j}$, these 2-forms differ by

$$
\begin{equation*}
B_{i j}=B_{j}-B_{i}=-\mathrm{itr}\left[\lambda_{i j}^{\vee}\left(\gamma^{-1}(\mathrm{~d} \gamma)\right)^{2}\right] \tag{11.29}
\end{equation*}
$$

for $\lambda_{i j}^{\vee}=\lambda_{j}^{\vee}-\lambda_{i}^{\vee}$. 2-forms $B_{i j}$ are closed and as explained in Subsection 11.1.4 there exist Hermitian line bundles $\mathcal{L}_{i j}$ with unitary connection whose curvature is equal to $\frac{1}{4 \pi} B_{i j}$. Since $\chi$ is exact, a Wess-Zumino amplitude can be computed locally on the subsets $O_{i}$, but then these local contribution must be glued consistently on their intersections $O_{i j}$ through holonomies over line bundles $\mathcal{L}_{i j}$, as in (11.13) in the case $m=1$, or more generally, using parallel transports in $\mathcal{L}_{i j}$. However this is not the end of the story here since on triple intersections $O_{i j k}=O_{i} \cap O_{j} \cap O_{k}$ that are not empty. The parallel transports in the bundles $\mathcal{L}_{i j}, \mathcal{L}_{j k}$ and $\mathcal{L}_{i k}$ must then be consistently related. We require the existence of isomorphims of line bundles

$$
\begin{equation*}
t_{i j k}: \mathcal{L}_{i j} \otimes \mathcal{L}_{j k} \rightarrow \mathcal{L}_{i k} \tag{11.30}
\end{equation*}
$$

on each $O_{i j k}$, that preserve the Hermitian structures and connections. Finally, the full picture also requires that such isomorphims be associative over quadruple intersections $O_{i j k l}$ so that the way to identify $\mathcal{L}_{i j} \otimes \mathcal{L}_{j k} \otimes \mathcal{L}_{k l}$ with $\mathcal{L}_{i l}$ does not matter, namely

$$
\begin{equation*}
t_{i k l} \circ\left(t_{i j k} \otimes i d\right)=t_{i j l} \circ\left(i d \otimes t_{j k l}\right) \tag{11.31}
\end{equation*}
$$

All these properties are necessary to define consistent Wess-Zumino amplitudes [82]. Moreover in the case of $S U(n)$ an explicit construction of line bundles $\mathcal{L}_{i j}$ and isomorphisms $t_{i j k}$ exists from the Kiriliov-Kostant theory of quantization of coadjoint orbits [105, 112]. We do not describe these objects here, to avoid overloading the exposition, but they are implicitly present all along the computations.

Finally note that as announced, this construction is just the generalization of Subsection 11.1.4. Starting with a 3 -form, we end up with several 2 -forms and hence several line bundles that must be glued consistently. The underlying geometric structure is called a bundle gerbe, and was developed by [131] in a mathematical framework and in [82] in the context of WZW models.

### 11.2.2 Definition of general Wess-Zumino amplitudes

With the previous structure it is then possible to define properly the Wess-Zumino amplitudes for a field $g: \Sigma \mapsto S U(2 m)$, starting with a closed and oriented surface $\Sigma$. First we need to triangulate $\Sigma$ in terms of 2-cells (triangles) $c$ that are glued along their edges $e$ with each edge having two end-points (or vertices) denoted by $v$. 2-Cells are naturally oriented from the orientation on $\Sigma$ and each $e \subset \partial c$ inherits orientation from $c$, as well as each $v \in e \subset c$. To such triangulation we associate a choice of indices $i_{c}$ and $i_{e}$ so that $g(c) \subset O_{i_{c}}$ and $g(e) \subset O_{i_{e}}$ (this choice is always possible when taking a fine enough triangulation), as illustrated on Figure 11.1.


Figure 11.1: Image of the triangulation of $\Sigma$ by $g$ in the open covering of $M$. An edge $e$ and a vertex $e$ appear several times with different orientations in definition (11.32) when considering the boundary of all the cells.

The Wess-Zumino amplitudes may be expressed in the form [82]

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}[g]}=\exp \left[\frac{\mathrm{i}}{4 \pi} \sum_{c} \int_{c} g^{*} B_{i_{c}}\right] \underset{e \subset c}{\otimes} \operatorname{Hol}_{\mathcal{L}_{i_{c} i_{e}}}\left(\left.g\right|_{e}\right), \tag{11.32}
\end{equation*}
$$

where the tensor product runs over all the edges $e$ of all the cells $c$ of the triangulation. This is a generalization of (11.13). On each $O_{i_{c}}$ the 3 -form $\chi$ is exact so that we know the corresponding contributions to the amplitude and they must be glued consistently ensuring that the previous definition is independent of the triangulation and the choices of $i_{c}, i_{e}$ and $i_{v}$ [79]. Each factor

$$
\begin{equation*}
\operatorname{Hol}_{\mathcal{L}_{i j}}(\mathcal{I}) \in\left(\mathcal{L}_{i j}\right)_{\mathcal{I}_{+}} \otimes\left(\mathcal{L}_{i j}\right)_{\mathcal{I}_{-}}^{-1} \tag{11.33}
\end{equation*}
$$

denotes (somewhat misleadingly) the parallel transport in line bundle $\mathcal{L}_{i j}$ along an oriented line $\mathcal{I} \subset O_{i j} \subset S U(2 m)$ joining starting point $\mathcal{I}_{-}$to final point $I_{+}$. The inverse fiber is just the dual fiber and one actually has $\mathcal{L}_{i j}^{-1}=\mathcal{L}_{i j}^{*}=\mathcal{L}_{j i}$. Unlike in the formula for $S U(2)$, such amplitude takes values a priori in a tensor product of fibers of line bundles $\mathcal{L}_{i j}$ over the vertices of the triangulation spaces rather than in complex numbers. However when $\Sigma$ has no boundaries such tensor product may by canonically identified with $\mathbb{C}$. First notice that

$$
\begin{equation*}
\underset{e \subset c}{\otimes} \operatorname{Hol}_{\mathcal{L}_{i_{i} i_{e}}}\left(\left.g\right|_{e}\right) \in \underset{v \in e \subset c}{\otimes}\left(\mathcal{L}_{i_{c} i_{e}}\right)_{g(v)}^{ \pm 1}, \tag{11.34}
\end{equation*}
$$

where $v$ runs through all the vertices that are boundary points of all the edges in the boundary of all the 2 -cells of the triangulation, and the sign of the fiber tells if $v$ is the starting ( - ) or ending $(+)$ point of edge $e \subset c$. The tensor product at a given vertex $v$ as on the left of Figure 11.2 may be rewritten as the fiber

$$
\begin{equation*}
\left(\mathcal{L}_{i_{e_{1}} i_{c_{1}}} \otimes \mathcal{L}_{i_{c_{1}} i_{e_{2}}} \otimes \mathcal{L}_{i_{e_{2}} i_{c_{2}}} \otimes \mathcal{L}_{i_{c_{2}} i_{e_{3}}} \otimes \cdots \otimes \mathcal{L}_{i_{e_{n}} i_{c_{n}}} \otimes \mathcal{L}_{i_{c_{n}} i_{e_{1}}}\right)_{g(v)} \tag{11.35}
\end{equation*}
$$

of a tensor product of line bundles that can be canonically trivialized using consecutive isomorphisms $t_{i j k}$ defined in (11.30). Note that the order in which we use $t_{i j k}$ does not matter because of the associativity property (11.31), so that the trivialization is not ambiguous. Performing


Figure 11.2: Triangulation around a vertex. Left: when $\Sigma$ is closed the vertex $v$ appears always both as the end and the beginning of each edge $e_{i}$ depending on the cell ( $c_{i}$ or $c_{i-1}$ ) considered, allowing to trivialize the tensor product of fibers. Right: this is not possible any more when $\Sigma$ has boundaries since some edges appear only once.
this trivialization around each vertex $v$, we end up with a complex number in the definition of Wess-Zumino amplitude (11.32). One can check that this amplitude is consistently defined when changing triangulation, or indices $i_{c}$ and $i_{b}$ [79].

In the case where $\Sigma$ has a boundary composed of a circle $\mathcal{C}, \partial \Sigma=\mathcal{C}$, the previous trivialization at each vertex $v$ still works except for the vertices belonging to $\mathcal{C}$, see Figure 11.2. In that case we may naturally identify

$$
\begin{equation*}
\underset{v \in b \subset c}{\otimes}\left(\mathcal{L}_{i_{c} i_{b}}\right)_{g(v)}^{ \pm 1}=(\mathbb{L})_{\left.g\right|_{c}}, \tag{11.36}
\end{equation*}
$$

where $\mathbb{L}$ is a line bundle over the loop space $L S U(2 m)=\left\{\varphi: S^{1} \rightarrow S U(2 m)\right\}$ and $\left.g\right|_{\mathcal{C}}$ is a boundary loop of $L S U(2 m)$. The fibers of $\mathbb{L}$ over loops differing by an orientation-preserving reparametrization may be canonically identified, and those over loops differing by an orientationchanging reparametrization are canonically dual to each other. In that case the Wess-Zumino amplitude is not a complex number but takes values in the line (11.36) that is not canonically trivializable, in general.

Let $D: \Sigma_{1} \rightarrow \Sigma_{2}$ be a diffeomorphism, then one can show that

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i}_{\mathrm{WZ}}[g \circ D]}=\left(\mathrm{e}^{\mathrm{i}_{\mathrm{WZ}}[g]}\right)^{ \pm 1} \tag{11.37}
\end{equation*}
$$

where the inverse is taken if $D$ is orientation changing. In the case of closed surface this is just an equality between complex numbers whereas for surfaces with boundaries the inverse of an element in $\mathbb{L} \mid \phi$ over a loop $\phi$ is interpreted as the element in the dual line bundle, that pairs with the original element to 1 . Besides the line bundle $\mathbb{L}$ inherits a Hermitian structure from line bundles $\mathcal{L}_{i j}$ and may be equipped with a unitary connection allowing for parallel transport over the loop space.

### 11.2.3 Application to maps $t_{a}$

Each of the surfaces $\Sigma_{+}$and $\Sigma_{-}$defined in (11.22) and seen as a rectangle has one boundary that is homeomorphic to a circle $\mathcal{C}$. Thus, according to the previous subsection, the amplitudes over $\Sigma_{ \pm}$

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[t_{a} \Sigma_{ \pm}\right]} \in(\mathbb{L})_{t_{a} \mid \partial \Sigma_{ \pm}} \tag{11.38}
\end{equation*}
$$

are elements in fibers of $\mathbb{L}$ over the boundary loops of maps $t_{a}$. However such boundary loops only differ by the orientation-changing reparametrization so that the corresponding fibers are canonically dual to each other. Thus the full Wess-Zumino amplitude

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[t_{a}\right]}=\left\langle\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[t_{a} \Sigma_{-}\right]}, \mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[t_{a} \Sigma_{+}\right]}\right\rangle \tag{11.39}
\end{equation*}
$$

remains a complex number. Moreover these two elements in dual fibers are related by the orientation-changing diffeomorphism $\vartheta_{1}$, since the maps $t_{a}$ on $\Sigma_{ \pm}$satisfy (11.23). Hence, according to (11.37),

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[\left.t_{a}\right|_{\Sigma_{-}}\right]}=\left(\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[\left.\left(\widetilde{w}_{a} \bar{t}_{a} \widetilde{w}_{a}^{-1}\right)\right|_{\Sigma_{+}}\right]}\right)^{-1} \tag{11.40}
\end{equation*}
$$

What remains to do is to compare Wess-Zumino amplitudes for the fields $t_{a}$ and $\widetilde{w}_{a}{\overline{t_{a}}}_{a} \widetilde{w}_{a}^{-1}$ on surface $\Sigma_{+}$with one boundary circle, on which the two fields are equal because of (11.24). The latter field may be seen as a gauged version of $t_{a}$ by the adjoint action of field $\widetilde{w}_{a}$ with additional complex conjugation. The corresponding amplitudes must be in some sense proportional. The proportionality factor could naively be expected to be given by the same (Polyakov-Wiegman [144]) formula as for surfaces without boundary. It appears, however, that there is an additional factor related to the boundary of $\Sigma_{+}$which, in the spirit similar to the one discussed in Part 2 of this manuscript, will be later interpreted as the boundary gauge anomaly. We briefly describe the steps of the computation and refer to [44] for the detailed demonstrations.

1. Local adjoint action. Consider fields $h, g: \Sigma \rightarrow S U(n)$, with $\partial \Sigma=\mathcal{C}$. One has:

$$
\begin{equation*}
\mathbb{I}\left(\mathrm{e}^{\mathrm{i}_{\mathrm{WZ}}\left[h g h^{-1}\right]}\right)=\exp \left[\mathrm{i} \int_{\Sigma}(h, g)^{*} \alpha\right] \mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}[g]}, \tag{11.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{I}:(\mathbb{L})_{h g h^{-1} \mid \mathcal{C}} \rightarrow(\mathbb{L})_{\left.g\right|_{\mathcal{C}}} \tag{11.42}
\end{equation*}
$$

is an isomorphisms between the fibers of $\mathbb{L}$ over loops that are a priori different, allowing to see the previous amplitudes as elements in the same 1-dimensional complex space. The 2 -form $\alpha$ over $S U(n) \times S U(n)$ is given by

$$
\begin{equation*}
\alpha(h, g)=\frac{k}{4 \pi} \operatorname{tr}\left(g^{-1} \mathrm{~d} g \wedge h^{-1} \mathrm{~d} h+(\mathrm{d} g) g^{-1} \wedge h^{-1} \mathrm{~d} h+g^{-1}\left(h^{-1} \mathrm{~d} h\right) g \wedge\left(h^{-1} \mathrm{~d} h\right)\right) \tag{11.43}
\end{equation*}
$$

compare to Eqs. (7.13) and (7.14) of Subsection 7.1.3 in Part II.
2. Complex conjugation. Consider only the field $g: \Sigma \rightarrow S U(n)$ and its complex conjugated $\bar{g}$. One has:

$$
\begin{equation*}
\mathbb{K}\left(\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}[\bar{g}]}\right)=\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}[g]} \quad \text { where } \quad \mathbb{K}:(\mathbb{L})_{\left.\bar{g}\right|_{\mathcal{C}}} \rightarrow(\mathbb{L})_{\left.g\right|_{\mathcal{C}}} \tag{11.44}
\end{equation*}
$$

is an isomorphism between lines allowing to see both amplitudes in the same space.
3. All together. Combining the two previous steps, we end up with isomorphism

$$
\begin{equation*}
\mathbb{J}:(\mathbb{L})_{h \bar{g} h^{-1} \mid \mathcal{C}} \rightarrow(\mathbb{L})_{\left.g\right|_{\mathcal{C}}} \tag{11.45}
\end{equation*}
$$

such that

$$
\begin{equation*}
\mathbb{J}\left(\mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}\left[h \bar{g} h^{-1}\right]}\right)=\exp \left[\mathrm{i} \int_{\Sigma}(h, g)^{*} \widehat{\alpha}\right] \mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}[g]} \tag{11.46}
\end{equation*}
$$

where $\widehat{\alpha}(h, g)=\alpha(h, \bar{g})$.
At each step it is possible to compute explicitly isomorphisms $\mathbb{I}, \mathbb{K}$ and $\mathbb{J}$ in terms of local data over $S U(n)$, described in Subsection (11.2.1). Moreover, in the case of boundary maps $t_{a}$, the boundary loops $\left.\left(h \bar{g} h^{-1}\right)\right|_{\mathcal{C}}$ and $\left.g\right|_{\mathcal{C}}$ are identical because of property (11.24), so that $\mathbb{J}$ is just a multiplication by a phase in the same fiber. With explicit realization of the isomorphisms, this phase can be understood as follows. Consider the variety ${ }^{1}$

$$
\begin{equation*}
F=\left\{(h, g) \in S U(n) \times S U(n) \mid h \bar{g} h^{-1}=h\right\} \tag{11.47}
\end{equation*}
$$

[^14]Over the boundary $\partial \Sigma=\mathcal{C}$, our fields $h$ and $g$ take values in $F$. From the local data $\mathcal{L}_{i j}$ over $S U(2 m)$ and the corresponding line bundle $\mathbb{L}$ over its loop space, it is actually possible to construct a Hermitian line bundle $\widehat{\mathcal{J}}$ over $F$ with a unitary connection of curvature $\widehat{\alpha}$, so that the action of $\mathbb{J}$ is just a multiplication by the holonomy of this connection along the loop $\left.(h, g)\right|_{\mathcal{C}}$. Hence (11.46) finally becomes

$$
\begin{equation*}
\operatorname{Hol}_{\widehat{\mathcal{J}}}\left(\left.(h, g)\right|_{\mathcal{C}}\right) \mathrm{e}^{\mathrm{i}_{\mathrm{WZ}}\left[h \bar{g} h^{-1}\right]}=\exp \left[\mathrm{i} \int_{\Sigma}(h, g)^{*} \widehat{\alpha}\right] \mathrm{e}^{\mathrm{i} S_{\mathrm{WZ}}[g]} \tag{11.48}
\end{equation*}
$$

where both amplitudes are considered as elements in the fiber $\mathbb{L}_{g \mid c}$. Applying to the case where $g=t_{a}$ and $h=\widetilde{w}_{a}$, we get

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{\mathrm{Wz}}\left[\left(\widetilde{w}_{a} \bar{t}_{a} \widetilde{w}_{a}^{-1}\right) \mid \Sigma_{+}\right]}=\left(\operatorname{Hol}_{\widehat{\mathcal{J}}}\left(\left.\left(\widetilde{w}_{a}, t_{a}\right)\right|_{\partial \Sigma^{+}}\right)\right)^{-1} \exp \left[\mathrm{i} \int_{\Sigma^{+}}\left(\widetilde{w}_{a}, t_{a}\right)^{*} \widehat{\alpha}\right] \mathrm{e}^{\mathrm{i} S_{\mathrm{Wz}}\left[\left(t_{a}\right) \mid \Sigma_{+}\right]} \tag{11.49}
\end{equation*}
$$

Remembering that $\widetilde{w}_{a}\left(k_{2}\right)=\widetilde{w}\left(a, k_{2}\right)$ is a one variable field, the contribution from the last part of $\widehat{\alpha}$, see (11.43), vanishes so that the integral of $\widehat{\beta}$ over $\Sigma^{+}$in the previous equation is nothing but $\exp \left(-\mathrm{i} \pi \mathcal{B}\left(t_{a}\right)\right)$ of the boundary term (10.38) appearing in the final expression (10.42) for $K[\mathcal{E}]$. Putting all together, we inject the previous equation into (11.40), and with the fact that
 (11.39) of field $t_{a}$

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} S_{\mathrm{Wz}}\left[t_{a}\right]}=\operatorname{Hol}_{\widehat{\mathcal{J}}}\left(\left.\left(\widetilde{w}_{a}, t_{a}\right)\right|_{\partial \Sigma^{+}}\right) \mathrm{e}^{\mathrm{i} \pi \mathcal{B}\left(t_{a}\right)} \tag{11.50}
\end{equation*}
$$

such that in expression (10.42) the boundary terms compensate, and $K[\mathcal{E}]$ is reduced to the the computation of the holonomies in $\widehat{\mathcal{J}}$ of fields $t_{0}$ and $t_{\pi}$ over $\partial \Sigma_{+}$

$$
\begin{equation*}
(-1)^{K[\mathcal{E}]}=\frac{\operatorname{Hol}_{\widehat{\mathcal{J}}}\left(\left.\left(\widetilde{w}_{0}, t_{0}\right)\right|_{\partial \Sigma_{+}}\right)}{\operatorname{Hol}_{\widehat{\mathcal{J}}}\left(\left.\left(\widetilde{w}_{\pi}, t_{\pi}\right)\right|_{\partial \Sigma_{+}}\right)} . \tag{11.51}
\end{equation*}
$$

### 11.2.4 Boundary gauge anomaly interpretation

Upon introducing a coupling to the gauge fields $A$ as in Section 7.1, identity (11.48) may be rewritten in a more suggestive form as

$$
\begin{equation*}
\operatorname{Hol}_{\widehat{\mathcal{J}}}\left(\left.(h, g)\right|_{\mathcal{C}}\right) \mathrm{e}^{\mathrm{i} S_{\mathrm{Wz}}\left[\bar{g}^{h}, \bar{A}^{h}\right]}=\mathrm{e}^{\mathrm{i} S_{\mathrm{Wz}}[g, A]} \tag{11.52}
\end{equation*}
$$

where the gauge transformations were defined in (7.11) and 1-from $A$ was supposed to take values in $\operatorname{isu}(N)$ (i.e. in anti-Hermitian matrices). In this form, the holonomy term has a clear interpretation of the "boundary gauge anomaly", (there exists also a similar version of the above relation without complex conjugations but assuming that $\left.g^{h}\right|_{\mathcal{C}}=\left.g\right|_{\mathcal{C}}$. This provides a link between the themes developed in this part of the thesis and the preceding one.

### 11.2.5 Calculation of the loop holonomy

The computation of the previous holonomies requires the explicit expressions for local data of line bundle $\widehat{\mathcal{J}}$ over $F$, that can be found in [44]. Again we just give here the general ideas. First we triangulate the boundary of $\Sigma_{+}$as illustrated on Figure 11.3 with the four edges $e_{0}, e_{1 / 2}, \ell_{0}$ and $\ell_{\pi}$ of the rectangle.

The holonomies appearing in (11.51) will be computed as a product of local parallel transports along $\left(\widetilde{w}_{a}, t_{a}\right)$ restricted to those edges, using a local expression for $\widehat{\mathcal{J}}$, and glued together at their intersection using corresponding local isomorphisms. First notice that $\left.t_{a}\right|_{e_{0}}=-I$ and $\left.t_{a}\right|_{e_{\pi}}=I$, so that the corresponding parallel transport in $\mathcal{J}$ along these edges does not contribute, and


Figure 11.3: Surface $\Sigma_{+}$and a triangulation of its boundary.
we are left with contribution from $\ell_{0}$ and $\ell_{\pi}$, where $k_{2}=0$ and $\pi$ respectively. On such edges, denoted $\ell_{a^{\prime}}$, maps $t_{a}$ satisfy

$$
\begin{equation*}
t_{a}\left(0, a^{\prime}\right)=-I, \quad t_{a}\left(\frac{1}{2}, a^{\prime}\right)=I, \quad \widetilde{w}\left(a, a^{\prime}\right) \overline{t_{a}\left(r, a^{\prime}\right)} \widetilde{w}\left(a, a^{\prime}\right)^{-1}=t_{a}\left(r, a^{\prime}\right) . \tag{11.53}
\end{equation*}
$$

In particular maps $\left.t_{a}\right|_{\ell_{a^{\prime}}}$ take value in the subgroup $S p_{\widetilde{w}\left(a, a^{\prime}\right)}(2 m)$ defined in (10.27), that is simply connected. Besides, the key point is that curvature $\widehat{\alpha}$ of bundle $\mathcal{J}$ vanishes when restricted to $\left\{\widetilde{w}_{a, a^{\prime}}\right\} \times S p_{\widetilde{w}\left(a, a^{\prime}\right)}(2 m)$, so that the holonomies do not depend on the choice of maps $\left.t_{a}\right|_{a^{\prime}}$, provided that they respect the previous constrains. Thus we can use this freedom to choose maps $t_{a}$ over each boundary $\ell_{a^{\prime}}$, without bothering how to extend such restriction inside $\Sigma_{+}$, so that we are able to give explicit expressions as in the $m=1$-case. Remember from (10.26) that at each TRIM $k^{*}=\left(a, a^{\prime}\right)$ one has $\widetilde{w}\left(k^{*}\right)=u_{0} \omega u_{0}^{-1}$ with a unitary matrix $u_{0}$ such that $\operatorname{det} u_{0}=\operatorname{pf}\left(\widetilde{w}\left(k^{*}\right)\right)$. Hence we set on each edge $\ell_{a^{\prime}}$

$$
\begin{equation*}
t_{a}\left(r, a^{\prime}\right)=u\left(a, a^{\prime}\right) \mathrm{e}^{4 \pi \mathrm{i}(1 / 2-r) \lambda_{m}^{\vee}} u\left(a, a^{\prime}\right)^{-1} \tag{11.54}
\end{equation*}
$$

where

$$
u\left(a, a^{\prime}\right)=\left\{\begin{array}{ll}
u_{0}\left(a, a^{\prime}\right) & \text { if }  \tag{11.55}\\
\mathrm{e}^{\frac{\pi i}{2 m}} \operatorname{pf}_{0}\left(\widetilde{w}\left(a, a^{\prime}\right)\right. & \text { if } \quad \operatorname{pf}\left(\widetilde{w}\left(a, a^{\prime}\right)\right)=1 \\
\left.x^{\prime}\right)=-1
\end{array},\right.
$$

which is the generalization of the case $m=1$ where the $t_{a}$ were given by (11.10), (11.11) and (11.11), but restricted to $k_{2}=a^{\prime}$ here. One can check that such maps satisfy constraints (11.53) (in particular note that whatever $m$, we always have $\lambda_{m}^{\vee}=\operatorname{diag}(1 / 2, \ldots, 1 / 2,-1 / 2, \ldots,-1 / 2)$, see (11.25)).

Finally for $r \in[1 / 4,1 / 2]$ one has $t_{a} \in O_{0}$ and $r \in[0,1 / 4]$ one has $t_{a} \in O_{m}$, where the open subsets were defined in (11.27). This structure is transported into $F$, through open subset $\widehat{O}_{i}$, such that if we split the edges $\ell_{a^{\prime}}=\ell_{a^{\prime}}^{+} \cup \ell_{a^{\prime}}^{-}$as in Figure 11.3, and the local parallel transports in $\mathcal{J}$ is trivial along $\left.t_{a}\right|_{\ell_{a^{\prime}}}$ and we are left only with the gluing isomorphisms at vertices $t_{a}\left(v_{0}\right)$ and $t_{a}\left(v_{\pi}\right)$ in the computation of the holonomies. We end up with [44]

$$
\begin{equation*}
\operatorname{Hol}_{\widehat{\mathcal{J}}}\left(\left.t_{a}\right|_{\Sigma_{+}}\right)=\frac{\operatorname{pf}(\widetilde{w}(a, \pi))}{\operatorname{pf}(\widetilde{w}(a, 0))} \tag{11.56}
\end{equation*}
$$

and index $K$ is given by

$$
\begin{equation*}
(-1)^{K[\mathcal{E}]}=\frac{\operatorname{pf}(\widetilde{w}(0, \pi)) \operatorname{pf}(\widetilde{w}(\pi, 0))}{\operatorname{pf}(\widetilde{w}(0,0)) \operatorname{pf}(\widetilde{w}(\pi, \pi))} . \tag{11.57}
\end{equation*}
$$

Since the Pfaffians in the right hand side are $\pm 1$-valued, this product can be rewritten as in (11.17), i.e. as the Kane-Mele invariant. This concludes the proof.

## Chapter 12

## Conclusions and perspectives

We have shown in the two previous chapters that the geometric index $K$ coincides with the Kane-Mele invariant. Our construction provides a new geometric interpretation of the KaneMele invariant, computed in terms of Wess-Zumino amplitudes requiring advanced techniques developed first for WZW conformal field theory models. The proof was somewhat sinuous and even the initial definition of $K$ might look somewhat artificial. We conclude this part by justifying the natural appearance of index $K$ in the context of periodically driven system, presenting on the way their interesting topological properties. At the end we make some comments on the geometry underlying our constructions and the related open problems.

### 12.1 Floquet systems

### 12.1.1 Topological invariant for periodically driven systems

Consider a system with a Hamiltonian $H(t)$ that is time-dependent but periodic, $H(t+T)=H(t)$. For space-periodic crystals, the Bloch decomposition still applies, leading to a family of timeperiodic Bloch Hamiltonian $H(t, k)$ over $[0, T] \times$ BZ. Because of time-dependence, energy is not conserved in the system, so that a better family to consider than the Hamiltonians is actually the one of evolution operators $U(t, k)$ solving the equation

$$
\begin{equation*}
\mathrm{i} \dot{U}(t, k)=H(t, k) U(t, k) \quad \text { and } \quad U(0, k)=I, \tag{12.1}
\end{equation*}
$$

where dot denotes the time derivative. This is a smooth family of unitary operators over $[0, T] \times \mathrm{BZ}$ which, however, is not time-periodic, but satisfies instead $U(t+T, k)=U(t, k) U(T, k)$. Thus the whole information about the evolution is still contained in the time-interval $[0, T]$. Since $[0, T]$ is contractible and $U$ is a smoothly deformable to its constant $t=0$ value, the homotopy class for this family is trivial. A family of unitaries over $S^{1} \times \mathrm{BZ}$ could have instead a nontrivial homotopy class. Hence we construct a periodized version of $U$, using the Floquet theory [44].


Figure 12.1: Full spectrum of the unitary family $U(T, k)$ for $k \in B Z$. For each $k$ we have a discrete set of $U(1)$-valued eigenvalues that describe continuous bands when $k$ moves. We assume such bands to be separated by gaps, in analogy with static insulators.

Assume that at the end of one period, family $U(T, k)$ has at least one common spectral gap, as in Figure 12.1. The eigenvalue of $U(T, k)$ are phases $\lambda(k) \in U(1)$, that are usually written in terms of quasi-energies $\epsilon(k)$ such that $\lambda(k)=\mathrm{e}^{-\mathrm{i} T \epsilon(k)}$. The quasi-energies are defined modulo $2 \pi / T$ so that the corresponding spectrum repeats itself when unrolled. If there exist an $\epsilon$ in the gap of the quasi-energy spectrum of the whole family $U(k, T)$, then it is possible to define an effective Hamiltonian $H_{\epsilon}^{\text {eff }}$ smoothly depending on $k$ such that

$$
\begin{equation*}
U(T, k)=\mathrm{e}^{-\mathrm{i} T H_{\epsilon}^{\mathrm{eff}}(k)} \tag{12.2}
\end{equation*}
$$

using the spectral decomposition. $H_{\epsilon}^{\text {eff }}$ is, up to the factor $\frac{\mathrm{i}}{T}$, given by the logarithm of $U$ with the branch cut at $-T \epsilon$. This allows to define a periodized version of the full family $U(t, k)$ by introducing

$$
\begin{equation*}
V_{\epsilon}(t, k)=U(t, k) \mathrm{e}^{\mathrm{i} t H_{\epsilon}^{\mathrm{eff}}(k)} . \tag{12.3}
\end{equation*}
$$

The new family if $T$-periodic, hence it is defined on the 3 -torus $S^{1} \times \mathrm{BZ}$, and also satisfies $V_{\epsilon}(0, k)=I=V_{\epsilon}(T, k)$. It might have a nontrivial homotopy class represented by the degree

$$
\begin{equation*}
\operatorname{deg}\left(\mathrm{V}_{\epsilon}\right)=\frac{1}{24 \pi^{2}} \int_{[0, \mathrm{~T}] \times B Z} \operatorname{tr}\left(\mathrm{~V}_{\epsilon}^{-1} \mathrm{~d} \mathrm{~V}_{\epsilon}\right)^{\wedge 3} \tag{12.4}
\end{equation*}
$$

already used previously, see (10.2). This is in an integer number, called $W_{\epsilon}[U]$ in [151] in the context of time-periodic systems, and shown there to be a topological invariant analogous to the Chern number. Note, however, that, in contrast to static systems, such invariant is associated to a gap rather than to a band, hence its $\epsilon$-dependence.

It is also possible to impose the time-reversal symmetry on such periodically forced systems by demanding that

$$
\begin{equation*}
\Theta H(t, k) \Theta^{-1}=H(-t,-k) \quad \Rightarrow \quad \Theta V_{\epsilon}(t, k) \Theta^{-1}=V_{\epsilon}(T-t,-k), \tag{12.5}
\end{equation*}
$$

so that, in that case, family $V_{\epsilon}(t, k)$ is redundant for $t \in[T / 2, T]$. Besides, the previous invariant always vanishes in that case: $\operatorname{deg}\left(\mathrm{V}_{\epsilon}\right)=0$. Another topological invariant was proposed in [45] for time-reversal periodically driven system, by artificially modifying the evolution for $V$ after $T / 2$. Consider the map

$$
\widehat{V}_{\epsilon}(t, k)=\left\{\begin{array}{ccc}
V_{\epsilon}(t, k) & \text { if } & 0 \leq t \leq T / 2  \tag{12.6}\\
\widetilde{V}_{\epsilon}(t, k) & \text { if } & T / 2 \leq t \leq T
\end{array}\right.
$$

with $\widetilde{V}_{\epsilon}(T / 2, k)=V_{\epsilon}(T / 2, k)$ and $\widetilde{V}_{\epsilon}(T, k)=I$ and satisfying

$$
\begin{equation*}
\Theta \widetilde{V}_{\epsilon}(t, k) \Theta^{-1}=\widetilde{V}_{\epsilon}(t,-k) \tag{12.7}
\end{equation*}
$$

instead of (12.5) for $V_{\epsilon}$ (note that the two relations are compatible at $T / 2$ ). The family $\widehat{V}_{\epsilon}(t, k)$ is still defined on the 3 -torus $S^{1} \times \mathrm{BZ}$, and we proved in [44] that

$$
\begin{equation*}
K_{\epsilon}[U]=\operatorname{deg}\left(\widehat{V}_{\epsilon}\right) \bmod 2 \tag{12.8}
\end{equation*}
$$

is a well defined topological invariant for such systems that is associated to a quasienergy gap $\epsilon$. In analogy with the Kane-Mele invariant, this quantity is $\mathbb{Z}_{2}$ valued. It captures the obstruction of the evolution family $U$ to preserve the corresponding (time evolving) Kramers pairs [45].

Expression (12.8) for $K \epsilon[U]$ may be also rewritten with the use of the square root of the Wess-Zumino amplitude as

$$
\begin{equation*}
(-1)^{K_{\epsilon}[U]}=\frac{e^{\frac{i}{8 \pi}}{ }_{[0, T / 2] \times B Z}^{\int_{\epsilon}} V_{\epsilon}^{*} \chi}{\left(\mathrm{e}^{S_{\mathrm{WZ}}\left[V_{\epsilon}(T / 2)\right]}\right)^{1 / 2}}, \tag{12.9}
\end{equation*}
$$

see (10.15).

### 12.1.2 Relation to the static case

The previous invariants $W_{\epsilon}[U]$ and $K_{\epsilon}[U]$ are associated to quasi-energy $\epsilon$ that lies in a gap of the family $U(t, k)$ of the evolution operators. A natural question to ask is how they change when taking a different $\epsilon$. In the first case where time-reversal symmetry is broken, it was shown in [151] that, for two quasi-energies $\epsilon$ and $\epsilon^{\prime}$, the difference

$$
\begin{equation*}
W_{\epsilon^{\prime}}[U]-W_{\epsilon}[U]=C_{1}\left[\mathcal{E}_{\epsilon, \epsilon^{\prime}}\right] \tag{12.10}
\end{equation*}
$$

is the Chern number associated to the vector bundle $\mathcal{E}_{\epsilon, \epsilon^{\prime}}$ generated by the eigenstates of operator $U(T, k)$ corresponding to quasi-energies between $\epsilon$ and $\epsilon^{\prime}$. In particular, if the quasi-energy belongs to the same gap, then $W$ is the same, confirming that this invariant is associated to gaps. In the time-reversal case both part of the previous equation vanish, but

$$
\begin{equation*}
K_{\epsilon^{\prime}}[U]-K_{\epsilon}[U]=K\left[\mathcal{E}_{\epsilon, \epsilon^{\prime}}\right] \tag{12.11}
\end{equation*}
$$

where $K$ on the right hand side is the index defined previously in (10.10), which coincides with the Kane-Mele invariant according to the two previous chapters. Indeed, one can show that operators $V_{\epsilon}$ for different quasi-energies differ by

$$
\begin{equation*}
V_{\epsilon^{\prime}}(t, k)=V_{\epsilon}(t, k) \mathrm{e}^{\frac{2 \pi i t}{T} P_{\epsilon, \epsilon^{\prime}}(k)} \tag{12.12}
\end{equation*}
$$

where $P_{\epsilon, \epsilon^{\prime}}(k)$ is the family of projectors onto the fibers of $\mathcal{E}_{\epsilon, \epsilon^{\prime}}$. Thus when taking the difference of $K_{\epsilon}$, we end up with index $K$. Conversely, a family of projector $P(k)$ for a static system can be seen as a trivial evolution operator $U=\exp \left(\frac{2 \pi i t}{T} P(k)\right)$, which motivates the definition (10.10) of $K$.

Topological invariants for periodic systems are naturally defined for a given gap in the quasienergy instead of a given band for static systems. However the two cases are related: when taking a difference of gap invariants for a periodic system, one obtains a band invariant that can be compared with the corresponding static one.

### 12.1.3 Possible generalizations

Our expressions for topological indices like (10.13) or (12.9) involve square roots of Wess-Zumino amplitudes. The geometric structure underlying the Wess-Zumino amplitudes involves the theory of bundle gerbes, presented informally in Section 11.2 as consistent collections of local line bundle $\mathcal{L}_{i j}$ over $S U(2 m)$. Such theory allows to treat Wess-Zumino amplitudes in more general situations [82]. In such cases, handling square roots of Wess-Zumino amplitudes requires an introduction of a time-reversal equivariant structures on gerbes, roughly exhibiting their consistent behavior under the the action of $\Theta$. The geometry of time-reversal equivariant gerbes is still under construction.

Once such theory developed, it could be used to tackle topological problems of various kind involving time-reversal invariance. An extension to 3-dimensional system seems for example accessible and related to square roots of Wess-Zumino amplitude for fields restricted to the boundaries of the effective Brillouin zone. In particular, the relation between strong and weak index for 3-dimensional Kane-Mele invariant, as well as its Floquet version, may be understood in this approach. Another possible generalization would be to consider amplitudes for field valued in other groups than $U(N)$ (the bundle gerbes have been constructed for any simple Lie group, even not simply connected [81]). It could describe systems with additional symmetries, for example of the initial lattice. Moreover, the equivariant structures relative to the time-reversal can in principle be adapted to the other symmetries appearing in the classification of topological insulators from Table 9.1. Finally, systems with boundaries are a interesting direction for investigation in terms of Wess-Zumino amplitudes. Such an investigation could contribute to a better understanding of the bulk-edge correspondence and of the conformal field theory description of the edge modes.

### 12.2 Conclusions

We have shown in the present part of the thesis that the Kane-Mele invariant, for time-reversal invariant topological insulators in dimension two coincides with a geometric quantity $K[\mathcal{E}]$ associated to a contraction to identity of a family of unitary operator $U_{P}$ preserving the time-reversal structure all along the contraction. Such unitary families are canonically related to families of projectors associated to the valence band of the system. Definition of index $K[\mathcal{E}]$ came from the context of periodically driven systems, where the physical time plays the role of contraction parameter, which is then replaced by a formal parameter for the static case.

Index $K[\mathcal{E}]$ naturally involves Wess-Zumino amplitudes in its computation. More exactly, $K[\mathcal{E}]$ may be directly interpreted as a square root of Wess-Zumino amplitude for the field $U_{P}$. Although nontrivial, the underlying structure of bundle gerbes needed to compute such square roots seems a powerful tool that, once fully developed, suggests various interesting perspectives for other topological problems that could be tackled with such conformal field theory related techniques.

## Chapter 13

## General conclusion

This work has shown the ubiquitous aspect of conformal field theory and its geometric formalism relating systems, models and problems a priori independent. From nonequilibrium junctions of quantum wires to two-dimensional topological insulators, passing by global gauge anomalies in coset models, the power of the approach showed in the mathematical constructions well under control at each step from the Lagrangian formulation to the quantum description, with the functional integral often helpful or even necessary to understand specifics aspects.

If the nonequilibrium transport properties for junctions of quantum wires were well understood for few different models, in particular in the asymptotic regime of large scales and long times, the formalism has also shown its limits in the promising case of the coset-brane junction mixing nonabelian theories at a contact point with nontrivial scattering. Although the underlying conformal field theory is, in principle, exactly solvable, some explicit quantities are still unknown, and an indirect approach might be needed to circumvent this difficulty. The bosonic junction, easier to handle, opened some interesting perspectives for extracting nonequilibrium properties of more complicated networks of quantum wires. This direction seems more accessible.

My contribution to the classification of global gauge anomalies described here came mainly at the end of the story, providing a definite answer to the question: which coset models suffer from such anomalies for a closed worldsheet and a simple Lie groups? It was the first task that I tackled in my thesis work and a good opportunity to learn both the basics of conformal field theory and the subtle structure of semi-simple Lie algebras and subalgebras that play an important role in many physical theories. Generalizations of the work presented here to supersymmetric or T-dual models seems possible, but another direction on the crossroads between anomalies and conformal field theory suggested by the problems discussed in the third part of the thesis may be more attractive.

The calculation of the index that we have defined for time-reversal invariant two-dimensional topological insulators and which, at the end, was shown to give the Kane-Mele invariant, involved the appearance of a gauge anomaly on worldsheet with boundaries. This part was in some sense a preliminary work, leading to various open questions. The study of geometric structures underlying our approach should lead to a better understanding of relations between anomalies and topological torsion invariants for insulators, as e.g. the ones discussed in [154] or [153]. As already mentioned, refining such structures to capture the case of systems with boundaries should provide a better understanding of the bulk-edge correspondence and the conformal field theory content of edge modes. Since the edges of topological insulators can be viewed as realizations of quantum wires, this would provide a step further in building links between the three different aspects of my thesis work.
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[^0]:    ${ }^{1}$ supers

[^1]:    ${ }^{1}$ To simplify the notations, we use the Fermi velocity $v_{F}$ to express time in the same units as length.

[^2]:    ${ }^{2}$ we assume that $\left|2 \pi+g_{4}\right|>\left|g_{2}\right|$

[^3]:    ${ }^{3}$ As may be seen from the Smith normal form of matrix $\left(\kappa_{n}^{m}\right)$, such a property is satisfied if and only if the $M \times N$ matrix $\left(\kappa_{n}^{m}\right)$ has rank $M$ and the g.c.d. of its $M \times M$ minors is equal to 1 , see Proposition 4.3 of [159].

[^4]:    ${ }^{4}$ For $L=\infty$, the open string Hamiltonian has a continuous spectrum and the operator $\mathrm{e}^{-\beta(H-V Q)}$ is not traceclass.

[^5]:    ${ }^{5}$ As already mentioned, the name is slightly abusive here: what we are actually computing is the analytic continuation of the Legendre transform of the large deviation rate function.

[^6]:    ${ }^{6}$ The scattering of the fermionic modes corresponding to the bosonic junction is actually highly nontrivial, see [62] for example.

[^7]:    ${ }^{1}$ Elements in the center $\tilde{Z}$ of $\tilde{G}$ have trivial adjoint action and the gauge transformation (7.11) are well defined for $h$ with values in $G / Z$.

[^8]:    ${ }^{1}$ We consider here the compact real forms $\mathfrak{g}$ of $\mathfrak{g}^{\mathbb{C}}$ that are in one-to-one correspondence with $\mathfrak{g}{ }^{\mathbb{C}}$, and, unlike in the other parts of the thesis, use mathematicians' convention for $\mathfrak{g}$, differing by the imaginary unit from physcists' one.

[^9]:    ${ }^{1}$ We recommend $[10,132]$ for a good introduction to the theory of fiber bundles in a physical context.

[^10]:    ${ }^{2}$ This is always possible since $\operatorname{det}(w)$ has no winding numbers, see Appendix G of [70].

[^11]:    ${ }^{3}$ The labels come from Atland and Zirnbauer classification using symmetric spaces, see [4].

[^12]:    ${ }^{1}$ More properly, $V(t, k)$ may be viewed as defined on the suspension $S \mathrm{BZ}$ equal to $[0, T] \times \mathrm{BZ}$ with $\{0\} \times \mathrm{BZ}$ and $\{T\} \times \mathrm{BZ}$ identified to points.
    ${ }^{2}$ The name comes from the case when $V$ takes values in the 3-dimensional group $S U(2) \cong S^{3}$ where deg $[V]$ counts how many times the image of $V$ covers the 3 -sphere.

[^13]:    ${ }^{3}$ Application $V$ allows to identify elements of $K^{-1}(S \mathrm{BZ})$, K-group of suspensions of BZ and $K^{0}(\mathrm{BZ})$, that are necessarily identical due to Bott periodicity [149].

[^14]:    ${ }^{1}$ This is not necessarily a manifold, but still the defined quantities are meaningful in our case.

