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Chapter 1

Introduction

Since the early days of computer programming, code reuse has been the focus of research.
Software engineering research has developed over the years a variety of concepts to help code
reuse, such as procedures or objects. Code reuse is important to avoid having to reinvent
the wheel for each new project, when third-party code could be used instead. Moreover, even
within a single application, code quickly becomes redundant. Proper reuse and/or factorization
techniques can tremendously ease the development and maintenance of applications.

Component-based software engineering (CBSE) is a software engineering paradigm, intro-
duced in the 1960s [74], which proposes to reuse code through composition. Code to be reused
is encapsulated in entities called components which are meant to be composed. Let us say that
some component A needs to reuse the code from some other component B, then A can be com-
posed with B. This approach is different from object-oriented software engineering which uses
inheritance as its main means of code reuse.

Component-based programming (CBP) is a direct application of this paradigm and consists
in writing applications through component composition only. This approach assumes that there
exist components, written by third-parties, which are available “on a shelf”. These components
can be composed using a dedicated language to form a full application. This process is called
“component assembly”. Component-based programming requires the use of a dedicated model,
called a component model, which defines components and composition. Component models have
been the focus of a lot of academic and industrial efforts in the last decades. Many component
models, with various features and properties, have been proposed and implemented over the
years.

Compared to other software engineering paradigms, component-based approaches have two
main advantages: easy separation of concerns, and high-level view of application architecture.
Separation of concerns (SoC) is the process of dividing an applications into parts (in our case:
components) so that each part deals with a small number of specific “concerns”. SoC is an im-
portant software engineering property which ensures applications parts are easy to write (less
concerns means less complexity and skills involved), and easy to reuse (SoC means less depen-
dencies). CBSE proposes both separation of concerns between components (each component
deals with a specific task), and between the component level (low-level concerns) and the assem-
bly level (high-level concerns, application structure). Moreover, a component assembly provides
a convenient high-level view of an application structure. Indeed, low-level concerns are hidden
within components and composition can be used to express meaningful interactions between
parts of the application. Also, this high-level view provides convenient high-level mechanisms
to tweak applications, e.g., to adapt them to specific use cases.

CBSE has been successfully applied to High-Performance Computing (HPC) applications.
HPC applications are applications whose sequential execution time is ludicrously high (e.g.,
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years or centuries) and which, consequently, target highly-parallel hardware architectures such
as supercomputers or computer clusters. HPC applications include, for example, large-scale
simulations in scientific domains such as climatology, chemistry or astrophysics. HPC applica-
tions tend to be large (e.g., hundreds of thousands of lines of codes), complex (e.g., cutting-edge
physics/maths, fine-grained multithreaded synchronization) and to have drastic scalability re-
quirements (e.g., hundreds of thousands of cores). Moreover, HPC applications require frequent
adaptation and tweaking, to fit different use cases and target hardware architectures, over the
course of their long lives (typically tens of years). CBSE has been used in this case to both
ease the expression of parallelism (thanks to the assembly-level view offered by CBP) and ease
adaptation to different use cases and hardware (by tweaking the assembly).

Unfortunately CBP has a hard time dealing with applications whose code, communication
topology and/or data topology change during execution. One example of such an application,
in HPC, is Adaptive Mesh Refinement (AMR), a computing technique which involves dynamic
refinement of a mesh of data. From a CBP perspective, this kind of application is difficult to
implement because the application structure (which highly influences the component assembly)
changes dynamically during execution. Most existing component models do not provide the same
benefits (e.g., assembly view, third-party reuse) during execution, as they do at assembly time.
While it is possible to circumvent the problem by using large components which encapsulate the
dynamic parts, this defeats the purpose of using components in the first place. Moreover, it would
be interesting to express structure changes as assembly changes, in order to benefit from the high-
level view provided by CBP. In order to do that, one must use a reconfigurable component model,
i.e., a component model which supports assembly modification (reconfiguration) at runtime.

Reconfigurable component models exist in the literature but none of them is compatible with
the scalability and performance requirements of HPC applications. Indeed, these models impose
synchronization constraints (e.g., global synchronization before any reconfiguration) which limit
scalability in the general case (e.g., global synchronization is known not to be a scalable opera-
tion). HPC applications are a particularly challenging case because they often require (in order
to scale) fine-grain custom synchronization (e.g., point-to-point message-passing synchronization
across millions of processes).

Problem

The goal of the present thesis is to propose a reconfigurable component model compatible with
HPC performance and scalability requirements. Such a model is important to help design, main-
tain and adapt HPC applications with dynamic structure, which are among the most complex
HPC applications. This problem is not simple though, and presents several sub-problems.

The first sub-problem that must be addressed is the synchronization of concurrent reconfig-
urations. When several concurrent reconfigurations occur at once in an assembly, consistency
and synchronization problems arise. This problem can be further decomposed into ensuring
safety (i.e., consistency of application state during execution) and performance (i.e., minimizing
reconfiguration time for HPC purposes).

The second sub-problem to be addressed is programmability of reconfigurable applications.
Reconfigurable applications, and reconfigurable HPC applications in particular, typically are
large and complex applications, which are difficult to develop. In addition, HPC applications
must be easily adaptable to various hardware architectures. While high-level programmability-
oriented features exist in the component literature (e.g., hierarchy, genericity), their use with
reconfigurable assemblies is problematic (notably hierarchy).

In addition, solutions for these various problems can easily conflict and/or be difficult to
reconcile. For example, performance and programmability are goals which typically hamper
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one another. Also note that the proposed solutions must comply with the core principles of
component-based programming, otherwise the software engineering benefits this approach pro-
vides may not longer hold.

Contributions

For this thesis, we have decided not to focus on one particular sub-problem but, instead, to adopt
a “vertical slice” approach. We have endeavoured to tackle both software-engineering-oriented
and HPC-oriented problems in order to provide a full end-to-end solution and overview of the
larger problem.

DirectMOD The main contribution of the thesis, and the cornerstone of our approach, is
the DirectMOD formal component model. This model aims to:
• provide an assembly-level language for assembly transformations;
• ease the reuse of transformations;
• separate the synchronization and locking concerns from the rest of the application.

In order to achieve these goals, two novel concepts are introduced: domains and transformation
adapters. Domains are special components which are responsible for safely executing transfor-
mations. Transformations adapters are special ports which explicitly connect a transformation
to its target subassembly. We provide full syntax and semantics for DirectMOD in a formal
fashion. This first contribution is evaluated both through a model-level analysis, and using Di-
rectL2C, an implementation we developed. Evaluation deals with both the programmability
capabilities of DirectMOD and its performance.

Efficient Locking Our second contribution is a set of models and tools to help with stopping
running components in an efficient and reliable fashion. We present a formal model for a stopping
paradigm called mutex-based locking, which is efficient but difficult to use. We then propose an
algorithm which helps to implement mutex-based locking while relying on very little metadata.
We evaluate this approach on a series of AMR-based benchmarks, which we compare in terms of
code metrics and performance. While this approach does not work in the general case, it works
well for a certain class of applications which include useful use cases such as stencil codes.

SpecMOD Our third contribution is SpecMOD, a formal calculus for specialization of hi-
erarchical component assemblies. SpecMOD models the element-by-element specialization of
component assemblies and provides a formal framework to express specialization algorithms. We
show how SpecMOD can support hierarchy, genericity and—more importantly in the context
of this thesis—assembly transformations. Full syntax and semantics of SpecMOD are provided.
The generality of the model is extensively discussed through a series of examples and extensions
of the model. Preliminary work to apply SpecMOD to DirectMOD, in order to improve the
transformation and assembly description, is also presented and evaluated.

Structure of this Document

The present thesis is divided into two parts. First, Part I presents the context of the thesis and
relevant related works. This part is divided into Chapter 2, which gives the context on HPC and
component models, and Chapter 3, which presents related works on reconfiguration in general.
Second, Part II presents our contributions, one per chapter. This second part is divided into
three chapters. Chapter 4 presents DirectMOD, which is a formal component model which
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allows concurrent reconfiguration while preserving separation of concerns. Chapter 5 presents
a series of models and tools aimed at stencil-style applications to help with efficient deadlock-
free locking of component assemblies while requiring minimal metadata. Chapter 6 presents
SpecMOD, a formal calculus for component assembly specialization which support genericity,
hierarchy and DirectMOD-style transformations; usage with DirectMOD is also discussed.
Finally, Chapter 7 concludes and present perspectives.
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Chapter 2

Context

Contents

2.1 High-Performance Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Hardware Architectures Today . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 HPC Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.3 Focus: Adaptive Mesh Refinement . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Component Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Common Concepts and Features . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Examples of Component Models . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

This chapter presents High-Performance Computing and Component Models, the two do-
mains at the intersection of which lie the subject matter of the thesis. For each of those two
domains, a presentation of the important concepts relevant to the understanding of the thesis is
given. Section 2.1 presents High-Performance Computing (HPC), while Section 2.2 deals with
component models.

2.1 High-Performance Computing

High-Performance Computing, abbreviated as HPC, is the domain of computer science that
deals with applications with very large space and/or time requirements. Typically, a HPC ap-
plication executing on a traditional desktop computer would take years or centuries to terminate.
Alternatively, some HPC applications might require inordinate amounts of memory. HPC as a
scientific domain deals with the development of new hardware and software techniques so as to
be able to run more and more demanding applications.

HPC today deals with both unusual hardware architectures and unusual software, and a few
notions about both are required to fully understand the context for the present thesis. Sec-
tion 2.1.1 presents modern HPC hardware and afferent challenges, while Section 2.1.2 deals with
HPC application characteristics, and finally Section 2.1.3 presents a specific HPC application
(Adaptive Mesh Refinement) as a motivating example for this thesis.

2.1.1 Hardware Architectures Today

Over the years, a variety of different hardware architectures have been developed for HPC appli-
cations. Not all those architectures target the same kind of application, and their characteristics
vary depending of their specific goals.
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Figure 2.1: Grid’5000, an example of a computing grid.

High-performance hardware is a complex subject whose intricacies could easily fill a whole
thesis, but this section gives only a brief overview. Indeed, the subject matter of the thesis
requires no more than a coarse-grain understanding of the main characteristics of HPC hardware
and underlying issues.

Brief taxonomy Most modern HPC architectures are collections of computing hardware,
structured into large architectures. Different paradigms can be used to build such architectures.
The most common of those paradigms are:
• Supercomputers are large, tightly-connected high-performance architectures built as a sin-

gle machine. Supercomputers are different from the other approaches below in that they
are designed from scratch as a single machine, instead of being a collection of smaller
machines.
• Clusters are collections of desktop-style or server-style computers, assembled together us-

ing high-performance networks. The machines composing a cluster are typically called
computing nodes (or just nodes). On many clusters (depending on the program used for
resource reservations), users know the structure and can reserve specific subsets of the
nodes for a given computing task.
• Computing grids are collections of clusters and supercomputers, often geographically dis-

tant from one another, connected to form a single infrastructure. While grids can be used
to run applications on a single cluster or supercomputer, they also allow to run grid-wide
applications. One example of a computing grid is Grid’5000 [10], an experimental platform
regrouping clusters from sites all across France.

• Clouds are computing resources abstracted as on-demand services. Clouds typically try
to hide away architectural information such as network topology or node location. While
clouds are mostly known for non-HPC applications, there have been initiatives that try to
use them for HPC (early examples include [92, 93]).

Size and parallelism HPC infrastructure are typically quite large and very parallel. For
example, at the time of writing, the largest supercomputer is the Tianhe-2, developed at China’s
National University of Defense Technology [1], which sports 3,120,000 computing cores.

The point of those very large architectures is to push the boundaries of what a single appli-
cation can compute in a reasonable time (up to months or years). Thus, such architecture are
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not meant to be used by a lot of concurrent applications but, as much as possible, by large, very
parallel applications.

There is a constant push towards larger architectures. At the time of writing, the largest
supercomputers are capable of tens of quadrillions of floating point operations per second (i.e.,
tens of Pflop/s) [1]. This scale of architecture is called petascale computing, and a lot of initiatives
are already working towards the next step, exascale computing (i.e., thousands of Pflop/s); see
for example [18, 89, 46].

This race towards larger architectures means that architectures are more and more parallel.
Indeed, as the frequency of circuits has pretty much stopped, increasing the power of chips was
done by cramming more and more computing units in them, using the extra transistors predicted
by Moore’s law [76].

Heterogeneity In addition to being large and parallel, HPC architectures tend to be hetero-
geneous, in the sense that hardware inside a single architecture can be heterogeneous.

First, there might be heterogeneity inside computing nodes. Typically, a computing node
can feature a hardware accelerator in addition to its CPU, such as a GPU, a FPGA, or an Intel
MIC coprocessor. Also, HPC computing nodes may have non-uniform memory or processor
architectures.

Second, there might be inter-node heterogeneity, either in the form of non-uniform access
(due to network concerns), or simply different nodes hardware-wise. A typical example of inter-
node heterogeneity is provided by computing grids.

Concluding remarks HPC architectures are very large, very parallel (up to millions of cores
and growing), very complex, and can differ greatly from one another. This poses a challenge to
programmers, particularly in a HPC context where making the most of every piece of hardware
is crucial for performance.

2.1.2 HPC Applications

HPC applications are, by definition, applications with very large computing times and/or mem-
ory requirements, that target HPC hardware. HPC applications have other specific characteris-
tics which are detailed in the present section.

Application domains HPC applications come from a variety of science and engineering do-
mains. Typical examples of HPC applications include:
• climatology (e.g., [59]);
• engineering simulations (e.g., nuclear-waste disposal [80]);
• biology (e.g., DNA alignment [5], biomolecular dynamics [56]);
• physics (e.g., astrophysics [98, 94]);
• computational chemistry (e.g., quantum chemistry [3]).
A study conducted by PRACE (Partnership for Advanced Computing in Europe, a European

organisation regrouping most Europe’s world-class HPC infrastructures) [90] shows that, in
practice, on large computers, physics and chemistry constitute the majority of applications.

Scalability Since HPC infrastructures are very parallel (up to millions of cores, see Sec-
tion 2.1.1), HPC applications must be capable of such a level of parallelism.

Most HPC applications are moldable, i.e., the level of parallelism can be configured per-run
at the start of the application or at compilation. Technically, any such application can run
at arbitrarily high parallelism. However, the very point of parallelism is to improve computing
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time as the number of cores/threads/processes increases, which is difficult. The relation between
the amount of computing resources available to an application and its performance is called
scalability. At the very best, the performance of an application (number of operations/time
unit) can scale linearly with the number of computing resources 1.

In practice linear scaling is difficult to attain for high resource counts as many phenomenons
hamper scalability. At the very least, applications are held by Amdahl’s law [6], which states
that an application’s performance has a sequential component which becomes dominant as the
resource count go up, preventing linear scaling. Many other problems arise that hamper scala-
bility, including:
• Algorithmic limitations: some problems cannot easily be parallelised (e.g.,, irregular

meshes).
• Saturation of resources that arise with intensive use, e.g., network, memory bandwidth.
• Imperfect use of resources: it is difficult to ensure that every core/process/thread has work

to do 100% of the time. This problem is called load balancing.
• Management/synchronisation overhead: managing thousands/millions of

cores/processes/threads is no trivial task and may be imperfect or require resources in
itself.

Scalability is a very central issue in HPC, a large part of the literature aiming at improving
scalability through technologies, algorithms, and software optimisations.

In terms of figures, the largest HPC applications target million-cores architectures (see Sec-
tion 2.1.1), and execution times of a few years at most. This means that the largest HPC
applications require millions of cpu.month, i.e., millennia of cpu time.

Languages and technologies Most HPC applications are written in Fortran, C, or C++ [90].
All these languages have traditional call-stack-based executions, and a C-style memory model
with pointers. From a software engineering perspectives, these languages feature functions, and
module/objects for some of them.

Since HPC applications need to be very parallel, several technologies were developed to
allow/ease parallel programming in C/C++/Fortran. The most prominent of these technologies
are:
• MPI [50] (Message Passing Interface) is a widely-used standard in C++/Fortran HPC

applications. It handles parallelism through message passing and has a distributed memory
model, i.e., a MPI application is composed of several processes with their own memory
which communicate by sending and receiving messages. A noteworthy feature of MPI is
collective communications, i.e., procedures for communications involving many processes.
Collective communications are usually very well-optimised and can bring a very noticeable
increase in performance compared to using only point-to-point communications.
• Shared-memory technologies, such as OpenMP [38] and Intel TBB [84], rely on a shared

memory approach, i.e., the application has several control threads that can access the same
memory and must synchronise to avoid conflicts.
• Traditional thread libraries, e.g., PThreads [77], are low-level libraries that provide the

basic primitives to create threads and synchronise them.
• Partitioned Global Address Space (PGAS) languages, e.g., UPC [47], Co-array Fortran [78],

HPF [72], or XcalableMP [71]. These languages propose to abstract all the memories
available in a (possibly distributed) system, as a single partitioned memory (the partition
represents the various memory locations). This allows a shared-memory programming
style, while still permitting to distinguish between memory locations.

1Technically, superlinear performance increase with the number of computing cores exist, but is generally a
side-effect of having other resources that come with the additional cores (e.g., memory).
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In addition to those technologies, which are mostly aimed at CPU-based architectures, there
exist technologies dedicated to accelerators such as CUDA [79], OpenCL [53] or FPGA suites.

A synthesis and detailed classification of these technologies can be found in [45].

Complexity HPC applications are very complex in several respects.
First, because of the need to increase performance as much as possible, HPC applications

rely on noticeable amounts of highly-optimised low-level code. Such low-level code is not only
verbose, but also difficult to write and error-prone. Examples of difficult code issues that HPC
programmers must face include manual fine-grain memory management (possibly down to the
bit), or thread-level synchronisation (very error-prone).

Second, HPC programmers need to have a variety of non-trivial skills. Indeed, HPC typically
requires knowledge of parallelism, non-standard hardware, and understanding of the functional
part of the application (which typically involves state-of-the-art science). For this reason, HPC
applications are difficult to develop and maintain, as programmers with such skill combinations
are difficult to find.

In addition, HPC applications need to be adapted to different hardware in the course of
their life. Indeed, the lifetime of HPC applications (e.g., TURBOMOLE which was introduced
in 1989 [3], was still used in 2008 [91]), is shorter than the lifetime of HPC hardware (years). As
many HPC applications rely on hardware-dependent optimisations to make the most of state-
of-the-art hardware, it is necessary to adapt these applications when moving to new hardware.

Moreover, as the power of HPC hardware grows, possibilities emerges of combining several
existing codes. For example, it is now possible to combine a heat simulation code with a fluid
physics code to perform a heat simulation on a dynamic fluid, which would have been too costly
to compute twenty years ago Combining several existing code is often preferred to writing a
new one from scratch, as it saves time and builds on already well-known and accepted tools.
However, this process, referred to as code coupling, leads to applications made of several large
and complex glued-together parts, increasing even further the skills and knowledge required to
have a good understanding of the whole application.

Finally, HPC applications are large in terms of code size, typically in the hundreds of thou-
sands/million range in terms of lines of code (LOC). While these sizes are not particularly note-
worthy in themselves—a typical OS or car software ranging in the tens or hundreds of millions
LOC—they can still be problematic, as they are very complex and often developed/maintained
by very small academic teams.

Dynamicity Many HPC applications have some sort of dynamic structure that evolves during
execution. As HPC applications are very parallel and very complex, it is often difficult to
predict its behaviour and performance perfectly, and thus several optimisation techniques rely
on decisions taken at runtime to optimise performance.

A first example of dynamicity is dynamic load balancing. To maximise performance, a HPC
application must make sure every core/thread/process has work most of the time. Since it is
often difficult to estimate the computation time of everything, some application rely on dynamic
load balancing, i.e., they attribute work at runtime, based on the observed workload.

Another common example of dynamic behaviour in HPC application is resiliency, or fault
tolerance. As HPC applications can take centuries of cpu time, hardware faults that would
otherwise be negligible become a real problem. Such large application require software mecha-
nisms to ensure it completes its computation without error. While some techniques to handle
fault tolerance are not very dynamic (e.g., checkpointing), some HPC works advocate dynamic
approaches, e.g., [48] proposes to proactively migrate tasks away from nodes that are about to
fail.
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Figure 2.2: Illustration of mesh refinement and unrefinement on an unstructured mesh. Refine-
ment adds nodes to the mesh, while unrefinement fuses several mesh elements together.

In addition, in order to use HPC platforms to their maximum, it can be interesting to
have malleable HPC applications, i.e., applications whose resource allocation can change mid-
execution. Some manner of adaptation of reconfiguration mechanism is required in such an
application in order to make use of extra resources mid-execution, or to avoid crashing if resources
are removed. Works advocating malleable approaches include [100, 44].

Finally, some HPC applications have a dynamic behaviour at functional level. Adaptive mesh
refinement is an example of such application, and is presented in details in the next section.

Concluding remarks In this section on HPC applications, we have presented common char-
acteristics of HPC applications, and the technologies that are commonly used. HPC applications
are often very complex and, because of their long lives and the evolution of hardware, require
important development, maintenance and adaptation efforts. Among HPC applications, those
with dynamic structure are the most complex.

2.1.3 Focus: Adaptive Mesh Refinement

Adaptive Mesh Refinement (AMR) is a computing technique which involves dynamic modifica-
tion of a data mesh, in order to optimise both performance and precision.

Principle Many simulation applications rely on meshes as discrete representations of space.
For example, the universe might be represented by a 3D grid, or a solid object might be rep-
resented by an object-shaped mesh. Simulation of a phenomenon on such a mesh typically
involves attaching physical values to the vertices (e.g., temperature, electromagnetic field) and
simulating the passage of time by computing step-by-step evolution of these values.

In such a context, the resolution of the mesh, i.e., the number of mesh elements per unit of
simulated space, determines the precision of the simulation. Obviously, high-resolution meshes
are more costly computing-wise, to the point where computing time (or memory) became a limit
for high-precision simulations.

However, many physical simulations do not require high precision everywhere on their mesh.
For example, density of matter in the universe might present high gradients inside galaxies
(which requires high precision to properly simulate), but be very homogeneous in intergalactic
space (which does not require high precision). Note however that high-gradient regions might
move as time passes (e.g., a storm in a climate simulation).

In order to take advantage of this fact, a technique was introduced which consists in adapting
the resolution of the mesh locally and dynamically, depending on gradient (i.e., on required
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Figure 2.3: Illustration of mesh refinement and unrefinement on a structured 2D mesh.

precision). This approach allows to optimise the mesh resolution to have both high precision
where it matters, and save on computing resources elsewhere. Figure 2.2 illustrates what mesh
refinement means on an example unstructured mesh. This technique is called Adaptive Mesh
Refinement, as it consists in changing the mesh refinement (i.e., its resolution) by adapting to
simulated phenomenons.

Unstructured meshes For some applications, meshes are said to be unstructured, i.e., they
can have pretty much any shape. For example, 3D models of objects are unstructured meshes.
The mesh from Figure 2.2 is also unstructured.

Since unstructured meshes lack structural properties, they are difficult to work with. For
example, it is difficult to have coordinates within a dynamic unstructured mesh. This makes it
hard to provide application-agnostic support for such applications. However, there exist frame-
works and libraries that targets unstructured mesh AMR applications, such as libmesh [66].
Such frameworks provide support for local reconfiguration and communication (e.g., communi-
cating with neighbours in the mesh, local load balancing), along with global tools, e.g., for mesh
partitioning.

Structured meshes In other cases, mesh are structured. The most common occurrence
of structured mesh is 2D/3D grids in which cells can be further subdivided in 2D/3D grids
respectively. Figure 2.3 presents an example of such a mesh: a 2D grid with local subdivisions.
The number of times a cell has been recursively subdivided is called the level of refinement.

Since structured meshes have strong structural properties, it is easier to devise application-
agnostic optimisations and tools for structured AMR. In particular, AMR framework that sup-
port structured meshes feature optimised data structures to represent the current state of the
grid. Because of the recursive nature of structured AMR, these implementations, and related
optimisations, are often based on quadtrees (for 2D AMR) or octrees (for 3D AMR) to represent
the state of the mesh; those optimised tree structures are stored on every process and are used
to locate neighbours. Examples of such frameworks include RAMSES [98], PARAMESH [73],
and P4est [34].

One particular sub-category of structured AMR is meshes which follow the 2:1 rule [61].
The 2:1 rule is a constraint on refinement level which forces adjacent cells in a structured AMR
mesh to have at most a difference one level of refinement. This means that a cell has at most 2
neighbours in a given direction (hence the 2:1 name).

Figure 2.4 illustrates one possible way to implement 2D structured AMR that follows the 2:1
rule. Such an application can be built from computing cells, each responsible for the computation
on a square of data of fixed resolution. When refining, as illustrated on the figure, one cell is
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Figure 2.4: Application architecture before and after refinement of a 2D AMR structured mesh.
Each cell is identical to every other, apart from the data it holds. All cells have the same
resolution. Note the addition of interpolators to connect to adjacent cells with different levels
of refinement.

replaced by four identical cells, and those cells are given interpolated data based on the data of
the original cell before refinement. Interpolators are added between adjacent cells with different
refinement levels, and are responsible for interpolating data so that each cells gets data with the
correct resolution. Note that the 2:1 rule ensure that interpolators are at most two-to-one. While
this way of implementing AMR is interesting because it builds upon reusable fixed-resolution
cells, it also means refinement and unrefinement must modify the structure of the application.

Scalability issues Most traditional AMR approaches scale well up to a few thousands of
cores, but struggle to scale further. This is due in most cases to an over-reliance on global
representations and operations. For example, global partitioning steps in non-structured meshes
are non-scalable because they require a global synchronisation. Another example is the use on
quadtrees/octrees in traditional structured AMR implementations, which incurs a O(P ) storage
cost on each node, and a O(log P ) time to locate neighbours, where P is the number of processes.

While it is possible to have AMR applications that scale to large processor counts [68, 33],
it is particularly difficult. Recent works [68] advocates the use of more distributed approaches,
with less reliance on global representations. Not only does such an approach address some of the
programmability concerns raised by highly-complex traditional implementations, but it scales
more easily at an algorithmic level.

Complexity AMR applications are extremely complex to write, maintain, and adapt. Indeed,
not only is runtime adaptation difficult in itself, but AMR specifically needs to have very high
performance (otherwise, a simple non-adaptive mesh could be used instead). Currently, the
programmer of an AMR application needs to be skilled in distributed computation, non-trivial
data structures (octrees/quadtrees), and the functional part of the application (whatever is
actually simulated), which often involves non-trivial maths (differential equations).

The dedicated frameworks mentioned above help separating concerns and removing some of
the optimisation work from the user. However, by taking away control from the user, they also
limit application-specific optimisations, constrain conjoint use of other HPC technologies, and
make code coupling more complex.

There has been studies that applied component-based software engineering techniques to
structured AMR [85, 82]. These techniques proved particularly natural to represent recursive
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refinement as recursive transformation of component assemblies. However, current HPC com-
ponent models are ill-suited to runtime reconfiguration, and several problems remain unsolved.

Concluding remarks We have presented AMR in detail as it is a motivating and difficult
example of application reconfiguration at runtime. Indeed, not only does AMR constitute an
example of actual application-driven reconfiguration, but it also has high performance and scal-
ability requirements, and is complex from a software engineering standpoint. For these reasons,
AMR ticks all the boxes to be a motivating use case for the thesis.

2.2 Component Models

As discussed in Section 2.1.2, HPC applications are often very complex and need to be maintained
and adapted throughout their long lives. Such applications could benefit greatly from software
engineering techniques, easing high-level adaptation and separation of concerns. This section
presents one such technique.

This section deals with component models, which are one of the domains at the intersection
of which the subject of the thesis is situated. This section is divided into Section 2.2.1 which
presents common component concepts such as connectors or hierarchy, and Section 2.2.2 which
lists noteworthy models.

Definitions Before getting to these two sections, we propose to define what exactly component
models are. There are various ways to define components, a few of which are listed below:

A first way to define components, which is the way we used in Chapter 1, is to start with the
definition of component-based software engineering (CBSE). It is a software engineering paradigm
which proposes to use composition as the primary means of code reuse. The entities that are
being composed to implement CBSE are called components. While it is technically possible to
use CBSE as a design paradigm in many languages, such as object-oriented languages, the best
way to practice CBSE is to use a dedicated language or model. Such languages or models provide
abstractions and concepts which are designed to help with composition. A model defining what
a component is is called a component model, while a language designed to compose components
is called an assembly language. The process of writing an application as a composition of
components is called component-based programming.

Another way to define component models is to start by defining the components themselves.
A classical definition has been proposed by Clemens Szyperski [96]: A software component is
a unit of composition with contractually specified interfaces and explicit context dependencies
only. A software component can be deployed independently and is subject to third-party compo-
sition. This definition is similar to the previous one in that it defines components as a unit of
composition, but is more precise regarding what a component is and how it is defined. There
are two important characteristics of components given in this definition which are worth high-
lighting. First, components must have interfaces and explicit context dependencies only ; this is
an important constraint which ensures components are easy to compose by explicitly declaring
all its dependencies in an interface. Second, components are subject to third-party composition,
which means components (and their interface) must be written while keeping in mind they might
be reused by persons other than the programmer. Third parties can reuse components easily
because all their dependencies are contained in their interface (by definition).

Variations exist on the second definition approach. One important distinction is whether
components are primarily runtime entities, or design-time entities. Some works define compo-
nents as runtime entities (e.g., [86]) which means that the units of composition used to build
an application must correspond to an actual runtime entity which is called a component. Other
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Figure 2.5: Example of components with use/provide ports. Components are represented by
squares. The symbol at their top-right means they are software components.

works (e.g., HLCM [20]) present components as design-time entities which might not exist at
runtime. For example, a component-based application might be compiled into a non-component-
based language.

Properties The consequence of these definitions is that component-based approaches enforce,
by construction, two important software engineering properties: reuse and separation of con-
cerns.

Reuse is the process of using code written by third parties, which is a goal of components
by definition. Reuse is an important property to minimize the cost of using third-party code,
and minimize compatibility problems. Ideally, third-party components should be reusable as-is
without modifying their code and with minimal extra “glue” code.

Separation of concerns (SoC) is the process of dividing an applications into parts (in this case:
components) in such a fashion that each part deals with a small number of specific “concerns”,
i.e., aspects of the code related to a specific skill or characteristic of the application. In a
context where an application is written by several persons, separation of concerns helps avoiding
unnecessary conflict and helps minimizing the skill and knowledge required to write individual
parts of the application.

2.2.1 Common Concepts and Features

The literature on component models is vast and many concepts have been proposed over the
years. This sections reviews some of the most useful and common concepts used in existing
component models. These concepts have been divided in three parts: first, essential concepts
and definitions; second, common interface definitions; and then hierarchy and genericity which
are two high-level ways to specify components.

Basic Concepts While, as illustrated by the definitions above, there are various ways to
define components and component models, we provide a set of definitions of the basic concepts
so that there is no ambiguity in the rest of the thesis.

Definition 1 (Component). A component is a software unit, equipped with an interface,
which is meant to be composed with other components using only the information contained
in its interface.

Definition 2 (Component assembly). A component assembly is the result of the composi-
tion of components.
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Figure 2.6: Example of components connected using a ternary connector with three roles.

Definition 3 (Component model). A component model is a model which defines compo-
nents, interfaces, and a way to compose components using their interfaces. In particular,
composition semantics must be defined.

Interfaces The definitions given so far of components specify they must have interfaces but
do not say what form these interfaces must have. There are various approaches to interfaces in
the literature, two of which are presented below.

First, many component models use the notion of ports and connection, by analogy to physical
plugs or electronic components. In such models, an interface is a list of ports, and components
are composed by connecting their ports to ports of other components. A component model with
ports provides a list of port types, details what connections are allowed between ports and what
they mean.

The most common way to define ports is to have use ports and provide ports. A provide port
means that a component provides a specific service, and a use port means that a component
requires an external service to work. A use port is meant to be connected to a provide port, and
an assembly is typically required to have no unconnected use port. Depending on the model,
provide may be used by several use ports or not, and use ports might use multiple provide ports
or not. Component models with use/provide ports are easy to represent graphically; Figure 2.5
shows how such connections are usually depicted.

A more generalist approach to ports is to have connectors. Connectors are devices used to
connect components, but as opposed to the use/provide approach, connectors may be typed
and more than two ports may participate in a connector. The type of a connector can be used
to encode different sorts of port connexions. For example, two given ports might be connected
either by a local connection (e.g., a C++ pointer to an object interface), or by a distant one
(e.g.,, a message-passing connection). Non-binary connectors can be used to encode non-binary
port interactions such as collective communications. Examples of models with connectors include
BIP [12, 13] and HLCM [20]. Figure 2.6 shows one possible convention to represent connectors.

Hierarchy Some component models from the literature allows to implement components using
component assemblies. Such component models are called hierarchical, as components can be
implemented by other components, which can in turn be implemented by other components,
and so on, leading to a tree-like hierarchy of components.
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In hierarchical component models, components which are implemented by component assem-
blies are called composite components, while components with direct implementations are called
primitive components.

Hierarchy in component models is a high-level feature which allows to group components into
higher-level components, possibly until the entire application is a single composite components.
The structure given by the nesting of components is a tree whose leaves are primitive components,
and whose non-tree vertices are composite components which model some logical part of the
application. Such a structure is useful, as it allows modelling the structure of the application at
various levels.

Examples of hierarchical component models include FRACTAL [30], BIP [12], HLCM [20],
SOFA2 [32].

Genericity In some cases, it may be useful to parametrise components with types or value so
as to make them more generic. For example, let us consider a composite component which is
implemented by a set of workers; it would be natural to parametrise such a composite component
with the number of workers, instead of having to specify a composite component for each value.
Some component models provide the necessary concepts to parametrise components in such a
fashion. Such models are called generic, and improve genericity as parametrised components
are more versatile [22].

Examples of component models featuring genericity include HLCM [20].

2.2.2 Examples of Component Models

Since components were first proposed by [74], tens of component models have been proposed,
ranging from tried and tested industrial models focused on reliable implementation, to formal
academical component models. Classifications of component models exist in the literature,
e.g., [70, 37], but we provide our own overview below, which focuses on some noteworthy models,
include some models relevant specifically to the thesis.

Fractal Fractal [30] is a hierarchical component model with runtime components, that has
been the focus of many research efforts. Fractal is noteworthy for its membrane concept and for
its various implementations.

In Fractal, components (which are runtime entities) are divided into a membrane, an inter-
face, and an implementation. The membrane is a set of components responsible for managing
the lifecycle of the component and for providing other non-functional services. The membrane
separates the component from the rest of the assembly, and is notably responsible for connecting
the interface of the component to its implementation.

Fractal is a component model in the truest sense, i.e., it is not linked to a specific imple-
mentation. Many implementations of Fractal exist, based on various underlying technologies.
Implementations of Fractal include, for example:
• Julia [30], based on Java;
• ProActive [15], a distributed implementation based on active objects;
• FracNet [88], a .NET implementation.
Fractal is discussed further in the next chapter, as it is a reconfigurable model.

BIP BIP [12, 13] is an academical hierarchical model built in the first place to allow formal
proofs on component behaviour and composition. While BIP is not reconfigurable, and has no
direct relation to the thesis, it is presented here because it features several noteworthy concepts/
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BIP stands for Behaviour, Interaction, Priorities, which corresponds to a division of compo-
nent assemblies into three layers. Each BIP components features a model of its behaviour as a
finite state automaton; these component behaviours collectively form the Behaviour layer. In
addition, components have ports which can be connected using connectors, forming the Interac-
tions layer. Connectors in BIP are noteworthy in that they are built from a connector algebra,
which allows the encoding of a variety of collective synchronisations. Finally, BIP assembly
feature a Priorities layers composed of rules determining which inter-component interactions
should be triggered first.

Another noteworthy feature of BIP is that it allows to fusion of connected components into
larger components. The automaton-based behaviours connected through composite connectors
can be compiled into larger automatons with an equivalent behaviour.

HLCM HLCM [20] is a hierarchical and generic academical component model, which is meant
to be “compiled” into a lower-level model or language, through a semi-automated transformation
phase.

HLCM was initially designed for HPC applications, as a way to reconcile high-level fea-
tures (provided by HLCM) and performance (to be obtained after transformation to a low-level
language). The high-level language in which HLCM assemblies are written is called HLA (High-
Level Assembly). HLA is hierarchic, generic, based on connectors, and allows abstract compo-
nents and connectors (i.e., components/connectors whose implementation has not been chosen
yet).

HLA assemblies are compiled into LLA (Low-Level Assemblies) which can then be trans-
posed to various backend languages. Currently implemented backend languages are L2C, de-
scribed below in more details, which is a zero-overhead low-level language designed for HPC,
and Gluon++ which is a version of L2C based on Charm++ (a HPC language described in more
details in the next chapter in Section 3.3.2). The transformation process (from HLA to LLA)
consists in making individual specialisation decisions (e.g., choosing the implementation of an
abstract connector or component, setting the value of a parameter, replacing a composite by its
implementation), until the assembly is fully primitive.

HLCM is noteworthy because its transformation phase theoretically allows some optimisation
or adaptation decisions to be taken automatically during the transformation phase. HLCM was
developed in the Avalon team, as was L2C, and was a strong inspiration for the contribution
presented in Chapter 6.

HPC component models Some component models have been specifically designed for use in
HPC applications, or distributed applications in general. The CORBA Component Model [24]
(CCM) and the Grid Component Model (GCM) [14] are notable examples of distributed models.
However, they generate runtime overheads [102] that are acceptable for distributed application
but not for HPC. The Common Component Architecture [41] (CCA) is the result of an US DoE
effort to enhance composability in HPC. However, CCA is mainly a process-local standard that
relies on external models such as MPI for inter-process communication. As a consequence, such
interactions do not appear in component interfaces.

The Low Level Components [21] (L2C) is a minimalist HPC component model built, de-
signed to have a negligible overhead at runtime. L2C is built on C++, MPI and Corba, which
are common HPC technologies. Low overhead is achieved by removing all component-related
infrastructure after instantiation of the components: two L2C components are, at runtime,
C++ objects directly connected through C++/Corba connections or MPI communicators. As
described in [21], L2C has been successfully used to describe a stencil-like application with
performance similar to native implementations.
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Non-HPC industrial models The more widely-used component models in the industry
seldom provide a model in the formal sense, and instead focus on a specification and an im-
plementation, often based on some existing widely-used language or technology. For example,
JavaBeans [52] and OSGi [4] are based on Java, COM [26] was developed by Microsoft, and
KobrA [8] is based on UML. Since those models are far from the subject of thesis, we do not
present them in detail.

2.3 Conclusion

In this section, we have presented high-performance computing and component models, which
make up the necessary context to understand the problem of the thesis and the contributions.

First, we have presented high-performance computing, notably HPC hardware architectures
and HPC applications. We have introduced the main challenges of HPC which are scalability
and managing the complexity of applications, and have presented Adaptive Mesh Refinement
(AMR), a computing technique which serves as a motivating example for the contributions of
the thesis.

Second, we have presented the general concepts and literature around component models.
In particular, we have provided several definitions of “component”; we have presented common
component concepts such as ports, connectors or hierarchy; and we have presented a handful of
noteworthy component models including some models dedicated to HPC such as L2C or CCA.
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Application reconfiguration in the literature happens in a variety of contexts for a variety of
reasons. Several very different approaches to reconfiguration exist that can vary widely in terms
of goals and methods. Examples of reconfiguration are numerous and include, for example,
updating the code of a web application without stopping it, reconfiguring a P2P network in the
presence of churn, or adapting an embedded application to its environment.

As reconfiguration is the primary focus of the thesis, we consider the reconfiguration literature
to be related works, as opposed to HPC and component concepts which are considered context.
This chapter presents related work around reconfiguration, whether it is component-based or
not, as ideas relevant to the thesis may come from non-component literature.

First, Section 3.1 gives a broad overview of reconfiguration approaches sorted by abstraction
level, and discusses which are relevant to the thesis. Second, Section 3.2 discusses issues related

21



action
*

*

Figure 3.1: Application-level reconfiguration.
The cloudy shape denotes the reconfigurable
application, while the stars denote where re-
configuration logic is located, and the squares
denote parts of the application.
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Figure 3.2: Model-level reconfiguration. The
cloudy shape denotes the reconfigurable ap-
plication, while the stars denote where recon-
figuration logic is located, and the squares
denote parts of the application.

to the specification of application transformations, and strategies from the literature to address
these issues. Third, Section 3.3 discusses issues related to the execution of reconfigurations,
such as consistency problems and application locking. Finally, Section 3.4 presents actual re-
configurable component models from the literature, and analyses their limitations regarding our
specific HPC use case.

3.1 Brief Taxonomy

This section provides a simple coarse-grain taxonomy of reconfiguration approaches. There exist
a variety of approaches in the literature that we have divided into broad categories, of increasing
abstraction: application-level reconfiguration (Subsections 3.1.1), model-level reconfiguration
(3.1.2), and autonomic reconfiguration (3.1.3). The relevancy for the thesis of each of these
broad approaches is discussed in Section 3.1.4.

3.1.1 Application-Level

A first, seemingly easy, ad hoc approach to reconfiguration consists in writing the reconfiguration
logic at the same level as the rest of the application. The programming model used for the appli-
cation likely features the primitives which allow reconfiguration, things like object destruction
and creation at runtime. Those primitives can be used by the application to reconfigure itself.
We call this approach application-level, as reconfiguration is expressed and carried out at the
same level of abstraction as was used to write the application itself. Figure 3.1 shows a simple
diagram illustrating this kind of reconfiguration.

Example: ad hoc reconfiguration Some applications perform reconfiguration directly with-
out relying on a third-party technology such as a framework or a language. We call this kind of
reconfiguration ad hoc as it does not make use of reconfiguration-dedicated abstractions or tech-
nologies. Examples of such applications include AMR applications that do not use a dedicated
framework such as the pkdgrav/gasoline computational astrophysics codes [95].

Discussion This approach is the most general as it does not make any assumption regarding
how reconfiguration is decided or carried out. Applications with unusual reconfiguration patterns
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might work, by default, only at that level of abstraction. In addition, this kind of approach does
not restrict the kind of optimizations that can be performed, which can be useful in a HPC
context to get maximum performance.

However, this approach is limited from a software engineering standpoint. Indeed, the ab-
sence of model-level enforced structure means that reconfiguration logic has to be ad hoc. One
notable implication of relying on ad hoc reconfiguration is that reuse of third-party reconfigura-
tion code is difficult, as no general framework for reconfiguration exists.

3.1.2 Model-Level

Another possible approach to reconfiguration is to have an abstraction level above the application
itself, which provides a model of the applications parts and ways to rearrange those parts.
The reconfiguration logic itself might or might not be part of the reconfigurable parts, but all
reconfiguration operations are expressed at model-level instead of application-level. We call
this approach model-level control of reconfiguration as it relies on a dedicated model to express
reconfiguration. Figure 3.2 shows a simple diagram illustrating this kind of reconfiguration, to
be put in opposition with the diagram from Figure 3.1.

This approach brings several advantages. By relying on an intermediate model dedicated to
reconfiguration, reconfiguration code is easier to write from the point of view of the developer. A
reconfiguration-dedicated model is also much more likely to be easy to analyse for a program (e.g.,
for model-checking or automatic proof) than a general-purpose programming language (which is
often not analysable at all). Finally, because such an approach sets conventions regarding how
reconfiguration is performed, reusing third-party reconfiguration code is easier, as hypotheses
can be made regarding how it operates.

Example: reconfiguration DSLs A Domain-Specific Language (DSL), is a programming
language tailored for a specific task, as opposed to a general purpose language. DSLs trade their
generality for specialized abstractions, and are typically easier to use and easier to analyse than
general-purpose languages.

There exist reconfiguration DSLs, that is, DSLs made specifically to express reconfiguration
in dynamic applications. By definition, reconfiguration DSLs rely on an application model
dedicated to reconfiguration, and as such constitute model-level reconfiguration.

A good example of a such a reconfiguration DSL is FScript [39], which is used to reconfigure
FRACTAL component assemblies. FScript provides abstractions and tools that help reconfig-
uration, such as the FPath tool, which helps with pattern-matching in FRACTAL assemblies.
FPath is discussed in more details in the section dedicated to component models below (Sec-
tion 3.4).

Example: specialised frameworks Other examples of model-level reconfiguration include
frameworks specialised for a certain kind of dynamic applications. For example, AMR frame-
works such as RAMSES [98] belong to this category. By providing abstractions tailored for
a very specific type of applications, such frameworks are particularly efficient for writing such
applications, but are also less generic which might be problematic when combining several forms
of reconfiguration in a single application.

3.1.3 Autonomic

A possible next step towards further abstraction is to use concepts from autonomic computing to
get a general framework for reconfiguration. Application reconfiguration can be achieved using
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Figure 3.3: The overall structure of a MAPE loop.

autonomic loops, that is, closed control loops which use principles from autonomic computing
to decide reconfigurations.

A widely-used autonomic loop is the MAPE loop, which divides reconfiguration into four
distinct steps: Monitor, Analyse, Plan, and Execute. Figure 3.3 presents the overall MAPE loop
and the four steps in question. These steps are:
• Monitor: some part of the reconfiguration infrastructure is responsible for monitoring

the application, and getting relevant data to the next step.
• Analyse: the data from the Monitor step is analysed to determine if a reconfiguration

must take place or not.
• Plan: if a reconfiguration has been decided at the previous step, a model-level reconfigu-

ration plan is devised and transmitted to the next step for execution.
• Execute: this last step is responsible for executing a model-level plan transmitted to it,

i.e., to actually act on the running application.
A MAPE loop can either rely on a centralized application representation, which is an inher-

ently non-scalable approach, or can be distributed [103] (e.g., several local MAPE loops running
concurrently) which poses specific problems such as consistency across concurrently-managed
subsets of the application.

While MAPE provides a general-purpose approach to reconfiguration, in many cases not all
its steps are required and performance may benefit from skipping them. For example, the Mon-
itor and Analyse steps are unnecessary if reconfiguration is triggered directly by the application
(as is the case for AMR). Also, in the case where reconfiguration is easy to predict, the Plan
step may be replaced by pre-planned reconfigurations.

3.1.4 Discussion

While application-level reconfiguration might be natural in a HPC context, as it would ease the
optimisation of applications, it does not help with the software engineering issues identified in
Chapter 1 and Chapter 2. Notably, reuse of third-party code is difficult without a reconfiguration
framework.

MAPE loops are a useful formalism which brings insight regarding the important facets of
reconfiguration. However, actually running the MAPE steps in a reconfiguring program might
not be the most efficient approach, especially as not all steps may be relevant to all applications.
For example, the AMR use case (see Section 2.1.3) already provides the M (Monitoring) and
A (Analyse) steps as functional parts of the application. In a HPC context where performance
is paramount, these extra steps could be problematic. The P (plan) and E (Execute) steps
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raise, however, several open issues which are relevant to the thesis. The rest of the chapter does
not focus on autonomic loops, but uses the MAPE terminology to help structuring the various
issues.

In the rest of this chapter, we focus on issues related to model-based reconfiguration.

3.2 Specification and Related Issues

Now that a brief overview of reconfiguration approaches has been presented, enough context as
been laid out to present more specific problems and sub-problems related to reconfiguration.

This section focuses on issues related to reconfiguration specification ans selection (the “Plan”
step, in MAPE terms).

Reconfiguration specification is the process of specifying the actual transformation that must
take place in a reconfigurable application. Various approaches to this problem exist with various
software engineering properties, and model-level analysability properties.

3.2.1 Code-based

A first, natural approach to reconfiguration specification is to write a reconfiguration code. For
example, reconfiguration can be described using the language that is used for the functional parts
of the application. Alternatively, it can be written in a dedicated reconfiguration language.

A first category of code-based approaches is those with entirely ad hoc reconfiguration.
Those approaches are typically code-based as they rely on no reconfiguration framework. These
approaches have poor software engineering properties, notably reuse, as they have no established
framework to rely on to provide compatibility with third-party code. In addition, general-
purpose code is a difficult thing to analyse (e.g., for model checking).

There exist in the literature languages dedicated to reconfiguration. The FScript DSL pre-
sented in Section 3.1.2 is an example of one such language. These languages are better than
pure ad hoc approaches, as they are easier to use and to analyse.

3.2.2 Formal transformations

Another possible approach is formal reconfiguration specification. It consists in specifying re-
configuration as formal objects which might be quite different from typical code.

Graph transformations A first example of formalism which can be used to specify recon-
figuration is graph transformations. Graph transformations are formal objects which describe
modifications of the structure of a graph. While there exist several formalisms, the following
formalism is common in software applications:

Definition 4 (Graph rewriting rule). A graph rewriting rule is of the form (L← K → R),
which is composed of:
• A left-hand side L.
• A gluing graph K.
• A right-hand side R.
• A graph morphisma from K to L (denoted by an arrow in the rule).
• A graph morphism from K to R (denoted by an arrow in the rule).
aDefining all graph concepts properly is far beyond the scope of this section. A graph morphism is

basically a mapping between two graphs which preserve structure (i.e., edges between nodes).
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The left-hand side corresponds to a pattern to which the rule can be applied. The right-hand
side corresponds to what the left-hand side is replaced by, when the rule is applied. The gluing
graph and the two morphisms specify the relationships between vertices from the left-hand and
right-hand side. The gluing graph can be thought of as a namespace used to identify certain
vertices from the left and right-hand sides.

Such a rule can be applied to a sub-graph matching the structure of the left-hand side, and
verifying certain conditions. The semantics of graph transformation rule application define not
only how to replace the target sub-graph with the right-hand side, but also how to reconnect
the newly added sub-graph so as to match the connections of the removed target sub-graph.

Graph transformation languages If one wants to use graph transformation in practice (i.e.,
in a computer program), some programmer-friendly way of specifying transformation is required.
Graphical tools exist, but such tools do not necessarily scale well to complex use cases, and are
pretty far from programmers’ text-based practices. Text-based graph transformation languages
and tools also exist; examples include the VIATRA2 language [101], DSLtrans [11], the GReTL
language [60], or delta-modelling [54].

Target selection Such rules are often used to perform graph rewriting, e.g., for model trans-
formation. In such a context, a set of rules and a starting graph are given; pattern-matching is
performed to find valid rule applications until no more rule application is possible. Consequently,
most frameworks supporting graph transformation use such pattern-matching as the default way
to trigger transformations and select a target subgraph. However, since pattern-matching is a
costly, it might be better to avoid such a step when it is not required (e.g., if transformations
targets are easy to specify directly) to save on computing time.

3.2.3 User-Driven

Another important issue in reconfiguration control is what we call user-driven reconfiguration.
User-driven reconfiguration is the process of having parts of the reconfiguration process decided
by humans.

User-driven reconfiguration typically occurs with low frequencies, possibly as low as once
every few months or years. Indeed, humans cannot take decisions as fast as computers. This
means that user-driven reconfiguration does not concern itself with optimizing the reconfigura-
tion process to gain microseconds, but is more concerned with other issues.

DSU One typical example of user-driven reconfiguration is Dynamic Software Updating
(DSU). It is a common reconfiguration problem which deal with updating a software (i.e., update
its code) without stopping it. While DSU can be automated to some degree to rely little on
human intervention, it always retains the characteristics of user-driven reconfiguration: external
decision and slow characteristic time. In DSU, service continuity and consistency across code
updates are paramount.

DSU was formalised in the early 2000s with works such as [58, 57]. Recent studies interested
in DSU include, for example, the Coqcots/Pycots component model [31].

Discussion User-driven reconfiguration is mostly irrelevant in an HPC context. Indeed, HPC
applications are very complex and would be very difficult to reconfigure without raising consis-
tency problems. HPC applications usually undergo a lot of testing at small scale before being
executed at large scale; changing the code of an application running on a large-scale HPC ar-
chitecture would be a very complex undertaking, even if it was feasible to modify the code on
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the fly without problems. Also, issues continuity of service is irrelevant in HPC as only the final
result usually matters. For these reasons, we do not consider DSU-like constraints and goals in
this paper.

3.2.4 Discussion

For our purposes, i.e., to design tools for HPC programmers, a code-based approach would
present several advantages. First, it would be closer to what HPC programmers are already
familiar with (i.e., traditional programming languages), which is important for adoption, espe-
cially other unusual concepts (components) are already involved. Second, a code-based approach
would make existing HPC optimisations easier to implement, as such optimisations have typi-
cally been devised in the first place with traditional programming languages.

However, code-based approaches have two important drawbacks: it is difficult to define
their semantics unambiguously, and code is a difficult thing to analyse. In addition, formal
specification such as graph transformations is relevant to reconfiguration in component models,
as component assemblies have graph-like structures.

Finally, user-driven reconfiguration is mostly irrelevant in a HPC context, we thus do not
consider it in the rest of the chapter.

3.3 Execution and Related Issues

Another important issue with reconfiguration is the execution of a reconfiguration plan. In-
deed, once a reconfiguration has been decided and specified, its execution might be far from
trivial. Changing the structure of an application that is currently executing can lead to various
consistency problems, such as incorrect references, invalid call stacks, inconsistent application
representation, deadlocks...

Various approaches to address or circumvent this issue exist in the literature, three of which
are presented below in order of increasing complexity. Section 3.3.4 discusses a related issue
which is application representation at runtime.

3.3.1 Global Synchronization

A simple solution to the execution problem consists in having the entire application stop every
time there is a reconfiguration. That way, all the problems related to concurrency are safely
avoided: application representation is easy to maintain, the application state cannot change
while it is being reconfigured, and only one reconfiguration can happen at a time.

This approach has, however, an important drawback: global synchronization does not scale.
Not only is stopping a whole application for every small reconfiguration inefficient, but global
synchronization itself is known not to scale. For this reason, global synchronisation approaches
are not compatible with HPC performance and scalability requirements.

3.3.2 Appropriate Execution Model

Another way to avoid reconfiguration execution problems is to use an execution model with
which it is easy to stop parts of the application and manipulate the execution state. If a part
of a running application can be easily stopped and isolated from the rest of the application,
then safe reconfiguration is only a matter of making sure the execution state is in order before
releasing control.
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Example: active objects For example, active objects [2] are one such execution model. An
application built using this approach is composed of active objects which communicate with
each other using asynchronous method calls; each active object has a “mailbox” of incoming un-
processed method calls in which it selects the next non-blocking method to execute. Depending
on the precise constraints of what methods are allowed to do and how messages work, locking
can be easy to perform (wait for the current non-blocking call to end then lock the object). In
addition, such models provide an explicit execution state (the mailboxes) that is easy to copy
and manipulate.

Charm++ [64] is an example of a language which uses this approach, and is of particular
interest to us at is targets HPC applications. Charm++ is built on top of C++, and provides
a concept of chares, which are essentially active objects [7]. Charm++ takes advantage of
its execution and programming models to provide high-performance migration [35] and load-
balancing [106] capabilities, illustrating the ease of reconfiguration with active objects.

Other examples of active object literature include works around Proactive, a distributed
middleware targeting grid environments, which is notable in the context of the thesis for being
used in a FRACTAL implementation [15].

Example: agent-based systems Agent-based software engineering is a software engineering
paradigm that proposes top build systems as a collection of software agents, i.e., application parts
which communicate with each other with an expressive dedicated communication language [51].

With appropriate hypotheses on the behaviour of agents, general-purpose reconfiguration
algorithms have been devised [43]. Note in particular that [36] discusses how their reconfiguration
algorithms relies on specific properties of the agents’ execution model, such as the atomicity of
agent computation.

Discussion While having such execution models leads to reliable reconfiguration, the con-
straints imposed by the execution model might be problematic for some applications. For exam-
ple, a lot of the HPC literature relies on executions models with blocking operations (such as can
be found, e.g., in MPI); while it would be possible to rewrite functionally equivalent programs
with agents or active objects, those programs would not necessarily be equivalent performance-
wise and known optimisations might be difficult to apply to them. The non-blocking/atomicity
hypothesis that can be found in some agents/active objects models, is a strong constraint on
programming style, which considerably limits the possible synchronisation patterns inside ap-
plications. Although such models can be used in HPC—as exemplified by Charm++—they
constrain programming style and require specific algorithms and optimisations.

3.3.3 Locking

When synchronisation is not global, and when the underlying execution model is not favourable
to easy reconfiguration, then reconfiguration becomes very difficult, and typically relies on stop-
ping and locking parts of the application before reconfiguration.

For example, in a call-stack-based object-oriented application (e.g., a C++ application), re-
moving or modifying an object without care can lead to all manners of problems such as incorrect
pointers or invalid call stacks. A possible approach then is to stop the target object before re-
configuration so as to be sure its modification does not break anything, i.e., make sure the object
is executing no code, make sure that no call stack contains the object, and prevent further calls
to the object. While stopping an object is indeed a way to ensure that reconfiguration causes
no problems, stopping the object might either be difficult or cause deadlocks in the application.
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In component models the process of stopping components before reconfiguration is called
reaching a quiescent state [67]. Examples of work which deal with reaching a quiescent state
include [55].

Apart from the component literature, there exists a rich literature on deadlock prevention
and detection. However, component models introduce the added constraint that components
are blackbox entities which only provide guarantees through their interfaces. While interfaces
can provide behavioural information (i.e., a model of a component’s behaviour) through their
semantics [37], they contain less information than full component code, and vary from component
model to component model. This means that works which rely on direct code analysis (e.g., [63,
27]) have to be adapted to work with the level of behaviour information provided by interfaces.

3.3.4 Application Representation at Runtime

The last reconfiguration issue to be presented in this section is the problem of application rep-
resentation at runtime. In reconfiguration approaches relying on models, the application model
needs to be consistent with the actual application. Maintaining this consistency across ex-
ecution, especially in the presence of concurrent reconfiguration, can be a difficult problem.
Consequently, various approaches exist in the literature regarding how such a representation
should be structured and maintained.

Global Representation The easy approach to the reconfiguration problem is to have a single
representation of the full application, and to use that representation for all purposes. Such a
representation is said to be global, as it encompasses the whole application.

Such a representation is useful for tools and algorithms that analyse the application structure,
as they have access to a complete view of the application. Examples of such tools and algorithms
include reconfiguration proof, as is for example performed in Coqcots/Pycots [31].

To our knowledge, existing global representation approaches are fully centralised, i.e., the
application representation is kept at a single place and reconfigurations are performed sequen-
tially. While being centralised is not technically required for a global representation, it is an
easy way to avoid consistency problems by centralising everything. However, such an approach
is inherently non-scalable, as already discussed in Section 3.3.1 about global synchronisation.

Local Representation Another approach to application representation at runtime is local
representation, i.e., having several separated representations of parts of the application. For
example, in a distributed application, there can on each process a representation of the part of
the application located on this process.

One example of this approach is hierarchical component models with controllers, such as
FRACTAL. These component models are discussed further in Section 3.4.2.

Local representation is better than global representation from a scalability/performance point
of view, as each local representation can be managed independently, leading to more concurrency.
However, reconfigurations which cross the boundaries of the local representations are problem-
atic, as locking several local representations can lead to deadlock or performance problems, and
as breaking them down into local reconfigurations can lead to inconsistent behaviours.

Moreover, most approaches based on local representation constrain the shape of the local
representations (e.g., hierarchical component models are limited to composite components).
Exception to this include approaches based on aspects, such as aspectual components (e.g.,
FAC[81]), in which custom scopes can be specified through the use of aspects.
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Discussion Overall, global representation is to be avoided in the context of the thesis as it
is inherently non-scalable. Local representation seems more appropriate but it raises execution
problems, and many existing approaches do not allow arbitrary partition of the application into
local representations.

3.3.5 Concluding remarks

In this section we have presented existing issues, and literature regarding reconfiguration execu-
tion.

Reconfiguration execution can lead to consistency and synchronisation problems, which can
be either circumvented by relying on global synchronisation / a favourable execution model,
or must be addressed in their most difficult form otherwise. Unfortunately, HPC scalability
constraints excludes the use of the global approach, and “nice” execution models means many
algorithms and optimisations from the literature could not be used.

This section also discussed the related issue of assembly representation at runtime, and
concluded that while local representation is obviously the way to go for scalability, there exist
no catch-all way to decide the scope of local representations.

3.4 Reconfigurable Component Models

This section focuses specifically on reconfigurable component models which are the actual subject
of the thesis. These models are, more than the reconfiguration literature evoked so far, directly
competing with our contributions and deserve thus a section of their own.

3.4.1 Ad hoc reconfiguration

Many component models offer basic low-level reconfiguration primitives (i.e., create, destroy and
connect operations) through APIs or dedicated components, without higher-level reconfiguration
support. In practice, many component model implementations based on objects offer these
operations whether or not they appear in the model itself.

In L2C [21], ad hoc reconfiguration can be done by using the deployment infrastructure.
Indeed, L2C programs are deployed using an dedicated deployment assembly, responsible for
instantiating and connecting the components. Among other things, this deployment assembly
contains one Host component per MPI process which is responsible for local instantiation, and
references, and which uses a basic namespace. One can connect user-defined components to
these Host components, and use the instantiation/reference services they provide to reconfigure
a running application.

Languages in which component are runtime entities, e.g., CCA [19], often provide basic
reconfiguration primitives,e.g., as methods of the component itself (e.g., by inheriting from a
generic component class). These primitives can be used for reconfiguration, and present the
advantage of being fully local (i.e., no reliance on any form of global service).

Although it is possible to program reconfiguration in these implementations, and although
it may be well-suited to some cases, this approach has two drawbacks. First, it does not provide
any tool or model to help with the reconfiguration logic. In a distributed case, performing non-
local reconfiguration can be difficult. Second, this approach does not allow third-party reuse in
a concurrent context. Indeed, since there are no conventions or rules regarding synchronisation
between concurrent reconfigurations, combining two third-party reconfiguration codes would
break the application.
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3.4.2 Controllers

Component models with hierarchical runtime components, e.g., FRACTAL [30] or SOFA2 [32],
often provide life-cycle and reconfiguration services through components called controllers, at-
tached to functional components. Controllers can be used to reconfigure the assembly, and

Controllers-based approaches present one main advantage compared to ad hoc approaches
presented above: they solve the synchronisation/third-party reuse to a great extent, by providing
a central synchronisation point (the controller) for reconfiguration on a composite. Indeed, since
the controller is responsible for performing reconfigurations, two concurrent reconfigurations on
the same component have to go through the same controller, which can at the very least make
sure they are executed in sequence. In addition, controllers can easily provide and maintain a
representation of their implementation if they are composite.

These models can be used to implement efficient distributed reconfigurations while preserving
consistency during execution. However, the reconfiguration scope is restricted to composites
which does not fit the structure of many HPC applications. For example, AMR will require
neighbour-to-neighbour synchronization on a mesh structure which makes it complex to manage
inter-branch communications when mapped on a tree-like component hierarchy.

3.4.3 Global Reconfiguration

Another approach to reconfiguration in component assemblies is global reconfiguration, i.e., rely-
ing on global synchronisation as discussed in Section 3.3.1, and global representation as discussed
in Section 3.3.4.

A first example of models which use this approach is reconfiguration DSLs as discussed in
Section 3.1.2. Examples of such languages include FScript [39] for FRACTAL assemblies, and
GScript [105] for COM/Corba. These DSLs provide high-level features to ease reconfiguration,
such as, for example, the use of the FPath [40], query language which helps with navigation
and pattern-matching in FRACTAL assemblies. Such DSLs might support distributed systems,
such as is the case for FScript [17, 86], although in this case, representation and execution are
still centralised.

Any existing model which relies on full assembly analysis uses the global approach. Examples
of such models include the already mentioned Pycots/Coqcots model [31] which focuses on proved
DSU (see Section 3.2.3).

As previously discussed in Sections 3.3.1 and 3.3.4, this approach addresses representation
and execution problems, as everything is centralised. However, while this approach makes sense
for moderate-scale distributed systems, HPC is now targeting very large scales to a point where
global synchronization becomes too costly. Applications such as AMR do not inherently require
global synchronization since reconfiguration is functionally local. In such cases, centralized
reconfiguration introduces a non-scalable overhead which is not functionally necessary.

3.4.4 Concluding remarks

Overall, none of the approaches in the literature completely fits our HPC use case. Indeed,
ad hoc reconfiguration allows all manners of optimisations and concurrency but is poor from a
software engineering standpoint, as it is a very low-level approach, and as it prevents third-party
reuse. Global reconfiguration is good from a software engineering standpoint but is inherently
non-scalable, and thus completely unfit for HPC usage in HPC. Controller-based approaches are
the closest to a solution to our problem, as they allow concurrency while having good software
engineering properties. However, those solutions rely on composite components as their unit for
local representation, which does not fit all HPC application (e.g., AMR).
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3.5 Conclusion

In this chapter, we have presented an overview of software reconfiguration, evoked various related
issues, and dwelt more specifically of reconfigurable component models, which are the subject
matter of the thesis. Each section had a section discussing what parts of the literature are, or
are not, relevant to our specific HPC context.

In Section 3.1, we have presented a first coarse-grain classification of reconfiguration ap-
proaches based on abstraction level. We have concluded that what we call model-level is the
most suited to our problem, as application-level is poor from a software engineering standpoint
and autonomic approaches are too constraining as-is for HPC.

In Sections 3.2 and 3.3, we have presented various issues related to application reconfig-
uration, and existing solutions in the literature for each of them. Regarding reconfiguration
specification, it seems that formal approaches are the most promising from a software engineer-
ing point of view. Regarding reconfiguration execution, it seems that the stopping problem is
difficult to avoid in a HPC context, although it is a very complex issue. Chapter 5 discusses
this problem more in-depth. Regarding application representation at runtime, we have discussed
scalability problems posed by global approaches, and how local representations are required.

In Section 3.4, we have presented existing component models and shown that none of them
was fully suited to use cases such as the AMR. Indeed, global approaches are not scalable and
non-global approaches either have good engineering properties but do not allow the desired
concurrency, (as is the case for controller-based approaches), or allow any level of concurrency
but are low-level and do not allow third-party reuse (ad hoc reconfiguration).
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The DirectMOD Component Model
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This chapter presents our main contribution: the DirectMOD formal component model.
DirectMOD takes the form of a formal definition of its syntax and semantics. The goals of
DirectMOD are to be scalable, to ease reuse of reconfiguration code and to separate the safe
execution of reconfiguration code from other concerns.

This chapter begins by presenting a simple and generic preliminary component model. This
preliminary model serves as a base for DirectMOD and for the contribution of Chapter 5.
Then, the DirectMOD model itself is presented with its syntax and semantics. A series of
examples, inspired by AMR or stencil applications, are used to illustrate the model. Finally,
the properties of the model are discussed, and the model is evaluated using an implementation
called DirectL2C. This implementation was used to implement an AMR benchmark, whose
code-level properties and performance are presented and discussed.

The model presented in this chapter is a slightly reworked and improved version of the model
published in [69].
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4.1 Preliminary Model

In this section, we present a simple component model which serves as a basis for two of our
contributions. Since all these contributions deal with component models one way or another, it
makes sense to factorize some definitions instead of providing several fully disjoint models.

In addition, the model we provide can be seen as a generalization of the L2C and CCAmodels.
This means that our different contributions can be used with those existing HPC technologies.
Our own implementation, DirectL2C, is an example of such a use (see Section 4.3.2).

Moreover, this generic model has a call-stack-based semantics which models the behaviour of
HPC languages such as C++/Fortran, which also feature call stacks. Targeting these languages
is important for implementation purposes, since they are the most commonly supported by HPC
libraries and platforms.

The generic model we propose has the following characteristics:
• it is not reconfigurable (L2C and CCA provide API-based reconfiguration, see Chapter 3,

but we are interested in providing more powerful reconfiguration);
• it is not hierarchical (in order to keep the complexity of our first models manageable);
• it has point-to-point connections (like in L2C and CCA);
• it has a call-stack-based semantics (like C++ connections in L2C);
• it provides a resource model (similar to L2C processes).

4.1.1 Syntax

In order to define a component model, we need to define components as well as a way to compose
them together to form a component assembly. Also, since it is one of our goals for this specific
model, we need to provide a simple resource model.

Notation Conventions First, let us introduce a set of conventions for our notations. These
conventions hold for all chapters.
• Operators are denoted with full caps, e.g., INSTANCE, USE;
• pre-defined sets (i.e., sets given by hypothesis) are denoted with rounded uppercase letters,

e.g., N , C;
• user-defined sets (e.g., sets of instances in an assembly) are denoted with Latin uppercase

letters, e.g., C, P ;
• functions are denoted with lowercase Latin letters, e.g., o, r;
• user-constructed objects (e.g., assemblies) are denoted with lowercase Greek letters, e.g.,
α, β;
• other variables (e.g., inside a definition) are denoted with explicit lowercase words or

abbreviations, e.g., name, ref ;
• utility functions and sets (mostly notations introduced for readability) are denoted with

words whose first letter is uppercase, e.g., Ref , Name.

Pre-defined sets First, we assume the existence of a set of components and a set of resources,
which represent the available code (as instantiable components, i.e., component types, on the
shelf) and hardware respectively. We denote C the set of available component types and R the
set of available resources (eg, CPU cores, computing nodes, ...).

In addition, let N be a set of names (i.e., identifiers). These names are used to uniquely
identify components and ports.

Note that those three sets (C, R and N ) can be infinite. This allows unbounded behaviours
such as: unbounded number of components at execution and dynamic resources.
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Component instances A component instance is built from a type and a name using the
INSTANCE binary operator, as defined here:

Definition 5 (Component instances). The set of component instances using the component
shelf C and the nameset N is given by:

(4.1)Instances(C,N ) = {INSTANCE(name, type) | name ∈ N , type ∈ C}

In this model, components are instances of the components types, i.e., instances of the com-
ponents in C. The components on the shelf are encapsulated code and can thus be instantiated
multiple times. In addition, each component has a name which is used to identify it.

In the rest of the thesis, instances of component types are simply called components.
Note that component types are not described. There are assumed to exist (C) but it is not

the purpose of this chapter to model anything regarding component types.

Ports In order to connect components together, i.e., to compose them, those components must
have interfaces. In DirectMOD, interfaces are ports, which are constructed using the USE
binary operator and the PROV IDE unary operator, as defined here:

Definition 6 (Ports). The set of ports using the nameset N is given by:

Ports(N ) = {USE(name, ref) | (name, ref) ∈ N 2} ∪ {PROV IDE(name) | name ∈ N}
(4.2)

Those ports have names and can be connected by oriented point-to-point connections. Con-
nections are encoded in the form of references, i.e., a port port0 is connected to another port
port1 if port0 holds a reference to port1. A port can hold zero or one reference.

Depending of if they hold a reference or not, ports are either called use ports or provide
ports. A provide port holds no reference and exists so other ports can hold references to it. A
use port is meant to hold a reference to another port which can be a provide port or another
use port 1.

Assemblies Now that components and ports have been defined, everything necessary for the
definition of assemblies has been laid out. Obviously, an assembly contains a set of component
instances and a set of ports. In addition to that, a correspondence between ports and components
must be established in order to determine which port belongs to which component.

Definition 7 (Assembly). An assembly α is a triplet:

(4.3)α = (C,P, o)

where:
• C ⊆ Instances(C,N ) is a set of component instances;
• P ⊆ Ports(N ) is a set of ports;
• o : P → C ∪ {⊥} is the owner function.

1Connecting a use port to another use port is unusual but poses no problem as use ports have names too.
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The correspondence between instances and ports is given by an owner function which, to
each port, associates either a component (its owner), or ⊥ (meaning the port has no owner).

Allowing some ports to have no owners permits incomplete assemblies, e.g., subassemblies
comprising ports without their owners. Subassemblies are largely used in the remaining of the
chapter and them being assemblies is a useful simplification.

Resources We now propose a new definition, which extends the assembly definition so as
to add a simple resource model. Given a set of available resources R, all that is required for
component localization is a mapping between components, ports and resources:

Definition 8 (Localized assembly). Let β = (C,P, o) be an assembly. A localized assembly
α is a triplet (β,R, r) which is denoted, for convenience, as the quintuplet:

(4.4)α = (C,P, o,R, r)

where:
• R ⊆ R is a set of resources;
• r : C ∪ P → P(R) ∪ {⊥} is the localization functiona.
awhere P(S) is the power set of set S.

The mapping from components and ports to resources is given by the localization function. In
this model, each port and component can have several localizations (i.e., one port or component
can be located on several resources at once 2). Ports do not need to be on the same resource as
their owner. Finally, components and ports can have no localization (by being mapped to ⊥)
which is useful for partial assemblies, as discussed above for the owner function.

Additional notations

Notations 1 (Assembly sets). The set all assemblies with component shelf C and nameset
N is denoted A(C,N ).

The set all localized assemblies with component shelf C, nameset N and resource set R
is denoted Al(C,N ,R).

Note that A(C,N ) = Al(C,N , ∅). That means that non-localized assemblies are a special
case of localized assemblies. In the remainder of the thesis, properties and definitions are given
for localized assemblies and also apply to non-localized assemblies (since they are a special case
of localized assemblies).

4.1.2 Graphical Conventions and Example

Graphical representation In order to present examples in a compact and legible fashion,
a graphical representation of component assemblies is proposed. The following conventions are
used for graphical representation of assemblies:
• components are represented by squares and feature an UML-style component symbol;
• ports are represented by circles;
• the owner relation is represented by solid lines;
2Note that while this makes sense for components, being located on several resources is strange for ports.

While it might not make sense for target languages such as C++/Fortran, it can be used to model MPI commu-
nicators, for example.
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Figure 4.1: Graphical representation of a component assembly.

• the fact that a port port0 holds a reference to port port1 is represented by a solid arrow
from port0 to port1;

• resources are represented by diamonds;
• dashed lines divide the assembly into sections, each containing at most one resource; the

ports and component in one of these sections are localized on the corresponding resource;
• component types are in italics;
• names may or may not be present; if names are omitted then it means that each component

or port without name has a unique name but the name itself is irrelevant.

Example: Figure 4.1 is a simple example of component assembly, consisting of two Compute
components, each using a Data component, and connected to each other by a Com com-
munication component. Each Compute component and its associated Data component
are located on a different resource, while the Com component is located on both resources.

Text example For the sake of demonstrating the formalism, a complete text version of the
graphical example from Figure 4.1 is presented.

Example: The assembly from Figure 4.1 requires three component types.

(4.5)C = {Compute, Com,Data}

where Data is a component which provides access to local data; Com is a component which
allows point-to-point communication between two processes; and Compute is a component
which, using Data and Com components, performs the computing required on a single
resource.

The assembly in the figure is composed of two Compute components, two Data com-
ponents and one Com component. Each of these components requires a unique name. This
gives the following component instance set:

(4.6)
C = {INSTANCE(Compute0, Compute),

INSTANCE(Compute1, Compute), INSTANCE(ComCompo,Com),

INSTANCE(DataCompo0, Data), INSTANCE(DataCompo1, Data)}
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In the figure, each Compute component has a connection to the corresponding Data
component and to each adjacent Com component. In addition to that, every Com com-
ponent and Data component provides its functionality through provide ports. For two
processes, this gives the following set of ports:

(4.7)

P = {PROV IDE(Data0), PROV IDE(Data1),

PROV IDE(Com0), PROV IDE(Com1),

USE(ComRef0, Com0), USE(ComRef1, Com1),

USE(DataRef0, Data0), USE(DataRef1, Data1)}

with the following owner function (where components and ports are represented by their
name for brevity):

(4.8)

o : P → C ∪ {⊥}
Data0 7→ DataCompo0
Data1 7→ DataCompo1
Com0 7→ ComCompo

Com1 7→ ComCompo

ComRef0 7→ Compute0
ComRef1 7→ Compute1
DataRef0 7→ Compute0
DataRef1 7→ Compute1

To model the two processes, two resources are required:

(4.9)R = R = {R0, R1}

Each resource hosts one Data component, one Compute component and all their ports.
The case of Com components is more complex and can be modelled by using localization
to multiple resources, as allowed by the model. Since one Com component is used to
communicate between two processes, its implementation will likely be spread on the two
processes, and it thus makes sense to have it bi-localized on the two said processes. Overall,
this gives the following localization function (where components and ports are represented
by their name for brevity):

(4.10)

r : P ∪ C → P(R) ∪ {⊥}
Data0 7→ {R0}
Data1 7→ {R1}
Com0 7→ {R0}
Com1 7→ {R1}
ComRef0 7→ {R0}
ComRef1 7→ {R1}
DataRef0 7→ {R0}
DataRef1 7→ {R1}
ComCompo 7→ {R0, R1}
Compute0 7→ {R0}
Compute1 7→ {R1}
DataCompo0 7→ {R0}
DataCompo1 7→ {R1}
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Finally, the localized assembly α of this two-processes example is given by:

(4.11)α = (C,P, o,R, r)

Since this text approach is—as just illustrated—verbose and complex, the rest of the thesis
uses the graphical representation to present examples.

4.1.3 Additional Definitions

This section introduces a few extra definitions that will be useful further on.

Additional notations In order to ease the manipulation of ports, the two following notations
are introduced:
• Name if port = PROV IDE(name) is a provide port then Name(port) = name, if
port = USE(name, ref) is a use port then Name(port) = name.
• Ref if port = use(name, ref) then Ref(port) = ref

In order to more easily refer to internal elements of assemblies, extra notations are introduced
thereafter. Let α = (C,P, o,R, r) ∈ Al(C,N ,R) be a localized assembly.
• Support the support of an assembly is the union of the components, the ports and the

resources: Support(α) = C ∪ P ∪R

Subassemblies First, we introduce the definition of subassemblies. A subassembly is an
assembly which is a sub-part of another assembly.

Definition 9 (Subassembly). α = (C,P, o,R, r) is a subassembly of β = (C ′, P ′, o′, R′, r′)
iff
• C ⊆ C ′
• P ⊆ P ′
• R ⊆ R′
• ∀port ∈ P, o(port) = o′(port) ∨ o(port) =⊥
• ∀element ∈ C ∪ P, r(element) = r′(element) ∨ r(element) =⊥

Also note that a subassembly can feature a port without its owner (even if said port does
have an owner in the enclosing assembly), and can feature ports and/or components which are
not localized (even if they are localized in the enclosing assembly).

Well-formed references With the assembly definition given so far, there is no guarantee
that assemblies are correctly constructed. Indeed, given a use port port = USE(name, ref),
there is no guarantee that ref is actually the name of a port in the assembly.

In order to avoid the case of ill-formed port references, we introduce the definition of having
well-formed references:

Definition 10 (Well-formed references). A localized assembly α = (C,P, o,R, r) has well-
formed references iff all use ports hold valid references, i.e., iff

(4.12)∀port ∈ P, port = USE(name, ref) ⇒ ∃port′ ∈ P | Name(port′) = ref
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4.1.4 Call-Stack Semantics

This section describes an operational semantics for the execution of a localized assembly. This
semantics serves to model the behaviour of an assembly without getting into the details of what
happens inside the components themselves. Basically, this semantics implements multithreaded
method call stacks with non-deterministic method calls.

Assembly state In order to have call-stack semantics, assemblies need to have a state which
contains information about which component is currently executing what. To that end, we
introduce the following assembly state grammar:

Definition 11 (Assembly state). An assembly state is defined by the following grammar:

〈thread〉 ::= ⊥ | 〈thread〉-〈port〉

〈callState〉 ::= set of 〈thread〉

〈state〉 ::= (〈assembly〉, 〈callState〉)

An assembly state is made of an assembly and a call state. An call state is a set of threads,
each thread being a stack of “method calls”. A method call represent some work being performed
by a port provided by a component. Each stack is an ordered set of method calls which corre-
spond to nested calls, outermost call on the left. For example if a thread executing port calls
port′ then the resulting call stack is ⊥ −port− port′.

Not all possible call stacks are valid. Indeed, the point of use ports and references is to
determine which component has access to which provided port. Thus, not all ports are accessible
from anywhere in an assembly and not all successions of calls in a thread are valid. So as to
represent this limitations on threads, a definition of a well-formed thread is provided below:

Definition 12 (Well-formed thread). Let n ∈ N, n > 0. A thread

thread = ⊥ −port1 − port2 − . . .− portn

where compoi = o(porti), is well-formed inside an assembly α = (C,P, o,R, r) iff
• all components and ports belong to the assembly, i.e.,
∀n ∈ {1, . . . n}, compon ∈ C ∧ portn ∈ P
• calls are either local or require a connection, i.e.,
∀n ∈ {1, . . . n− 1} either compon = compon+1 (local call)
or ∃(port, port′) ∈ P 2 | o(port) = compon ∧ o(port′) = compon+1 ∧Ref(port) = port′

(distant call).

In addition, if n = 0 then the thread is well-formed.

Note that non-local calls (say, a call from pi to pi+1 owned by two distinct components)
requires only that the owner of pi owns a use port with a reference to a port with the same
owner as pi+1.

Operational semantics In order to model the behaviour of components at assembly-level,
an operational semantics is introduced in the form of a set of six rules.
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Let α, β be assemblies and let σ, π be call states. A rule of the form

(4.13)
precondition

(α, σ) → (β, π)

means that, provided precondition is true, the application of the rule to a system whose state
is (α, σ), changes its state to (β, π).

Let α = (C,P, o,R, r) be a localized assembly and let σ denote an call state.

Definition 13 (Operational semantics). The operational semantics of localized assemblies
is defined by the six following rules:
• Terminate an empty thread can be removed from the call state:

(4.14)
(α, σ ∪ {⊥}) → (α, σ)

• Return a non-empty thread can return from the current method call to the parent
method call:

(4.15)
(α, σ ∪ {thread− port}) → (α, σ ∪ {thread})

• Spawn a new thread can be created on a component currently executing something:

(4.16)
port′ ∈ P o(port) = o(port′)

(α, σ ∪ {thread− port}) → (α, σ ∪ {thread− port} ∪ {⊥ − port′})

• Local call a thread can call any port on the same component as the current method
call:

(4.17)
port′ ∈ P o(port) = o(port′)

(α, σ ∪ {thread− port}) → (α, σ ∪ {thread− port− port′})

• Distant call a thread can call a distant port provided there is a connection between
the component of the current method call and the distant port:

(4.18)

port′ ∈ P o(port) = compo o(port′) = compo′

∃use ∈ P | o(use) = compo, Ref(use) = port′

(α, σ ∪ {thread− port}) → (α, σ ∪ {thread− port− port′})

• Parallel composition two valid rule applications on two distinct threads can be
composed in parallel:

(4.19)
(α, σ) → (α, σ′) (α, σ′′)→ (α, σ′′′)

(α, σ ∪ σ′′) → (α, σ′ ∪ σ′′′)

Execution model Given a starting assembly and a call state, the execution of the assembly
is a non-deterministic application of the rules from Definition 13. The non-determinism of rule
application is absolute and no hypothesis regarding those rule applications can be made.

Non-determinism means that this model provides no behaviour model for components (as
opposed to models like BIP). This is in line with our goal to be close with languages such as
L2C, which do not provide behaviour information in interfaces.

The absence of such a behaviour model is problematic to guarantee properties such as
deadlock-freedom or termination of parallel assemblies. Chapter 5 proposes an extension of
the present model which add minimal behavioural guarantees at interface level, in order to ease
subassembly locking.
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Preservation of well-formedness Considering the above execution model, and a well-formed
starting state (i.e., well-formed assembly and well-formed threads), the fact that rule applications
preserve well-formedness is not a given.

Since there is no reconfiguration (so far), the preservation of the well-formedness of an
assembly is immediate.

Preservation of the well-formedness of threads is given by the following theorem:

Theorem 1 (Preservation of thread well-formedness). Let α ∈ Al(C,N ,R) be a well-formed
localized assembly, and σ be a call state with well-formed threads, then the application of
transition rules from Definition 13 preserves the well-formedness of the threads.

Proof. We proceed by induction on the application of the reduction rules presented in Defini-
tion 13.

First, note that removing method calls and adding/removing empty threads preserves well-
formedness. Indeed, empty threads are well-formed by definition (see Definition 12). In addition,
all three conditions for well-formedness are properties for all method calls, so removing one
method calls cannot break well-formedness.

For this reason, the Terminate, Return and Spawn rules preserve well-formedness.
Secondly, the first two conditions of Definition 12 (belonging to the assembly and having

the correct owner) are guaranteed by the preconditions of the Local call and Distant call
rules. The third condition (call local or along connection) is immediate for the Local call rule
which, consequently, preserves well-formedness. For the Distant call rule, the third condition
is guaranteed by the precondition.

Finally, parallel composition of rules which preserve well-formedness also preserves well-
formedness since the well-formedness of threads are independent.

4.2 The DirectMOD Component Model

This section describes DirectMOD, a component model whose goals are to enable scalable
assembly reconfiguration at runtime, and to have good software engineering properties. Di-
rectMOD stands for DIstributed REconfigurable ComponenT MODel.

To achieve these goals, DirectMOD proposes several new ideas which can be summed up
by the programming model presented in Figure 4.2. This programming divides work into four
roles.

Component programmers write traditional components. DirectMOD propose no special
feature for this role as it is not its focus. From the point of view of a component programmer,
DirectMOD is no different than a traditional non-reconfigurable component model such as our
preliminary model from Section 4.1.

Transformation programmers write pieces of reconfiguration code called transformations.
Transformations are written using a graph-based assembly-level language. This language has an
original semantics which make transformations less dependent on context than traditional graph
transformations, and consequently eases reuse. In addition to that, DirectMOD proposes the
concept of transformation adapters which allow explicit mapping of transformations to their
target subassembly, avoiding any possibly time-consuming pattern-matching step in executing
transformations.

One domain programmer writes devices called domains which are responsible for safely ex-
ecuting transformations. Most of the functionality of domains is provided directly by Direct-
MOD and the domain programmer is only responsible for writing the locking part of the code.
DirectMOD adopts the quiescent state approach, i.e., to reconfigure a part of the assembly this
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Figure 4.2: The DirectMOD programming model.

part needs to be stopped/locked. Locking an assembly at runtime is both performance-critical
and a complex problem whose solution might vary greatly from application to application. Since
providing a general-purpose solution to the locking problem is very unlikely, DirectMOD pro-
vides only the interface to separate this concern from the rest of the programming. Chapter 5
studies this problem and proposes a specialized solution for some application classes.

Finally, the assembler, can assemble components, transformations and domains into a Di-
rectMOD assembly.

Concretely, DirectMOD is an extension of the preliminary model presented in Section 4.1.
This section presents the new DirectMOD devices in turn (transformations, adapters, do-
mains), then updates the assembly definition, and finally presents the updated semantics.

4.2.1 Transformations

Reconfiguration in component models is the process of changing the assembly at runtime. With
this in mind, expressing reconfiguration at assembly level is natural. While this could be hidden
inside dedicated components using an API (e.g., allowing creation/destruction of components
and connection/disconnection of ports), we prefer to extensively describe reconfiguration using
assembly-level abstractions so as to be able to control its semantics.

Definition From a formal standpoint, reconfiguration code in DirectMOD is expressed in
the form of transformations defined as follows:
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Figure 4.3: Graphical representation of two DirectMOD transformations.

Definition 14 (Transformation). Let A be a set of assemblies and N a set of names. A
transformation τ is of the form:

(4.20)τ = (name, α, ω, s, t)

where:
• name ∈ N is the name of the transformation;
• α ∈ A is the origin of the transformation;
• ω ∈ A is the destination of the transformation;
• s : Support(α)→ Support(ω) ∪ {⊥} is the state mapping ;
• t : Support(α)→ Support(ω) ∪ {⊥} is the topology mapping.

The set of all transformations on N and A is denoted Transfos(N ,A).

These transformations resemble graph transformations as can be found in the literature.
Transformations have an origin (a part of the assembly they are applied to), a destination (what
they replace their origin with) and several mapping between origin and destination which specify
that some things are carried over during transformation. The state mapping denotes which
component and ports have their state copied over through the transformation (those mapped
to ⊥ are destroyed). The topology mapping denotes which component takes the role of which
one in the final assembly. The detailed behaviour of those mappings is defined in Section 4.2.6
which presents the semantics of DirectMOD.

Additional notations Let us denote T (A,N ) the set of all transformations on assemblies
A with nameset N . In addition, extra notations are introduced to ease the manipulation of
transformations in formulas. Let τ = (name, α, ω, s, t) be a transformation:
• Name Name(τ) = name
• Origin Origin(τ) = α
• Destination Destination(τ) = ω
• State State(τ) = s
• Topo Topo(τ) = t.

Example and graphical conventions The graphical conventions for transformations are the
following:
• the origin is represented on the top;
• the destination is at the bottom;
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• the state mapping is represented by dashed arrows;
• the topology mapping is represented by dotted arrows;
• when the state and topology mapping coincide, they are represented by an arrow with

both dots and dashes;
• the transformation is enclosed in a square featuring an arrow symbol in the top-right

corner.

Example: Figure 4.3 presents two transformations. The first (on the left), called Insert,
is a simple transformations which inserts a new component in the place of a point-to-point
connection.

First note that the origin consists only of a single ports. Obviously, this port is not meant
to be a complete assembly but instead it is a small part of a bigger assembly on which the
transformation is supposed to be applied.

In the example, the topology and state mapping are used to connect the two ports of the
newly added component to the port in the origin. A detailed description of the mappings’
meaning is given in the semantics Section 4.2.6.

Finally, note that the second transformation, called Remove, looks like Insert upside-
down. This transformation actually performs the reverse operation compared to Insert:
it removes a component from a chain and connects the chain back.

4.2.2 Transformation Adapters

Transformations do not exist in a vacuum, and are meant to be applied to actual assemblies.
Since transformations such as the Insert example above apply to only parts of an assembly,
some way to specify the target subassembly is required.

Traditionally, graph transformations frameworks provide automated pattern-matching to
find possible applications of graph transformations. Transformations in this context are often
meant to be applied as many times as possible to perform some computation.

In the case of HPC applications, this pattern-matching step is not always desirable. First,
the wanted behaviour may require that transformations are not always applied if possible. In
this case, a way to specify when and where to perform a transformation is required. Secondly,
pattern-matching an assembly can be a costly process which is not always necessary. When the
target subassembly is known beforehand, a way to specify it directly could avoid performing
pattern-matching.

DirectMOD provides a special kind of port, called a transformation adapter which serves
to link a transformation to its target subassembly.

Definition A transformation adapter is a new kind of port built using the ADAPT ternary
operator, and is defined as follows:

Definition 15 (DirectMOD ports). The set of DirectMOD ports on nameset N , with
assembly set A, is defined by:

Portsdmod(N ,A) = {USE(name, ref) | (name, ref) ∈ N 2}
∪ {PROV IDE(name) | name ∈ N}
∪ {ADAPT (name, transfo, α) | (name, transfo, α) ∈ N 2 ×A}

(4.21)

where :
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Figure 4.4: Graphical representation of a DirectMOD transformation adapter.

• provide and use ports are defined as for the preliminary model;
• the name ∈ N in the ADAPT operator is the name of the adapter;
• transfo ∈ N is the transformation reference of the adapter;
• α is the target assembly.

Note that, just as the ports from the preliminary model, transformation adapters have names
and thus can be the target of use ports. Also note that a transformation adapter holds a transfor-
mation reference, not a transformation. Of course, a transformation reference is meant to match
the name of an existing transformation, which it references. Details about how transformation
adapters and transformations are put together are given below in Section 4.2.4.

Example and graphical conventions Graphical conventions for transformation adapters
are the following:

• a transformation adapter is represented by a circle, like other ports, but is struck through
to mark its adapter nature;

• the transformation reference is denoted with a transformation name connected to the
adapter with a solid line;

• the target subassembly is encircled in a grey area with rounded corners; this area is con-
nected to the transformation adapter using a grey line.

Example: Figure 4.4 shows an example of a transformation adapter on Al(C,N ,R) for the
Insert example transformation from figure 4.3.
Note on this example that the target subassembly is made of a single port. This is

because the Insert transformation’s origin is made of a single port. It would not make
sense to try to apply the Insert transformation to, say, a subassembly made of a single
component.

4.2.3 Domains

So far we have defined transformations and adapters which conjointly allows the specification of
reconfiguration code and the mapping to a target assembly.

However, the question of how to actually execute transformations in a scalable way is a
difficult one. Indeed, an application such as the AMR may try to perform many transformations
concurrently. Sequentialising all transformations or executing all of them at once through a
global synchronization are not scalable options, and executing them concurrently is difficult.

Concurrent execution of transformations requires some amount of synchronization to avoid
incorrect behaviours. Indeed, transformations are non-atomical modifications on the assembly;
several of them executing concurrently on non-disjoint subassemblies can very well interfere.
Such interferences, i.e., modifications on the assembly performed in the course of a transforma-
tion execution, should either be avoided or be carefully taken into account in the transformation
semantics. Either way, some form of synchronization is required.
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In addition, representations of the assembly must be available for the transformation execu-
tion. The subassembly data contained in the transformation adapters is not sufficient to fully
execute a transformations as defined above. Indeed, the topology mapping requires knowledge of
the components and ports immediately surrounding the transformation origin. The usefulness
of this feature is discussed extensively in Section 4.3.1 below. Even if the adapter data was
sufficient, it would need to be updated when other transformations change it in any way.

To solve these two problems (synchronization and assembly representation) DirectMOD
proposes special components called domains. Domains are tied to specific subassemblies, are
responsible for executing transformations on those subassemblies, and maintain representations
of those subassemblies.

Domains differ from other approaches from the literature in that the size and shape of the
subassemblies they manage are completely up to the programmers. This is important in a HPC
context as having fine control on synchronization and concurrency is performance-critical.

The flip side of this coin is that domains require application-specific code in order to perform
their task. More specifically, domains must be capable of stopping the execution of the sub-
assembly they manage without creating deadlocks. This is a difficult problem which is discussed
further in Chapter 5. For the current chapter, we assume domains are correctly programmed.

Definition Domains are a new special kind of component which is defined as follows, using
the DOMAIN ternary operator:

Definition 16 (DirectMOD components). The set of DirectMOD component instances
using the component shelf C, the nameset N and the assembly set A is given by:

(4.22)Instancesdmod(C,N ,A) = {INSTANCE(name, type) | name ∈ N , type ∈ C}
∪ {DOMAIN(name, α) | name ∈ N , α ∈ A}

where:
• instances are defined as for the preliminary model;
• name is the name of the domain;
• α is the assembly managed by the domain.

Note that, using an assembly definition such as the one from the preliminary model, the
subassembly managed by a domain can have a large variety of shapes and sizes. For example, it
can include ports without their owner components and it can be as small as a single port. Also
note that domains can manage resources using this definition.

Example and graphical conventions Graphical representation of domains follow the fol-
lowing conventions:
• domains are represented with rectangles adorned with a bolt symbol at the top right;
• the managed subassembly of each domain is enclosed within the rectangle.

Example: Figure 4.5 presents two examples of assemblies featuring domains.
Both domain feature the same ring of Compute components, but have two different

domain layouts. The first assembly (on the left) has only one domain which encloses the
entire assembly. The second assembly (on the right) has one domain per Compute com-
ponent which encloses the component itself, its outgoing port and the provide port of the
next component. Note that the second example illustrates the fact that domains can have
non-trivial shapes.
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Figure 4.5: Graphical representation of two DirectMOD component assemblies featuring do-
mains.

Since domains are responsible for reconfiguration and assembly representation, these two
examples can be interpreted in synchronization terms. The example on the left implements
global reconfiguration and assembly representation, while the example on the right imple-
ments concurrent reconfiguration and local assembly representation.

4.2.4 Full Assembly

Now that the new concepts proposed by DirectMOD have been introduced, a new assembly
definition is introduced which makes use of them. Transformations are introduced as new set in
the definition while transformation adapters and domains are new kinds of ports and components,
respectively.

Definition 17 (DirectMOD localized assemblies). The set of localized DirectMOD
assemblies with component shelf C, with nameset N , and with resource set R, is the set
denoted Admod(C,N ,R) composed of all the sextuplets:

(4.23)α = (C,P, o,R, r, T )

where:
• C ⊆ Instancesdmod(C,N ,Admod(C,N ,R)) is a set of component instances;
• P ⊆ Portsdmod(N ,Admod(C,N ,R)) is a set of ports;
• o : P → C ∪ {⊥} is the owner function.
• R ⊆ R is a set of resources;
• r : C ∪ P → P(R) ∪ {⊥} is the localization function;
• T ⊆ Transfos(N ,Admod(C,N ,R)) is a set of transformations.

Note that non-localized DirectMOD assemblies can be easily obtained by choosing R =
∅. In this case, the definition can be simplified so that assemblies are quintuplets instead of
sextuplets. Similarly, the preliminary assembly definition is a special case of a DirectMOD
assembly where T = ∅, where there is no domains and where there is no transformation adapter.
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Figure 4.6: Graphical representation of a DirectMOD component assembly implementing a
self-extensible ring. The arrows with dashes and dots denote mappings for both state and
topology.

Example

Example: Figure 4.6 presents a complete example of a reconfigurable assembly implementing
an extensible ring of computing components. All necessary graphical conventions have been
introduced in the previous sections.

This assembly is composed of a ring of Compute components. Each of those compo-
nents has an in port and an out. The out port of each component is connected to the
in port of the next component in the ring. In addition, each component has a transforma-

tion adapter called insert, which connects the Insert transformation to the adequate
subassembly for execution.

In addition, this assembly features one domain per computing component. Note that
each of those domains includes the in port of the next component in the ring but not
the in port of the component it manages. The reason for this is to make sure that the
subassemblies pointed by the domain adapters do not cross the domain boundaries, so that
the assembly is well-formed.

Note also that transformations feature domain modifications and adapter notifications.
This is done so that transformations preserve the structure of the ring (i.e., one domain per
computing component and adapters pointing to relevant subassemblies). This needs to be
done explicitly, and it is possible because the origin and destinations of transformations are
reconfigurable assemblies themselves; they can thus feature domains and adapters.

4.2.5 Additional Notations and Definitions

Compatible mappings We introduce the notion of compatible mapping which is useful in
finding element-to-element mapping between a transformation origin and its target subassembly:

Definition 18 (Compatible mapping). Let α = (C,P, o,R, r, T ) and β =
(C ′, P ′, o′, R′, r′, T ′) be two assemblies, a mapping m : Support(α) → Support(β) is said to
be a compatible mapping from α to β if the following conditions are met:

• m is bijective;
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• m and m−1 preserve nature (a component maps to a component and so on);
• β has more structure than α, i.e., for all (element, element′) ∈ Support(α)2:

– Owner: if element is a component, element′ is a port, and o(element′) =
element then o′(m(element′)) = m(element);

– Localization: if element is a resource, and r(element′) = element then
r′(m(element′)) = m(element);

– Reference: if element is a use port or an adapter, and Ref(element) =
Name(element′) then Ref(m(element)) = Name(m(element′));

– Belonging to domain: if element = DOMAIN(name, γ) is a domain, and
element′ ∈ γ then m(element) = DOMAIN(name′, δ) and m(element′) ∈ δ;

– Belonging to target subassembly: if element = ADAPT (name, transfo, γ)
is a transformation adapter, and element′ ∈ γ then m(element) =
ADAPT (name′, transfo′, δ) and m(element′) ∈ δ.

Basically, the existence of a compatible mapping between α and β means that they have
identical supports (up to naming) and that β may contain more structure (localization, owner-
ship...) than α but not less. This is useful to map under-specified origins to target subassemblies
(e.g., the Insert example from Figure 4.3 does not specify resources and localization but we
may want to apply it to an assembly with resources).

When there exists a compatible mapping between assemblies α and β, we denote α � β.

Default mapping Several compatible mappings may exist between two assemblies, in which
case we distinguish on of them as the default mapping between those two assemblies. Assuming
a complete order on N , one possible way to select a default mapping is to order compatible
mappings (e.g., lexicographical order since mappings are basically permutations) and select the
smallest.

Well-formed assemblies The definitions given so far impose very little by-construction con-
straints on the use of domains and adapters. So as to forbid ill-formed assemblies which could
not be executed or be reconfigured, a set of structural constraints is provided through a notion
of well-formed assembly.

Definition 19 (Well-formed DirectMOD assembly.). A DirectMOD assembly

α = (C,P, o,R, r, T )

is said to be well-formed if the following conditions are met:
• Well-formed references each reference to a port or transformations corresponds to

an actual port or transformation, i.e.,

∀port ∈ P, port = USE(name, ref) ⇒ ∃port′ ∈ P | Name(port′) = ref

∧ port = ADAPT (name, ref, α) ⇒ ∃transfo ∈ T | Name(transfo) = ref

(4.24)

52



• Disjunction of domains domains are disjoint, i.e.,

(4.25)

∀element ∈ Support(α),(
∃domain0 = DOMAIN(name, β) ∈ Support(α)

∧ ∃domain1 = DOMAIN(name′, β′) ∈ Support(α)

| element ∈ Support(β) ∧ element ∈ Support(β′)
)

⇒ domain0 = domain1

• Well-formed domains let β be the assembly managed by a domain, β is a sub-
assembly of α.

• Well-formed targets let β be the target of an adapter, β is a subassembly of α.

Nothing too fancy here: well-formed references, domains and target are straightforward
constraints to make sure everything references is actually part of the assembly; disjunction of
domains is here to ensure any element is managed at most by one domain, to avoid having to
deal with cross-domain consistency issues.

4.2.6 Full Semantics

Now that a reconfigurable assembly definition has been provided, its behaviour can be specified as
an extension of the semantics of the preliminary model. This extension is divided into two parts:
first, the semantics of transformations and then a new rule (added to those of Definition 13)

Auxiliary Functions First, we define a few auxiliary functions to simplify the semantics
definition:
• SubMap: Let set, set′ and set′′ be three sets and func a function from set′ to
set′′. The subset mapping function of set and set′ according to func is defined by
SubMap(set, set′, func) = (set \ set′) ∪ {func(element)|element ∈ set ∩ set′}.
• SubAMap: Let α = (C,P, o,R, r, T ) and β = (C ′, P ′, o′, R′, r′, T ′) be two assemblies. Let
func be a function from Support(α) to Support(β). The support subassembly mapping
function is defined by:

(4.26)SubAMap(α, β, func) =
(
SubMap(C,C ′, func), SubMap(P, P ′, func),

⊥P , SubMap(R,R′, func),⊥R, SubMap(T, T ′, func)
)

where ⊥P and ⊥R are empty owner and localization functions (i.e., everything mapped to
⊥).

The SubAMap function is used in the transformation definition below to help modify sub-
assemblies by replacing some specific elements by their image by the topology mapping.

Transformation semantics Formally, the behaviour of transformations is given by Defini-
tion 20 below. Inline figures within the definition provide a view of the various sets involved.

Definition 20 (DirectMOD transformation semantics). A transformation τ = (α, ω, s, t)
applied to a subassembly β′ = (C ′, P ′, o′, R′, r′, T ′) of an assembly β = (C,P, o,R, r, T )
such that α � β′ and β′ ⊆ β results in an assembly β′′ = (C ′′, P ′′, o′′, R′′, r′′, T ′′) denoted
β′′ = Apply(β, β′, τ). Let us denotem the default mapping from α to β′ andm−1 its inverse.
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β′′ is obtained by applying the following operations in sequence:

Support A new subassembly γ is created with the following support:

(4.27)Support(γ) = (Support(β) \ Support(β′)) ∪ Support(ω)

this assembly does not have a owner function or a localization function (i.e., everything is
mapped to ⊥).

State mapping Then, assembly γ′ is built by replacing every component/port that has
an antecedent for s ◦m−1 (i.e., that is the target of a state mapping) by its antecedent.

Topology mapping (references) Then, assembly γ′′ is built by replacing every reference
(i.e., every reference in a use port or transformation reference in a transformation adapter)
to a port or transformation in β′, by a reference to the image under t ◦m−1 of said port or
transformation.

I.e., if γ′ contains a reference to a transformation/port element in β′, then this reference
is replaced by Name(t(m−1(element))).

Topology mapping (subassemblies) Then, assembly γ′′′ is built by replacing every
element from β′ which appear in a domain of transformation target by its image under
t ◦m−1.

This can be achieved using the auxiliary function SubAMap, by replacing every do-
main/target δ in γ′′ by:

(4.28)SubAMap(δ, β′, t ◦m−1)

Owner and resources Finally, assembly β′′ is obtained by constructing the owner and
resource functions. Let element be a port or component in γ′′′, its owner is given by:
• if element ∈ (β \ β′)

– if o(element) ∈ (β \ β′), then o′′(element) = o(element)
– else if o(element) ∈ β′ and t(m−1(o(element))) is defined, then o′′(element) =
t(m−1(o(element)))

– otherwise, o′′(element) = ⊥
• if element ∈ ω

– if element has a owner element′ in ω, different from ⊥, then o′′(element) =
element′

– else if element has an antecedent element′ for t ◦ m−1, then o′′(element) =
o(element′), or o′′(element) = t(m−1(o(element′))) if o(element) ∈ β′

– otherwise, o′′(element) = ⊥
the localization function r′′ is defined the same way.
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Example:
This example is a simplified version of the example given before in Figure 4.6, with the

resources removed to keep things simple. Let us assume one of the Insert transformations
is triggered. Here is the subassembly as seen from the point of view of the executing domain
(the transformation is presented in full in this step as a reminder but is not detailed in
further steps to save space):

First, an assembly γ with only a support (i.e., no owner or resource) is built. In red are
the elements parts of the transformation destination; in blue are the elements parts from the
original assembly. At the moment, the adapter and the domain have invalid subassembly
targets (denoted by black crosses). The p3 port also has an invalid reference.

The state mapping means that, since the port on the right of the origin is mapped to p2,
then p2 is copied to the port pointed by the arrow with dashes (topology mapping). In that
case, the state of p2 is its reference to p4. This operation results in the following assembly:

The topology mapping (references) means that every reference to a port p removed in the
first step is replaced by a reference to the port pointed by the topology mapping. In this
case, p3 holds a reference to p2 which was removed. Since p2 was mapped to the right port
in the origin, and since this port is mapped to a port in the destination using a dotted arrow
(topology mapping), then the reference to p2 is replaced by a reference to this pointed port:
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The topology mapping (subassemblies) step means that every port/component featured
in a subassembly (in a domain specification or adapter target) that was removed in the first
step, is replaced according to the topology mapping. In this case, it means that the ports
p1 and p2 are replaced by the two ports pointed by the dotted arrows, both in the invalid
domain and the invalid adapter. This results in:

Finally, the owner and resources step updates the owner and localization functions ac-
cording to the topology mapping. In our case, the owner relations mapped in red are obtained
directly from the destination (case “element ∈ ω” and “owner in ω different from ⊥”) while
the black owner line is derived from the topology mapping (case “element ∈ (β \ β′)” and
“owner of element has an image under t ◦m−1”).

This is the final state of the assembly after the transformation application. A new
compute component was indeed inserted and a new domain was set up to provide this new
component with the same Insert transformation capability than the other Compute

components. The connections to and from the p3 and p4 components have been changed
according to the topology mapping.

New operational rule Now that transformation semantics, i.e., the effect of transformation
application on assembly, have been determined, some way to trigger transformations is required
in addition of the operational semantics rules of the preliminary model (see Definition 13):

Definition 21 (New operational rule). Transformation Execution a transformation can
be triggered through a transformation adapter provided enclosing domains do not contain
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call stack ports, and provided the owner of the adapter is executing code:

(4.29)

∃adapter = ADAPT (name, τ, β′) ∈ Support(β)
τ = (α, ω, s, t) α � β′ o(adapter) = o(port)
∀port′ ∈ Enclosing(β′, β), port′ /∈ σ ∪ {thread}

(β, σ ∪ {thread− port}) → (Apply(β, β′, τ), σ ∪ {thread− port})

where Enclosing(β′, β) denotes the union of domains of β which intersect β′, i.e.,

(4.30)Enclosing(β′, β) =
⋃
{α | ∃domain = DOMAIN(name, α) ∈ Support(β),

α ∩ β′ 6= ∅}

There are two important preconditions to this rule. First, there must be some code running
on the component owning the adapter. This models the fact that transformations are not
triggered out of nowhere but are called by regular component code. Second, all the ports in
all of the enclosing domains must not appear in any call stack. The enclosing domains are the
union of all the domains comprising at least one element from the target subassembly. Since the
transformation might modify any subassembly managed by any of these domains, it is important
that no call stack traverses any of these domains to avoid invalid call stacks. For example, if
there is a call stack featuring a call to port port, and if port is removed by the transformation,
then the call stack would have become ill-formed (in virtue of the first bullet of Definition 12).

Note that this definition implies that a transformation adapter can cross domain bound-
aries, and thus have several enclosing domains. We call such transformations multi-domain
transformations.

If the preconditions are met, the modification to the assembly is a simple application of the
Apply function defined by the transformation semantics (see Definition 20).

4.3 Discussion and Evaluation

This section analyses and evaluates DirectMOD, first through a series of model-level examples
(Section 4.3.1), and second through an implementation called DirectL2C whose performance
and code-level properties are discussed (Section 4.3.2).

4.3.1 Model-level Discussion

Now that the DirectMOD formalism has been extensively laid out, several questions can be
asked regarding what it can express, how easy it is to do so, and its software engineering qualities.

Expressiveness Regarding component assemblies themselves, DirectMOD is as expressive
as any other non-hierarchical, component model with point-to-point connections, with the un-
usual possibility to describe resources in the assembly (L2C is the only other example that we
know of).

Transformation expressiveness is not so easily characterised, as the formalism is unusual,
most notably the necessity for explicit transformation adapters.

So as to evaluate transformation expressiveness, we have first devised a series of very simple
examples presented in Figure 4.7. examples are DirectMOD transformations which implement
the following basic operations (in order, from left to right): component migration, connecting
two ports, disconnecting two connected ports, and changing the type of a component while keep-
ing its connections in the assembly. Note that all those operations have simple DirectMOD
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Figure 4.7: Examples of transformations implementing basic reconfiguration operations.

Figure 4.8: Example of an DirectMOD transformation implementing an AMR connection
transformation.

implementations, and that the connect/disconnect transformations are, as can be expected, mir-
rors of one another. This first series of examples show that common reconfiguration operations
can be expressed in DirectMOD, and that their expression is simple enough.

We have also studied a more complex example: an 2:1 2D AMR assembly, as described
in Section 2.1.3. While we have chosen not to present the full example here (as it is quite
large), Figure 4.8 presents one transformation that is typical of how AMR can be handled using
DirectMOD. This transformation is used to reconfigure the communication infrastructure
between two neighbours, going from a 1-to-1 connection to a 1-to-2 connection. Although this
examples is complex enough to show the limits of the graphical representation, it also means that
the AMR, the use case we set as a goal in Chapter 2, can actually be done using our approach.

Another point illustrated by the AMR example (Figure 4.8), and our earlier ring example
(Figure 4.6), is that having to explicitly maintain domains and transformation adapters across
transformations is actually responsible for most of the complexity of transformations.

Reuse, separation of concerns Components in DirectMOD have no special features that
make them more or less reusable than in any other component model. Domains and transfor-
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mations, however, are concepts specific to DirectMOD, and their properties regarding reuse
and separation of concerns are not obvious.

Domains, although they appear reusable a priori, are actually tied to specific assemblies
or assembly structures so as to be able to perform. On the one hand, DirectMOD does not
mechanically restrict the use and reuse of domains. On the other hand, though, domains need
to be able to ensure transformations can execute without concerns on the subassembly they
manage, which is actually a complex problem with application-specific solutions (more on that
problem in Chapter 5). For domains to be able to operate, they must make some assumptions
regarding their managed subassembly, which consequently limits their reuse to subassemblies
which actually verify these hypotheses.

Transformations have two main characteristics regarding reuse and separation of concerns.
First, they depend little on context and are easy to reuse in different assemblies. Consider,

for example, the Connect and Migrate transformations in Figure 4.7, which are very gen-
eral. Such general transformations are possible because of the possibility to have ports without
their owner—or components without their ports—appear in transformations, and because the
state and topology mappings allow some control over the connexions to the surrounding assem-
bly. Having separate state and topology mappings, as opposed to just one mapping (e.g., the
graph morphism between destination and origin in traditional graph transformations), allows
transformations that would not be possible otherwise, such as the Insert transformation from
Figure 4.3. Having an even finer control over this mapping (i.e., more than just a topology and
a state mapping) may be desirable (and possibly more elegant from a formalism standpoint) but
we have not encountered yet a use case which would require it.

Second, while transformations are fairly easy to reuse in different contexts, the transforma-
tions themselves lack flexibility. Consider the AMR11to12 example from Figure 4.8: while this
transformation depends very little on context (which is good for reuse), it is also very specific;
a full 2:1 AMR assembly requires two different transformations for refinement (from a 1-to-1
to a 1-to-2 connection, or from a 1-to-2 to two 1-to-1 connections) and other factors such as
resources may increase further the number of specific transformations to be written. Mecha-
nisms for transformation variability are lacking in DirectMOD itself; Chapter 6 addresses this
problem, in Section 6.3.2.

Domains, parallelism Domains are the DirectMOD feature that addresses the problems
of concurrent reconfigurations and assembly representation at runtime. Several questions can
be asked about how well domains actually work.

First, the consistency of assembly representation at runtime is adequately addressed by
DirectMOD domains. Indeed, since each element in the assembly is managed by at most one
domain (see Definition 19), and since this domain is the only one that can modify said element,
maintaining a representation at runtime is easy from the point of view of the domain.

Second, domains indeed allow concurrent execution of transformations (at least in theory).
Indeed, transformation execution (see transformation semantics, i.e., Definition 20) requires only
local knowledge, and the semantics are unambiguous regarding concurrent transformations (i.e.,
they can only be done in sequence).

Third, domains provide separation of concerns, in the sense that they separate the synchro-
nization/execution concerns from the other concerns. Even if a domain cannot work with any
subassembly, the way DirectMOD maps domains to managed subassemblies allows variations.

Finally, domains are actually very difficult to implement. As discussed in more details in the
next chapter (Chapter 5), guaranteeing the correct execution of assembly transformations in a
concurrent context is actually a very difficult problem, especially so if little hypotheses can be
made regarding the assembly of application.
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Figure 4.9: An overview of the DirectL2C architecture.

Multi-domain transformations Assemblies with multi-domain transformations (see Defi-
nition 21) pose a particularly complex problem. Indeed, reconfiguring a single domain is a
difficult problem in itself, but reconfiguring several domains at once might cause application-
wide deadlocks that would not have arisen otherwise. Writing domain code that can safely
support multi-domain reconfiguration may be too much to ask to domain developers.

Multi-domain transformations are, however, useful. Indeed, when implementing something
like AMR unrefinement (not refinement), it is important to be able to fuse several domains
together, which requires multi-domain transformations (as otherwise transformations can create
domains but not remove them). While implementing domains supporting this kind of transfor-
mation is possible (although non-trivial) in the very structured case of the AMR, it might not
be possible at all in other less structured cases.

4.3.2 Implementation and Evaluation

This section presents DirectL2C, an implementation of the DirectMOD model based on
C++ and MPI. A preliminary evaluation of DirectL2C performance is performed through a
set of experiments on the Grid’5000 platform [10]. In addition, the complexity and size of the
code of DirectL2C benchmarks are analysed and discussed.

The DirectL2C Implementation We have implemented the DirectMOD model by
extending the L2C C++ implementation called LLCMC++ [21]. LLCMC++ provides zero-
overhead components on top of C++ objects as well as distributed deployment and remote
component connections using in particular MPI communicators. Basic local reconfiguration ca-
pabilities (i.e., create, destroy, connect) are provided by LLCMC++ Host components, one of
which is deployed on each MPI process.

DirectL2C extends the functionality of LLCMC++ Host components by interposing
directHost components which provide the same local functionality but are also connected

to each other using MPI to provide remote operations. directHost components implement
basic remote reconfiguration operations as well as basic remote method call and remote locking.
directHost components required an efficient multithreaded MPI implementation which is

provided in our tests by MadMPI [99].
Reconfiguration logic (i.e., implementation of the transformation semantics) is provided by

DirectL2C domains which are connected to the relevant directHost components. Locking
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Inputdata: portName, reconfPortName, resourceName
Direct::transformation insert();
insert.create("Cp", "newCp", resourceName);
//ports of created component have implicit names
insert.connect(portName, "newCpLeft");
insert.statePort(portName, "newCpRight");
insert.topoPort(reconfPortName, "newCpReconf");

Figure 4.10: Code of the Split transformation.

Function C++ LOC
Transformation 8
Non-functional synchronization 20
Code instrumentation 13
LLCMC++ overhead 7
DirectL2C overhead 6
Functional code 31
Other 3
TOTAL 88

Table 4.1: C++ LOC breakdown for the ring example.

code is up to the programmers of both components and domains but standardized locking
interfaces are assumed by DirectL2C.

Code Size and Complexity We have implemented a ring example similar to that of Fig-
ure 4.6 with fully distributed domains. The code of the Split transformation, which is dis-
played in Figure 4.10, is very close to the expected pseudocode. In practice, although the trans-
formation code is simple, the implementation of the ring example was not trivial due mostly to
synchronization and locking code which is difficult to write and error-prone.

Table 4.1 reports a line of code breakdown of the code for the ring example with only the split
transformation, only C++ code lines with semicolons have been taken into account. Although
the transformation code itself is short, the non-functional code and DirectL2C/LLCMC++
overhead still represent a sizeable fraction. In practice, the non-functional synchronization part,
i.e., mostly locking logic, was by far the harder part to write and to debug.

There is also ongoing work to implement an AMR-like example similar to that presented in
Section 2.1.3. Preliminary coding and testing indicate that the implementation is, as expected,
more complex than it was for the ring example mostly because multiple cases must be imple-
mented separately. The locking code, i.e., the domain implementation, in the AMR case was
also a lot of work and proved bug-prone but in the end, the desired synchronization scheme was
successfully implemented. Although low-level synchronization is inherently a complex task, the
level of control offered by DirectL2C allows to optimize the performance of the reconfiguration
synchronization.

Performance We have conducted experiments to measure the performance of our Di-
rectL2C ring implementation. Experiments were conducted on the Grid’5000, on clusters
Edel and Graphene whose characteristics are given in Table 4.2.
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Graphene Edel
Processors Intel Xeon X3440 Intel Xeon E5520
Memory 16 GB 24 GB
Network Infiniband 20G Infiniband 40G

Table 4.2: Grid’5000 cluster description.

Figure 4.11: Scalability experiments of the ring assembly implementation on Grid’5000 clusters.
Computing time is normalized using the computing time for 16 cores on 1 node.

We have first measured the overhead introduced by our implementation outside of any re-
configuration. Contrary to LLCMC++ which introduces zero overhead at runtime, our model
requires connections to be lockable and thus adds a mutex lock for each method call through a
port, even when reconfiguration is not occurring. Our measurements indicate that the overhead
introduced by our implementation is approximately 5 ns per call through a port. Such an over-
head is negligible outside of very fine-grain applications, but such applications are not likely to
be the kind of applications featuring reconfiguration.

We have also conducted a series of preliminary scalability experiments on Grid’5000 using a
simple version of the ring assembly which, starting from a small ring, inserts new computation
components until there is one computation component per physical core. Weak scaling results,
presented in Figure 4.11, show that iteration time stays roughly constant when the number of
cores increases which shows that our code scales up to 128 cores. Larger experiments are needed
to fully validate the scalability of our approach but, baring technical problems and since only
local synchronization is ever done, the program should scale.

4.4 Conclusion

This chapter has presented two component models and evaluated one of them.
First, a preliminary component model has been defined. This first model is a partial for-

malization of models such as L2C or CCA. This model is non-hierarchical, non-reconfigurable,
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features point-to-point communications, and has a call-stack-based semantics.
Second, the DirectMOD model was defined by adding concepts on top of the preliminary

model. DirectMOD features transformations (to describe reconfiguration), transformation
adapters (to link transformations to their targets) and domains (to execute transformations).
The semantics of the preliminary model was expanded to allow transformation application.

Third, a preliminary evaluation of DirectMOD was performed in two steps: the model
itself is applied to a ring assembly use case, and an implementation of the model, called Di-
rectL2C, is evaluated. It appears that DirectMOD provides good separation of concerns,
and that preliminary experiments with DirectL2C scale well. On the other hand, DirectL2C
transformations tend to be verbose, and domain implementation is very difficult.
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Mutex-based Locking of Component
Assemblies
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The component model presented in the previous chapter requires that assembly transforma-
tions can be performed as if they were atomic. Making sure this property holds in practice is
the job of the DirectMOD domain programmer, but it is not an easy job. Indeed, concurrent
reconfiguration can easily lead to assembly consistency problems (incorrect pointers, incorrect
assembly representation) and/or synchronization problems (e.g., deadlocks).

The literature provides the concept of quiescent state as a way to approach this problem.
The quiescent state approach consists in stopping every activity in a subassembly, and making
sure it stays stopped, before performing a reconfiguration. The process of stopping activity
(executing code, other reconfigurations) in a subassembly, and preventing further activity for
some time, is referred to as locking. Once a subassembly has been locked, reconfiguration on
that subassembly can occur without concerns as no other code can interfere.

Unfortunately, locking a subassembly in a safe manner in a concurrent application is a
difficult problem in itself. Stopping parts of an application without proper care can easily lead
to deadlocks and other synchronization problems.

In addition, locking in a HPC application can be performance-critical. Indeed, for some HPC
applications the latency of a synchronization can have a non-negligible cost. Poorly optimized or
unnecessary synchronization for the purpose of reconfiguration could lead to performance drop.
So, not only must locking be safe (which is difficult), but it must also be efficient (which is even
more difficult).

On top of that, component-based programming requires that code must be accessed through
interfaces, which complicates the problem further. Indeed, there exist approaches to locking
in the literature which rely on code analysis to work. Such approaches are difficult to put in
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practice in a component context. Indeed, such approaches cannot operate on interfaces alone
(they need actual code), and ignoring interfaces would negate the benefits of the component
approach. Additional behavioural information could be added to interfaces, but exposing too
much of component behaviour also defeats the purpose of interfaces.

Overall, efficient locking of component subassemblies is a major roadblock before component
models can support dynamic HPC applications. On one hand, existing HPC component models
leave synchronization entirely up to the programmers. On the other hand, existing non-HPC
approaches rely on costly over-synchronization (e.g., global lock) to solve the locking problem.
Moreover, these approaches typically rely on underlying execution models with good properties
(e.g., asynchronous messaging, continuations) which are difficult to implement without perfor-
mance loss on top on traditional HPC languages such as C++ or FORTRAN.

The locking problem with all these constraints is a very difficult one; instead of tackling
it in the general case, we propose to approach it from a specific angle to see what can be
done. More specifically, we propose to extend component interfaces with simple method-level
control metadata which correspond to the actual method-level control understanding of HPC
programmers.

Concretely, this chapter proposes a minimalistic metadata scheme as an extension of the
preliminary model presented in Chapter 4. This scheme consists in method-level behavioural
information about the termination dependencies of code associated to ports. This chapter then
proposes a locking paradigm and algorithm based on this extra information. The locking algo-
rithm is a specialized two-phase protocol [49]. An evaluation of the approach is also presented,
using a DirectL2C implementation.

5.1 Model and Algorithm

This section presents our contributions for this chapter. Those contributions consist of a con-
trol metadata scheme (Section 5.1.1), a locking paradigm (Section 5.1.2), and an algorithm
(Section 5.1.3).

Those contributions are built on top of the preliminary model presented in the previous
chapter (see Section 4.1).

5.1.1 Control Metadata

Motivation In the preliminary model introduced in the previous chapter, interfaces are mostly
syntactic entities and provide little to no information about the behaviour of components. Ba-
sically, at assembly level, all that is known about a component is the name of its type and the
list of its ports. This remark applies as well, to some extent, to other component models such as
L2C or CCA. In theory, no extra hypothesis can be made regarding the behaviour of components
in such models.

In practice however, to use third-party components in, say, a HPC application with non-
trivial control, a type name and a list of ports is not sufficient. Since component interfaces in
models like, e.g., L2C are largely under-specified, the end user performing the assembly must
actually make hypothesis about their behaviour, which breaks the principle that only interfaces
should be used.

Constraints Some models provide ways to specify component behaviour in interfaces, but
they incur non-trivial extra work for component programmers. BIP [12], for example, provides
an automaton-based model of the behaviour of components. While this is precisely the kind of
information required, it requires the component programmer to devise such an automaton for
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every component. Not only is this extra work, but it’s also pretty far from the typical skillset
of a HPC programmer. In addition, it might not easily model some unusual behaviours such as
non-deterministic control.

Another possible excess of interface content that we wish to avoid is over-specification. It
would technically be possible to put a lot of information in interfaces so as to have enough for
control analysis purposes. At the limit, this could very well mean putting the whole code of the
component into its interface. Obviously, this defeats the purpose of having an interface. Without
necessarily going to such extremes, this can serve to illustrate several possible issues with over-
specification: poor hiding of the component’s complexity (i.e., it is a bad model), unnecessary
constraints (e.g., implementation-dependent) which might hamper component evolution (i.e.,
poor encapsulation).

Proposition So as to avoid those pitfalls, we propose an intermediary approach: minimalist
metadata that requires little to no extra effort for component programmers with HPC skillsets.

Definition 22 (Localized assembly with control metadata). Let α = (C,P, o,R, r) be a
localized assembly as defined in Section 4.1, a localized assembly with control metadata is
defined by

(5.1)β = (α,m)

where m is the dependency function, defined on:

(5.2)m : P → ({CALL(port) | port ∈ P} ∪ {TERM(port) | port ∈ P}) ∗

which verifies

∀port, port′ | CALL(port′) ∈ m(port) ∨ TERM(port′) ∈ m(port), o(port) = o(port′)

(5.3)

These metadata are made of port-to-port dependencies of two distinct kinds, represented by
the unary operators CALL and TERM

First, a call dependency, i.e., a dependency of the form m(port) = CALL(port′)), means
that port may call port’ during execution. For example, this could be the case if port
was a method which calls port’.

Second, a termination dependency, i.e., a dependency of the form m(port) = TERM(port′)),
means that port is potentially blocking and is dependent of activity on port’ for the
termination of blocking calls. For example, this could be the case for a Com communication
component, with ports blocking_send and receive, where calls to blocking_send are
blocking and require a call to receive to terminate.

The condition at the end of the definition forces dependencies to be internal to components.
This represents the fact that dependencies are meant to be specified by component programmers,
which cannot make assumptions regarding how the components are used.

Discussion: cost for programmers One the one hand, this kind of metadata is easy to
specify for HPC programmers. Indeed, the list of blocking functions/methods and the required
calls to unlock them are typically the kind of information that is found in the documentation
of HPC technologies such as MPI [50]. All considerations of component models aside, knowing
which calls are blocking and which are not is fundamental for HPC programmers, and should
not require extra work.
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Figure 5.1: A subassembly implementing an asynchronous connector and a proxy, equipped with
their control metadata. Red dotted arrows represent call dependencies while solid red arrows
represent termination dependencies.

On the other hand, this approach might result in a decomposition of interfaces into ports
with a finer grain that what might be natural in such a model. For example, having a sin-
gle com_port communication port for the Com component mentioned above does not work,
because dependencies between the communication calls (e.g., blocking send/receive and corre-
sponding receive/send) cannot be expressed separately. We argue, though, that this fine-grain
decomposition into ports is necessary anyway, since those fine-grain ports are meaningful sepa-
rate entities for control purposes.

Example: Figure 5.1 displays a subassembly implementing an asynchronous connection
and a proxy. Ports send0, send1 and rcv are non-blocking while ports send_wait0,
send_wait1 and rcv_wait are blocking and depend respectively on send_wait1, rcv

and send0 to terminate.
The send_wait1 port for example, has a termination dependency on rcv, since calls

on send_wait1 depend on rcv to terminate.
The send0 port has a call dependency on the use port pointing to the send1 port;

this simply means that the functionalities provided by the send0 port of the proxy (e.g.,
a method) may use the reference to the send0 port of the Com component (e.g., to call
a method provided by this other port).

5.1.2 Locking Paradigm

The semantics of the preliminary model (see Section 4.1) models call-stack-based execution but
provides no way to act on an executing assembly. So as to be able to stop and lock an executing
assembly, further assembly-level operations must be introduced.

Basic principle Locking a subassembly is a complex task which requires stopping the sub-
assembly itself and making sure neighbouring computing components will not call any port inside
the connection. Since it is not possible to stop a whole assembly at once with a single atomic
operation, the locking process has to be divided into several operations, to be run sequentially
or in parallel.

One possible approach, and the approach this chapter adopts, is to decompose the locking
of a subassembly into the locking of several smaller parts of the subassembly. A prerequisite for
this approach is, of course, that those small parts can be locked in an atomic fashion.

Granularity A first possible approach to locking a component subassembly is global locking,
e.g., by having all the components perform global barriers during execution. This approach has
the advantage of avoiding conflicts between concurrent locking attempts and of allowing global
reconfigurations. However, global synchronization is known to cause scalability problems. Also,
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in the case where reconfiguration is unpredictable, unnecessary global synchronization may be
performed, provoking even more performance loss.

Although possibly efficient in certain cases, global reconfiguration is progressively abandoned
by the literature as it is an obstacle for scalability. For this reason, the rest of this work focuses
only on non-global approaches.

A second possible approach to locking is component-wise locking, i.e., locking where the
smallest locking unit is the component. This approach is used by some existing reconfigurable
component models [28]. While this approach allows concurrent reconfiguration, it means that
a component must be fully stopped in order to prevent it from making outgoing calls, possibly
leading to over-synchronization. For example, let us consider a component with four use ports
pointing to as many neighbours; if the connection to one neighbour must be reconfigured, then
the whole component must be stopped, which not only needlessly locks three use ports, but might
also delay the computing done by the three corresponding neighbours. Stopping components
that way can lead to a cascade of stopped components, possibly stopping large parts of an
assembly. Moreover, several concurrent locking attempts touching the same component (e.g.,
several use ports of the same component) can conflict which would provoke further delays in the
computation.

A third possible approach, which this paper advocates, is port-wise locking, i.e., fine-grain
locking where it is possible to lock individual ports. Other recent works advocate this approach
for performance reasons [31]. While this finer-grained approach might induce slightly higher
overhead, it is more efficient in high-conflict cases. Indeed, the finer grain means reconfigurations
have smaller footprints and that more of them can be done concurrently.

Model As just discussed, port-wise locking is likely an efficient approach but a precise defini-
tion of what it means to lock a port must be provided. Still building on top of the preliminary
model from Section 4.1, notably on the execution model, we propose a locking paradigm (i.e., a
definition of locking) called mutex-based port-wise reconfiguration.

First, an extension of the assembly state of the preliminary model is provided to add locking
information to the runtime state:

Definition 23 (Assembly state with locking). An assembly state is defined by the following
grammar:

〈thread〉 ::= ⊥ | 〈thread〉-〈port〉

〈callState〉 ::= 〈set of threads〉

〈lockState〉 ::= 〈set of ports〉

〈state〉 ::= (〈assembly〉, 〈callState〉, 〈lockState〉)

Basically, this definition just adds a set of ports to the assembly state. The ports in this set
are the ports currently locked.

Now, a modification and extension of the semantics of the preliminary model is provided so
as to define new locking operations and their impact on pre-existing operations.

Definition 24 (Operational semantics with locking). The operational semantics of localized
assemblies with locking is defined by the following rules:

69



• Terminate an empty thread can be removed from the call state:

(5.4)
(α, σ ∪ {⊥}, λ) → (α, σ, λ)

• Return a non-empty thread can return from the current method call to the parent
method call:

(5.5)
(α, σ ∪ {thread− port}, λ) → (α, σ ∪ {thread}, λ)

• Spawn a new thread can be created on a component currently executing something:

(5.6)
port′ ∈ P o(port) = o(port′)

(α, σ ∪ {thread− port}, λ) → (α, σ ∪ {thread− port} ∪ {⊥ − port′}, λ)

• Local call a thread can call any port on the same component as the current method
call:

(5.7)
port′ ∈ P o(port) = o(port′) port′ /∈ λ

(α, σ ∪ {thread− port}, λ) → (α, σ ∪ {thread− port− port′}, λ)

• Distant call a thread can call a distant port provided there is a connection between
the component of the current method call and the distant port:

(5.8)

port′ ∈ P o(port) = compo o(port′) = compo′

∃use ∈ P | o(use) = compo, Ref(use) = port′, use /∈ λ
(α, σ ∪ {thread− port}, λ) → (α, σ ∪ {thread− port− port′}, λ)

• Port lock a port not already locked can be locked:

(5.9)
element ∈ P

(α, σ, λ) → (α, σ, λ ∪ element)

• Port unlock a locked port can be unlocked:

(5.10)
(α, σ, λ ∪ element) → (α, σ, λ)

The two Port lock and Port unlock operations respectively add and remove ports to the
list of locked ports. Locked ports have two impacts on the assembly behaviour:
• locked use ports cannot be used for distant calls;
• locked ports cannot be called locally.
Note that a locked use port can still be the target of a distant call. The motivation behind

this is to ensure the precondition requires only a local check for the prospective caller. If such a
call would happen, it would not be locked at all; preventing such calls requires locking the use
provides with a reference on the provide port.

Now that the notion of port locking has been introduced, we can define the locking a sub-
assembly:

Definition 25 (Locked subassembly). A subassembly β = (C ′, P ′, o′, R′, r′) within assembly
α = (C,P, o,R, r) with state (α, σ, λ) is said to be locked if the following conditions are met:
• Locked internal ports ∀port ∈ P ′, port ∈ λ
• Locked incoming ports ∀port ∈ P \P ′, (∃port′ ∈ P ′ | Ref(port) = port′)⇒ port ∈
λ
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• No call stack ∀callstack ∈ σ, ∀port ∈ callstack, port /∈ P ′

This definition imposes three conditions for subassembly locking. This first is that the ports
inside the locked subassembly are themselves locked; this prevents local calls to them. The
second conditions is that all references to ports in the subassembly are also locked; this prevents
distant calls to ports in the subassembly. This second condition is a direct consequence of the
fact that, in the semantics given above (Definition 24), distant calls can only be prevented by
locking the use port. The third condition is that there is no call stack currently traversing the
subassembly, so as to avoid thread well-formedness problems during reconfiguration.

Discussion The basic operations behind the paradigm itself are easy to implement in an
efficient fashion. This paradigm is called "mutex-based" as it is equivalent to having a mutex
per port which must be held in order to call or lock said port. The mutex check to call a port
is always local. Indeed, a call is either intra-component (in which case everything is local) or
distant, in which case it requires only to check the locking state of the use port (which is local
to the caller).

While such an approach is not technically novel, it has not been used to our knowledge for
port-wise locking of component assemblies. Moreover, the model presented here is tailored to
our specific component model, and non-trivial design decisions were made, notably regarding its
semantics.

However, while this paradigm provides basic easy-to-implement operations, it does not spec-
ify how to use said operations to actually lock subassemblies. Locking procedures which use
these operations must be devised in order to lock subassemblies, and devising can possibly be
complex.

5.1.3 Locking Algorithm

In order to bridge the gap between the basic locking operations described just above (in Sec-
tion 5.1.2) and actually locking subassemblies, this section presents an algorithm which uses the
metadata presented in Section 5.1.1 to devise locking procedures provided the target subassembly
verifies certain properties.

This algorithm is a two-phase algorithm [49], specialized for our particular problem. A two-
phase algorithm is a locking protocol in which individual locks are requested (growing phase)
until a satisfying locking state is achieved (in our case, a particular subassembly is locked); then
all locks are released in turn (shrinking phase).

Termination dependencies Ultimately, what we want is to know which port must be locked
before which other port to avoid provoking deadlocks. To this end, we propose to introduce a
relation between use ports which basically amounts to “use port p0 must be locked before use
port p1 otherwise a deadlock may occur”. There are two reasons for which the stopping of a
port could deadlock another one.

First, a port p0 may be blocking and depend on port p1 being alive to terminate. In this
case, not only must p1 not be locked before p0, but other ports that might call p1 or that p1
might call must also not be locked (so that p1 is still alive). This relation is captured by the
following rule:

Rule 1 (liveness of termination dependency): A use port p0 is connected to another
use port p1 if there exists in the assembly a path from p0 to p1 which is composed of at least
one termination dependency oriented from p0 to p1 and any number of use ports and call
dependencies with any orientation.
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Second, a port p0 might be able to call a port p1, for example through a call dependency,
and needs p1 to not have been locked. Not only that, but p1’s own call dependencies must also
not have been locked and so on. This second relation is captured by the following rule:

Rule 2 (indirect call dependencies): A use port p0 is connected to another use port
p1 if there exists in the assembly a path from p0 to p1 which is composed of at least one call
dependency oriented from p0 to p1 and any number of use ports with any orientation.

These two rules can be used to compute a graph of termination dependencies between the
use ports in a subassembly.

Algorithm Now that indirect dependencies have been properly defined, they can be used to
compute a valid locking order using the following algorithm:
1. function lock_order(subassembly S):
2. Compute a graph of termination dependencies from S (see below)
3. Compute a topological order R of this graph.
4. If the topological sort terminated:
5. return R

First, remember that the graph of termination dependencies is a graph of use ports only,
and thus the result is a list of use ports. This is because of the semantics of mutex-locking:
locking provide ports does not prevent distant calls, and thus the corresponding use ports must
be locked instead.

Second, notice that the algorithm relies on a topological sort of the dependency graph.
Topological sort returns an order of the vertices such that, if v0 and v1 are two vertices such
that v0 < v1 for the topological order, then there is no edge from v1 to v0, i.e., all edges are
in the direction of increasing order. Using a topological sorting guarantees that no use port is
locked before a port that has a termination dependency on it, thus ensuring a correct ordering
of locks. However, topological sort terminates iff there is no loop in the graph, i.e., if there is no
dependency cycle.

Example: Let us consider the asynchronous connector subassembly from Figure 5.1, and
apply the algorithm to it:

send0 Proxy

send_wait0

send1 Com

send_wait1

rcv

rcv_wait

Since the components themselves do not matter for the purpose of this algorithm, let us
remove them and consider only the graph of ports (and name them for clarity):

A

B

C

D

E

F

Now, let us keep only the use ports, by collapsing the use/provide connections. While
technically, the algorithm computes the graph of termination dependencies directly, it can
be done in two steps to better understand what happens:
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A

B

C

D

E

F

Now, termination dependencies must be computed. Direct dependencies are simply the
union of termination and call dependencies, while indirect dependencies are given by the two
rules presented above. The edge from A to F results from Rule 2.

A

B

E

F

C

D

This graph represents relations of the type “must be stopped before”. Consequently, a
topological order of the use ports, if one such order exists, is a valid stopping order. Let us
compute said topological order:

F A C B D E

Now, since the topological sort did not fail, then this order is a valid stopping order and
can be returned.

Correction The algorithm gives a locking order which is guaranteed to terminate eventually
under the following conditions:
• use ports from outside to ports in the subassembly are always alive;
• the subassembly does not contain any dependency loop (otherwise the topological would

fail).
The correction of this algorithm relies on the fact that the two construction rules given above

capture all indirect dependencies. Indeed, there are only two possible reasons for a call to a port
p0 to be blocking: either its implementation is blocking in which case a termination dependency
must be present in the metadata and this dependency must be locked after p0 (Rule 1) or its
implementation is non-blocking but it can call an external port (which might be locked) in which
case said port must be locked after p0 (Rule 2).

Complexity This algorithm has a polynomial worst-time complexity. A fairly straightfor-
ward upper-bound is O(|E|∗(|E|+|V |2)) to compute indirect termination dependencies and
O(|E|+|V |) to compute the topological sorting using a classic algorithm.

Here is how the indirect dependencies given by Rule 1 can be computed:
1. For each termination dependency d=(v0,v1): (O(|E|) dependencies)
2. Remove d from the graph
3. Compute V0 and V1, the lists of vertices in the connected\

components of v0 and v1 respectively (O(|E|) time using a BFS)
4. Add all couples from V0*V1 to the list of termination dependencies

(O(|V |2) couples)

where BFS stands for Breadth-First Search.
Hence an overall complexity of O(|E|∗(|E|+|V |2)) for Rule 1 dependencies. Rule 2 is a

simpler case of the same algorithm.
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5.1.4 Discussion

The two conditions for the algorithm to work (no dependency loop and inbound alive depen-
dencies) are strong conditions which are very limiting in the general case. Moreover, even in the
case where it terminates there is no guarantee on the time it can take to terminate.

Stencil applications However, this algorithm works well for certain classes of assemblies.
One example of such a class is communication subassemblies in stencil applications.

Stencil codes are a commonly-used pattern in high-performance computing. Various defini-
tions of stencil applications can be found in the literature; see e.g., [97]. For the purpose of the
chapter, we consider a component-specialized definition:

Definition 26 (Stencil assembly). A stencil assembly is a set of computing components
which expose communication ports. Communication ports are connected following a given
topology and using subassemblies dedicated to communication (e.g., proxies, connectors)
called communication subassemblies.

In a stencil assembly there is exactly one thread per computing component which im-
plements the following algorithm: until a certain termination condition is met, do some
computation on local data then exchange data with neighbours and then start over.

Indeed, the first condition (non dependency loop) will be true for a lot of communication
subassemblies since they have no internal threads and they typically have a tree structure (e.g.,
1-to-n interpolator, linear proxies). Even in the case where there is a dependency loop, it can
often be split by over-decomposing the ports (e.g., Figure 5.1 would feature dependency loops if
send/receive and wait ports were not separated). The second condition (alive inbound depen-
dencies) is given by the computation component behaviour. Finally, the behaviour of computing
components guarantees that their call stacks will exit the communication subassemblies at least
once per iteration, giving an upper bound on locking time.

Comparison to literature Compared to the component literature, this work is the only one
to our knowledge to deal with concurrent port-wise locking in call-stack-based assemblies.

Apart from the component literature, there exist a rich literature on deadlock prevention
and detection. However, component models introduce the added constraint that components are
blackbox entities which provide only the guarantees explicitly given in its interface or metadata.
This means that works which rely on analysis of the code (e.g., [63, 27]) cannot be applied
directly to component assemblies, and require some modification to work with interfaces instead
of code.

5.2 Evaluation

The present section first evaluates our approach in terms of performance on a set of stencil
benchmarks; then it presents a full reconfigurable example built using a dedicated component
model called DirectMOD, and it discusses how it is easier to use compared to a traditional
HPC component model.

Both sets of benchmarks have been implemented using DirectL2C, an implementa-
tion of DirectMOD based on L2C [21] and MadMPI [9] (which provides support for
MPI_THREAD_MULTIPLE). Notably, DirectL2C implements mutex-locking through macros which
add a mutex lock for each port call.
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(a) Varying dimension of the grid.
Number of components is always
64. Configurations are 64x1x1
(1D), 8x8x1 (2D) and 4x4x4 (3D).
All other parameters have default
values.

(b) Varying reconfiguration proba-
bility between 0 and 1. All other
parameters have default values.

(c) Varying ratio between re-
configuration and performance
varying from 1/10 to 10. All
other parameters have default
values.

Figure 5.2: Comparison between the performance of port-wise locking and component-wise
locking. Each plots focuses on the variation of one parameter. For each plot, the blue bars (on
the left) correspond to the performance of our approach (port-wise locking) while the green bars
(on the right) correspond to component-wise locking.

Since both sets of benchmarks rely on a small number of communication subassemblies, the
port-wise locking order for each subassembly has been computed by hand using our algorithm
and hard-coded into dedicated locking components.

5.2.1 Locking Performance on Stencil Benchmark

In order to evaluate the performance of our approach we have programmed a stencil benchmark;
we have also conducted a set of experiments to compare our approach (which allows individual
locking of ports) to a component-wise locking approach as implemented by component models
from the literature. The factors which can affect the performance of both approaches have
been discussed in Section 5.1.2; the present section aims to confirm the expected behaviour
and measure it. Since our approach focuses on call stacks, experiments are multithreaded and
single-node.

Our benchmark assembly is a grid-based stencil assembly with “placeholder” computing com-
ponents (i.e., computing components which do an active sleep instead of actually computing
something), and asynchronous communications. The communication subassemblies used in our
benchmark are composed of two 1-to-1 asynchronous connectors similar to the Com component
from Figure 5.1. In addition to connectors, each communication subassembly includes a com-
ponent dedicated to locking which also emulates a reconfiguration with an active sleep. Several
parameters can vary:
• it can either be a 1D, 2D or 3D grid of components;
• the “computing time” of the components and the “reconfiguration time” of locking compo-

nents can be changed;
• locking can be either port-wise using our approach (PortLock components) or component-

wise (CompoLock components) using one mutex per component as discussed in Sec-
tion 5.1.2;
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• the probability that a reconfiguration occurs at the end of an iteration for each component
is a parameter.

Experiments were conducted on the Grid’5000 platform [10], more precisely on a node of
the graphite cluster 1 on the Nancy site. Each experiment has been conducted 10 times for each
measurement and the data shown in the figures correspond to the median of these runs with
standard deviation bars.

In order to evaluate the impact of each parameter on performance, a set of “default” non-
extreme parameters have been selected and then three sets of experiments have been conducted,
each changing one parameter while keeping the others at default values. The default parameters
are a 4x4x4 grid of component (i.e., a 3D grid of 64 components) with 100 µs computing time
and reconfiguration time (enough for overheads not to be noticeable and equal reconfiguration
and computing times) and a probability of reconfiguration of 80% at the end of every itera-
tion (low-probability reconfiguration is not interesting since we want to study conflicts between
reconfigurations).

Figure 5.2 sums up the results of the experiments. Figure 5.2.a shows that as the dimension of
the grid (and the number of neighbours of each component) increases, the overall iteration time
increases (for both approaches) as expected as the number of connections increases; it also shows
that port-wise becomes increasingly more efficient compared to component-wise locking (up to
46% less time for the 3D assembly) while the component-wise approach is slightly more efficient
in the 1D case, as it does not require mutex locking on every call. Figure 5.2.b shows that, as the
probability of reconfiguration increases, port-wise becomes more efficient (component-wise is up
to 56% worse) while component-wise is slightly more efficient with very low probability. Similarly,
Figure 5.2.c shows that port-wise is more and more efficient as reconfiguration time increases
in comparison to execution time (component-wise is up to 87% worse) while component-wise is
more efficient for very low reconfiguration time.

Overall, these results confirm the analysis from Section 5.1.2: port-wise is a more efficient
approach when conflicts are likely while component-wise is simpler and slightly more efficient in
low-conflict cases.

5.2.2 Software Engineering Properties on AMR Benchmark

This section evaluates the contributions of this chapter on a set AMR-based benchmarks, through
experiments and code metrics.

We have implemented mutex-based port-wise locking into DirectL2C in the form of macros
to add mutex locks to port calls. We have also implemented a 2D AMR benchmark following
the 2:1 rule (see Section 2.1.3), using the proposed locking algorithm to devise reconfiguration
algorithms. As in the previous section, these benchmarks implement "placeholder" computing
in computing components but contrary to the previous section, these benchmarks implement
actual reconfiguration (refinement). Apart from the added reconfiguration and the possibility of
1-to-2 connections, these two benchmarks implement the same assembly as the 2D version from
the previous section. The DirectL2C assembly also reuses the components from the previous
section.

Let compare this DirectL2C assembly, called AMRDirect, with another assembly written
in L2C (as a traditional HPC component model with no support for reconfiguration), called
AMRL2C, which implements exactly the same benchmark.

Table 5.1 presents the breakdown of the codes of both benchmarks. Overall, the code of
AMRDirect (which uses features from DirectMOD and our locking approach) is much shorter
(146 lines of code instead of 501). Also, AMRL2C includes by-hand synchronization code (using

12 Intel Xeon E5-2650 at 2.00 Ghz for a total of 16 cores

76



Component AMRL2C AMRDirect

Init 137 23*
Compute 16
Iter 29
AMR2D 166 52
Com 198 26
Transformation 19*
(ComHybrid) (43)
(MpiProxy) (16)
TOTAL MT 501 146

Table 5.1: Code size of both AMR assemblies. Sizes are expressed in number of significant
lines of code (i.e., not a comment and not a block delimiter). All codes are C++ excepted
those marked with a * which are DirectL2C transformations. The two components between
parenthesis are components which are not part of the multithreaded implementation. TOTAL
MT denotes the total number of line for the multithreaded implementation (i.e., not including
the components between brackets).

mutexes and conditions) which is bug-prone and difficult to write while AMRDirect benefits
from guaranteed locking from our algorithm.

It is also of note that the DirectL2C approach provides easier reuse. Indeed, in L2C
the reuse of third-party components in such an assembly is very difficult since there are no
guarantees on the behaviour of components and any third-party component might break the
locking. Also, since there is no model-level convention for locking in L2C, extra work might
be required to adapt third-party components to the locking interfaces. On the other hand,
DirectL2C provides model-level locking interfaces and our locking algorithm provides a way
to use third-party components without writing any new synchronization code (or at least it
enables the detection of dependency loops).

An example of a situation where the reuse capabilities of DirectL2C can be useful is the
modification of this 2D AMR benchmark for distributed assemblies. A simple way to do that
is to implement a MPI proxy component and an asynchronous hybrid C++/MPI connector.
Table 5.1 shows that the code of those two components is very short. Including them in the
assembly is only a matter of writing a new assembly by using these two new components and
reusing the components from the local assembly, writing new DirectL2C transformations (to
describe the reconfiguration of the new connectors, see Chapter 4 for details) and executing our
algorithm to compute the new locking algorithms.

5.3 Conclusion

This chapter has dealt with the problem of efficient subassembly locking in concurrent call-stack-
based component models. It has presented an efficient but complex locking paradigm; to simplify
it, it has presented an algorithm to automate locking in certain cases. While our approach has
some strong limitations, it is efficient when applicable, and it is at least usable with stencil
application, which are a relevant use case. Finally, the performance of our locking approach
has been evaluated on a stencil-based multithreaded benchmark and the ease of development
has been evaluated by comparing two AMR benchmark implementations with and without our
approach.
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Overall, on dynamic stencil assemblies (and possibly other classes of applications), this ap-
proach is more efficient than traditional component model locking paradigms and it is easier to
write and adapt than existing HPC component models.
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Chapter 6

A Specialization Model For
Hierarchical Component Assemblies

Contents

6.1 SpecMOD, A Calculus for Assembly Specialisation . . . . . . . . . . . . . . . . 80
6.1.1 Assembly model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.1.2 Type System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.1.3 Well-Formedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1.4 Operational Semantics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.1.5 Full Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.1.6 Calculus Variant: Reversible Operations . . . . . . . . . . . . . . . . . . . 89

6.2 Encoding Additional Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2.1 Hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2.2 Genericity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.3 Discussion and Use Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3.1 Specialisation Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3.2 Use Case: Compiling a High-level Language to DirectL2C . . . . . . . . 95

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Software specialisation is the process of modifying a general-purpose program in order to
make it more efficient for a specific subset of possible inputs or use cases. Examples of software
specialisation include partial compilation as well as application adaptation to specific hardware.

By extension, the process of building an application through successive implementation de-
cisions can be seen as a form of specialisation from an (abstract) application description to a
(concrete) implementation. With this more general definition, processes such as variant selection
or instantiation from a feature model are a form of software specialisation.

In particular, specialisation of component assemblies has been the focus of extensive research
and raises specific challenges. Examples include component-based feature models and automatic
variant selection in component models. Challenges raised include efficient exploration of the
decision space and composite specialisation in hierarchical models.

We argue that those component assembly specialisation processes share a common structure:
a sequence of specialisation decisions are made until the assembly satisfies specific constraints.
With this perspective, composition and reuse of such processes should be easy but the current
lack of technological or formal conventions make it difficult.

So as to ease reuse and composition of component assembly specialisation processes, we
propose a formal specialisation model for component assemblies, called SpecMOD. This model
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takes the form of a calculus which formalizes partial specialisation in hierarchical component
assemblies as an operation on a formal assembly. In this context, a specialisation process is
an oracle which chooses which operation to trigger from a set of possible specialisation opera-
tions. Such oracles can easily be composed and reused. Generic oracles can even be written to
implement generic decision tree exploration algorithms.

We evaluate the calculus following two directions. First, we consider several common compo-
nent model features from the literature and show how to encode them in our approach. Second,
we discuss specialisation processes from the literature, such as product lines and automatic vari-
ant selection. In addition, we show how those processes can be composed and we argue about
the usefulness of such a composition.

The structure of this chapter is as follows: Section 6.1 introduces the calculus through a
series of formal definitions and a running example; then, Section 6.2 shows the generality of the
approach by encoding common component model features, whereas Section 6.3.1 discusses the
usefulness of the approach, and Section 6.3.2 presents a DirectMOD-based use case; finally,
Section 6.4 concludes.

6.1 SpecMOD, A Calculus for Assembly Specialisation

Final assembly
(primitive)

Figure 6.1: Overview of the use of the calculus. The type system is represented by a square
while the cloud shapes represent component assemblies. The arrows represent the application
of operations to transform the assembly step-by-step.

This section presents our proposal: SpecMOD, a generic calculus for component assembly
specialisation. It is defined by an assembly model, a type system, and an operational semantics.
Figure 6.1 presents how those three parts come together to perform assembly specialisation. The
idea behind the calculus is to be able to perform step-by-step specialisation, one component at
a time, until a working assembly is obtained (called primitive), using a specialisation relation
provided by a type system.

The section is divided into six sections, the first four introducing the model and its se-
mantics; the fifth, Section 6.1.5, presenting a complete example of how the model works; and
Section 6.1.6 presenting a variant of the calculus that is slightly more complex but supports
reversible operations.

6.1.1 Assembly model

We introduce an assembly model whose goal is to be as general as possible. Our approach to
generality is to propose a simple model with few very general concepts and to introduce advanced
concepts by encoding them in the assembly model. Examples of such encodings are given in
Section 6.2.
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Contrary to Chapter 4 and Chapter 5, this chapter does not make use of the preliminary
component model introduced in Section 4.1. In the present chapter, we are not interested in
runtime or control properties of components, so the semantics of the preliminary would have
been of little use. In addition, SpecMOD is not meant to be HPC-specific, so the HPC-
inspired features of the preliminary model make a lot less sense. Finally, SpecMOD is more
mechanically complex than DirectMOD, so the base model needed to be as simple as possible
to avoid unnecessary syntax-induced complexity.

Definition The definition of a DirectMOD component assembly is given below. We assume,
for now, the existence of Tc and Te, which are sets of component types and endpoint types
respectively.

Definition 27. A component assembly is defined by:
• a component set C;
• an endpoint set E;
• a connection set X;
• an endpoint implementation set I;
• an implementation source function is : I → E;
• an implementation target function it : I → E∗ a;
• a connection source function xs : X → C;
• a connection target function xt : X → E∗;
• a component type function tc : C → Tc;
• an endpoint type function te : E → Te.
a∗ is the Kleene star.

The assembly model is a graph of components and endpoints. Components can represent
either traditional components or be used to encode other architectural elements such as connec-
tors. In that sense, component in the model can be thought of as generic architectural elements.
In addition to that, endpoints are introduced; they aim to model interface constraints. Endpoints
can be thought of as analogous to ports in classical component models.

To simplify the encoding of component interfaces (i.e., which outgoing edge corresponds to
which endpoint), the definition is based on multi-sorted list graphs (as defined in [42]) instead
of traditional graphs.

List graphs provide ordered edges that have one source and several (ordered) targets. These
ordered edges allow the encoding of interfaces comprising several endpoints without having to
resort to edge labels or extra vertices.

Example: Figure 6.2 gives an example of a possible assembly and some hints at what end-
points are used for. The presented assembly is a partially-specialised master-worker assem-
bly that would typically be a step during a specialisation process. Note that the 1-to-2
use/provide component is used to encode what would be a connector in a traditional com-
ponent model (since our assembly model has no connector concept). Also note the endpoint
hierarchy between the 1-to-2 use/provide and n workers components. This hierar-
chy is here to serve as a buffer between two components which are not yet as specialised: the
1-to-2 use/provide component is already specialised for the value 2 and it is connected

to the adequate endpoints; the n workers component has not yet been specialised for the
value 2 and it is still connected to the un-specialised root endpoint.
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2 provides

provideprovideuse

Figure 6.2: A half-specialised master/worker assembly. Components are represented with
squares while endpoints are represented with circles. List edges are represented with lines and
arrows similarly to [42]. The targets of list edges are ordered from closest to farthest from the
source. Dotted list edges are implementations while solid list edges are interfaces.

6.1.2 Type System

To perform specialisation on black-box components, we propose to have a type system equipped
with a specialisation relation which specifies which component type can be specialised into which
other. This section defines such a type system for the calculus. In addition to a straightforward
type hierarchy, type systems introduce composite component types (in the traditional sense)
and composite endpoint types (which are used to replace a single endpoint with multiple ones,
e.g., when specialising for a specific arity).

Definition 28. A type system is defined by the following:
• a set of component types Tc;
• a set of primitive component types T p

c ⊂ Tc;
• a set of composite component types T c

c ⊂ Tc;
• the signature constraint function s : Tc → Te∗;
• a set of builders B ∈ strans;
• a set of endpoint types Te;
• a set of composite endpoints T c

e ⊂ Te;
• a set of primitive endpoints T p

e ⊂ Te;
• the component implementation function ic : T c

c → B;
• the endpoint implementation function ie : T c

e → P∗;
• a specialisation relation on component types <c (a partial order);
• a specialisation relation on endpoint types <e (a partial order).

Where strans is the set of transformations on SpecMOD assemblies. See Section 3.2 for a brief
presentation of graph transformations. Graph transformation can be defined on SpecMOD
assemblies as they are multi-sorted graphs with list edges (see [42, 83]). Section 6.1.3 gives con-
straints for these transformations and examples of such transformations are given in Figure 6.3
and explained below.

Component implementations (given by ic) are meant to represent composites as traditionally
understood in component models. The implementation of a composite component in the calcu-
lus is given by a builder which is a graph transformation which replaces the composite by its
implementation in the system. Further details about the constraints on these transformations
and how they are used are given in Section 6.1.4.

The implementation of an endpoint (given by ie) is a list of endpoint types. Contrary to
composite components, composite endpoints are not meant to be replaced by arbitrary assemblies
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but can only be divided into several endpoints. Endpoint implementation can typically be used to
resolve n-to-m or 1-to-n connections by replacing a single composite endpoint with n endpoints;
Figure 6.2 illustrates it with an endpoint 2-provides being implemented by two distinct provide
endpoints.

There are different sets of components and endpoints (abstract, composite and primitive),
which are meant to capture the level of abstraction of components and endpoints. Components
and endpoints which are neither primitive nor composite are called abstract. The sets of abstract
components and endpoints are denoted T a

c and T a
e respectively. Abstract component and end-

points are uninstantiable while primitive ones have a blackbox implementation and composite
ones have an explicit model-level implementation (represented by ic and ie).

In addition, let us define primitive and abstract assemblies. This notion is useful for deter-
mining whether an assembly can be instantiated or not.

Definition 29. 1. An assembly is primitive iff

∀c ∈ C, tc(c) ∈ T p
c and ∀e ∈ E, te(e) ∈ T p

e

2. An assembly that is not primitive is abstract.

Example: Figure 6.3 presents a complete example of a type system for simple master-worker
assemblies such as the one from Figure 6.2. At the top-right is the hierarchy of connector
component types which comprises various use/provide connectors; other component types
include various masters, workers and worker sets; on the middle-left is the hierarchy of
endpoints which comprises use and provide endpoints; at the bottom are the endpoint and
component implementations.

Note that specialisation arrows can represent various kinds of specialisations: the arrow from
Worker to Worker A corresponds to a variant selection while the arrow from n identical workers
to 2 identical workers represent setting a value for an integer parameter and the arrow from n
workers to n identical workers represents the addition of an architectural constraint.

Also note that, if we wanted to have all possible worker set sizes, this type system would need
to include an infinite number of component types (e.g., one i workers type for every integer i)
along with an infinite number of corresponding endpoints and implementations. A more practical
way to specify such an infinite system is given in Section 6.2.2 in the form of a parametric type
system.

6.1.3 Well-Formedness

Not all the assemblies and type systems as defined above make sense. For them to be meaningful,
certain constraints must be respected. We model these constraint by introducing well-formed
assemblies.

First, we introduce the notion of component signatures. A component signature in an as-
sembly is the list of the types of the endpoints it is connected to.

Definition 30. Let c ∈ C be a component, if ∃! i ∈ X,xs(i) = c and xt(i) = {i0, . . . ik}
then we define sig(c) = {te(i0), . . . te(ik)} the signature of c.
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Use/provide

1-to-n use/provide
1-to-2 use/provide

Master

Master A Master B

Worker

Worker A Worker B

n identical workers n workers

2 identical workers 2 workers

2 workers A 2 workers B

Master-worker

Use

Provide 2 provides

n provides

Σ

use n provides

1-to-n
use/provide

a aa

p a

Master-worker implementation

2 workers implementation

2 provides

c

p
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a

Worker0
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c

p
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p

provide a

Worker1
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p

provide

p

provide
p

provide

Figure 6.3: Example of a type system named Σ for master-worker assemblies. Component types
are represented with rounded rectangles while endpoint types are represented with diamonds.
Types with solid borders are primitive; those with dotted borders are abstract while those with
dashed borders are composite. Arrows represent the specialisation relation (if there is an arrow
from A to B then B is a specialisation of A). The full specialisation relation is the transitive
closure of the relation presented here. The boxes at the bottom represent the builders for
the composite endpoints and components as graph transformation with implicit mapping. For
clarity, components and endpoints in the transformations have their abstraction level written on
them (a for abstract, c for composite or p for primitive)
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Definition 31. The specialisation relation on signatures <sig is defined by: let r =
{r0 . . . rn} and s = {s0 . . . sm} be two signatures then r <sig s iff n = m and ∀i ∈
{0 . . . n}, ri <e si.

where <e is the endpoint specialisation relation, see Definition 28.

Theorem 2. <sig is a partial order.

Now, we can define what is a well-formed assembly.

Definition 32. An assembly A is well-formed according to a type system Σ iff
• each component has at most one interface, i.e., ∀c ∈ C, sig(c) is defined;
• the type of every endpoint and component in A appears in Σ;
• each component interface complies with the component’s type signature constraint,

i.e., ∀c ∈ C, sig(c) <sig s(tc(c));
• composite implementations are well-formed, i.e., ∀c ∈ T c

c the origin of ic(c) is an
assembly containing only the endpoints from s(c) and the destination of ic(c) contains
at least the endpoints from s(c).

where s is the signature constraint function, see Definition28.

The first condition means that all connections from a single component must be ordered.
If multiple connections per components were allowed, there would be no order between the
endpoints connected by different connections. This order on connected endpoints is important
to encode which one is connected to which port of the component.

The third condition means that components cannot be connected to any kind of endpoints
and that they are constrained by the type system signature constraint. This constraint is impor-
tant as a guarantee on the connected endpoints which can be used for composite implementation.

The fourth condition means firstly that the only hypothesis a composite implementation is
allowed to make is that the endpoints it is connected to respect the signature constraints and
secondly that a composite implementation cannot remove the endpoints it is connected to.

In the rest of the paper, we assume that assemblies and type systems are well-formed unless
specified otherwise.

6.1.4 Operational Semantics

This section defines operations that can specialise an assembly according to a type system. These
operations implement local specialisation (per component or per endpoint); they are meant to
be used in multi-step transformations as presented in Figure 6.1.
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Operations:
• Specialise endpoint (spe(e,B)): let e be an endpoint of type A and B ∈ Te such that
B <e A then replace type of e by B.

• Specialise component (spc(c,B)): let c be an component of type A and B ∈ Tc such
that B <c A and such that sig(c) <sig s(B) then replace type of c by B.
• Remove unused endpoint (rm(e)): let e be an endpoint such that there exists no i ∈ X

such that e ∈ xt(i) and there exists no i ∈ I such that e ∈ it(i) then remove e from
assembly and remove its implementation if it had one.
• Implement composite (imc(c)): let c be a composite component, then apply ic(c) to the

subassembly composed of c, its outgoing connection if there is one and all the endpoints
it is connected to.
• Implement endpoint (ime(e)): let e be a composite endpoint, add a new implemen-

tation i such that is(i) = e; create new endpoints e0 . . . en such that n = |ie(e)|,
∀i ∈ {1 . . . n}te(ei) = ie(e)i and it(i) = {e0 . . . en}.

Definition 33. The set of valid operations on assembly A according to type system Σ is
the set of all operations o, denoted V (A,Σ), which verify:
• The target endpoint or component belongs to A.
• If o is a specialisation operation (spe or spc) then the target type is from Σ.
• All conditions for the operation are met (e.g., the target type for specialisation is

indeed a specialisation of the current type).

Definition 34. A specialisation process is an algorithm which takes as parameter a type
system Σ and an assembly A and returns an operation from V (A,Σ).

This definition means that a specialisation process is a black box responsible for selecting a
valid operation at each step of the specialisation. It can be thought of as an oracle or a chooser
which selects a path in the tree of possible specialisation decisions. Whether such specialisation
processes exist in the literature and whether the calculus presented here is useful to reuse and
compose them are questions discussed in Section 6.3.1.

Theorem 3. The five operations preserve well-formedness.

Proof. In order of appearance in the well-formedness definition (see Section 6.1.3): the well-
formedness of interfaces holds since no operation adds interfaces to an existing component; the
new types all belong to the type system (constraint of spc and spe); the signature constraints
are preserved because it is a condition for imc and the builders are still well-formed because
operations do not touch the type system.

6.1.5 Full Example

This section presents a full example of an assembly specialisation from a very abstract single
component assembly to a primitive multi-component assembly. Specifically, it deals with the
example of a master-worker assembly built from the type system presented in Figure 6.3. Here-
after are presented the assembly, the set of valid operations and the chosen operation at each
step of the transformation (in bold). Not all specialisation steps are presented in order to save
space.
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Example: At first (assembly A0), there is only a singleMaster-Worker composite component:

A0 V(A0,Σ) = {
imc(Master-Worker)
}

Master-worker

c

So far no architectural decision has been taken apart from the fact that is assembly must
be a master-worker style assembly. The first operation is to implement the Master-Worker
component by applying the builder from the type system; this results in a assembly with
a Master component and an abstract set of workers which are connected with an abstract
1− to− n use connection:

A1
V(A1,Σ) = {
spc(Master, Master A)
spc(Master, Master B)
spc(n workers, 2 workers)
spc(n workers, 1 worker)
spc(n workers, 2 identical workers)
spe(n provides, 2 provides)
spe(n provides, 1 provide)
spc(1-to-n use/provide, 1-to-2 use/provide)
spc(1-to-n use/provide, use/provide)
}

use n provides

1-to-n
use/provide

a aa

p a

Then, it is decided that the number of workers will be 2 and all the relevant endpoints and
components are specialised for this value (the connection, the worker set and the multiple
provide endpoint) resulting in assembly A2:

A2
V(A2,Σ) = {
spc(Master, Master A)
spc(Master, Master B)
ime(2 provides)
}

use 2 provides

1-to-2
use/provide

c ca

p c

2 workers

Note that the endpoint specialisation must be performed first so as to respect the sig-
nature constraints at all steps. None of the two composite components can be instantiated
yet because they are connected to an uninstantiated composite endpoint. The composite
endpoint in question is then instantiated resulting in assembly A3:
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A3
V(A3,Σ) = {
spc(Master, Master A)
spc(Master, Master B)
imc(2 workers)
ime(1-to-2 use/provide)
}

use 2 provides

1-to-2
use/provide

c ca

p c

2 workers

p

provide

p

provide

All the conditions are now met to instantiate the worker set which results in assembly
A4 (which resembles closely the example from Figure 6.2):

A4 V(A4,Σ) = {
spc(Master, Master A)
spc(Master, Master B)
spc(Worker0, Worker A)
spc(Worker1, Worker A)
spc(Worker0, Worker B)
spc(Worker1, Worker B)
ime(1-to-2 use/provide)
}

use 2 provides

1-to-2
use/provide

ca

p c

a

Worker0

p

provide

p

provide a

Worker1

Note that the implementation of the endpoint is used to connect the two workers directly
to Provide endpoints. The composite connection is then instantiated in the same fashion
resulting in assembly A5:

V(A5,Σ) = {
spc(Master, Master A)
spc(Master, Master B)
spc(Worker0, Worker A)
spc(Worker1, Worker A)
spc(Worker0, Worker B)
spc(Worker1, Worker B)
rm(2 provides)
}

A5

use 2 provides

1-to-2
use/provide

pa

p c

a

Worker0

p

provide

p

provide a

Worker1

There is now an unused endpoint which is promptly removed with the appropriate oper-
ation resulting in assembly A6:
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Note that the two Provide endpoints are now fully independent. A final specialisation
step is taken to choose a variant for every master and worker component resulting in assembly
A7 which is primitive:

V(A7,Σ) = {
}

use

1-to-2
use/provide

A7

pp

p

p

Worker A

p

provide

p

provide p

Worker B

Master A

One can notice how hierarchy is handled: the hierarchy of endpoint implementations
serves as a buffer between two composites which will each require several endpoints to instan-
tiate. Instead of requiring a simultaneous specialisation or instantiation of both components,
the calculus permits to specialise and instantiate each one in turn.

A second remark is that two meaningful architectural decisions were made: first, the
value of n was set (between A1 and A2) and second, the variants for all components were
chosen (between A6 and A7). Also note that, at every step most valid operations correspond
either to a mandatory step in resolving a previous meaningful decision (e.g., instantiating a
composite) or to another meaningful decision (e.g., specialising to 2 identical workers at A4

would have put an additional architectural constraint).
A last point to note is that, in this specific example, there is no way to make an inconsis-

tent decision (because of the signature constraints); a process choosing operations randomly
in the valid operations set would always produce a primitive master-worker assembly. While
this is not true in the general case, it shows that signature constraints can efficiently forbid
invalid cases.

6.1.6 Calculus Variant: Reversible Operations

In the calculus as presented so far, not all operations are reversible. Indeed, imc and rm remove
elements from the assembly with no way to revert unless extra information is available. This
limitation can be problematic for decision tree traversal. In order to remove this limitation,
this section presents alternative operations which preserve the structure during specialisation,
providing efficient reverse operations at the cost of extra unremovable nodes in the assembly.

The idea behind this calculus variant is to maintain a component hierarchy similar to the
endpoint hierarchy and to forbid removal of endpoints and nodes. To this end, we need to extend
the assembly model to allow component-to-component implementation edges and to modify the
operations to maintain the implementation hierarchy.
Assembly Model Modification. To let implementation edges connect components, the defi-
nitions of is and it are modified as follows:
• is : I → (E ∪ C);
• it : I → (E ∗ ∪C∗).

In addition, for an assembly to be well-formed, an implementation must now have a component
as a source iff it has components as targets.
Reversible Operations.
• spe, spc and ime are unchanged.
• rm no longer exists.
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• imc(c) is not any longer allowed to remove the original component and, in addition, it
creates a new implementation i whose source is c and whose targets are all the components
created by the builder.

Now that the calculus keeps the hierarchy structure during specialisation, we need to define
what additional data must be kept and how to reverse operations.
Additional Data. For operations to be reversible, the following data must be kept during
specialisation:
• the list of operations made so far with their parameters;
• for specialisation operations (i.e., spc and spe), the type of the endpoint or component
before the specialisation (e.g.,, if specialised from type A to type B then the operation is
sp∗(∗, B) and A must be stored in addition).

Reverse Operations. At any time, the last operation that has been done can be reversed in
the following way:
• if it was a spe or spc operation, then change the endpoint or component type back (all

the necessary information is stored);
• if it was a ime(x) or imc(x) operation, then, considering ∃i ∈ I, is(i) = x, remove all

components/endpoints in it(i) and remove i.
These new reversible operations have the following costs: the list of operations must be

stored with extra type information (O(#operations) in extra space), the hierarchy of composite
components must be kept during specialisation (O(#components × maxCompositeDepth) in
terms of extra components and extra connections), and the time cost of reversing is O(1) plus
the actual modification of the assembly which is unavoidable.

In addition to providing easily reversible operations, this calculus variant keeps additional
structural data regarding which component was instantiated by which composite. This can be
useful to model nested composites (see Section 6.2.1 for details).

6.2 Encoding Additional Features

The first step in evaluating the calculus is to estimate how general it is, that is how many of the
existing component models it can itself model. Benefits of being general include easy reuse across
component models and a wide area of application. For the calculus and the assembly model in
particular to be general, commonly found features of component models must be easy to encode.
Examples of such features include hierarchy, connectors, and genericity. An example on how to
encode connectors was presented in the running master-worker example from Section 6.1.

Finding an encoding for a new concept into the assembly model is easy but finding a good
one is not. A good encoding is an encoding which does not increase dramatically the complexity
of the operations on the encoded objects. In our particular case, a good encoding of a new
concept or feature is one in which a meaningful architectural decision is easy to implement (in
terms of number of operations and ratio of valid paths in the decision tree).

6.2.1 Hierarchy

Hierarchy is a commonly found feature in academic component models which allows to implement
a component with a component assembly. Examples of models with hierarchy include [30, 32,
12, 23]. Depending on the model, hierarchy can be either just an efficient way to describe
subassemblies in an otherwise flat model or hierarchy can be present in the assembly in the form
of nested components.

The proposed calculus is capable of modelling both. The basic calculus features composite
components with an implementation which can be used to replace the component by its assembly
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implementation. In this case the assembly stays flat at all time (since a composite is destroyed
when replaced by its implementation).

The calculus variant with reversible operations (see Section 6.1.6) is capable of modelling
nested components. Indeed, in this variant of the calculus, composite components are not
destroyed when implemented. They are connected to their implementation whose components
can in turn be connected to their own implementations and so on, creating a tree structure.
This tree structure can be thought of as a topograph (as in bigraphs [75]) and encodes exactly
the nesting of composite components.

The operations and type systems have been made specifically with hierarchy in mind and
are thus easy to use with it. One typical problem encountered in hierarchical models which is
solved by this approach is the step-by-step specialisation of two abstract components connected
by an abstract connection (e.g., two generic components connected with a n-to-m connector)
which is handled here using endpoints as a buffer.

6.2.2 Genericity

Component model literature has proposed genericity [22] to ease reuse of components by having
components parametrized by types or values.

In the case of the calculus, genericity (from a specialisation process’s perspective) can be
implemented in a type system by providing one type per possible parameter value. Specialisation
operations such as setting an integer parameter must be encoded in type systems using an infinite
number of types (as illustrated in Figure 6.3) which is impractical both for specifying the type
system and enumerating possible operations at a given step in a transformation.

This section defines parametrized type systems which ease those two tasks by providing a
model to describe an infinite type system in a finite way. Along with the type system definition,
a mapping to a (non-parametric) type system is also provided.

Definitions Let us first define a simple parameter grammar. Parameters can either be
endpoint/parameter types or values. A value can be an actual value (e.g., an integer), a value
type (e.g., Integer), or it can be undefined.

Definition 35. Parameters are defined by:

Pt ::= TY PE

Pv ::= UNDEF | V TY PE | V V ALUE

Where TY PE is a component or endpoint type (i.e., from Tc ∪ Te), UNDEF is a constant
which denotes that nothing is defined, V TY PE is a value type from a set of value types (e.g.,
integer, string, float) and V V ALUE is a value (e.g., 3, ”hello”, or 5.2).

Let us now define parametric component and endpoint types. The constraint, build, imple-
mentation and abstraction functions are just straight ports from non-parametric type systems
while the two parameter lists are new.

Definition 36. A parametric component type is defined by:
• a list pt ∈ Pt∗ of type parameters;
• a list pv ∈ Pv∗ of value parameters;
• a constraint function c : pt ∪ pv → P∗;
• a build function b : pt ∪ pv → strans;
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• an abstraction function a : pt ∪ pv → {primitive, composite, abstract}.

Definition 37. A parametric endpoint type is defined by:
• a list pt ∈ Pt∗ of type parameters;
• a list pv ∈ Pv∗ of value parameters;
• a implementation function i : pt ∪ pv ∪ P∗;
• an abstraction function a : pt ∪ pv → {primitive, composite, abstract}.

We can now define a parametric type system (PTS). It is an extension of a non-parametric
type system (NPTS) where some abstract component and endpoint types are associated to
parametric types.

Definition 38. A parametric type system (PTS) is defined by:
• a non-parametric type system S;
• the parametric component subset T par

c ⊂ T a
c ;

• the parametric endpoint subset T par
e ⊂ T a

e ;
• a set of parametric component types P par

c ;
• a set of parametric endpoint types P par

e ;
• the parametric component function pc : T par

c → P par
c ;

• the parametric endpoint function pe : T par
e → P par

e .

With this approach, each parametric type models a whole family of non-parametric types.
Having such a family be a specialisation of a non-parametric type makes sense but the reverse is
not true. For this reason, we define well-formed PTSes to forbid it. We assume in the remaining
of the section that PTSes are well-formed.

Definition 39. A PTS is said to be well-formed iff
• S is well-formed;
• ∀t ∈ T par

c , t is a minimum for <c;
• ∀t ∈ T par

e , t is a minimum for <e.

Being a minimum for the specialisation relation means that there can be no type which is more
specialised, thus forbidding the case we wanted to forbid.

We also define a specialisation relation on parametric types. This relation is analogous to
the specialisation relation on NPTSes.

Definition 40. 1. The specialisation relation on value parameters is defined by: a
V V ALUE is a specialisation of the corresponding V TY PE which is a specialisation
of UNDEF .

2. The specialisation relation on parametric types is defined by: two parametric types
A and B verify A <par B iff their parameter lists have identical lengths and A’s
parameters are specialisations of B’s corresponding parameters.

<par is, fairly straightforwardly, also a partial order.
We can now define the NPTS generated by a PTS. Basically, it adds to the type system all

the possible variations of the parametric types and updates everything necessary. To save space,
we do not give a fully explicit definition but there is nothing complex or unexpected anyway.
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Definition 41. The generated non-parametric type system of the parametric system

Σ = (S, T par
c , T par

e , P par
c , P par

e , pc, pe)

with
S = (Tc, T

p
c , T

c
c , s, B, Te, T

c
e , T

p
e , ic, ie, <c, <e)

is defined by the following:
• Tc and Te are respectively augmented with P par

c and P par
e and all types t such that

∃t′ ∈ P par
e ∪ P par

c , t <par t
′;

• <c is augmented with <par, pc and pe;
• T p

c , T p
e , T c

c and T c
e are updated according to the a function of the newly added com-

ponent and endpoint types;
• s is updated according to the c function of newly added component types;
• B and ic are updated according to the b function of newly added component types;
• ie is updated according to the i function of newly added endpoint types.

Discussion and Example Let us have a brief discussion about the genericity encoding de-
scribed above.

First, Figure 6.4 shows the example of a n workers of type T component similar the the one
found in Figure 6.3. The constraint, build and abstraction functions are described using ad-hoc
pseudocode and a graphical representation of the build function is presented. This example
shows that a simple parametric component is fairly easy to describe and that the encoding is
usable in practice.

Second, parametric type systems can be used to ease the operation selection process. Indeed,
compared to a non-parametric type system, a parametric one provides additional structure which
can be used to sort possible operations in a meaningful way. For example, the specialisation of
a component of type n workers of type T can be done either by setting the value of n or by
specialising T . In a non-parametric type system these two sorts of decisions are indistinguishable
and correspond to an infinity of types while the structure is apparent in a parametric type system.

6.3 Discussion and Use Case

While the previous section has discussed the generality of the approach with regards to compo-
nent model features, this section gives a few elements of evaluation through a discussion about
the existence and relevancy of specialisation processes (Subsection 6.3.1), and through the pre-
sentation of preliminary work that makes use of SpecMOD to specify a transformation from a
high-level generic and hierarchical component model to DirectMOD (Subsection 6.3.2).

6.3.1 Specialisation Processes

SpecMOD provides a framework to express specialisation processes. In order to evaluate the
relevancy and importance of specialisation processes, this section discusses the existence of
specialisation processes in the literature, and discusses the usefulness of generic processes.

Specialisation Processes in The Literature Several component models from the literature
propose some form of assembly generation or assembly-level assembly optimization. Examples
of domains where such approaches exist include scientific computing and cloud computing where
performance and scalability are important focuses.
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n identical workers

pt = {Worker}

pv = {INTEGER}

function c(Worker_type t, Integer n)
    if n is a value then
        return [endpoint_type(n+" provides")]
    else
        return [endpoint_type("n provides")]

c:

function a(Worker_type t, Integer n)
    if n is a value then
        return COMPOSITE
    else
        return ABSTRACT

a:

t

n provides

c

p

provide

p

tp

provide

p

tp

provide

p
... ... ...

n provides

c

p

provide

p

p

provide

p

p

provide

p

... ...

function b(Worker_type t, Integer n) 
    if n is a value then
        for i in {1... n} do
            tmp_c = new Component(t)
            tmp_e = sig_constraint.implem[i]
            connect(tmp_c, tmp_e)
    else
        return NO_BUILDER

b:

Figure 6.4: Example of parametric system for a worker set. Functions are described using
pseudocode and the builder function is also represented as a pseudo graph transformation for
maximum clarity.

A first, simple form of automatic assembly optimization is variant selection. Variant selec-
tion consists in choosing, for each component in a provided assembly, one implementation or
algorithm (called a variant of that component) so as to optimize a non-functional property such
as performance of the assembly for a specific hardware. An example of a component model which
propose automatic variant selection is PEPPHER [65, 16]. Variant selection can be modelled in
the calculus presented here as a specialisation from an abstract component to a primitive one
(the variant).

Other component models have a more general approach and propose assembly-level opti-
mization (which can modify the assembly, as opposed to variant selection which only selects
variant for already connected components). Examples of such approaches include BIP optimiza-
tions [25, 29]. The possible natures of optimizations in such a context may include changing the
communication topology, selecting variants, deciding the size of component collections, merging
components or placing the components on resources. Some of these forms of optimization can
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be easily modelled by the calculus proposed here as they can be seen as local specialisations
(e.g., variant selection, size of collections) while others might require more work as they are not
local (e.g., merging components) or not strictly speaking specialisations (e.g., placement on re-
sources). In the case where all optimizations can be modelled with our approach, the algorithm
which chooses which optimization to perform can be made into a specialisation process.

The example from the literature which resembles our approach the most is HLCM [23].
HLCM is a connector-based generic hierarchical component model which proposes to generate
a low-level flat component assembly from a high-level abstract assembly through an automatic
generation process. This approach matches exactly the calculus –which was actually one of
the motives behind this calculus– and requires the two extensions proposed here in order to
be fully modelled (reversible operations and genericity). The default HLCM implementation
implements a default chooser function which lists all the possible operations at a given step
and chooses the first one. This default implementation (or alternative user-provided choosers)
constitutes a specialisation process in the sense of our approach.

Another area of software engineering where specialisation processes exist is the study of
product lines and feature models. This domain is concerned with modelling families of program
using features as parameters. Some works in this domain deal with automatic feature selection
with respect to a set of constraints and some of those works describe programs with component
assemblies. Examples of such works include [87, 104]. Feature selection can be modelled in
our approach using parametric type systems (see Section 6.2.2). While some global constraints
might be complex to enforce, algorithms for automatic feature selection are good examples of
automatic specialisation processes.

Generic Processes A first advantage of our approach is to allow reuse of specialisation pro-
cesses across applications. While some specialisation processes might be too application-specific
to be reused, some other processes might be generic or general enough to be used in a variety
of contexts.

One example of such a generic process is the default HLCM implementation [23]. While this
is only a default implementation and meant to be replaced by user-defined choosers, it can also
be seen as a generic specialisation process, i.e., a specialisation process which can work with any
type system and any assembly, although it does not guarantee termination.

As we have seen in the full master-worker specialisation example (see Section 6.1.5) a lot
of meaningful architectural constraints can be captured by signature constraints. If signature
constraints are strong enough to guarantee that a primitive assembly fits the user’s purposes,
then the challenge is to find a sequence of operations which results in a primitive assembly.
There is a rich literature in exploration of decision trees which could be used directly to make
generic specialisation processes which guarantee that they will produce a primitive assembly if
possible. Such a generic process could be reused in a large variety of contexts.

Concluding remarks To sum up, there exist a variety of processes from the literature which
fit our definition of specialisation process. In addition, generic specialisation processes are an
interesting prospect, and relevant literature exists that could serve their implementation.

6.3.2 Use Case: Compiling a High-level Language to DirectL2C

As explained in Section 4.3.2 which presents DirectL2C, describing DirectMOD transfor-
mations and assemblies using an ad hoc syntax is extremely verbose, and provides no way to
parametrise or factorise descriptions. For example, describing a 5 × 5 × 5 3D structured AMR
using the default DirectL2C description language requires more than 6000 lines, as everything
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Code

High-level language

Abstract
assembly

SpecMOD DirectL2C

Primitive
assembly

specialisation

encoding decoding Assembly
description

Figure 6.5: Overview of the compilation of the high-level language to DirectL2C using Spec-
MOD.

has to be described extensively. In practice such descriptions had to be generated using an exter-
nal Python script, and the script itself was rather lengthy (approximately 500 lines). Moreover,
a specialised DirectL2C assembly has to be written for every parameter variation (e.g., size of
the 3D grid).

However, in structured cases such as the mentioned 3D grid example, assembly descriptions
could be made mush shorter by using generic, parametrised descriptions. Instead of, for example,
describing 5 × 5 × 5 grid, it would be much shorter and more reusable to describe a n × n × n
grid, and specify n when needed.

SpecMOD features hierarchy and genericity (in the form of parametrised types), mechanisms
which are useful to describe assemblies in a structured and flexible manner. If they were to
be encoded in SpecMOD, DirectMOD concepts could benefit from SpecMOD hierarchy,
genericity and specialisation features. Such an approach is a promising solution to address the
DirectL2C description problem.

In order both to provide a high-level frontend to DirectMOD and to evaluate SpecMOD
on a use case, preliminary work on a SpecMOD-powered high-level DirectMOD-like language
has been conducted, with the help of Maverick Chardet during his internship in the team. This
section briefly describe the principle of this language, the work accomplished so far, and presents
preliminary figures regarding the gains compared to DirectL2C.

Principle We have devised a high-level language to describe component assemblies and trans-
formations. This language is built on the same concepts as DirectMOD but adds genericity
and hierarchy. This language is meant to be written directly by the user.

Figure 6.5 presents how SpecMOD can be used to specify the behaviour of this high-level
language. First, the high-level code written by the user is encoded into an abstract Spec-
MOD assembly. This encoding step is a simple translation of the concepts described in the
high-level code without any meaningful transformation. For example, a piece of code describ-
ing a parametrised component in the high-level language would be translated to an abstract
parametrised SpecMOD type. This first step can be thought of as a denotational semantics of
the high-level language to a subset of SpecMOD. Second, the SpecMOD encoding undergoes
specialisation until it becomes a primitive SpecMOD assembly. Finally, this primitive assembly
is decoded into a DirectL2C assembly/transformation description. Once again, this decoding
step is nothing but a direct translation; all the meaningful transformations are done during the
SpecMOD specialisation phase. The subset of SpecMOD that encodes DirectMOD-style
assemblies has to be stable by specialisation for this last step to be possible.

The advantages of this approach is that all the complex transformations are relegated to
SpecMOD, and can thus benefit from SpecMOD capabilities regarding assisted specialisa-
tion/adaptation.

So far, we have focused on the formal specification of the high-level language and the two
necessary encodings.
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High-level language A full formal grammar of the language has been devised. The language
itself is built on DirectMOD concepts with the following additions:
• composite components;
• parametrisable components and transformations (resembling simplified templates);
• text description of transformations inspired by graph transformation languages such as

VIATRA2 [101].
The grammar of the language is not of particular interest in itself, and it would be
lengthy to present it in full, but we give a few examples below to illustrate the
kind of language we talk about. The code snippet below implements a master-worker
composite component composed of a Master component and n Worker components:

composite component MasterWorker <int n> {
Scheduler sc;
Master<n> mast;
Worker wk[n];
sc.out -> mast.in;

foreach i in [1,n] {
mast.out[i] -> wk[i].in;

}
}

Note the use of template-style syntax to specify the integer parameter. Also note that, to be
able to declare the contents of a generic composite, devices such as arrays of components and
foreach loops are required, in addition to simple instantiation and connection syntax.

A second example is a transformation which create n new Worker compo-
nents, adds an array of ports to the master, and connect the new workers:

transformation add_worker<int n, type T> (Master m1) {
del m1;
add Master m2;
add T worker[n];
add port m2.output[n];
foreach (i; 0..n) {

add m2.output[i] -> worker[i].input;
}

} match {
topo m1 => m2;
state m1 => m2;

}

The -> notation denotes a connection between two ports.
Note that instead of fully declaring the origin and destination, the transformation is de-

scribed in terms of differences between origin and destination (in this case, components and
connections are added). While the language also allows explicit declaration of everything, in-
cluding DirectMOD’s topology and state mapping, this approach is more compact and more
legible.

Overall, this language is a mix of DirectMOD and SpecMOD, with a bit of syntactic
sugar.
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Assembly/transformation DirectL2C High-level language Ratio
Master-worker 51 25 2,04

Insert 109 46 2.37
AMR 3D 3× 3× 3 1167 45 25.93
AMR 3D 5× 5× 5 6181 45 137.36
AMR 3D 7× 7× 7 17891 45 397.58

Table 6.1: Comparison between DirectL2C assembly/transformation description language and
the high-level language, in terms of useful lines of code (i.e., not counting empty lines and very
short lines such as loop delimiters).

Encodings In order to implement the transformation for the high-level language to Di-
rectL2C descriptions, two encodings are required. We have devised preliminary versions of
both those encodings, although formal work on them is still ongoing. These encodings present
two particular challenges.

First, an encoding of DirectMOD-style transformations in SpecMOD is required. One
possible approach is to use SpecMOD components as labelled edges to encode relations inside
the transformation, in a fashion similar to how connectors were encoded in out first SpecMOD
example in Figure 6.2. While this approach technically works, it leads to very complex Spec-
MOD assemblies. For example, the simple Insert transformation presented in Figure 4.3 in
Chapter 4 requires no less than 9 components and 14 endpoints to be encoded in SpecMOD.

Second, it is necessary that the class of SpecMOD assemblies encoding concepts from Di-
rectMOD or the high-level language is stable by specialisation. Indeed, in order to be able to
decode a SpecMOD assembly into a DirectL2C description, it is necessary that the Spec-
MOD assembly actually encodes a DirectMOD assembly. Fortunately, SpecMOD provides
a device to prevent unwanted specialisations in the form of the signature constraints. Signature
constraints can be used to forbid endpoint configurations that would lead to invalid encodings.
However, signature constraints are only local, and it is yet unclear if they are sufficient to provide
stable encoding for our purposes. Extra work on this subject is required, and should include a
proof of stability.

Figures In order to get a first idea on how useful our high-level language could be compared to
DirectL2C ad hoc description language, we have worked on a series of examples and compared
the sizes of descriptions in the two languages. To do that, we have written a few assembly
descriptions using the high-level language and have devised, by hand, the resulting DirectL2C
descriptions.

Table 6.1 presents the size of descriptions in both languages for 5 examples: a generic master-
worker example similar to the one presented in Figure 6.4, a simple Insert transformation
similar to the one presented in Figure 4.3, and a 3D AMR assembly. Without surprise, the high-
level descriptions are a lot shorter, which shows how useful such a language could be (without
even mentioning the other advantages provided by SpecMOD specialisation phase).

Concluding remarks This ongoing work constitutes an example of a use case for SpecMOD,
as well as way to combine two of our contributions into a cohesive whole. While extra work—
formal and practical—is required, our preliminary study of the subject is promising.
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6.4 Conclusion

We have presented a calculus for step-by-step specialisation of component assemblies. Specif-
ically, we have presented a component assembly model, a type system definition and a set of
operations which allow local specialisation. We have also introduced specialisation processes
which perform step-by-step specialisation of assemblies until a specific condition is met.

We have seen in Section 6.2 that the calculus proposed in this chapter is capable of encoding
common component model features from the literature in a way that is not too complex. This
means that our approach is compatible with most existing component models out there.

In Section 6.3.1, we have discussed the existence of specialisation processes in the literature
and the usefulness of reusing and composing them. We have determined that although certain
limitations were encountered, such as the difficulty to enforce global constraints, most of the
examples we considered can be made into specialisation processes.

Finally, in Section 6.3.2, we have presented preliminary work to use SpecMOD to transform
a high-level language into a DirectL2C description.
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Chapter 7

Conclusion

7.1 Conclusion

This thesis has contributed to the problem of scalable, reconfigurable component models for
HPC. While component models are a promising approach to help software engineering in HPC,
existing HPC component models do not efficiently support reconfigurable applications, and
existing reconfigurable component models are not scalable enough for HPC. The goals of the
thesis are to provide models, algorithms and tools to tackle various challenges pertaining to
scalable reconfigurable HPC component models.

Context and related works The first part of the thesis, composed of Chapter 2 and Chap-
ter 3, presented the context and state of the art necessary to introduce the problem, and list
relevant existing concepts and ideas.

Chapter 2 presented the basics of High-Performance Computing (HPC) and component mod-
els, the two domains at the intersection of which the subject of the thesis is situated. For each
of those domains, an introduction to the most common notions was given. In particular, the
example of Adaptive Mesh Refinement (AMR) was presented. AMR is a computing method
used in certain HPC applications which consists in dynamically changing the structure of a data
mesh at runtime, in order to have both high precision where it matters and high performance
elsewhere. AMR applications are very complex from a developer’s perspective, dynamical in
nature, and have high performance requirements. For all these reasons, AMR is a motivating
and challenging use case for the thesis.

Chapter 3 provides a detailed presentation of the state of the art in application reconfigura-
tion, whether it is component-based or not. A first simple taxonomy of approaches is given, by
level of abstraction ranging from ad hoc solutions to autonomic loops. Then, a list of reconfig-
uration issues and sub-problems is presented. This list includes:
• Reconfiguration specification, i.e., how a developer can specify application transformations.

Among the literature, we have singled out graph transformation as an interesting formalism
that may be relevant to the thesis’ problem.
• Reconfiguration execution, i.e., how to execute an reconfiguration at runtime without run-

ning into state inconsistencies or deadlocks. This problem is particularly relevant to the
HPC use case as it is performance-critical.
• Application representation at runtime, i.e., how to maintain of model of a running appli-

cation in a fashion that ensures consistency and that is scalable. This is relevant to the
HPC use case as it has an important impact of scalability.

Existing reconfigurable component models were presented and discussed. As it happens, none
of these models is fully suited to our particular use case; problems include: being non-scalable,
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imposing a specific control model, and not allowing third-party reuse.

DirectMOD Chapter 4 presents DirectMOD, a component model which addresses the
problems of reconfiguration specification and runtime representation. In order to present Di-
rectMOD, a preliminary non-reconfigurable component model is introduced, which is also used
in Chapter 5. Then, DirectMOD itself is presented through a series of formal definitions of
its syntax and semantics. DirectMOD is built around three core ideas:
• Transformations are formal constructs similar to graph transformations which are used

to specify assembly reconfiguration. DirectMOD transformation differ from traditional
graph transformations in that they provide state and topology mappings which help fine-
tuning transformation side-effects.
• Transformation adapters are explicit mapping of transformations to their target in the

running assembly. Having these devices mean that there is no need for pattern-matching
as is commonly found in graph transformation frameworks, which can be a costly process.
• Domains are special components responsible for executing transformations and maintain-

ing assembly representation. Contrary to controllers in hierarchical component models,
domains are in no way restricted in the shape of their managed subassembly, allowing
arbitrary control of reconfiguration concurrency.

An implementation of DirectMOD, called DirectL2C, was made for the purpose of evaluating
DirectMOD. Preliminary experiments on the Grid’5000 platform show that DirectL2C scales
up to 128 cores. However, DirectL2C assemblies and transformations are verbose and difficult
to write, which is a symptom of the low-level nature of DirectMOD. Also, the locking code
inside domain is difficult to write and error-prone.

Locking Chapter 5 addresses the problem of the locking code inside call-stack-based assem-
blies. Call-stack-based execution model with possibly blocking calls are particularly prone to
deadlocks when trying to lock a part of the applications. Locking algorithms in such contexts
are usually complex and application-specific, leading to a lot of error-prone work for program-
mers. While generic tools exist in the literature to help with locking, they rely on information
or meta-information which is difficult to provide in a component-based context with minimalist
interfaces. In addition, completely stopping components can lead to over-synchronisation, while
allowing the locking of individual ports might be more efficient.

We propose a minimalist metadata scheme (meant to be used in conjunction with the pre-
liminary model introduced in Chapter 4), a locking paradigm(i.e., a set of operations which
allows to lock individual parts of an assembly) which allows port-wise locking, and a locking
algorithm. Provided some hypotheses on the application are met, the algorithm is capable of
safely locking subassemblies in call-stack-based component assemblies. While those hypotheses
greatly limit the possibilities of application of our proposition, there are useful use cases such as
communication subassemblies in stencil applications.

A threefold evaluation of our propositions is performed, using an implementation based on
DirectL2C:
• overhead induced by the locking paradigm is measured, and is very low;
• the locking time of our approach is compared to component-wise locking, and is better on

all cases, except the ones with very little synchronisation;
• our DirectL2C benchmark is compared to a L2C benchmark implementing the same

application and is much shorter and simpler.

SpecMOD Chapter 6 presents SpecMOD, a model for the specialisation of hierarchical com-
ponent assemblies. SpecMOD is intended both as a generalization of specialisation processes
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such as can be found in the literature, and as a mechanism to add genericity and hierarchy
to lower-level component models, such as DirectMOD. SpecMOD is strongly inspired by
HLCM, a pre-existing component model which used automatic specialisation to transform high-
level component assemblies into low-level ones.

SpecMOD takes the form of a formal model, complete with syntax and semantics. Several
extensions for it are proposed, to encode useful features such as parametrised types and reversible
operations.

The generality of the approach is discussed at length, and preliminary work to transform a
high-level language to DirectMOD assemblies using SpecMOD is presented.

Conclusion Overall, this thesis has addressed several sub-problems related to reconfigurable
HPC component models, through three contributions. Those contributions range from low-
level synchronisation concerns (Chapter 5), to very abstract and formal concerns (Chapter 6).
Preliminary work has been towards integrating those contributions into one unified solution.

7.2 Perspectives

While the thesis has dealt with varied sub-problems, a lot of perspectives remain open for HPC
reconfigurable component models.

Continue evaluation and implementation Evaluation and implementation of our contri-
butions are not complete at the time of writing. We identify three main ways to improve what
has already been done.

First, extensive large-scale experiments should be conducted with our DirectL2C AMR
benchmarks. Current scalability figures were obtained on Grid’5000 on 128 cores, which, while
a useful result, is still quite far from the parallelism of cutting-edge HPC hardware. Pushing
our benchmarks to higher processor counts could reveal new bottlenecks which would need to
be addressed. This is a very short-term perspective, as experiments on the Curie supercomputer
should be conducted shortly.

Second, SpecMOD (or at least a subset of it) should be implemented to perform a detailed
evaluation on a use case. Using HLCM to implement and evaluate SpecMOD is a possibility, as
both models have a lot in common, but a separate implementation could be the better approach
as SpecMOD is technically more general. In particular, it would be interesting to study the
usefulness of SpecMOD as a model to implement automatic static adaptation (and if there is a
difference with HLCM). Static adaptation on Fast Fourier Transforms (FFTs) has been studied
in the team already [62], and could be a relevant HPC use case.

Third, the work that have been started to use SpecMOD as an engine to compile a high-level
component model and transformation language to DirectMOD, should be continued. While
implementing such a language would require a working implementation of SpecMOD, formal
work remains to be done, such as finishing the specification of the transformation and proving
its correction. The end result of such an effort, would be to apply this language on the AMR
example, and evaluate precisely just how useful it is.

Extend multi-domain support Medium-term perspectives include building on Direct-
MOD’s domains to better support transformations that cross domain boundaries. Indeed, as
was discussed in Chapter 4, multi-domain transformations, while supported by the model are dif-
ficult to put in practice (multi-domain locking might cause deadlocks that single-domain would
not) and inelegant.
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While this formulation with domains is very DirectMOD-specific, it is actually an instance
of the more general problem of how to maintain multiple local representations. The approach
chosen in DirectMOD was to have strictly disjoint local representations, and to lock all en-
closing representations when a transformation occurs. While the disjointness of domains was
a useful property for single-domain transformations, it might not be the best approach in the
general case.

Possible approaches to this problem include switching to nested domains, or to unrestricted
overlapping domains. Either of those approaches poses the problem of the semantics of trans-
formations in a context where an element might appear in several representations. Formalisms
dealing with transformations on non-flat assemblies, such as Milner’s bigraphs [75], could be
useful.

Collective communications Another perspective, would be to study the use of Direct-
MOD with collective communications, i.e., non-binary component interactions. Collective com-
munications are an important topic in HPC, and are widely used, e.g., in MPI applications.

Collective communications could be modelled in DirectMOD as components, or could be
the subject of an extension of the model. While modelling collective communication is probably
sufficient to write assemblies, model-level tools (such as our locking algorithm) could benefit
from meaningful collective connectors, resembling for example BIP’s connectors [12].

High-level runtime model Finally, as a long-term perspective, it would be interesting to
have a high-level runtime reconfigurable HPC component model (runtime being the important
word here). Indeed, while DirectMOD is a runtime model, it does not have high-level features
such as hierarchy; and while our preliminary work towards a generic hierarchic language built
on SpecMOD might be high-level, it is a purely static approach with no runtime semantics.
A high-level runtime reconfigurable model would be a runtime model, with features such as
hierarchy, that provides high-level transformations and that is capable of maintaining a high-
level representation of the assembly through execution.

In particular, it would be interesting to maintain the duality “high-level easy model” / “low-
level efficient model” (such as is advocated, e.g., by HLCM) through execution. This would
require a way to keep the consistency between the low-level model and the high-level one, which
is not an easy problem when concurrency is involved.
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