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1.1. INTRODUCTION 27

1.1 Introduction

Building systems that mimic human capabilities in understanding, generating or coding
speech for a range of human-to-human and human-to-machine interactions has been increas-
ingly expected for many recent years. One important task for obtaining such systems is to
artificially produce the human speech. This field of study is known both as speech synthesis,
i.e. the generation of synthetic speech, and Text-To-Speech (TTS), i.e. the conversion of writ-
ten text to machine-generated speech. A TTS system is one that reads text out loud through
the computer’s sound card or other speech synthesis devices.

Vietnamese, the official language of Vietnam, is a tonal language, in which pitch is mostly
used as a part of speech, changing the meaning of a word/syllable. Although Vietnamese TTS
has been recently receiving a range of research on a number of synthesis techniques, there is
a need for a complete and high-quality TTS system for this language with an appropriate
corpus. The initial motivation of this work was to build a high-quality TTS system assisting
Vietnamese blind people to access written text. The main objective of this research was then
narrowed to build a high-quality TTS system with unlimited vocabulary. The Hidden Markov
Model ! (HMM-)based speech synthesis technique, a statistical parametric approach that will
be discussed in this chapter, was chosen for developing a Vietnamese TTS system due to
its predominance on general quality, footprint and robustness. The initial tasks to build a
high-quality TTS system for Vietnamese were first outlined as the following;:

e Studying the Vietnamese phonetics and phonology to discover the way to model the
lexical tones in phonemes;

e Designing and recording a new corpus, which covers both phonemic and tonal contexts,
for Vietnamese TTS systems;

e Proposing a novel prosodic model to improve the quality of a HMM-based TTS system
for Vietnamese;

e Designing a complete architecture and a contextual feature set for, and building, an
HMM-based Vietnamese T'TS system;

e Designing, carrying out and analyzing various perceptual evaluations of synthetic voices
with respect to the lexical tones.

This chapter presents the current state and issues in Vietnamese TTS, from which proposi-
tions of this research are given. Section 1.2 shows main applications and the basic architecture
of T'TS systems. This section also describes the two main current speech synthesis techniques:
(i) Source/filter synthesizer, and (ii) Concatenative synthesizer. Statistical parametric and
unit selection synthesis, the two prominent state-of-the-art speech synthesis techniques, are
discussed in Section 1.3. Based on our initial motivation and their pros and cons, the HMM-
based speech synthesis, one of the most well known technique in the statistical parametric
approach, was chosen to develop VTED, a Vietnamese TTS system. In Section 1.4, some main
characteristics of the Vietnamese language are introduced. Section 1.5 presents the current
state of Vietnamese T'TS, including existing T'TS software applications in real-life as well as
related research. Some discussions on main issues on Vietnamese TTS, which were considered
as the final motivation of this work, are given in Section 1.6.

1. A statistical Markov model for representing probability distributions over sequences of observations. The
system being modeled is assumed to be a Markov process with unobserved (hidden) states.
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1.2 Text-To-Speech (TTS)

1.2.1 Applications of speech synthesis

Over the last few decades, speech synthesis or TTS has considerably drawn attention and
resources from not only researchers but also the industry. This field of work has progressed
remarkably in recent years, and it is no longer the case that state-of-the-art systems sound
overtly mechanical and robotic. The concept of high quality TTS synthesis appeared in the
mid eighties, as a result of important developments in speech synthesis and natural language
processing techniques, mostly due to the emergence of new technologies. In recent years, the
considerable advances in quality have made TTS systems more common in various domains
and numerous applications.

It appears that the first real-life use of TTS systems was to support the blind to read text
from a book and converting it into speech. Although the quality of these initial systems was
very robotic, they were surprisingly adopted by blind people due to their availability compared
to other options such as reading braille or having a real person do the reading ( ,

). Nowadays, there have been a number of TTS systems to help blind users to interact
with computers. One of the most important and longest applications for people with visual
impairment is a screen reader in which the T'TS can help users navigate around an operating
system. Blind people also widely have been benefiting from TTS systems in combination
with a scanner and an Optical Character Recognition (OCR) software application that gives
them access to written information ( ) ). Recently, TTS systems are
commonly used by people with reading disorder (i.e. dyslexia) and other reading difficulties
as well as by preliterate children. These systems are also frequently employed to aid those
with severe speech impairment usually through a voice output communication aid (

, ). Handicapped people have been widely aided by TTS techniques in Mass Transit.

Nowadays, there exist a large number of talking books and toys that use speech synthesis
technologies. High quality T'TS synthesis can be coupled with “a computer aided learning
system, and provide a helpful tool to learn a new language”. Speech synthesis techniques are
also used in entertainment productions such as games and animations, such as the announce-
ment of NEC Biglobe? on a web service that allows users to create phrases from the voices
of Code Geass?® — a Japanese anime series. TTS systems are also essential for other research
fields, such as providing laboratory tools for linguists, vocal monitoring, etc. Beyond this,
TTS systems have been used for reading messages, electronic mails, news, stories, weather
reports, travel directions and a wide variety of other applications.

One of the main applications of TTS today is in call-center automations where textual
information can be accessed over the telephone. In such systems, a user pays an electricity bill
or books some travel and conducts the entire transaction through an automatic dialogue sys-
tem ( , )( , ). Another important use of TTS is in speech-based question
answering systems (e.g. Yahoo! 2009%) or voice-search applications (e.g. Microsoft, 2009 °,
Google 2009%), where speech recognition and retrieval system are tightly coupled. In such
those systems, users can pose their information need in a natural input modality, i.e. spoken
language and then receive a collection of answers that potentially address the information
need directly. On smartphones, some typical and well-known voice interactive applications

. http://www.biglobe.co.jp/en/
http://www.geass.jp/
http://answers.yahoo.com/

. http://www.live.com

. http://www.google.com/mobile



1.2. TExXT-To-SPEECH (TTS) 29

whose main component is multi-lingual TTS are Google Now, Apple Siri, AOL, Nuance Nina,
Samsung S-Voice, etc. In these software applications, a virtual assistant allows users to per-
form a number of personalized, effortless command/services via a human-like conversational
interface, such as authenticating, navigating menus and screens, querying information, or
performing transactions.

1.2.2 Basic architecture of TTS

The basic architecture of a T'TS system, illustrated in Figure 1.1, has two main parts (

, ) with four components ( , ). The first three — i.e. Text
Processing, Grapheme-to-Phoneme (G2P) Conversion and Prosody Modeling — belong to the
high-level speech synthesis, or the Natural Language Processing (NLP) part of a TTS system.
The low-level speech synthesis or Digital Signal Processing (DSP) part — forth component —
generates the synthetic speech using information from the high-level synthesis. The input of
a TTS system can be either raw or tagged text. Tags can be used to assist text, phonetic,
and prosodic analysis.

Text-To-Speech system
High-Level Synthesis or NLP Low-level
synthesis or DSP
Text Processing | | Grapheme- “Pnro;c:fly || | Wave form L
% j Structure Detection to-phoneme oceling —/| generation —
Text Normalization G2P conversion g hraf!ng, EO,
TEXT uration, Energy SPEECH
Ngay
Loz as2: mosi 0 T T
truong i 1{12:1: hoi || Ngaymudilim.. | i Phrasing . :
BHBK ! \DHBK. dai ! [ndj-2 mwyj-2 |y FO[HZ] 1 1 Source/filter synthesis |
7*777+PHBK: dai hoc - e i o T
(0;7- 15 7777 bach khoa [ 1dm-1 .. T Duration [ms] ’:’5: Concatenative synthesis 'i""¥
Feb, . 1 Energy [dB] | H
DHBK v . O A
university

)

Figure 1.1 — Basic architecture of a TTS system (NLP: Natural Language Processing, DSP:
Digital Signal Processing).

The Text Processing component handles the transformation of the input text to the
appropriate form so that it becomes speakable. The G2P Conversion component converts
orthographic lexical symbols (i.e. the output of the Text Processing component) into the
corresponding phonetic sequence, i.e. phonemic representation with possible diacritical in-
formation (e.g. position of the accent). The Prosody Modeling attaches appropriate pitch,
duration and other prosodic parameters to the phonetic sequence. Finally, the Speech Syn-
thesis component takes the parameters from the fully tagged phonetic sequence to generate
the corresponding speech waveform ( , , p. 682). Due to different degrees of
knowledge about the structure and content of the text that the applications wish to speak,
some components can be skipped. For instance, some certain broad requirements such as rate
and pitch can be indicated with simple command tags appropriately located in the text. An
application that can extract much information about the structure and content of the text
to be spoken considerably improve the quality of synthetic speech. If the input of the system
contains the orthographic form, the G2P Conversion module can be absent. In some cases,
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an application may have FO contours pre-calculated by some other process, e.g. transplanted
from a real speaker’s utterance. The quantitative prosodic controls in these cases can be
treated as “special tagged field and sent directly along with the phonetic stream to speech
synthesis for voice rendition” ( , , p- 6).

Text Processing. This component is responsible for “indicating all knowledge about the
text or message that is not specifically phonetic or prosodic in nature”. The basic function
of this component is to convert non-orthographic items into speakable words. This called
text normalization from a variety symbols, numbers, dates, abbreviations and other non-
orthographic entities of text into a “common orthographic transcription” suitable for next
phonetic conversion. It is also necessary to analyze white spaces, punctuations and other de-
limiters to determine document structure. This information provides context for all later pro-
cesses. Moreover, some elements of document structure, e.g. sentence breaking and paragraph
segmentation, may have direct implications for prosody. Sophisticated syntax and semantic
analysis can be done, if necessary, for further processes, e.g. to gain syntactic constituency
and semantic features of words, phrases, clauses, and sentences ( , , D. 682).

G2P Conversion. The task of this component is to “convert lexical orthographic sym-
bols to phonemic representation” (i.e. phonemes - basic units of sound) along with “possible
diacritic information (e.g. stress placement)” or lexical tones in tonal languages. “Even though
future TTS systems might be based on word sounding units with increasing storage technolo-
gies, homograph disambiguation and G2P conversion for new words (either true new words
being invented over time or morphologically transformed words) are still necessary for sys-
tems to correctly utter every word. G2P conversion is trivial for languages where there is a
simple relationship between orthography and phonology. Such a simple relationship can be
well captured by a handful of rules. Languages such as Spanish and Finnish belong to this
category and are referred to as phonetic languages. English, on the other hand, is remote from
phonetic language because English words often have many distinct origins”. Letter-to-sound
conversion can then be done by general letter-to-sound rules (or modules) and a dictionary
lookup to produce accurate pronunciations of any arbitrary word. ( , , p-
683).

Prosody Modeling. This component provides prosodic information (i.e. “an acoustic
representation of prosody”) to parsed text and phone string from linguistic information. First,
it it necessary to break a sentence into prosodic phrases, possibly separated by pauses, and
to assign labels, such as emphasis, to different syllables or words within each prosodic phrase.
The duration, measured in units of centi-seconds (cs) or milliseconds (ms), is then predicted
using rule-based (e.g. Klatt) or machine-learning methods (e.g. CART). Pitch, a perceptual
correlate of fundamental frequency (FO0) in speech perception, expressed in Hz or fractional
tones (semitones, quarter tones...), is generated. F0, responsible for the perception of melody,
is probably the most characteristic of all the prosody dimensions; hence generation of pitch
contours is an incredibly complicated language-dependent problem. Intensity, expressed in
decibels (dB), can be also modeled. Besides, prosody depends not only on the linguistic
content of a sentence, but also on speakers and their moods/emotions. Different speaking
styles can be used for a prosody generation system, and different prosodic representations
can then be obtained ( , ).

Speech Synthesis. This final component, a unique one in the low-level synthesis, takes
predicted information from the fully tagged phonetic sequence to generate corresponding
speech waveform. In general, there currently have been two basic approaches concerning
speech synthesis techniques: (i) Source/filter synthesizers: Produce “completely synthetic”
voices using a source/filter model from the parametric representation of speech, (ii) Concate-
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native synthesizers: Concatenate pre-recorded human speech units in order to construct the
utterance. The first approach has issues in generating speech parameters from the input text
as well as generating good quality speech from the parametric representation. In the second
approach, signal processing modification and several algorithms/strategies need to be em-
ployed to make the speech sound smooth and continuous, especially at join sections. Details
on these approaches are presented in next subsections.

1.2.3 Source/filter synthesizer

The main idea of this type of synthesizer is to re-produce the speech from its’ parametric
representation using a source/filter model. This approach makes use of the classical acoustic
theory of speech production model, based on vocal tract models. “An impulse train is used
to generate voiced sounds and a noise source to generate obstruent sounds. These are then
passed through the filters to produce speech” ( , , p. 410).

It turns out that formant synthesis and classical Linear Prediction (LP) are basic tech-
niques in this approach. Formant synthesis uses individually “controllable formant filters
which can be set to produce accurate estimations of the vocal tract transfer function”. The
parameters of the formant synthesizer are determined by a set of rules which examine the
phone characteristics and phone context. It can be shown that very natural speech can be
generated so long as the parameters are set very accurately. Unfortunately it is extremely
hard to do this automatically. The inherent difficulty and complexity in designing formant
rules by hand has led to this technique largely being abandoned for engineering purposes. In
general, formant synthesis produces intelligible, often “clean” sounding, but far from natural.
The reasons for this are: (i) the “too simplistic” source model, (ii) the “too simplistic” target
and transition model, which misses many of the subtleties really involved in the dynamics of
speech. While the shapes of the formant trajectories are measured from a spectrogram, the
underlying process is one of motor control and muscle movement of the articulators ( )

, p. 410). Classical Linear Prediction adopts the “all-pole vocal tract model”, which is
similar to formant synthesis with respect to the source and vowels in terms of production. It
differs in that all sounds are generated by an all-pole filter, whereas parallel filters are common
in formant synthesis. Its main strength is that the vocal tract parameters can be determined
automatically from speech. Despite its ability to faithfully mimic the target and transition
patterns of natural speech, standard LP synthesis has a significant unnatural quality to it,
often impressionistically described as “buzzy” or “metallic” sounding. While the vocal tract
model parameters can be measured directly from real speech, an explicit impulse/noise model
can still be used for the source. The buzzy nature of the speech may be caused by an “overly
simplistic” sound source ( , , p. 411).

The main limitations of those techniques concern “not so much the generation of speech
from the parametric representation, but rather the generation of these parameters from the
input specification which is created by the text analysis process. The mapping between the
specification and the parameters is highly complex, and seems beyond what we can express
in explicit human derived rules, no matter how “expert” the rule designer” ( , ,
p. 412). Furthermore, acquiring data is fundamentally difficult and improving naturalness
often necessitates a considerable increase in the complexity of the synthesizer. The classical
linear prediction technique can be considered as “a partial solution to the complexities of
specification to parameter mapping”, where the issue of generating of the vocal tract param-
eters explicitly is bypassed by data measurement. The source parameters however, are still
“specified by an explicit model, which was identified as the main source of the unnaturalness”

( : , p- 412).
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A new type of glottal flow model, namely a Causal-Anticausal Linear filter Model (CALM),
was proposed in the work of ( ). The main idea was to establish a link be-
tween two approaches of voice source modeling, namely the spectral modeling approach and
the time-domain modeling approach, that seemed incompatible. Both approaches could be
envisaged in a unified framework, where time-domain models can be considered, or at least
approximated by a mixed CALM. The “source/filter” model can be considered as an “exci-
tation/filter” model. The non-linear part of the source model is associated to the excitation
(i.e. quasi-periodic impulses), and the mixed causal-anticausal linear part of the model is
associated to the filter component, without lack of rigor.

1.2.4 Concatenative synthesizer

This type of synthesizer is based on the idea of concatenating pieces of pre-recorded human
speech in order to construct a utterance. This approach can be viewed as an extension of the
classical LP technique, with a noticeable increase in quality, largely arising from the abandon-
ment of the over simplistic impulse/noise source model. The difference of this idea from the
classical linear prediction is that the source waveform is generated using templates/samples
(i.e. instances of speech units). The input to the source however is “still controlled by an
explicit model”, e.g. “an explicit FO generation model of the type that generates an FO value
every 10ms” ( ) , p. 412).

During database creation, each recorded utterance is segmented into individual phones,
di-phones, half-syllables, syllables, morphemes, words, phrases or sentences. Different speech
units considerably affect the TTS systems: a system that stores phones or di-phones provides
the largest output range, but may lack clarity. For specific (limited) domains, the storage
of entire words, phrases or sentences allows for high-quality output. However, di-phones are
the most popular type of speech units, a di-phone system is hence a typical concatenative
synthesis system.

The synthesis specification is in the form of a list of items, each with a verbal specification,
one or more pitch values, and a duration. The prosodic content is generated by explicit
algorithms, while signal processing techniques are used to modify the pitch and timing of the
di-phones to match that of the specification. Pitch Synchronous OverLap and Add (PSOLA), a
traditional method for synthesis, operates in the time domain. It separates the original speech
into “frames pitch-synchronously” and performs modification by overlapping and adding these
frames onto a new set of epochs, created to match the synthesis specification. Other techniques
developed to modify the pitch and timing can be found in the work of ( ).

While this is successful to a certain extent, it is not a perfect solution. It can be said
that we can “never collect enough data to cover all the effects we wish to synthesize, and
often the coverage we have in the database is very uneven. Furthermore, the concatenative
approach always limits us to recreating what we have recorded; in a sense all we are doing
is reordering the original data” ( , , - 435). One other obvious issue is how to
successfully join sections of a waveform, such that the joins cannot be heard hence the final
speech sounds smooth, continuous and not obviously concatenated. The quality of these
techniques is considerably higher than classical, impulse excited linear prediction. All these
have roughly similar quality, meaning that the choice of which technique to use is mostly
made of other criteria, such as speed and storage.
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1.3 Unit selection and statistical parametric synthesis

Based on two basic approaches of speech synthesis, many improvements have been proposed
for a high-quality TTS system. Statistical parameter speech synthesis along with the unit
selection techniques are termed two prominent state-of-the-art techniques and hence widely
discussed by a number of researchers with different judgments. This section describes and
makes a comparison of those techniques.

1.3.1 From concatenation to unit-selection synthesis

In a concatenative T'TS system, the pitch and timing of the original waveforms are modified
by a signal processing technique to match the pitch and timing of the specification.

( , p- 474) made two assumptions for a di-phone system: (i) “within one type of di-phone,
all variations are accountable by pitch and timing differences” and (ii) “the signal processing
algorithms are capable of performing all necessary pitch and timing modifications without
incurring any unnaturalness”. It appears that these assumptions are “overly strong, and are
limiting factors on the quality of the synthesis. While work still continues on developing signal
processing algorithms, even an algorithm which changed the pitch and timing perfectly would
still not address the problems that arise from first assumption. The problem here is that it is
simply not true that all the variation within a di-phone is accountable by pitch and timing
differences”.

The observations about the weakness of concatenative synthesis lead to the development
of “a range of techniques collectively known as unit-selection. These use a richer variety of
speech, with the aim of capturing more natural variation and relying less on signal processing”.
The idea is that for each basic linguistic type, there are a number of units, which “vary in
terms of prosody and other characteristics” ( , , p. 475).
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Figure 1.2 — General and clustering-based unit-selection scheme: Solid lines represent target
costs and dashed lines represent concatenation costs ( , ).

In the unit-selection approach, new naturally sounding utterances can be synthesized by
selecting appropriate sub-word units from a database of natural speech ( , )
according to how well a chosen unit matches a specification/a target unit (i.e. target cost)
and how well two chosen units join together (i.e. concatenation cost). During synthesis, an
algorithm selects one unit from the possible choices, in an attempt to find the best overall
sequence of units that matches the specification ( , ). The specification and the
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units are entirely described by a feature set including both linguistic features and speech
features. A Viterbi style search is performed to find the sequence of units with the lowest
total cost, which is calculated from the feature set.

According to the review of ( ), there seem to be two basic techniques in
unit-selection synthesis, even though they are theoretically not very different: (i) the selection
model ( , ), illustrated in Figure 1.2a (ii) the clustering method that
allows the target cost to effectively be pre-calculated ( , ), illustrated in
Figure 1.2b. The difference is that, in the second approach, units of the same type are clustered
into a decision tree that asks questions about features available at the time of synthesis (e.g.,
phonetic and prosodic contexts).

1.3.2 From vocoding to statistical parametric synthesis

As mentioned earlier, the main limitation of source/filter synthesizers is generating speech
parameters from the input specification that was created by text analysis. The mapping
between the specification and the parameters is highly complex, and seems beyond what
we can express in explicit human derived rules, no matter how “expert” the rule designer
is ( , ). It is hence necessary a “complex model”, i.e. trainable rules from speech
itself, for that purpose.

The solution can be found partly from the idea of vocoding, in which a speech signal
is converted into a (usually more compact) representation so that it can be transmitted. In
speech synthesis, the parameterized speech is stored instead of transmitted. Those speech pa-
rameters are then proceeded to generate the corresponding speech waveform. As a result, the
statistical parametric synthesis is based on the idea of vocoding for extracting and generating
speech parameters. But the most important is that it provides statistical, machine learning
techniques to automatically train the specification-to-parameter mapping from data, thus
bypassing the problems associated with hand-written rules. Extracted speech parameters are
aligned together with contextual features/features to build “trained models”.

In a typical statistical parametric speech synthesis system, parametric representations of
speech including spectral and excitation parameters (i.e. vocoder parameters, which are used
as inputs of the vocoder) are extracted from a speech database and then modeled by a set of
generative models. The Maximum Likelihood (ML) criterion is usually used to estimate the
model parameters. Speech parameters are then generated for a given word sequence to be
synthesized from the set of estimated models to maximize their output probabilities. Finally,
a speech waveform is reconstructed from the parametric representations of speech ( )

).

Although any generative model can be used, HMMs have been particularly well known.
In HMM-based speech synthesis " (HTS) ( , ), the speech parameters of
a speech unit such as the spectrum and excitation parameters (e.g. fundamental frequency
- FO) are statistically modeled and generated by context dependent HMMs. Training and
synthesis are two main processes in the core architecture of a typical HMM-based speech
synthesis system, as illustrated in Figure 1.3 ( , ).

In the training process, the ML estimation is performed using the Expectation Maximiza-
tion (EM) algorithm, which is very similar to that for speech recognition. The main difference
is that both spectrum (e.g., mel-cepstral coefficients and their dynamic features) and exci-
tation (e.g., log FO and its dynamic features) parameters are extracted from a database of
natural speech modeled by a set of multi-stream context-dependent HMMs. Another differ-

7. http://hts.sp.nitech.ac.jp/
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Figure 1.3 — Core architecture of HMM-based speech synthesis system ( , ).

ence is that linguistic and prosodic contexts are taken into account in addition to phonetic
ones (called contextual features). Each HMM also has its state-duration distribution to model
the temporal structure of speech. Choices for state-duration distributions are the Gaussian
distribution and the Gamma distribution. They are estimated from statistical variables ob-
tained at the last iteration of the forward-backward algorithm.

In the synthesis process, an inverse operation of speech recognition is performed. First,
a given word sequence is converted into a context-dependent label sequence, and then the
utterance HMM is constructed by concatenating the context-dependent HMMs according
to the label sequence. Second, the speech parameter generation algorithm generates the se-
quences of spectral and excitation parameters from the utterance HMM. Finally, a speech
waveform is synthesized from the generated spectral and excitation parameters using excita-
tion generation and a speech synthesis filter ( , , p- 4), that is a vocoder with a
source-excitation/filter model.

Figure 1.4 illustrates the general scheme of HMM-based synthesis ( , , D-5).
In an HMM-based TTS system, a feature system is defined and a separate model is trained
for each unique feature combination. Spectrum, excitation, and duration are modeled simul-
taneously in a unified framework of HMMs because they have their own context dependency.
Their parameter distributions are clustered independently and contextually by using phonetic
decision trees due to the combination explosion of contextual features. The speech parameter
generation is actually the concatenation of the models corresponding to the full context label
sequence, which itself has been predicted from text. Before generating parameters, a state
sequence is chosen using the duration model. “This determines how many frames will be
generated from each state in the model. This would clearly be a poor fit to real speech where
the variations in speech parameters are much smoother”.



36 CHAPTER 1. VIETNAMESE TEXT-TO-SPEECH: CURRENT STATE AND ISSUES

Clustered
states

we 8 8
states he e e

o
g R N e :
8 . . i - i ..... . .
Gaussian ML trajectory
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1.3.3 Pros and cons

Statistical parameter speech synthesis offers an alternative to overcoming limitations of the
parametric synthesis approach, which uses statistical machine learning techniques to infer
the specification-to-parameter mapping from data. This technique can be simply described
as “generating the average of some sets of similarly sounding speech segments”. That directly
contrasts with the purpose of unit-selection synthesis that “retains natural unmodified speech
units, but using parametric models offers other benefits” ( , ). Unit selection
speech synthesis is a sub-type and a natural extension of concatenative synthesis, and deals
with the issues of “how to manage large numbers of units, how to extend prosody beyond
just FO and timing control, and how to alleviate the distortions caused by signal processing”
( , , p- 474). While both those techniques mainly depend on data, in the concate-
native approach, the data is effectively memorized, whereas in the statistical approach, the
general properties of the data are learned ( , D. 447).

As mentioned above, while many possible approaches to statistical synthesis are possible,
most work has focused on using hidden Markov models (HMMs). Main differences between
unit-selection and HMM-based speech synthesis are summarized in Table 1.1.

Both approaches use features of speech units but in different ways. In the HMM-based
speech synthesis, contextual features including phonetic, linguistic and prosodic features are
used in both training and synthesis: (i) in training, contextual features are force-aligned with
speech parameters to build context-dependent HMMs (ii) in synthesis, contextual features are
used to build a context-dependent label sequence and according to that, an utterance HMM
is constructed by concatenating the context-dependent HMMs. Whereas, the unit-selection



1.3. UNIT SELECTION AND STATISTICAL PARAMETRIC SYNTHESIS 37

Table 1.1 — Unit-selection and HMM-based speech synthesis

Criteria H Unit-selection synthesis ‘ HMM-based synthesis

Data-driven: Parameter-driven:

Approach memorize data (natural speech) learn properties of data
Multi-template Statistics

Idea Retain natural unmodified units Generate the average of some sets
by selecting appropriate sub-words | of similarly sounding segments

Pref.erre.d Limited domain Open domain

applications

Techniques Target cost, concatenation cost Machine learning
Single tree Multiple trees (spectral, FO, duration)
Discontinuity at the join Smooth

Quality High quality at waveform level Vocoded speech (buzzy)
Less preferred More understandable
Best examples are better Best examples are worse

Footprint Large run-time data Small run-time data

Robustness || Hit or miss (with spurious errors,

quality is severely degraded) Stable

Flexible to change speaking types

Voice Extremely difficult . . .
voice characteristics or emotion

modification

Fixed voice Various voices

synthesis uses both text features (phonetic and prosodic contexts are typically used) and
speech features (i.e. spectral and acoustic features) to calculate and minimize the target cost
(best units) and concatenation cost (the best sequence) of units for an utterance.

Those techniques have received considerable attention and resources in improving the syn-
thetic voice. Each technique has pros and cons, hence has been adopted in different applica-
tions and domains. As a result, the difference between synthetic voices of both approaches and
the human voice has been small enough in terms of naturalness for their real-life applications.
Unit-selection synthesis tends to be more suitable for applications having limited domain with
high quality voice, such as transportation announcement system (e.g. train station, airport)
or call centers (for services 24/7). On the other hand, HMM-based speech synthesis can work
well in any applications, especially having open domain such as SMS/email/e-newspaper
reading systems, question/answering systems or speech translation systems.

According to the review of ( ), in both the Blizzard Challenge in 2005
and 2006, where “common speech databases were provided to participants to build synthetic
voices, the results from subjective listening tests revealed that HMM-based synthetic voice
was more preferred (through mean opinion scores) and more understandable (through word
error rates)”. The best examples of unit-selection synthesis are better than those of HMM-
based synthesis.

The HMM-based speech synthesis systems need less memory to store the parameters of
the model (statistics of acoustic models), hence smaller run-time data, than memorizing the
data (multi-templates of speech units) as unit-selection synthesis systems. Therefore, the
HMM-based speech synthesis systems can be constructed with a small amount of training
data. This leverages the HMM-based approach in supporting multilingual languages, with
the fact that only the contextual features to be used depend on each language.

In unit-selection synthesis, when a required sentence happens to need phonetic and
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prosodic contexts that are under-represented in a database, the quality of the synthesizer
can be severely degraded. Even though this may be a rare event, a single bad join in an
utterance can ruin the listeners’ flow. It is not possible to guarantee that bad joins and/or
inappropriate units will not occur, simply because of the vast number of possible combina-
tions that could occur. Whereas, HMM-based synthesis is more “robust” than unit-selection
synthesis, for instance, to noise/fluctuations due to the recording conditions or the lack of
some speech units. This is because adaptive training can be viewed as “a general version
of several feature-normalization techniques such as cepstral mean/variance normalization,
stochastic matching, and bias removal” ( , ).

The main advantage of statistical parametric synthesis including the HMM-based ap-
proach is its flexibility in changing its voice characteristics, speaking styles, and emotions.
This is still problematic with unit-selection synthesis in spite of its combination of voice-
conversion techniques. However, we can easily change voice characteristics, speaking styles,
and emotions in statistical parametric synthesis by transforming the model parameters. There
have been four major techniques to accomplish this: adaptation, interpolation, eigenvoice, and
multiple regression, cf. ( ). Besides, unit-selection synthesis usually requires var-
ious control parameters to be manually tuned. Statistical parametric synthesis, on the other
hand, has few tuning parameters because all the modeling and synthesis processes are based
on mathematically well-defined statistical principles ( , ).

The major disadvantage of statistical parametric synthesis against unit-selection synthesis
is the quality of the synthesized speech. The three degrading quality factors are: (i) vocoders
(i.e. synthetic speech of a basic HMM-based TTS system sounds buzzy with a mel-cepstral
vocoder with simple periodic pulse-train or white-noise excitation), (ii) acoustic modeling
accuracy (from which speech parameters are directly generated) and (iii) over-smoothing (i.e.
detailed characteristics of speech parameters are removed in the modeling part and cannot be
recovered in the synthesis part). Many research groups have contributed various refinements
to achieve state-of-the-art performance of HMM-based speech synthesis (cf. ( )
for details).

1.4 Vietnamese language

Vietnamese, the official language of Vietnam, belongs to the Mon-Khmer branch of the Aus-
troasiatic family. The majority of the speakers of Vietnamese are spread over the South East
Asia area as well as by some overseas, predominantly in France, Australia, and the United
States ( , ). The pronunciation of educated speakers from Hanoi, the capital of
Vietnam, in general, is the most widely accepted as a sort of standard ( , ).

Vietnamese text is written in a variant of the Latin alphabet (chit qubc ngit) with ad-
ditional diacritics for tones, and certain letters. This script has been existing in its current
form since the 17th century, and has become the official writing system since the beginning
of the 20th ( , ). However, there are a number of characteristics of Vietnamese
that distinguish it from occidental languages.

First, Vietnamese is a tonal language, in which pitch is mostly used as a part of speech,
changing the meaning of a word/syllable. There are six different lexical tones in the writing
system, each tone can contribute to the creation of the morpheme and the meaning of a
word/syllable, e.g. “ba” (father)—level tone, “ba” (grandmother)— falling tone, “ba” (residue)
- broken tone, “ba” (bait) — curve tone, “ba” (aunt) — rising tone, “ba” (strengthen)— drop
tone. The tones make the Vietnamese language have a musical characteristic; make sentences
rhythmic and melodious ( , ).
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Second, Vietnamese is an “inflectionless language in which its word forms never change”.
Vietnamese lacks morphological markers of grammatical case, number, gender, tense, and
hence it has no finite/non finite distinction. In other words, Vietnamese words do not change
depending on grammatical categories, e.g. “ban” is the same for singular and plural (in
contrast to “student” and “students” in English), the same for male and female (in contrast
to “ami” and “amie” in French). .. This inflectionless characteristic makes a “special linguistic
phenomenon common in Vietnamese: type mutation, where a given word form is used in a
capacity that is not its typical one (a verb used as a noun, a noun as an adjective. .. ) without
any morphological change. For example, the word ”yéu“ may be a noun (the devil) or a verb
(to love) depending on context” ( , ).

Third, Vietnamese is a non-affix language in contrast to the means of generating antonyms
in English /French by the prefixes “im-", “ir-”, “un-", e.g. “impolite”, “unreadable”, “irregu-
lar”... That is to say Vietnamese word structure does not use the affixes (prefixes, suffixes
or infixes) ( , ).

And fourth, Vietnamese is an isolating language, the most extreme case of an analytic
language, in which the boundary of syllable and morpheme is the same, each morpheme is
a single syllable. Each syllable usually has an independent meaning in isolation, and poly-
syllables can be analyzed as combinations of monosyllables ( , ). Hence, a syllable
in Vietnamese is not only a phonetic unit but also a grammatical unit ( ) ). Lex-
ical units may be formed of one or several syllables, always remaining separate in writing.
Although dictionaries contain a majority of compound words, monosyllabic words actually
account for a wide majority of word occurrences. This is in contrast to synthetic languages,
like most Western ones, where, although compound words exist, most words are composed
of one or several morphemes assembled so as to form a single token ( ) ). Some
examples can be found in different languages are presented in Example 1.

Example 1 Syllables, morphemes and words in English, French and Vietnamese ( ,

)

e In English: The word “unladylike” has three morphemes (un)(lady)(like) and four syl-
lables (un)(la)(dy)(like), while the word “dogs” has two morphemes (dog)(s) and one
syllable.

e In French: The word “école” (school) has two syllables (é)(cole) and one morpheme,
while the word “vendeur” (seller) has two syllables (ven)(deur) and two morphemes
(vend-eur).

e In Vietnamese : The sentence “Dep v6 cling t6 qubc ta cil” (How beautiful our country
is!) has seven morphemes, seven syllables: (Dep)(vo)(cling)(td)(qudc)(ta)(ai), and five
words including three mono words: (dep), (ta), (oi) and two compound words: (v6 cling),
(t6 quéc).

Fifth, the Vietnamese language has adopted quite many words from foreign languages,
such as tiéng Han (Chinese) and French. For example, the words “dau tranh” (struggle), “giai
cAp” (class), “nhan nghia” (benevolent and righteous) are tiéng Han, while “nha ga” (gare),
“xa phong” (savon), “ca phé” (café) are French ( , ).

And finally, Vietnamese is a “quite fixed order language, with the general word order
SVO (subject-verb-object)”. As for most languages with relatively restrictive word orders,
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Vietnamese relies on the order of constituents to convey important grammatical information

( , 2010)

1.5 Current state of Vietnamese TTS

Vietnamese TTS recently has been receiving more attentions due to its’ necessity in real-life
applications.

The Sao Mai Vietnamese reader (or ‘Sao Mai voice’ for short) of the Sao Mai Vocational
and Assistive Technology Center for the Blind®, Ho Chi Minh city is considered the first
(2004) and most common software on Windows for the blinds due to its ease of use. This
project came from a World Bank prize in the competition of the Vietnam 2003 Innovation
Day ( , , ). The concatenative synthesis was adopted for the synthesis engine
of ‘Sao Mai voice’. Syllables were chosen as speech units. The syllable corpus of this software
included about 16.000 syllables (isolately recorded): more than 7000 Vietnamese words and
nearly 9000 loanwords.

However, the main disadvantages of the Sao Mai voice are: (i) the low quality of synthetic
speech (ii) the different voices for different text encodings. Two main reasons for its low quality
are (i) the low-quality recording environment of corpus (from 1990s) (ii) the discontinuity
at join points between isolately-recorded syllables. Since Vietnamese is a tonal language, the
synthetic voice has more discontinuity issues with intonation (e.g. “out-of-tune”). Although
the quality of this software is not good, it is still mainly used by the Vietnamese blinds on the
platform of Windows until now. The reasons were found as follows: (i) it can be compatible to
support any applications on Windows (ii) it can be integrated to JAWS?, the most popular
screen reader (in English) for the Vietnamese blind (iii) it facilitates the Blinds to follow the
content of text on screen or applications, such as reading by characters, by syllables (iv) there
is currently no better Vietnamese TTS system targeting the blinds ( , ).

There have been a few other works on Vietnamese speech synthesis using formant or
concatenative synthesis techniques ( , , ) or ( ).
The Hanoi Vietnamese dialect was chosen for both studies. In the work of D6 Trong Ta
( , , ), a Vietnamese TTS system (VieTTS) was built as a parametric
and rule-based speech synthesis system. Fundamental speech units of this system were half-
syllables with the level tone. VieTTS uses a source-filter model for speech production and
a Log Magnitude Approximation (LMA) filter as the vocal tract filter. Tone synthesis of
Vietnamese was implemented by using FO patterns and power pattern control. The second
work ( , ) integrated the Fujisaki model ( , ) into VnVoice,
a concatenative Vietnamese TTS system, based on a set of rules to control the FO contour. In
general, the quality of the synthetic voices of VieT'TS and VnVoice were acceptable but still
had limitations of formant or concatenate synthesis techniques. The work of
( ) had a better quality but still met problems in controlling FO and duration.

Since Vietnamese is a tonal language with a number of lexical tones, we face a great
challenge in building a high-quality T'TS system. In the following subsections, we will present
state-of-the-art work on Vietnamese TTS, using unit selection and HMM-based synthesis
techniques.

8. http://www.saomaicenter.org/vi/tts/
9. http://www.freedomscientific.com/Products/Blindness/JAWS
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1.5.1 Unit selection Vietnamese TTS

Tran D6 Dat ( ) ) built a unit-selection TTS system for Hanoi Vietnamese using
di-phones and half-syllables as speech units, called ‘HoaSung’ (means “water-lily flower”).
The corpus of HoaSung, called VNSpeechCorpus (hereafter called “VNSP” for short), was
collected and filtered by different resources (e.g. stories, books, and web documents) from
websites. It included various types of data: words with six lexical tones, figures and num-
bers, dialog sentences and short paragraphs. It comprised about 630 sentences in 37 minutes,
recorded by a TV broadcaster from Hanoi. The CART model was chosen to construct a dura-
tion template ( , ), and the Time-Domain PSOLA (TD-PSOLA) algorithm was
adopted for manipulating the pitch and timing of speech units. A linguistic feature set built
for modeling units duration included: (i) phonetic features, e.g. articulation place/manner,
positions of phonemes, (ii) context-based features: e.g. preceding/succeeding phoneme, posi-
tions of phoneme in the current syllable. An intonation model was proposed to generate the
FO contour of synthetic utterances. This model was built based on the results of the analysis
on relations among factors that influenced the intonation in Vietnamese: (i) the tones that
make up the sentence, (ii) the register of each tone, (iii) the influence of tonal coarticulation
phenomena and (iv) the duration of the syllable ( , ).

The subjective results of HoaSung indicated that the system using half-syllables as speech
units gave a better quality than the one using di-phones. HoaSung can be considered a
quite complete TTS system with a rather high quality synthetic speech. However, we have
found that the phone set of HoaSung did not cover the latest phonology system of modern
Hanoi Vietnamese, such as the merge of [s|] and [g] or the appearance of new phonemes in
loanwords. The main limitations reported in the work of ( , ) were: (i) the inability to
reproduce the important changes in fundamental frequency due to glottalization phenomenon
(ii) the small corpus that was not able to synthesize syllables composed of half-syllables not
in the corpus (iii) the issues in automatic analysis of text such as text normalization, word
segmentation, POS tagger (iv) the lack of FO modeling for sentence modes.

The work of ( ) partly addressed the last problem of HoaSung for yes/no
questions without auxiliary verbs. Compared to the declarative intonation, in this type of
question, the whole FO contour was raised by a number of percentages of the FO mean
(normalized register ratio) and the contour of the final syllable was raised by a number of
percentages of the FO mean (increasing slope) ( ) ). This model was applied to
HoaSung and gave some positive results. However, it did not work well in some particular
final syllable tones, e.g. falling tones, curve tones due to the small analysis corpus. Moreover,
although the duration relates to the FO contour, it was not studied and modeled in this work.

HoaSung was extended using the non-uniform unit selection technique ( , )
to build the second version. The same speech corpus was used, but annotated at the syllable
level with some necessary information such as phonemic elements, tone, duration, energy
and other contextual features. The sentences in the text corpus were parsed into syntactic
phrases, i.e. phrase-trees. In this work, speech units were not anticipatively determined, but
varied according to the availability of the speech corpus. The main idea was to minimize the
number of join points, which put a higher priority to longer available speech units. If there
were lack of samples as syllables or above syllables (e.g. words, phrases) when searching units,
the half-syllable corpus of HoaSung was used. The preliminary perceptual result showed an
improved quality of synthetic speech of the new system. However, the test corpus was not well
designed to cover all instances of combining speech units. Moreover, there was no connection
between the process of choosing speech units as syllables or above and the process of choosing
units as half-phones in calculating target cost and concatenation cost. As a result, the total
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cost was not optimized for utterances needing half-syllables.

‘Voice Of Southern Vietnam’ (VOS) was developed by Vi Hai Quan and his team at the
AlLab 9 Ho Chi Minh University of Science. This system was first built using concatenative
synthesis with phrases as speech units ( , ). The latest version of VOS used
non-uniform unit selection synthesis with speech units as syllables or above and a very large
corpus, a typical speech of the Southern dialect of Vietnam. The quality is better in the
limited domain (e.g. football commentaries), which has only a few number of concatenation
points. However, transitions between join sections of the waveforms did not sound smooth/-
continuous, especially for utterances synthesized by a number of speech units. This system
targeted to build a new voice reader for the Vietnamese blind, however it has not been used in
real-life due to its usability limitations. To the best of our knowledge, there is no publication
related to the latest version of the system.

A few other Vietnamese TTS systems (e.g. eSpeak'!, vietTalk, vnVoice) have been built
to support Vietnamese blind people in using personal computers or smart phones. However,
most of these systems have been rarely used by blind users because of their drawbacks in
quality and usability. Since 2014, vnSpeak'? has become available as a TTS engine for An-
droid platform. This system adopted the unit selection technique and provided a number
of supporting functions for users to interact with smart phones. This system has received
positive feedback from Vietnamese blind users.

1.5.2 HMDM-based Vietnamese TTS

Many works on HMM-based speech synthesis for the tonal languages have been published,
not only for the standard synthetic speech but also for the speech with different speaking
styles or the expressive speech. For instances, for Mandarin, the work of ( ),
(2010), (2010), (2006), (2013),
( ) focused on basic problems of improving the naturalness of HMM-based synthetic
speech. Mixed-language or bi-lingual speech synthesis was studied in the work of
( ), ( ) while ( , ) worked with expressive speech.
The HMM-based speech synthesis for Thai put attention in tone correctness improvement,
such as the work of ( ), ( ),
( , ), ( ); or in speaker-denpendent/indenpendent in
(2009), (2009).

For the Vietnamese HMM-based speech synthesis, to the extent of our knowledge, there
are only two following main groups: (i) from the Institute of Information Technology (IoIT,
which belongs to the Vietnamese Academy of Science and Technology) ( , )

, , , , ) , ) and (ii) from the Yunnan university,
China ( , ) , ). Both groups followed the core architect of HTS to
develop TTS systems for Hanoi Vietnamese.

We assumed that the first publication on Vietnamese HMM-based speech synthesis was
the work of IoIT ( , ). This system simply applied the HTS for Vietnamese with
the training corpus including 3000 phonetically-rich sentences, semi-automatically labeled at
phoneme-level. Hanoi Vietnamese phonetic and phonology and tonal aspects were considered
when building the phone and feature sets for the system. Features at phoneme, syllable,

10. http://www.ailab.hcmus.edu.vn/

11. http://espeak.sourceforge.net/. This is an open-source speech synthesizer that Google Translate uses
to supports Vietnamese since 2010. Whereas, multilingual well-known TTS systems (cf. Section 1.2) do not
support Vietnamese.

12. http://www.vnspeak.com/
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word (including Part-Of-Speech POS), phrase and utterance level were chosen. There were
additional features of tone types of preceding, current and succeeding syllable, compared
to the feature set of English. This work reported that the intelligibility of the synthetic
utterances is approximately 100%, and the quality of synthesis speech ranges from fair to
good (3.23 on a 5 point MOS scale) through the preliminary evaluations (number of subjects
was not mentioned).

It appears that the work of the group from the Yunnan university ( , ,

, ) also simply adopted the HMM-based synthesis technique for Vietnamese using
the STRAIGHT synthesizer '*. About 600 labeled sentences are used to train the HMM
model. A preliminary evaluation (10 subjects) was carried out with the same conclusion on
the synthetic voice as the work of ( ). To our knowledge, there were no more
studies or experiments for further analysis or improvements.

Several other publications of the first group, IolT, presented a detail implementation of
the HMM-based approach to the Vietnamese TTS with a 400-sentence training corpus

( , ). The preliminary evaluation only aimed at observing the similarity of
spectrogram and pitch contours of natural speech signals and synthetic speech signals. It
seems that those publications did not provide any new work, compared to the first ( ,

).

Further researches of IoIT ( ), ( , ) targeted the same
work, which focused on the importance of prosodic features. Additional intonation features
adopted from English using the ToBI model were used in these studies, including: (i) phrase-
final intonation, and (ii) pitch accent. In the evaluation phase, a MOS test was performed
with a natural reference and two TTS voices: (i) without POS and intonation features (ii)
with POS and intonation features. Results showed that the voice with prosodic features was
about 0.7 higher than the one without those features on 5-point MOS scale. However, there
was no further study on the impact of individual POS or intonation features to the synthetic
voice.

1.6 Main issues on Vietnamese TTS

The initial motivation of this work was to build a high-quality TTS system assisting Viet-
namese blind people to access written text. The scope of this work was then narrowed to
build a high-quality TTS system with unlimited vocabulary. Based on all the above analyses
on the two state-of-the-art TTS techniques, the HMM-based approach was chosen to build a
TTS system for Vietnamese. Beside the predominance on general quality, footprint and ro-
bustness; there exists a core part from HTS, and a number of supporting platforms to build
an HMM-based TTS system.

This section gives main issues that we encountered during the realization of our TTS
system. General solutions of this research for these issues are also introduced.

1.6.1 Building phone and feature sets

In HMM-based speech synthesis, many contextual features (e.g., phone identity, locational
features) are used to build context dependent HMMs. However, due to the exponential in-
crease of contextual feature combinations, a decision-tree based context clustering is the most
common technique to cluster HMM states and share model parameters among states in each
cluster. Each node (except for leaf nodes) in a decision tree has a context related question.

13. http://www.wakayama-u.ac.jp/~kawahara/STRAIGHTadv/index_e.html
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Acoustic attributes of phonemes or contextual features are used to build questions, such as
“Is the current phoneme a semivowel?”, “Is the previous phoneme voiced?”. Hence, there is
a need build a proper acoustic-phonetic unit set to develop an HMM-based TTS system for
a specific language. This unit set is also essential for the automatic labeling of a training
corpus, in which it is used to model and to identify clear acoustic events, which an expert
phonetician would mark as boundaries in a manual segmentation session.

Due to the automation in HMM clustering, the semantics of the contextual features (e.g.
the importance or the weight of these features) may not be well considered. Hence, some
crucial features of Vietnamese, such as lexical tones, may do not have proper priorities in
building decision tree, which may lessen the impact of these features on improvement of
the synthetic speech quality. To our best of knowledge, in other work or for other tonal
languages, lexical tones may be explicitly modeled in a TTS system ( ,

)( , )( , ). In the Thai language, tone correctness
of the synthetic speech may be improved by investigating the structures of the decision tree
with tone information in the tree-based context clustering process of the HMM-based training
( , 2008)( | 2012)( ,2014).

To address above issues for Vietnamese TTS, in this work, we built an acoustic-phonetic
unit set in tonal context, in which a new speech unit was proposed for an allophone with
respect to lexical tones, called “tonophone”. The lexical tones hence might have been “mod-
eled” with a highest priority in the context clustering process of the HMM-based training.
Furthermore, previous Vietnamese T'TS systems were mostly developed for Hanoi, a standard
Vietnamese dialect. However, the phonetic analysis of those works did not cover the latest
phonology system of modern Hanoi Vietnamese, such as merging [s] and [s] or appearance
of new phonemes in loanwords, such as the initial consonant [p]. In this research, a complete
acoustic-phonetic tonophone set was built on the basis of a literature review on the latest
phonetics and phonology of modern Hanoi Vietnamese.

1.6.2 Corpus availability and design

Several works on Vietnamese speech corpus were presented, but mainly for speech recognition
( , , , ) , , , ). These works did not focus
on designing the text corpus, but on collecting/recording the speech corpus, as well as on
selecting speakers or on automatic alignment.

In the work of ( ), a corpus for a unit selection TTS system was collected from
different resources from the Internet (e.g. stories, books, web documents), and manually
chosen by experts. It included 630 sentences with various types of data: words with six
lexical tones, figures and numbers, dialog sentences and short paragraphs. However, due to
the small size, this system was not able to synthesize a number of syllables composed of half-
syllables not in the corpus. The work of ( ) reported a 3000-sentence training
corpus composing phonetically-rich sentences for spoken Vietnamese. Moreover, that corpus
is not available for other researchers. Other studies reported several-hundred-sentence corpora
without any investigation or design ( , )( , )( , ).

As a result, to the best of our knowledge, we assumed that there lacks a work on analysis
and design of a text corpus for Vietnamese TTS. Since Vietnamese is a tonal language,
the training corpus should not only cover phonemic context (e.g. di-phones) but also tonal
context. Based on other works on corpus design, we investigated on design phonetically-
rich and -balanced corpora for Vietnamese TTS using a huge raw text crawled from various
sources. A training corpus for an HMM-based TTS system was designed to cover 100% di-
tonophones (i.e. an adjacent pair of “tonophones”).
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1.6.3 Building a complete TTS system

The work of ( ) presented a complete architecture of Vietnamese concatenative
TTS, which composes of both high-level and low-level speech synthesis. However, there were
still numerous issues in automatic analysis of text such as text normalization, word segmen-
tation, or POS tagger. To our best of knowledge, most of previous research on HMM-based

Vietnamese TTS ( , )( , )( , )( , )
adopted HTS (HMM-based Speech Synthesis System) 14 framework for experiment. They pre-
sented only the core architecture from HTS ( , ), which mainly presents training

and synthesis parts. All processes in these two parts can be performed using existing tools
from HTS or other frameworks. However, the text analysis or the natural language processing
part was not investigated in detail.

Although Vietnamese is an alphabetic script, there existed issues in automatic text anal-
ysis in the high-level such as text normalization, word segmentation, POS tagger due to a
number of the language’s distinguishable characteristics from the occidental languages. Spaces
and punctuations in the occidental languages can be used as the main predictors of word seg-
mentation, yet in Vietnamese, there is no word delimiter or specific marker that distinguishes
the boundaries between words. Blanks are not only used to separate words, but they are also
used to separate syllables that make up words. Moreover, the Vietnamese language creates
complex words by combining syllables that most of the time possess an individual meaning.
As a result, there are ambiguities in word segmentation that need to be addressed. Real texts
in Vietnamese often include many Non-Standard Words (NSW) that one cannot find their
pronunciation by using “letter-to-sound” rules (e.g. numbers, abbreviations, date). In addi-
tion, there is a high degree of ambiguity in pronunciation (higher than for ordinary words)
so that many items have more than one plausible pronunciation, and the correct one must
be disambiguated by context. This raises a real problem in text normalization. Vietnamese is
an “inflectionless language in which its word forms never change”, regardless of grammatical
categories, which leads to a special linguistic phenomenon common in Vietnamese, called
“type mutation”, where a given word form is used in a capacity that is not its typical one
(a verb used as a noun, a noun as an adjective...) without any morphological change” (

, ). This property introduces a huge ambiguity in POS tagging.

In this work, we presented a complete architecture of an HMM-based T'TS system, com-
posing three parts: natural language processing, training and synthesis part. Constituent
modules in the natural language processing part were investigated and constructed. As a
result, a complete HMM-based TTS system for Vietnamese was built in this work.

1.6.4 Prosodic phrasing modeling

HMM-based speech synthesis provides a statistical and machine learning approach, in which
speech parameters and contextual features are force-aligned to build trained models. Each
HMM also has its state-duration distribution to model the temporal structure of speech. As
a result, prosodic cues such as intonation, duration can be well learned in context. This con-
siderably increases the naturalness of the synthetic voice. The remaining problem in prosodic
analysis is prosodic phrasing, including pause insertion and lower levels of grouping syllables.
In an HMM-based TTS system, a pause is considered a phoneme; its duration hence can be
modeled. However, the appearance of pauses cannot be predicted by HMMs. Lower phrasing
levels above words may not be completely well modeled with basic features.

14. http://hts.sp.nitech.ac.jp/
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As aforementioned, the “type mutation” property of Vietnamese introduces a huge ambi-
guity in Part-Of-Speech (POS) tagging, hence in automatically identifying function or content
words. As a result, although function words in occidental languages are good candidates to
predict boundaries of prosodic phrasing, they may not be effectively used in automatic TTS.
Besides, punctuations cannot be used as an only clue for pauses or breaks when reading
Vietnamese text. Both syllables and words in Vietnamese are separated by spaces; hence it
is not easy to determine the word boundaries. Vietnamese input text thus is a sequence of
syllables, separated by spaces. This leads to a big issue in prosodic phrasing in Vietnamese
TTS, which may need higher-level information from text — syntax.

Due to the constraint with the lexical tones, the utterance-level intonation in Vietnamese
language might be less important in prosodic phrasing than that in other intonational lan-
guages (e.g. English, French). In this research, we aimed at prosodic phrasing for the Viet-
namese TTS using durational clues alone.

1.6.5 Perceptual evaluations with respect to lexical tones

We assumed that the lexical tones were important not only in building but also in evaluating
TTS systems for Vietnamese. However, most related works carried out the MOS and/or
intelligibility test, which were used for any language, to evaluate the quality of Vietnamese
TTS systems. There is a lack of an investigation of perceptual evaluations with respect to
lexical tones.

In this work, beside some traditional perception tests (e.g. MOS test), tone intelligibility
test was designed and performed for evaluating continuous synthetic speech of our TTS
system. This test asked subjects to identify the most likely syllable they heard among a
group of syllables bearing different tones in an utterance. A tone confusion pattern was also
discussed for relations of tones. The intelligibility test was also carried out with a Latin square
design, which eliminated the issue of duplicate contents of stimuli. The error rate of the tone
level was also investigated.

1.7 Proposition and structure of dissertation

As aforesaid, this work targets to design and implement a high-quality Vietnamese TTS
system using HMM-based approach. The major contributions are the following:

e Proposing a new approach in building a tonophone set (i.e. allophones with respect to
lexical tones) for Vietnamese TTS, based on the literature review on the Vietnamese
phonetics and phonology;

e Designing and recording a new corpus, called VDTS (Vietnamese Di-Tonophone Speech),
to cover both phonemic and tonal contexts for Vietnamese TTS systems;

e Designing an entire architecture (including a complete text analysis/natural language
processing phase from text normalization, word segmentation, POS tagging, G2P con-
version) and a contextual feature set for an HMM-based Vietnamese TTS system;

e Building VTED (Vietnamese TExt-to-speech Development system), an HMM-based
Vietnamese TTS system, following the proposed design and the new corpus VDTS;

e Proposing and evaluating a novel prosodic phrasing model using syntactic blocks (with
an automatic Vietnamese syntactic parser) to improve the rhythm of the synthetic voice
of VTED;
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e Designing, carrying out and analyzing various perceptual evaluations of VTED includ-
ing MOS test, Intelligibility test, Tone intelligibility test, and Pair-wise comparison
test.

The rest of this dissertation is organized as follows.

Chapter 2 presents our literature review on phonetics and phonology of the modern Hanoi
dialect of Northern Vietnamese (Hanoi Vietnamese). Different opinions on Vietnamese sylla-
ble structure are discussed; the final chosen hierarchical structure with elements is induced.
The phonology and tone system of modern Hanoi Vietnamese language are then described
in this chapter. Four main results essential in building and evaluating a Vietnamese T'TS
system as well as designing corpus are described: (i) a set of grapheme-to-phoneme rules, (ii)
the Vietnamese phone set regarding lexical tones, in which a new speech unit was proposed:
a tonophone, (iii) the acoustic-phonetic tonophone set, which provides acoustic attributes for
each segment, and (iv) PRO-SYLDIC, an e-dictionary with transcriptions of all pronounce-
able syllables in the language.

The proposal of corpus design for Vietnamese T'TS is shown in Chapter 3, in respect to
phonemic and tonal contexts. This corpus was recorded in a controlled well-equipped studio
and pre-processed for a T'TS system.

In Chapter 4, a novel prosodic phrasing model using syntactic blocks, syntactic links
and POS are described. The chapter then describes the evaluation of the pause prediction
performance using Precision, Recall and F-score. Due to the importance of syntax to prosodic
phrasing, syntax theory, Vietnamese syntax and Vietnamese syntactic parsing are also covered
in this chapter (details are described in Appendix A). Automatic syntactic parsing approaches
and several parsing types for the adopted Vietnamese syntax parser are also discussed in this
appendix. This chapter also gives an introduction to another proposed prosodic phrasing
model using syntactic rules, which is presented in detail in Appendix B.

Chapter 5 first gives an introduction to HMM-based speech synthesis as well as its main
processes, i.e. parameter modeling, parameter generation, vocoder. A design as well as the
phone and feature sets of a complete Vietnamese HMM-based TTS system are then presented.
This chapter then describes the implementation of such a system — VTED — under the
platform of Mary TTS. Several synthetic voice versions of VTED using different training
corpora and/or feature sets for the perceptual evaluations are provided.

Chapter 6 shows our design and implementation of different perception tests on VTED.
The perceptual results are then statistically analyzed for each test. Some GUI test screens
and examples of test corpus are illustrated in Appendix C. A summary of the work is given
in Chapter 7, which depicts several perspectives of this research.
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2.1 Introduction

Vietnamese, the official language of Vietnam, is spoken natively by over seventy-
five million people in Vietnam and greater Southeast Asia as well as by some two
million overseas, predominantly in France, Australia, and the United States. The
genetic affiliation of Vietnamese has been at times the subject of considerable
debate (...). Scholars (...) maintained a relation to Chinese, while

( ), despite noting similarities to Mon-Khmer, argued for an affiliation with
Tai. However, at least since the work of ( ), most scholars now
agree that Vietnamese and related Vietic! languages belong to the Mon-Khmer
branch of the Austroasiatic family.

—( , , p. 381)—

Studying the Vietnamese language, especially its phonetics and phonology, is necessary to
understand a language as a means of communication between people; hence plays important
roles in speech processing. This chapter recapitulates the phonetic and phonology of the
modern Hanoi, which is widely considered as the standard language of Vietnamese.

Section 2.2 presents some discussions of different scholar and finally gives our conclusion
on Vietnamese syllable structure. The phonological system of Hanoi Vietnamese is described
in Section 2.3 while the lexical tones are discussed in Section 2.4. Based on this literature
review, main grapheme-to-phoneme rules are provided in Section 2.5. In Section 2.6, tono-
phone, a new speech unit i.e. a phone concerning a corresponding lexical tone, is introduced.
The construction of the Vietnamese tonophone set with acoustic attributes is described. Sec-
tion 2.7 gives an analysis of Hanoi Vietnamese rhymes and syllable orthographic rules in
order to build an e-dictionary with transcriptions of pronounceable syllables. Those results
were used for building our T'TS system as well as designing corpora.

The convention of phonetic notation in this work is adopted from the study of
( ). In order to distinguish phonetic transcription from orthographic and other sym-
bols, phonetic symbols are enclosed in square brackets, e.g. the orthographic representation
“trang” in Vietnamese (enclosed in double quotes) will be transcribed phonetically as [teay)]
(without a lexical tone) or [tcay-1] (with a lexical tone — level tone 1). This notation is actu-
ally transcribed for phonetic realization of phonemes, i.e allophones — “members of a given

phoneme” ( , , p- 42), called “allophonic transcriptions”. Whereas, the choice of
symbols in a phonemic transcription, enclosed in slant brackets, is limited to one symbol per
phoneme (e.g. /a/) ( , , p- 550). To give a better illustration for examples, English

meanings of Vietnamese syllables/words are provided and enclosed in round brackets and
in italic format, e.g. in “trang” (moon). Phonemes, allophones, phones and are represented
using symbols of the International Phonetic Alphabet (IPA).

2.2 Vietnamese syllable structure

The analysis of syllable structure has a direct bearing on the analysis of the phonemic system:
numerous nucleus/vowels, combination of glide and vowel, and also central for a tone system.

1. The Vietic branch is sometimes referred to as Viét-Mudng, although this latter term is also used to refer
exclusively to a sub-branch of Vietic containing Vietnamese and Mudng.
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In this section, several discussions on Vietnamese syllable structure are provided, and the
concluded structure for Vietnamese syllables is presented.

2.2.1 Syllable structure

In Vietnamese, as presented in the previous section, the boundary between a phonetic unit
(syllable) and a grammatical unit (morpheme) is the same. This characteristic cannot be
found in inflectional languages, e.g. Indo-European languages. In addition, each syllable in
Vietnamese has a stable and complete structure composed of perceptually distinct units of
sound, i.e. phoneme. As a result, the role of syllables in Vietnamese is much different from
that in Indo-European languages.

Syllable structure in Vietnamese permits “only single consonants in onset and coda po-

sitions, and a single vowel or a diphthong in the nucleus” ( , ). Most researchers
preferred the hierarchical structure of Vietnamese syllables ( , )( , )(
, )( , ), however there are different ideas on composite parts and their

relationship. Topical issues in this section include (i) the appearance of “medial” part, (ii)
the presence of rhyme, (iii) the role of lexical tones in Vietnamese syllable structure.

Syllable Syllable
/\ /\
Onset Rhyme Onset Rhyme
(C) (w) Nucleus Coda (C) Nucleus Coda
V) v (©) (w) V. (V) (C)
(a) /w/ in onset by ( ) (b) /w/ in nucleus by ( )
Figure 2.1 — The position of “medial” /w/ in Vietnamese syllables: (a) ( ) and

(b) (2004)

Medial. There is one apparent complication the so-called “medial”, i.e. a glide, a /w/ that

may appear between an onset and a nucleus. Scholars such as ( ) provided an
analysis on the basis of a moraic approach for Vietnamese syllables to argue that the glide /w/
is preferred to be in nucleus, not in onset — in contrast with the work of ( ),

illustrated in Figure 2.1. Moreover, Vogel reinforced the proposal by giving some examples
of a type of a word game: “Néi 14i”, which “exchanges different parts of syllables in word
sequence to form a sort of spoonerism”. On the basis of possibilities manifested in this game,
the “medial” is always actually exchanged along with the nucleus, not the initial (Example
2). Vogel’s arguments, however, are strong supports for a claim that the “medial” is not part
of the onset, but not enough to affirm that it belongs to the nucleus or another crucial part
in the hierarchical structure of Vogel — rhyme. A good reason to analyze the medial /w/
as a part of rhyme is that it can appear in onset-less syllables in Vietnamese, such as “oan”
[wan| being victim of a glaring injustice, or “uyén” |[wion] in "uyén bdic" — erudite.

Doan Xuan Kién ( , ) also considered that the glide /w/ is not in onset, but
controverted the existence of “medial” in the structure. The scholar argued that the medial
should be considered a “semi-vowel” instead of a part of the structure, and adopted the
hierarchical structure of Vietnamese syllable, without rhyme. Poan Xuan Kién concluded
that there is no persuasive argument on phonetics and phonology for the big role of rhyme



2.2. VIETNAMESE SYLLABLE STRUCTURE 53

Example 2 The game “N6i 14i” with the origin word: “Tuyén b6” [twien Bo] ( ,

)

e Switching the onset node: [twien bo] = [Bwien to]

e Switching the rhyme node: [twien 60| = [to Hwien]

on the structure of Vietnamese syllables and that exist four parts in this structure: initial,
nucleus, ending, and tone (no rhyme). However, rhyme does exist in the hierarchical structure
of ( ), which, as aforesaid, plays an important role in the “Noéi 14i” game
(switching elements of syllables).

Syllable
Tone Initial Rhyme Tone
Initial - - . .
Medial | Nucleus | Ending Medial Nucleus Ending
Figure 2.2 — The hierarchical structure of Vietnamese syllables by ( )
Rhyme. Doan Thién Thuét ( , ) presented main parts in the structure of Vietnamese

syllables illustrated in Figure 2.2. The scholar also preferred the hierarchical structure and
affirmed the importance of rhyme in the structure of Vietnamese syllables with some analyses
on the basis of a moraic approach to the syllables or some word games such as “néi 14i”, “iéc
hod”, “lay” or “gieo van”, illustrated in Example 3.

In the game “-iéc héa”, a variant of a word in oral conversation is created by adding
a new syllable composed of the initial consonant of the original syllable and the rhyme
/iek/, e.g. origin syllable: “todn” [twan] = new word: “todn tiéc” [twan tiek] (math). “Lay”
(reduplication) is the process of creating a new word (called “tit ldy” - reduplicated word) by
repeating either a whole syllable or part of a syllable. Reduplication in Vietnamese can be
applied on initial consonants, e.g. “nhat nhéo” [pat new| (insipid); rhymes, e.g. “lung tung”
[luy tuy] (in utter disorder); or both of them, e.g. “téo teo”, [tew tew] (Ziny). In Vietnamese
poems, it is common to find repeated rhymes (strictly following prosody) of verses’ syllables,
i.e. “gieo van”.

The analysis of “DPoan Thién Thuat” mentioned the equivocal characteristic of medial,
which raises the ambiguity that the medial is a part of initial or rhyme. However, the number
of instances proving that the medial belonging to the initial are uncommon. For instance, in
“.iéc hod”, “toan tuyéc” [twan twiek] (math), in which the repeated parts are initial+medial
/tw/, is much less popular than “todn tiéc” [twan tiek], in which only the initial /t/ is re-
peated. The reduplicated word “lan quan” [1¥n kw¥n] (hover about), in which only the nucleus
and the rarfinal consonant — not the whole rhyme are the repeated parts, is less popular than
“luan quan” [lw¥n kw¥n], in which the whole rhyme iterates. In “gieo van”, “qua” [kwa]
and “ma” [ma], in which the repeated part is only nucleus — not the whole rhyme, is a rare
example. Based on those analyses, the medial is finally concluded that it is a part of rhyme.

Lexical tones. The last, but important and typical issues of the Vietnamese syllables, are
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Example 3 The game “-iéc hod”, “lay”, “gieo van”

e “iéc hoa”: Rhyme is replaced by “iéc” /iek/ to make a variant of a word in oral
conversations, e.g. “todan” [twan] = variant of word: “toan tiéc” [twan tiek] (math);
“khoan” [xwan]| = variant of word: “khoan khiéc” [zwan ziek] (to drill)

e “lay”: Reduplication of a whole syllable or part of a syllable

— Reduplication of the initial, e.g. “nhat nhéo” [pat pew| (insipid), “ménh mong”
[men moy] (spacious).

— Reduplication of the rhyme, e.g. “lung tung” [luy tuy] (in utter disorder), loat
chodt [lwat tewit] (little).

— Reduplication of both initials and rhymes (with or without tone), e.g. “téo teo”,
[tew tew] (tiny), xinh xinh [sip sip| (cute).
e “gico van”: Repeating rhymes of syllables of verses in a poem (strictly following
prosody):

Ao thu lanh 1éo nude trong veo ([vew])

Mot chiéc thuyén cau bé téo teo ([tew])

Séng biéc theo lan hai gon ti

L& vang trude gié sé dua veo ([vew])

(The poem “Thu diéu” of the author Nguyén Khuyén).

lexical tones and their interaction with other parts in the structure. Some researchers (L.,

)( , )( , ) either did not mention or did not consider Viet-
namese tones to be a constituent of syllable structure, since they are not segments and hence
cannot be treated as phonemes. However, most scholars such as ( ), ( )
emphasized the role of lexical tones in the Vietnamese syllable structure. Tones were then
treated on a different level from that of segments. In Vietnamese, tones, a mandatory part
of syllables, are crucial factors for distinguishing syllables. For instance, “ba” (father) — level
tone, “ba” (grandmother) — falling tone, “ba” (residue) - broken tone, “ba” (bait) — curve
ton, “ba” (aunt) — rising tone and “ba” (strengthen) — drop tone are distinct syllables with
different meanings.

There are two opinions of the role of tones in a syllable structure: (i) a tone is a prosodic
feature, i.e. bringing melody of syllables, not a component part of syllables. (ii) a tone is a
non-linear part of a syllable, with other linear parts. The first one is a typical characteristic
of polysyllabic languages, where all phonemes are sequentially combined. The melody of
syllables can be changed based on contexts. However, a Vietnamese syllable can only bring
one stable tone, which makes it different from other syllables. The contribution of each tone
could construct the morpheme and meaning of syllable. It is not advisable to arbitrarily
modify the tone of a syllable, which may lead to its destruction or falsification.

We concluded that for the relationship amongst the main parts of the structure, tones are
non-linear or suprasegmental, i.e. covering and adhering to the whole or a part of syllable,
while other parts of syllable are “linear” or segmental, i.e. continuously sequenced distinct
segments ( , ). Tones appear simultaneously with segmental phonemes to construct
a complete structure of syllables. Tones in Vietnamese syllable structure play a typical and
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distinguishable role to express perfectly a fully-constituted entity from intonational languages
e.g. Indo-European languages.

Doan Xuan Kién discussed about the impact of the tone on the nucleus or on the syllable.
Some scholars such as e ( ) believed that Vietnamese tones mostly adhere to the nucleus,
meanwhile others to the whole syllable (Cao, )( , ). Tran D6 Dat and his team
( , ) did a perception test using Diagnosis Rhyme Test (DRT) method to
discover the effect of the tone on the Vietnamese syllables. The study affirmed that the
initial consonant does not carry the information of the tone, and does not take part in the
construction the tone of the syllable. As a result, the impact of the Vietnamese tones was
concluded only on the rhyme of syllables.

Syllable

/\

Initial Rhyme|Tone
T
Rhyme Medial Nucleus Ending

Initial | Medial \ Nucleus \ Ending ‘ ‘ ‘ |
Tone (C1) (w) \ (C2)

Figure 2.3 — The concluded hierarchical structure of Vietnamese syllables.

From all analyses of previous researches on the structure of Vietnamese syllables, we
present the hierarchical structure as shown in Figure 2.3. There are two main parts in a syl-
lable: an initial consonant and a rhyme. A tone appears simultaneously with three segmental
elements of rhyme, i.e. medial, nucleus and ending. The nucleus and tone are compulsory
while others are optional. As a result, the syllabic structure is (C1)(w)V(C2)+T, where C1
is an initial consonant, w is the semi-vowel /w/, V is a vowel or a diphthong, C2 is a final
consonant or a semi-vowel /w j/, and T is a tone (1-4, 5a, 5b, 6a, 6b).

2.2.2 Syllable types

Based on the concluded syllable structure, it can be said that there are 8 structure-based types
of Vietnamese syllables, illustrated in Table 2.1. The nucleus is mandatory, hence combined
with other optional elements to form 8 groups: (i) nucleus alone (ii) initial+nucleus (iii)
medial4+nucleus (iv) nucleus+ending (v) initial+medial4+nucleus (vi) initial4+nucleus+ending
(vii) medial4+nucleus+ending (viii) initial+medial4nucleus+ending.

Table 2.1 — Structure-based types of Vietnamese syllables

RHYME
INITIAL Medial \ Nucleus \ Ending Examples

% “a” Ja-1/ (ah), “0” /¥-3/ (keep warm)

v \% “14” /la-5a/ (leaf), “chd” [tex-2/ (wait)
v \ “oe” [/we-6a/ (retch), “uy” [wi-1/ (prestige)

v v “ich” /ik-6b/ (helpful), “Ay” /¥-ba (this)
v v v “loé” [lwe-6a/ (flash), “qud” /kwa-5a/ (over)
v v v “treo” [teew-6a/ (sprain), “nhan” /pan-4 (longan)
v v v v “nhuyén” /nwien-4/ (fine), “soat” /swat-5b/ (check)
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2.3 Vietnamese phonological system

The Vietnamese phonology has been the subject of strong debates and has drawn the attention
of many researchers ( , )( , )( , )( ,

)( ; )( , )( , )( ) ). This work
gives a review of the phonological system for the modern Hanoi Vietnamese.

2.3.1 Initial consonants

Table 2.2 presents our adoption with 19 initial consonants for the modern Hanoi Vietnamese.
According to ( , D. 382), although some previous treatments such as
( ) recognized an unaspirated, unaffricated palatal stop /c/, in the speech of many younger
Vietnamese native speakers from Hanoi, this segment is consistently realized as an affricate
[te]. In the initial position, during the production of both the palatal nasal [n] and the palatal
affricate [t¢] are produced, the “tongue body contacts the alveolar or post-alveolar region”.
Numerous instances for initial consonants in the modern Hanoi Vietnamese are presented
in Example 7. In this dialect, the phonemes “ch-" /c/ and “tr-” /t/ (the first item in Exam-

ple 7) are “pronounced alike” ( ) ) and “completely merged in modern Hanoi
Vietnamese” to [tg] although some varieties of Vietnamese maintain a distinction in the pho-
netic realizations of orthographic “ch-” and “tr-” ( , ). This habit was also taken

[43

with two other sets of phonemes: “x-” /s/ and “s-” /s/ are merged to [s] (the second item
in Example 7), and “d-” /z/, “gi-” /z/ and “r-” /r/ are pronounced the same as [z] (the
third item in Example 7). Examples in the four last items illustrate the rest of the initial
consonants in Hanoi Vietnamese.

Table 2.2 — Hanoi Vietnamese initial consonants

W Labial Coronal Dorsal

Bi- Labio- Glottal
Place of articulation labial dental Dental | Alveolar | Palatal | Velar
Stop/Plosive p b t tR d k

Nasal m n n 1

Affricative te

Fricative f v S 7 x yl|h
Lateral-approximant 1

In a smaller number of loanwords (mainly French or proper names from a number of
languages), /p r s/ occur, e.g. “pé-dan” [pe dan| (pédale in French), “ga-ra” [ga ra| (garage
in French). Hence, the /p/ is then adopted as a new phoneme in our work. However, the /r/
is mostly realized as [z] although some speakers, especially young ones who can speak foreign
languages, maintain [r] for those loanwords. As a result, the /r/ is not in the initial consonant
set of our TTS system.

2.3.2 Final consonants

Hanoi Vietnamese allows eight phonemes in the final position: three unreleased voiceless
obstruents /p t k/, three nasals /m n 1/, and two approximants /j w/? ( , ). In the
final position, /t n/ are “canonically alveolar”.

2. “Whether these segments are transcribed as final approximants /j w/ or as semivowels is largely a matter
of analytic perspective. From a phonological standpoint, these segments may be regarded as approximants
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Example 4 Initial consonants in the modern Hanoi Vietnamese

e “ch” and “tr”: “cha” [tea] (father) “tra” [teca] (look up)

o “x” and “s”: “xa” [sa] (far) “sa” [sa] (fall)

e “d”, “gi” and “r”:  “da” [za] (leather) “gia” [za] (increase) “ra” [za] (out)

e “bi” [bi] (marble)  “mi” [mi] (eyelashes)  “fi” [fi] (gallop) “vi” [vi] (tiny)

o “ti” [ti] (breast) “thi” [t"] (compete) “ni” [ni] (this) “ly” [li] (glass)

e “di” [di] (go) “nhi” [pi] (pioneer) “nghi” [pi] (doubt)  “ky” [ki] (stingy)
e “khi” [xi] (when) “ghi” [yi] (write) “hy” [hi] (in “hy hau” - seldom)

Table 2.3 — Hanoi Vietnamese final consonants

W Labial Coronal Dorsal

Bi- Labio- Glottal
Place of articulation labial dental Dental | Alveolar | Palatal | Velar

Stop p t k

Nasal m n |
Affricative

Approximant w j

Some final consonants have variations in phonetic realization, as described in (

p. 383). Although the stops /gy k/ following /i e €/ have sometimes been phonetically reahzed
as palatal [n c], they are actually pre-velar [g] and [k], with no point of alveolar contact. Fol-
lowing back rounded vowels /u o o/, the velar stops +/k y/ are produced as doubly articulated
labial-velars [kp ym].

In our work, the orthographies

-anh, -ach” are transcribed as [ég] /€k/ since the vowels
are shortened, from /e/ to [€]. Hence, the velar stops /y k/ are realized as pre-velar [y], [k] if

they follows /i e €/. There do exist a few instances of true velars following /e/, e.g. “xéng”
[sey] (shovel) ( , ).

Example 5 Final consonants in the modern Hanoi Vietnamese

e “chich” [teik] (inject) “trach” [tegk] (blame) “chiéc” [teiok] (a unit of)
e “chac” [te¥k] (well) “chéc” [t(;ulgi:)] (instant) “chop” [texp] (flash)

e “chanh” [t(;ér;ﬂ (lemon) “chénh” [tgér;]] (tilted) “trang” [tedy] (moon)

o “trang” [teay] (page) “chung” [teuym] (common) “chum” [teum] (jar)

e “chan” [tecan] (souse) “chao” [teaw]| (swing) “chai” [teaj] (bottle)

For a better illustration of those final consonants with several variations, some instances

(consonants) on the grounds that they may not be followed by another consonant. However, these segments
are articulated somewhat differently from the initial approximants, with a lesser degree of closure” ( ,

).
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can be found in Example 5. The finals of “chich”, “trach”, “chanh”, “chénh” in the first and
the third items of this example are realized as pre-velar: [teik], [te€k], [te€n], [tegn]. Whereas,

the phonetic realization of the finals of “chéc”, “chung” in the second and the forth item are
labial-velars: [teukp|, [teugm]|. Examples in other items have the standard realization as in
the Table 2.3.

2.3.3 Medials or Pre-tonal sounds

A medial is the sound between the initial sound and the nucleus. This element is a lingual
and semi-vowel segment, which impacts the timbre of syllables but has no syllabic charac-
teristic ( , ). Vietnamese has only one medial, transcribed as /w/. This has the
same structure as the vowel /u/, but does not get as a nucleus in syllables. For instance,
in “chot” [teot] (final), [o] is the nucleus of the syllable [teot]. Meanwhile, in the syllables
“choat” [tewat] (small) or “chat” [teit] (decant), [4] is the nucleus and /w/ is the medial
of the syllable [tewat]. The nucleus of a syllable is mandatory and brings the lexical tone in
the orthography (“-6-", “-é—”), while the medial is optional and right before the nucleus that
carries a lexical tone, hence also called “pre-tonal” sounds.

The medial /w/ increases the volume of the syllable and also contributes to the tone of
the syllable ( ) ). With a medial glide /w/, a rhyme is produced with the rounding
of the nucleus. This rounding is transcribed as a superscript [ V] ( , ). The
medial sound hence never precedes the rounded vowels /u 0 0 3/, and never follows the labial
consonants /b m f/ except for loanwords. For instance, in “mua” [muo] buy, the nucleus is
a diphthong /us/ and there is no medial sound; meanwhile in “qua” [kVa] pass away, there
exists a medial sound /V/ and a vowel /a/ as a nucleus.

The orthography of a medial sound is “-u-" if it follows the initial consonant /k/, e.g.
“qué” [k%Ve] (hometown), “quay” [k™&j] (whirl), “quyén” [k™ien] (power) or precedes the close
or close-mid vowels, that is /iio e/, such as “tuy” [tVi] (however), “tuyén” [tVion] (line), “hue”
[h%¥e] (draw). Its orthography is “-o-” if it precedes the open or open-mid vowels, which are
/aa e g/, such as “hoa” [h%Va] (flower), “xoan” [sVan| (curly), “hoe” [hVe] (reddish), “oanh”
[Wég] (oriole).

2.3.4 Vowels and diphthongs

The nucleus is the main and compulsory sound of the syllable. In Vietnamese, the nucleus
is expressed by vowels or diphthongs. Hanoi Vietnamese distinguishes nine long vowels /i e
€aw vy uo o/, four short vowels /€ & ¥ 5/ ( , ) and three falling diphthongs /io
wo uo/ ( , ). Diphthongs have the same function as vowels in the syllable ( ,

) , 2007),

Table 2.4 — Hanoi Vietnamese vowels and diphthongs

Elevation of the tongue Back
Front Central
Position of the tongue Unrounded | Rounded

Close (High vowel) i io wo ue w u
Close-mid e ¥ ¥ 0
Open-mid € € ) 3
Open (Low vowel) a

Table 2.4 illustrates the attributes of Vietnamese vowels and diphthongs. All vowels are
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unrounded except for the four back rounded vowels: /u, o, o, 3/. The vowel with the ortho-
graphic “u” is considered to be close back unrounded /ui/ ( , , ) )
although other researchers might indicate that it is more central than back ( , ,

) )'

Four short vowels /€ & ¥ 5/ together with their corresponding “long” vowels /e a ¥ o/
reflect their “interpretation as a vowel pair distinguished by phonemic length” in spite of their
small spectral differences. It has “not been established that these differences are perceptually
or psychoacoustically salient”, hence they are transcribed as instances of the same vowel
quality ( , ). It is economical to use a diacritic for the four short vowels and leave
nine long vowels unmarked ( ) ).

The two obvious short vowels /& ¥/ can be easily found from the orthography “a &”
respectively. The /¥/ is a close vowel, while the /a/ is an open one. One of the special cases
of the orthography “a” is that it can be transcribed to /&/ in syllables with “-ay -au” rhymes.
Another notable feature of the system is the presence of two other short vowels /€/ and /5/
“-anh, -4ch” and “0” in the rhymes

[P )]

corresponding to the orthography “a” in the rhymes
“-ong, -6¢”. An instance of long-short vowel pairs is “xéng” [sey] (shovel) and “sanh” [sélg]
(hall); or xoong [soy] (sauce pan) and “xong” [soym]| (finish).
The three diphthongs /io wo uo/ are actually centralizing ( , ) )
), which brings out the coherence of the system better, as illustrated in Figure 2.4.
( ) and ( ) considered them as front /ie/ or back /ury uo/.

NS Z
NN/
N

Figure 2.4 — Location of Vietnamese diphthong centroids ( , ).

Many instances of vowels were also presented in the previous examples. In Example 6, the
two first items illustrated three diphthongs with (the first line) or without (the second line)
finals. Some exceptional cases of vowels are presented in the last two items. The orthographic
“-a-” normally is transcribed as /a/ such as “rang” [zay], “gian” [zan]. However, “-a-” fol-
lowing by “-nh”, or “-ch” is pronounced as [¢], e.g. “ranh” [Zérg}, “rach” [z€k]. Similarly, “-a-”

“ 99

following by “-u”, or “-y” is pronounced as [a], e.g. “rau” [zaw]| (vegetables), “ray” [z&aj] (rail).

Example 6 Vowels and diphthongs in the modern Hanoi Vietnamese

e Diphthongs: “tuyét” [tViat] (snow) “tudt” [tuet] (pluck off) “but” [tust] (long)
e Diphthongs: “tia” [tio] (Tay) “tua” [tuo] (fringe) “tua” [tuo] (fur)
e Vowels: “rang” [zay] (roast) “ranh” [z€n] (mischievous) — “rach” [z€k] torn

e Vowels: “gian” [zan] (disloyal) “rau” [zaw] (vegetables) “ray” [z&j] (rail)
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2.4 Vietnamese lexical tones

2.4.1 Tone system

The Vietnamese tone system belongs to the pitch-plus-voice quality type, i.e.
the tone is not defined solely in terms of pitch: it is a complex bundle of pitch
contour and voice quality characteristics (...). The length of the vowel, and the
presence or absence of a final nasal, have no influence on which tones the syllable
can bear: there is no need to distinguish “heavy” syllables and “light” syllables,
or to posit a division of the rhyme into morae. In contrast to the tone systems
of African languages (e.g., typically, Niger-Congo family), in Vietnamese, as in
many Asian languages, there are neither tone spreading and floating tones nor
downstep. Unlike in some varieties of Chinese (...), there is no tone sandhi in
Vietnamese.

= (2004, p. 121)-

As presented in the Section 2.2, each syllable carries one lexical tone, mainly impacting
all elements of its rhyme. In orthography, Hanoi Vietnamese, has six different lexical tones,
adhering to the nucleus element in writing scripts.

In our work, due to previous studies and ease of transcription, we adopted a numeric
way for representing the tones: (1) level tone, e.g. “ta” [ta-1] (we); (2) falling tone, e.g. “ta”
[ta-2] (declining); (3) curve tone, e.g. “t&” [ta-3]| (describe), (4) broken tone, e.g. “ta” [ta-4]
(diaper); (5) rising tone, e.g. “t4” [ta-5]| (dozen); and (6) drop tone, e.g. “ta” [ta-6] (quintal).
In spite of the six lexical tones in the writing system, Vietnamese actually distinguishes eight
tones in phonetic realization: (i) six tones for sonorant-final syllables, and (ii) two tones for
obstruent-final syllables, whose final consonants end in an unreleased oral stop /p t k/. “The
historical developments that led to the complex tone system of present-day Vietnamese are
by now a textbook example of tonogenesis, the various stages of the process” ( , ,
p. 121). The obstruent-final syllables may carry either of two tones: rising or drop tones. For
ease of comparison, the rising tone in sonorant-final syllables, i.e. syllables not ending in /p t
k/, is represented as “5a”, while the one in obstruent-final syllables are represented as “5b”.
This convention is similar to the drop tone: “6a” for the drop tone in sonorant-final syllables
and “6b” for the drop tone in obstruent-final syllables.

( ) adopted the representation with four categories: tones A, B and C for
three distinctive tones for sonorant-ending syllables, and obstruent-final syllables constituted
a fourth set of syllables, without distinctive tone: category D (see Table 2.5). “At a later stage,
a second tonal split (bipartition) involving the disappearance of the opposition between the
voiced and unvoiced initial consonants created the current paradigm of six tones for syllables
with final sonorants (tones Al through C2) and two tones for syllables with final obstruents
(tones D1 and D2; more strictly speaking, two architonemes)”.

The tone system with two types of naming convention of Hanoi Vietnamese can be sum-
marized in Table 2.5. Some constraints for tones and other elements of syllables are described
as follows ( , , D- 298).

e Within syllables ending in vowels, all of the six tones can occur.

e Within syllables in nasal finals (-m -n -nh/-ng) and ancient lateral final only tones
derived from level (1), falling (2) tones, rising (5a) and drop (6a) can occur in genuine
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Table 2.5 — Hanoi Vietnamese tones ( , , D. 298)
Initial consonants
Voiced finals Voiceless finals
Final consonants

. e level curve rising rising
Voiceless initials (1 or A1) | (3 or C1) | (5a or B1) (5b or D1)

. . falling broken drop drop
Voiced initials (2 or A2) | (4 or C2) | (6a or B2) (6b or D2)

Vietic words. Tones corresponding to curve (3) and broken (4) tones only exist in
borrowed words from Chinese, or in words of expressive origin.

e The curve (3) and broken (4) tones are issued on syllables that are either vowel-final
or with the ancient final fricative.

e The tones in syllables with final plosives (-p -t -ch/-c) are realized with the same contour
as the rising (5a) and drop (6a) tones, but they constitute a subsystem that contrasts,
as a whole, with the subsystem in voiced final syllables.

2.4.2 Phonetics and phonology of tone

A schematic representation of the eight tone templates of Hanoi Vietnamese, based on data

from one speaker of ( ), is illustrated in Figure 2.5. The widely cited descrip-
tion by Doan (1977), Kirby (2011), (2004), (2006),

( ), ( ) gives the following account, which is also summarized
in Table 2.6.

The terms “glottal stop”, “glottal constriction”, “creaky voice/laryngealization” and
“glottalization”, used below to describe voice qualities of Vietnamese tones, are adopted
and characterized phonetically from the work of ( , p. 120).

e Glottal stop is a gesture of closure that has limited coarticulatory effects on
the voice quality of the surrounding segments,

e Glottal constriction (also referred to here as glottal interrupt) is a tense
gesture of adduction of the vocal folds that extends over the whole of a
syllable rhyme,

e Laryngealization (i.e. lapse into creaky voice), resulting in irregular vocal
fold vibration, is not tense in itself,

e Glottalization is used as a cover term for laryngealization and glottal con-
striction.

- ( , p. 120)—

Tone 1 (Al), level tone (“ngang”), is symbolized in the writing system by the absence
of any tone mark, e.g. “ba” [ba-1] (three), “khuya” [xwie-1] (late). Its contour is “nearly
level in non-final syllables not accompanied by heavy stress, although even in these cases
it probably trails downward slightly. It starts just slightly higher than the mid point of the
normal speaking voice range” ( , ). This tone “today in the capital is not often
lax but usually modal in voice quality” ( , ).
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Tone 2 (A2), falling tone (“huyén”), is represented by the grave accent (), e.g. “ba” [ba-
2] (grandmother), “tudn” [tw¥n-2] (week). It “starts quite low and trails downward towards
the bottom of the voice range. This tone is lax and often accompanied by a kind of breathy
voicing (voiceless + modal), reminiscent of a sigh” ( , ). For some speakers,
the tone 2 is “even lax to the point of breathiness with somewhat lowered sub-glottal air
pressure” ( , ).
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Figure 2.5 — Eight tone templates of Vietnamese tones ( , ): Al (level tone 1),
A2 (falling tone 2), C2 (broken tone 3), C1 (curve tone 4), B1 (rising tone in sonorant-final
syllables — 5a), D1 (rising tone in obstruent-final syllables — 5b), B2 (drop tone in sonorant-
final syllables — 6a) and D2 (drop tone in obstruent-final syllables — 6b).

Tone 3 (C1), curve tone (“héi”), is expressed by an accent made of the top part of a
question ( ?), e.g. “ba” [ba-3] (residue), “chuyén” [tewien-3] (to move). It starts on a lowest
F0 value among 8 tones and “varies between a High-Falling-Rising realization and a Falling
realization with final laryngealization” ( , ). “In final syllables, and especially in
citation forms, this is followed by a sweeping rise at the end, and for this reason it is often
called the "dipping* tone. However, non-final syllables seem only to have a brief level portion
at the end, and this is exceedingly elusive in rapid speech” ( , ). Although tone
3 is usually described as a low falling and then rising tone, not all Vietnamese speakers have
the rising part. The curve tone starts with modal voice phonation, which moves increasingly
toward tense voice with accompanying harsh voice (although the harsh voice seems to vary
according to speaker).

Tone 4 (C2), broken tone (“ngad”), is written as a tilde ( 7 ), e.g. “ba” [ba-4] (residue),
“quan” [kw¥n-4] (muddle). It starts higher than the falling tone (2), even the level tone (1)
and rising. The broken tone has “medial glottal constriction and ends on a high F0 value”
( , ). It is accompanied by the rasping voice quality occasioned by tense glottal
stricture. Curve and broken tones are “both tense but their tension is not alike and is not
distributed across the syllable in the same way” ( , ).

As for the rising tones (“sac”), they are symbolized by the acute accent ( ~ ). Tone 5a
(B1), the rising tone in sonorant-final syllables, e.g. “ba” [ba-ba| (residue), “choang” [teway-
ba] (swanky), starts higher than the falling tone (2) but lower than the level tone (1). It trails
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Table 2.6 — Vietnamese tones

Tone Name H Register ‘ FO contour Duration | Phonation
1 | Al | Ngang | Level | High-Mid | Level Long Modal

2 | A2 | Huyen | Falling || Low Slightly Falling Long Lax

3 |C1 Hoi Curve || Low Falling Long Tense

4 | C2 | Nga | Broken || High Falling-Rising Long Glottal

5a | Bl Séc Rising || High Rising Long Modal

5b | D1 Sac Rising || High Sharply Rising Short Tense

6a | B2 | Nang Drop Low Dropping Short Glottal

6b | D2 | Nang Drop Low Sharply Dropping | Short Tense

upward and rising at the middle of syllables. Phonologically, tone 5a is produced with modal
voice ( , ). Tone 5b (D1) is the rising tone in obstruent-final syllables, e.g. “bat”
[bat-5b] (bowl), “bap” [bap-5b] (muscle), “bach” [bek-5b] (cypress), “bac” [bak-5b] (elder
uncle). This tone starts on a highest FO values among 8 tones and sharply rises. Tone 5b is
tense and much shorter than other tones ( , )

Tone 6a (B2) and tone 6b (D2), drop tone (“nang”), are represented by a subscript dot
(. ). The drop tone is much shorter than other tones with a tendency to go lower. Tone 6a (B2)
is the drop tone in sonorant-final syllables, e.g. “ba” [6a-6a] (strengthen), “thudng” [t"uoy-6a]
(frequent). Tt starts also high, slightly rising at the beginning, then drops very sharply and
is almost immediately cut off by a strong glottal “constriction that is distinct from creaky
voice” ( , ). Syllables bearing tone 6a have the same rasping voice quality as the
broken tone 4. Tone 6b (D2) is the rising tone in syllables having final stops /p t k/, e.g.
“bat” [bat-6b] (canvas), “bep” [bep-5b| (crushed), “bich” [bik-5b] (basket), “bac” [bak-6b]
(silver). This tone drops a little more sharply than tone 2, but it is never accompanied by
the breathy quality of that tone. It is also tense ( , ).

From an experimental point of view, the study of ( ) confirmed that “precise
and reliable information on phonation type (voice quality) can be obtained from electro-
glottography” as well as that “voice quality is a robust correlate of tone in Vietnamese,
showing less variability than FO across reading conditions”. His experiment warranted the
conclusion that tones 5b and 6b (i.e. the tones of syllables ending in /p t k/) are “not
glottalized, either in final or non-final position”.

2.4.3 Tonal coarticulation

The above discussions on Vietnamese lexical tones were mostly for static characteristics. They
are more complicated in dynamic states, in which syllables are produced in continuous speech,

with phonetic coarticulation effects. ( ) did analysis on the influence
of coarticulation effect on the variations of tones in continuous speech, and the FO contour
generation was proposed based on this influence of both adjacent tones. ( ,

) reported that although tonal height coarticulation is bidirectional, progressive tonal
coarticulation is much stronger than anticipatory coarticulation in Northern Vietnamese.

2.5 Grapheme-to-phoneme rules

Based on the literature review on Vietnamese phonetics and phonology and some further
studies, we presented here some main G2P rules needed for building a pronunciation dic-
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tionary for Vietnamese (Section 2.7), and building the G2P conversion module of our TTS
system (Chapter 5).

2.5.1 X-SAMPA representation

Since IPA symbols are not appropriate representations in computer-based processing, SAMPA
(Speech Assessment Methods Phonetic Alphabet) is adopted to work around the inability of
text encodings to represent IPA symbols in TTS. In this work, the X-SAMPA 3 inventory
( , ), an extension of SAMPA for individual languages, was adopted for
coding phonemes in our Vietnamese TTS system. X-SAMPA can cover the entire range of
characters in the IPA. Table 2.7 and Table 2.8 illustrate Vietnamese phonemes in both IPA
and X-SAMPA for ease of comparison. These mappings were developed on the basic idea of
the work ( , D. ), with a number of adaptions and extensions.

2.5.2 Rules for consonants

Vietnamese consonants have a set of well-defined grapheme-to-phoneme rules for both initial
and final positions. Table 2.7 shows the initial and final consonants with graphemes (orthog-
raphy) and their respective phonemes. Most of the graphemes have direct rules to convert to
corresponding phonemes. They are “b, d, x, s, g, gh, kh, 1, v, th, d, gi, r, ph, tr, h, q, k” for
initial, “t, p, n, m, nh” for both initial and final positions.

Table 2.7 — Hanoi Vietnamese initial /final consonants: Grapheme (orthography) to phomeme

No. Graph Position Phoneme No. Graph Position Phoneme
-eme IPA [ x-sampa -eme IPA [ x-sampa

1 b initial only b b 14 t initial, final t t
2 d initial only | d d 15 p initial, final p p
3 X,8 initial only S S 16 n initial, final n n
4 g, gh | initial only | y G 17 ch final after i,é,a k k +
5 kh initial only X X 18 ¢ final after u,0,0 kp kp
6 1 initial only 1 1 19 ch,c final except 17, 18 k k
7 v initial only v v 20 m initial, final m m
8 th initial only | tP t_h 21 nh final after i,é,a iy N _+
9 d,gi,r | initial only zZ Z 22 nh initial only J+1 J
10 ph initial only f f 23 | ngngh | initial g N
11 tr, ch | initial only | te ts\ 24 ng final after u,0,0 ym Nm
12 h initial only | h h 25 ng final except 24 g N
13 c,k,q initial only k k

The remaining graphemes have well-defined rules with several exceptional cases as below:

e For the grapheme “gi”: In initial positions, if it is followed by consonant, “é” or nothing,

[P}

gi” is converted to /zi/; otherwise /z/
e For the grapheme “ng, ngh”:

— In initial positions, “ng, ngh” is converted to [y]

— In final positions, if the nucleus is a back rounded vowel /u oo/, “ng” is converted
to [ym]; otherwise [y]

3. Extended Speech Assessment Methods Phonetic Alphabet
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e For the grapheme “nh”:

— In initial positions, “nh” is converted to [n]

— In final positions, “nh” is converted to [g] (“nh” is in final positions if and only if

[453)) WA [13 77)
)

the nucleus is “i ¢’ or “a
e For the grapheme “ch”:

— In initial positions, “ch” is converted to /te/, “c” is converted to /k/;

— In final positions, “ch” is converted to [k] (“ch” is in final positions if and only if

the nucleus is “1”, “¢” or “a”);

e For the grapheme “c”:

— In initial positions, “c” is converted to /k/;

— In final positions, if the nucleus is a back rounded vowel /u 0o/, “c” is converted
to /kp/; otherwise /k/.

2.5.3 Rules for vowels/diphthongs

Most vowels and diphthongs also have direct G2P rules, illustrated in Table 2.8. The graphemes
“e”, “&”, “i, y”, “00”, “07, “0”, “u”, “u”, “a4”, “4” can be respectively converted to the vowels
€], [e], [i], [2], [o], [¥], [u], [w], [4] and [¥]. The diphthong [io] can be one of the following
orthographies: “ia”, “i¢”, “y&”, “ya”. The graphemes “ua” or “u6” can be converted to [uo],

while “wa”, “wd” are the orthographies of the diphthong [wo].

Table 2.8 — Hanoi Vietnamese vowels/diphthongs: Grapheme (Orthography) to phoneme

Vowel Grapheme Phoneme Vowel Grapheme Phoneme
type (Orthography) | IPA ‘ X-SAMPA type (Orthography) | IPA ‘ X-SAMPA
a a a a, a (au, ay) a a_ X
e e E Short a ¥ 7 X
é e e vowel a (anh, ach) € E X
Long i,y i i o (ong, oc) 3 0_X
vowel 0, 00 ) O ia, ié, yé, ya io i@
0, 60 o o Diphthong ua, ubd uo u@
o] ¥ 7 ua,uo wo M@
u u u
w w M

There are only two exceptional vowels, that is “0” and “a”, having more complicated G2P
rules as follows:

e For the grapheme “o0”: if it is followed by “ng” or “c”, the phoneme is [3]; otherwise

[o]

e For the grapheme “a”: if it is followed by “nh” or “ch”, the phoneme is [¢]; followed
by “u” or “y”, the phoneme is [a]; otherwise [a].

13
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2.6 Tonophone set

In the HMM-based speech synthesis, many contextual features (e.g., phone identity, locational
features) are used to build context dependent HMMs. However, due to the exponential in-
crease of contextual feature combinations, model parameters cannot be estimated accurately
with limited training data. Furthermore, it is impossible to prepare speech database that in-
cludes all combinations of contextual features and there is great variation in the frequency of
appearance of each context dependent unit. To alleviate these problems, a decision-tree based
context clustering is the most common technique to cluster HMM states and share model
parameters among states in each cluster. Each node (except for leaf nodes) in a decision tree
has a context related question. Acoustic attributes of phonemes or contextual features are
used to build questions, such as “Is the current part of speech a noun?”, “Is the previous
phoneme voiced?”.

Nethertheless, due to the automation in HMM clustering, the semantics of the contextual
features (e.g. the importance or the weight of these features) may not be well considered.
Hence, some crucial features of Vietnamese, such as lexical tones, may do not have proper
priorities in building decision tree, which may lessen the impact of these features on improve-
ment of the synthetic speech quality. To our best of knowledge, in other work or for other tonal
languages, lexical tones may be explicitly modeled in a TTS system ( ,

)( , )( , ). In the Thai language, tone correctness
of the synthetic speech may be improved by investigating the structures of the decision tree
with tone information in the tree-based context clustering process of the HMM-based train-

ing ( » 2008)( : ) ,
).

With the complexity of the eight lexical tones in the Vietnamese tone system (cf. Sec-
tion 2.4 in Chapter 2), tone modeling for continuous speech has been a challenging problem.
In this work, due to the importance of the Vietnamese lexical tones, we proposed a new speech
unit — a “tonophone”, which takes into account the lexical tone. We assumed that this new
speech unit could model tonal contexts of allophones at high level synthesis. This unit was
also essential for corpus design as well as automatic labeling since these tasks required a basic
speech unit in their processes.

2.6.1 Tonophone

In this work, to build a phone set for the TTS system, allophones — phonetic realization of
phonemes — were used. For example, in the final position, the velar stops /gy k/, following back
rounded vowels /u o o/ are produced as doubly articulated labial-velars [lgf) ym], following /i
e £/ are actually pre-velar [g] and [If] As a result, the six phones for the two phonemes /1y

k/ are [ k kp 1 k.

As aforemefltioned, lexical tones in Vietnamese syllable structure play a typical and dis-
tinguishable role to express perfectly a fully-constituted entity from intonational languages
e.g. Indo-European languages. The experimental result of ( ) affirmed that
the initial consonant does not take part in the construction the tone of the syllable; hence
the impact of the Vietnamese tone is only on the rhyme of the syllable. In conclusion, the
Vietnamese tone is non-linear or suprasegmental, i.e. covering and adhering to the rhyme of
the syllable, while other parts of the syllable are “linear” or segmental, i.e. continuously se-
quenced distinct segments. The lexical tone appears simultaneously with segmental phonemes
of the rhyme to construct a complete structure of the syllable.
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Due to the crucial role of Vietnamese lexical tones not only in the bearing syllables, but
also in phonemes in their rhymes, a “tonophone”, a new speech unit, was proposed as an
allophone regarding the lexical tone, and hence adhered to the lexical tone when possible.
In other words, to construct tonophones, the lexical tone was adhered to all allophones in
the rhyme, while the initial consonant maintained its form without any information of the
tone. “Tonophones” were used for emphasizing the role of lexical tones, and reflected their
corresponding allophones in tonal contexts. We believed that this new speech unit might give
us more precise analysis/design and better synthetic speech.

For instance, a syllable “ngoéo” [ywew-2] (in “ngodn ngoéo” — zigzagging) carrying the
broken tone 2, actually composes [g] as the initial, ["?] as the medial, [¢2] as the nucleus and
[w2] as the final. Its transcription was [NV?E2w2-2] when representing in tonophones.

2.6.2 Tonophone set

Table 2.9 shows how Vietnamese allophones combines with possible lexical tones to build the
tonophone set, based on our literature review in the previous sections. As aforementioned,
since the initial consonant does not carry the information of the lexical tone, 19 initial con-
sonants did not adhere to any tone when forming the corresponding tonophones. Whereas,
the medial [ %] and 16 nucleus (including 3 dipthongs [io us wry]) were combined with 8 tones
as these elements appear in both sonorant- and obstruent-ending syllables.

Table 2.9 — Vietnamese tonophone set

’ Syllable element H Allophones ‘ Lexical tones ‘ Tonophone # ‘

pbtthdk

Initial consonant mnny te (Not adhering) 19x1
fvszxyhl

Medial w 1-4, 5a, 5b, 6a, 6b 1x8

Nucleus Lanemyo 1-4, 5a, 5b, 6a, 6b 16 x 8
¥3a¢aiouo wo

. ptkkpk 5b, 6b 5x2
Final consonant Dy G W ] -1 5a. Ga "< 6
Total 207

The obstruent-final syllables may carry either of two tones: the rising tone 5b or the
drop tone 6b. Hence, only these two tones (5b, 6b) were embedded to 5 allophones that
are unreleased final stops [p t k lg) k]. Whereas, other 7 allophones at the final positions
(including 2 semi-vowels [w j]) were combined with 6 tones 1-4, 5a, 6a.

As a result, there are 48 Vietnamese allophones (without considering the lexical tones).
A total of 207 tonophones were constructed for the tonophone set for our work.

2.6.3 Acoustic-phonetic tonophone set

An acoustic-phonetic unit set of the target language is an important input for a T'TS system,
especially for the HMM-based approach. It is intended to represent every speech segment that
is clearly bounded from an acoustic point of view, as well as every speech segment that is
phonetically significant, even if it is not clearly bounded. The two main usages of this set are
in (i) HMM clustering using phonetic decision trees, and (ii) automatic labeling, i.e. automatic
segmenting and force-aligning the speech corpus with the orthographic transcriptions.
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In the HMM-based speech synthesis, as aforesaid, context clustering is an important
process in the training phase to treat the problem of limitation of training data. Acoustic
attributes of phones are crucial information to build questions for nodes and to construct
decision trees. The construction of decision trees makes a great contribution to improve the
quality of synthetic speech.

With the increase in size of speech databases, manual phonemic segmentation and labeling
of every utterance became unfeasible. Thus, automatic labeling was one important task to
build an annotated corpus for TTS systems. The acoustic-phonetic unit set is used to model
and to identify clear acoustic events, which an expert phonetician would mark as boundaries
in a manual segmentation session. Therefore, it is essential to obtain a good labeling.

Table 2.10 — Hanoi Vietnamese acoustic-phonetic tonophones — consonants

’ No. \ Consonant H Place \ Manner \ Voicing ‘
1 b Plosive Bi-labial Voiced
2 |d Plosive Alveolar Voiced
3 th Plosive Dental Voiceless
4 p, pbb, p6b Plosive Bi-labial Voiceless
5 t Plosive Dental Voiceless
6 t5b, t6b Plosive Alveolar Voiceless
7 k, k5b, k6b Plosive Velar Voiceless
8 | k{5b, 6b} Plosive Pre-velar Voiceless
9 | kp{5b, 6b} Plosive Labial-velar | Voiceless
10 | f Fricative Labio-Dental | Voiceless
11 | v Fricative Labio-Dental | Voiced
12 | h Fricative Glottal Voiceless
13 | x Fricative Velar Voiceless
14 |y Fricative Velar Voiced
15 |'s Fricative Alveolar Voiceless
16 | z Fricative Alveolar Voiced

] 17 \ te H Affricative \ Palatal \ Voiceless \
18 | m, m{1-4,5a,6a} || Nasal Bi-labial Voiced
19 | n Nasal Dental Voiced
19 | n{l1-4,5a,6a} Nasal Aveolar Voiced
20 | y, p{1-4,5a,6a} Nasal Velar Voiced
21 | p{1-4,5a,6a} Nasal Pre-velar Voiced
22 | ym{1-4,5a,6a} Nasal Labial-velar | Voiced
23 | n Nasal Palatal Voiced

’ 24 \ 1 H Lateral-approximant | Dental \ Voiced ‘
25 | w{l-4,5a,6a} Approximant Labial-dental | Voiced
26 | j{1-4,5a,6a} Approximant Dental Voiced

Based on the phonetics and phonological system of Vietnamese, an acoustic-phonetic
unit set for Vietnamese was built with main phonetic attributes for both consonants and
vowels. For consonants, the attributes were: (i) place or articulation, i.e. labial, labio-dental,
alveolar, retroflex, palatal, labial-velar, dental, and velar, (ii) manner of articulation, i.e. nasal,
stop/plosive, fricative, affricative, approximant, and lateral-approximant, and (iii) voicing, i.e.
voiced and voiceless. The phonetic attributes for vowels included: (i) position of tongue, i.e.
front, central, and back, (ii) height, i.e. close (high vowels), close-mid, open-mid, and open
(low vowels), (iii) length, i.e. short, long, and diphthong, and (iv) roundedness, i.e. rounded
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Table 2.11 — Hanoi Vietnamese acoustic-phonetic tonophones — vowels

’ No. \ Vowel H Position \ Height \ Length \ Roundedness ‘
1 i{1-4,5a,5b,6a,6b} Front Close Long Unrounded
2 wi{1-4,5a,5b,6a,6b} Back Close Long Unrounded
3 u{1-4,5a,5b,6a,6b} Back Close Long Rounded
4 e{1-4,5a,5b,6a,6b} Central Close-mid | Long Unrounded
5 ¥{1-4,5a,5b,6a,6b} Back Close-mid | Long Unrounded
6 ¥{1-4,5a,5b,6a,6b} Back Close-mid | Short Unrounded
7 o{1-4,5a,5b,6a,6b} Back Close-mid | Long Rounded
8 €{1-4,5a,5b,6a,6b} Front Open-mid | Long Unrounded
9 ¢{1-4,5a,5b,6a,6b} Front Open-mid | Short Unrounded
10 | a{1-4,5a,5b,6a,6b} Front Open Long Unrounded
11 | &{1-4,5a,5b,6a,6b} Front Open Short Unrounded
12 | o{1-4,5a,5b,6a,6b} Back Open-mid | Long Unrounded
13 | 53{1-4,5a,5b,6a,6b} Back Open-mid | Long Unrounded
14 | io,w0{1-4,5a,5b,6a,6b} || Central Close Diphthong | Unrounded
16 | uwe{1-4,5a,5b,6a,6b} Central Close Diphthong | Rounded

and unrounded.

We assumed that the phonetic features of phones and tonophones were similar. Based
on the literature review in Section 2.3, a complete acoustic-phonetic tonophone set of Hanoi
Vietnamese was built and is illustrated in Table 2.10 (consonants) and Table 2.11 (vowels).

2.7 PRO-SYLDIC, a pronounceable syllable dictionary

There was a need to build a syllable e-dictionary whose entries are syllables with their tran-
scriptions. This dictionary was used in natural language processing (high-level speech syn-
thesis) in our TTS system. The main purpose of this dictionary was used for transcribing
Vietnamese text. It could be also used for filtering pronounceable syllables in order to ex-
tract non-standard words (i.e. tokens that cannot be directly transcribed to phonemes, e.g.
numbers, dates, abbreviations).

Therefore, pairs of syllable orthography and transcription were automatically generated
mainly based on (i) the G2P rules (Section 2.5), (ii) syllable-forming orthographic rules, and
(iii) the list of rhymes in Table 2.12. Tonophones were used as a speech unit in the transcrip-
tions, such as “nhuyén” /nwdie4nd-4/ (fine). However, for the simplicity, transcriptions in
this section were represented in allophones without regard to lexical tones, such as “nhuyén”

/nwien-4/ (fine).

2.7.1 Syllable-orthographic rules

Some following syllable-orthographic rules were found in the Vietnamese language. These
rules were essential to build the list of rhymes and the PRO-SYLDIC.

e For initial consonants:

— I1: “ngh?, “ng” (/y/); “gh”, “g” (/y/); or “k”, “c” (/k/): if the nucleus is /i e £/,

({7} ]

the initial consonant is “ngh”, “gh”, or “k” respectively; otherwise, it is “ng”, “g”,

[1PN))

¢” respectively;
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— I2: The labial onsets are never accompanied by a secondary labial articulation [ V],
for example “hoa” [hwa] (flower) exists but “boa” [fwa] does not in the language.

e For medial (pre-tonal) sounds /% /:

[1P]

— M1: The orthography “u” either follows the grapheme “q” or precedes narrow/quite-
narrow nucleus, i.e. /i e ¥ ¥ o/, i.e. “i", “y”, “@”, “g”, “4”, “y&”, “ya’, e.g.
44(q)uang77’ “uyét”, Cﬁuya77’ “(q)uyt”, “uO”’ “ué‘n”;

— M2: The orthography “o” always precedes open or open-mid vowels, i.e. /e a &/,

[43 ” 4

e.g. “oe”, “oan”, “oat”.

e For final consonants:

— F1: The semi-vowel /j/ never follows the front nucleus /i io e €/, while /w/ never
follows rounded nucleus /u uo o o/

— F2: The orthography of the semi-vowel /w/ is “0” if the nucleus is /a/ or /e/, “u”
for other cases, e.g. “a0”, “eo”, “au”, “iu”;

— F3: The orthography of the semi-vowel /j/ is “y” if the nucleus is /a/ or /¥/; “I”

7 7

for other cases, e.g. “ay”, “4y”, “ai”, "ui”;
— F4: The orthography of the stop /k/ is “ch” if the nucleus is /i/, /e/ or /¢/, “c”

WAL WA

for other cases, e.g. “ich”, “ech”, “4ch”, “ac”, “ac”, “iec”.

2.7.2 Pronounceable rhymes

As presented in Section 2.2, the eight structure-based types of syllables are: (i) nucleus alone,
(ii) initial4nucleus, (iii) medial4+-nucleus, (iv) nucleus+ending, (v) initial+medial4+-nucleus,
(vi) initial4+-nucleus+-ending, (vii) medial4+-nucleus+ending, and (viii) initial+medial4+nucleus+ending.
Rhymes was concluded to compose of medial, nucleus and ending, hence support four types:
(i) nucleus alone, (ii) medial4+nucleus, (iii) nucleus+ending, and (iii) medial+nucleus+ending.
A syllable may optionally contain an obstruent, nasal, or approximant coda. The structure
of rhymes is (V)V(C), where V is the glide [ %], V is a vowel or a diphthong, C is a final
consonant, which can be one of /p t k y m n/ or a semi-vowel /j w/, and T is a tone (1-4,

5a, 5b, 6a, 6b).
Table 2.12 presents a phonetic analysis of pronounceable rhymes in Hanoi Vietnamese.
This table was created from the idea of ( ) for Phong Nha dialect of

Vietnamese. It was developed using our review on the Hanoi Vietnamese phonetics and
phonology. For ease of representation, the phonetic realizations of /k/ or /y/, i.e. [kp k] or
[ym y], are also located in the same lines as /k/ or /1/ respectively. Due to the limited space,
a haft of nucleus (i.e. /iee & iow ¥ ¥/) can be observed in the first haft rows of the table (10
first rows including headers), while others (i.e. /u 093 uo we a &4/) can be found in the second
part of the table (10 last rows including headers). The first column shows the structure of
rhymes, in which “V” denotes a vowel or a diphthong. Each row presents possible rhymes
without (left) and with (right) the glide medial [ V] for each structure differentiating from
the final consonant (the absence of final consonant or one of /k yt n pm jw/). For example,
the rhyme “oen” [Ven] is located in the right (because of the medial [ V]) of the “€” column
(hence the first half of the table), and the “Vn “Vn” row.

As presented as an orthographic rule for the medial (the rule M2), the orthography “o”

7 [43 7

always precedes open or open-mid vowels, i.e. /e a 4/, e.g. “0e”, “oac”, “oan”. However,
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if the initial consoant is /k/, its orthography must be . In this case, the orthography
“o” for the medial | V] must be replaced by “u”. For instance, from the rhyme “oac”, an
example of a syllable with the initial consonant /k/ is “quac” [k“ak-5b] (quack), while the
one with the initial consonant “t” is “todc” [tVak-5b] (cleave). The following rhymes exist in
Vietnamese: “(q)ue, (q)uet, (q)uen, (q)ueo, (q)ua, (q)uac, (q)uang, (q)uanh, (q)uach, (q)uat,
(q)uan, (q)uay, (q)uac, (q)uang, (q)udt, (q)uan, (q)udp, (q)udm, (q)uau, (q)uao, (q)uai”,
whereas “(q)uec, (q)ueng, (q)uep, (q)uem, (q)uap, (q)uam” are pronounceable but do not
exist in the language.

The main difference of this table from previous studies was that there are some nonexistent
yet pronounceable rhymes (with a star * in the right). For example, the rhyme “oep” does
not appear in any meaningful Vietnamese syllables/words, however, based on the Vietnamese
G2P rules in Section 2.5, this can be transcribed to [Vep]. The reason to maintain these
rhymes is that the input of a Vietnamese TTS system may include numerous loanwords
that includes nonexistent but pronounceable syllables, as well as newly appeared words from
teenagers or Internet users.

For instance, the vietnamese-style pronounce for the word “website” may be “goép sai”
[yVep-5b saj-1] or sometimes “oép sai” [Vep-5b saj-1] depending on the speakers. In fact,
“g0ép” or “oép” does not exist in Vietnamese. As aforesaid, the list of rhymes was used for
generating the syllable dictionary for transcribing Vietnamese text input, which may be from
a number of sources (e.g. Internet, stories). Those rhymes provided a great mean to transcribe
all pronounceable syllables for a TTS system. A dash (—) indicates that the combination at
issue is not pronounceable in the language.

Table 2.12 — Hanoi Vietnamese pronounceable rhymes, *: not exist but pronounceable. The

medial orthography “o” (e.g. “oanh” [Vey]) is changed to “u” if the initial is /k/ (its orthog-
raphy must be “q”), e.g. “loanh quanh” [IVey q“ey| (to go around); some rhymes do not
exist yet are pronounceable: (q)uec, (q)ueng, (q)uep, (q)uem, (q)uap, (q)uam

Structure i e € € io w ¥ ¥

vV vV i uy é ué e oe - - ia uya u - d uo - -
Vk WVk ich uych éch uéch ec oec* ach oach iec - uc - - - ac -
Vy “Vy inh uynh | énh uénh | eng oeng* | anh oanh | iéng - ung — ong* — ang uang
Vt WVt it  uyt ét uét et oet - - iét - ut - ot — at  uat
Vn YVn in uyn én uén en oen — — ién uyén un  — on - an uan
Vp %Vp ip uyp ép uép* ep oep* — — iép uyép* wp* - [ op - ap uap*
Vm YVm im uym* | ém uém* | em oem* - - iém uyém* um  — om - am uam*
Vj WVj - - - - - - - - - - ui - oi - ay uay
Vw YVw iu uyu éu - eo oeo - - iéu - uu - - - au uau*
Structure u o b) 5) uo wo a a

vV vV u - [6) - o - - - ua - ua - a oa - -
vV vV uc - oc - ooc — oc - uoéc - udc  — ac  oac ac oac
Vy “Vy ung - ong — oong — ong  — uéng — uong — | ang oang | ang oang
Vt WVt ut - ot - ot — - — uét - ust - at oat at oat
Vn %¥Vn un  — on - on  — — — uébn  — uon  — an  oan an oan
Vp %"Vp up - op - op - - - uoép — uop — ap oap ap oap
Vm "Vm um — om - om — - - udbm — uom — am oam | am oam
Vj “Vj ui - ol - oi - - - udbi - uoi - ai oai ay oay
Vw YVw - - - - — - - — — - - — | a0 oao au oau*

2.7.3 PRO-SYLDIC

The total number of rhymes in Table 2.12 is 170, in which 62 rhymes ending in /p t k/ (called
sonorant-final rhymes). As aforementioned, sonorant-final syllables can only carry the rising
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and drop tones (5b, 6b), the 62 sonorant-final rhymes can also bear these two tones, making
a total of 124 sonorant-final rhymes with tones. The 108 obstruent-final rhymes can carry six
tones (1-4, ba, 6b), making a total of 648 obstruent-final rhymes with tones.

The purpose of the PRO-SYLDIC (PROnounceable SYLlable DICtionary) was to build
the transcriptions for all pronounceable syllables in Vietnamese, hence all 19 initial consonants
were combined with a total of 772 rhymes with tones. There did exist many nonexistent
syllables in some combinations, however they were useful to transcribe loanwords or newly
appeared syllables. For example, a loanword “boa” [6wa] in ‘tién boa’ from French ‘pourboire’
(tip) appeared sometimes in the real input text although it does not exist in the language
due to the violation of the rule I3 “The labial onsets are never accompanied by a secondary
labial articulation [™]”.

As a result, there were totally 21,648 syllables with tones (orthography) in the PRO-
SYLDIC, including rhymes without initial consonants. Some of the complexities of the or-
thography in the language were also covered. For instance, consider combinations of the initial
consonant /k/ with some rhymes. Due to the rule 12 (the orthography of /k/ is “c¢” if the nu-
cleus is not “i”, “e”, “&”, or “y”), the rhyme “ua” [uo] (the second haft of the table: the “uo”
column and the “V ¥V” row) is combined with “c” to become the syllable “cua” [kuo-1]
(crab). Meanwhile, the syllable with the initial /k/ of the rhyme “oa” [Va] (the second haft
of the table: the “a” column and the “V ¥V” row) is “qua” [kYa-1] (pass away).

2.8 Conclusion

This chapter presents our literature review was done on (i) the syllable structure, (ii) the
phonological system, and (iii) the lexical tones for Hanoi Vietnamese, a sort of standard
Vietnamese. In the hierarchical structure of Vietnamese syllable, lexical tones, a non-linear
or suprasegmental part, appear simultaneously with segmental elements of rhyme, i.e. medial,
nucleus and ending. There are 19 initial consonants and 12 phones in the final position. Hanoi
Vietnamese distinguishes one medial rounding glide, nine long vowels, four short vowels, and
three falling diphthongs. The Vietnamese tone system, which belongs to the pitch-plus-voice
quality type, has (i) a six-tone paradigm for sonorant-final syllables: level tone 1 (A1), falling
tone 2 (A2), curve tone 3 (C1), broken tone 4 (C2), rising tone 5a (B1), and drop tone 6a
(B2); and (ii) a two-tone paradigm for obstruent-final syllables: rising tone 5b (D1), drop tone
6b (D2). The broken tone 4 has medial glottal constriction while the rising tone 6a drops
very sharply and are almost immediately cut off by a strong glottal constriction at the end.
The two tones 5b and 6b are not glottalized, either in final or non-final position.

Based on the literature study, several tasks were performed for building our T'TS system
as well as for designing a new corpus.

First, grapheme-to-phoneme rules were developed for transcribing Vietnamese consonants
and vowels/diphthongs. Many graphemes can be directly converted to phones without any
ambiguity, such as “b-" to [6], “ch-, tr-” to [t¢], “-m” to [m], “¢” to [e]. Well-defined rules
were found for more complicated cases/variants. For instance, for the grapheme “a”, if it is
followed by “nh” or “ch”, the phoneme is [¢]; if it is followed by “u” or “y”, the phoneme is
[a]; otherwise, the phoneme is [a]. The full G2P rules were used for both transcribing the raw
text for corpus design and building the G2P conversion module of our TTS system.

Second, due to the great importance of lexical tones, a “tonophone” — an allophone in
tonal context, was proposed as a new speech unit for our work. In this research, to build the
tonophone set of the system, the lexical tone was taken into account and adhered to all allo-
phones in the rhyme, and the initial consonant maintained its form without any information
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of the tone. As a result, a tonophone set with 207 tonophones was constructed from 48 Viet-
namese allophones. This unit set includes: (i) 19 initial consonants without tone information,
(ii) medial and 16 nucleus adhering to eight tones, (iii) unreleased final stops adhering to two
tones 5b, 6b, and (iv) other final consonants adhering to six tones 1-4, 5a, 6a. An acoustic-
phonetic tonophone set of Vietnamese was also built for (i) HMM clustering using phonetic
decision trees, and (ii) automatic labeling, i.e. automatic segmenting and forced aligning the
speech corpus with the orthographic transcriptions. Based on the literature review, main
phonetic attributes were specified for both consonants and vowels on this acoustic-phonetic
unit set, such as place or articulation or manner of articulation for consonants, position of
tongue or height for vowels.

And finally, PRO-SYLDIC, a Vietnamese syllable transcription e-dictionary was con-
structed for filtering pronounceable syllables in text normalization as well as transcribing
texts. Pairs of syllable orthography and transcription in the dictionary were automatically
generated mainly based on (i) the G2P rules, (ii) the syllable-orthographic rules, and (iii) the
list of rhymes. A table of 170 Vietnamese rhymes with not only existent but also pronounce-
able ones in the language was designed. The reason to maintain all pronounceable rhymes is
that the input of a Vietnamese TTS system may include numerous loanwords that includes
nonexistent but pronounceable syllables, as well as newly appeared words from teenagers or
Internet users. The PRO-SYLDIC was constructed by combining 19 initial consonants with
772 rhymes bearing tones, making a total of 21,648 pronounceable syllables (orthography).
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3.1 Introduction

Over the last two decades, with the rise of corpus-based speech synthesis (e.g. unit selection
and HMM-based speech synthesis), speech database has greatly contributed to the quality of
synthetic voice. This leads to the necessity of providing a proper speech corpus for the T'TS
system training and testing.

Several works on Vietnamese speech corpus were presented, but mainly for speech recog-
nition ( , ) , , , ) , ). These works did
not focus on designing the text corpus, but on collecting/recording the speech corpus, as well
as on selecting speakers or on automatic alignment.

The VNSP corpus (short for “VNSpeechCorpus for synthesis”) of the unit selection TTS
system of ( ) was collected from different resources from the Internet (e.g. stories,
books, web documents), and manually chosen by experts. It included various types of data:
words with six lexical tones, figures and numbers, dialog sentences and short paragraphs. It
comprised about 630 sentences in 37 minutes, recorded by a TV broadcaster from Hanoi.
The work of ( ) reported that a 3000-sentence training corpus was constructed
according to a set of phonetically-rich sentences for spoken Vietnamese. However, to the best
of our knowledge, there lacks a thorough work on analysis and design of a text corpus for the
Vietnamese TTS, especially for the HMM-based approach.

A number of papers have targeted at text corpus design for speech processing in various
languages. Many researchers proposed methods to design a phonetically balanced corpus,
such as ( ) for Mexican Spanish, ( ) for Korean (speech
coding), or ( ) for Arabic. Some used a phonotactic approach to design a
text corpus with a full coverage of phonemes and allophones in every possible context (

, ), or even used an enormous phonetically rich and balanced source from
Web ( , ). Due to the special requirement of speech coding, the
work of ( ) proposed a method based on a similarity measure, which calculated
how close the phoneme distribution occurring from natural conversation was to that of the
designed text corpus. Most of the works adopted the greedy search algorithm to select the
best candidate sentences. Some others considered the design of speech database for TTS
systems as a set-covering problem ( ) ) , ). It
seems to us that the greedy algorithm is robust and reliable enough to design a corpus for a
general T'TS system, with unlimited vocabulary as our initial motivation.

Other tonal languages, such as Mandarin Chinese, were also investigated on the corpus
design for data-driven TTS systems ( , , , , , ).
The corpus of ( ) was delivered to Blizzard Challenge 2008 as the common
corpus for the Mandarin speech synthesis evaluation among all participants. 5,000 phonetic
context balanced sentences were finally chosen by an automatic prompt selection with the
greedy search algorithm and several criterions from raw text. Syllables were considered as
a speech unit in the design with 12 factors for the prompt selection, including the previous,
current and next lexical tones.

This chapter describes our proposal on the corpus design for the Vietnamese TTS systems
including for the HMM-based approach. The initial motivation was to design a phonologically-
rich and -balanced corpus in both phonemic and tonal contexts. However, to manually build
such a corpus consumes a great human effort for the selection task. Section 3.2 describes a
huge raw text, which was crawled from different sources from the Web and other sources.
Section 3.3 presents the processing of the raw text (e.g. text cleaning, text normalization,
text transcription) to be ready for the further tasks.
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As aforesaid, since Vietnamese is a tonal language, speech units in this work were consid-
ered not only in phonemic context but also in tonal context. Section 3.4 provides an analysis
of two new speech units: (i) a “tonophone”: an allophone adhering with a lexical tone when
possible (cf. Section 2.6 in Chapter 2), and (ii) a “di-tonophone”: an adjacent pair of “tono-
phones”. Our work targets to design a phonetically-rich and -balanced corpus in terms of
tonophones and di-tonophones. To provide a reference for the design process, the phonetic
distributions of the raw text are described in this section.

Section 3.5 shows the design process and results of several corpora using the greedy
algorithm and all information from above preparations. The recording environment and
quality control of resulting corpora were described in Section 3.6. Some treatments (e.g.
automatic labeling, correcting breath noises) on speech corpus for TTS systems are finally
given in Section 3.7.

3.2 Raw text

3.2.1 Rich and balanced corpus

In a TTS system, a speech corpus plays an important role in generating good acoustic models,
hence producing a high-quality synthesizer. In some systems, such as concatenative systems,
if there lack some essential acoustic units to synthesize a specific sentence, the quality of the
synthetic speech will be degraded. Although HMM-based speech synthesis is more robust
if the phonetic balances of the text are not ideal, a poor training corpus may cause a bad
or even unintelligible synthetic speech. As a result, the speech corpus for a TTS system,
especially with unlimited vocabulary, must be phonetically-rich and -balanced (
, 2004) ( , 2012).

To address the first criterion, a speech corpus can be considered a phonetically rich one
if it contains all the phones and has a good coverage of other speech units (e.g. di-phones,
triphones) of the language. In other words, it should provide a good coverage of one or
several speech units. A full coverage of phones ensures their availability for the synthesis
process, which helps a TTS system produce an intelligible synthetic speech. A speech corpus
with a good coverage of bigger speech units, e.g. di-phones or triphones, provides more
suitable templates in different contexts. This ameliorates the quality of synthetic speech:
more intelligible, more natural, etc.

A phonetically balanced corpus maintains the phonetic distribution of the language.
In other words, if phone a has a higher frequency than phone b in the language, it should
appear more often than phone b in the speech corpus. With such a corpus, a more common
sentence would be synthesized with better quality than the less common one. As a result,
the quality of the TTS system will be improved at least for common cases in spite of a finite
amount of corpus.

3.2.2 Raw text from different sources

To manually build a phonetically-rich and -balanced corpus consumes a great human effort
for the selection task. In this work, a big raw text was crawled from the Web and other
sources. This resource could be considered as a phonetically-rich and balanced source, and
might represent for the Vietnamese language in terms of phonetic distribution due to its
variety and its large size. A variety of sentence types, sentence modes, sentence lengths, etc.
may introduce the corpus a vast range of context, hence improve the quality of TTS sys-
tems. Therefore, five major sources were used for building a big raw text: (i) e-newspapers,
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(ii) e-stories, (iii) existing sources, (ii) Vietnamese e-dictionary (VCL), and (v) special design.

E-newspapers. The two main sources of e-newspapers came from: (i) the project for the
blind “TAm hon Viét Nam” (Vietnamese souls), and (ii) the training corpus for a Vietnamese-
French statistical machine translation system ( , ). One of the most impor-
tant tasks in the “Vietnamese souls” project was to automatically crawl from different e-
newspapers to a unique source! for the Vietnamese blind. The final resource for our work
from this project was extracted from different topics of some well-known e-newspapers (such
as http://dantri.com.vn, http://vnexpress.net, http://vietnamnet.vn). There were a total of
3,795 articles with 132,514 sentences. The work of ( ) proposed a document
alignment method for mining a comparable Vietnamese-French corpus. The first result con-
tained about 12,100 parallel document pairs and 50,300 parallel sentence pairs. However, we
obtained about 142,305 Vietnamese sentences in the final bilingual corpus.

E-stories and existing sources. Seven e-stories collected from web pages provided us about
13,856 sentences in paragraphs, and 20,523 sentences in dialogs. Existing resources included
630 sentences of the VNSP corpus (i.e. VNSpeechCorpus for synthesis - the old one), 10,368
sentences of the VietTreebank, 5,000 sentences from Vietnamese Wikipedia.

The VCL dictionary and special design. The VCL dictionary is a Vietnamese e-dictionary
for natural language processing of the VLSP project, hosted by the Vietnam Lexicography
Centre (Vietlex). The VCL dictionary comprised about 35,000 Vietnamese words with their
definitions and examples in the XML-based structure for ease of use. The examples in VCL
were sentences (usually short) containing the target words. Some words either had examples
with incomplete-sentences (i.e. words or phrases) or were lack of examples. Special design
was done for these cases.

3.3 Text pre-processing

3.3.1 Main tasks

As mentioned in Section 3.2, we design a synthesis corpus by selecting the richest and most
balanced sentences from a raw text, which may represent for the language in terms of phonetic
distribution. This resource was huge and was collected from various sources, hence there was a
need to pre-process to make it to be suitable for the design process. Figure 3.1 illustrated the
procedure of raw text pre-processing, including five main tasks: (i) Sentence segmentation, (ii)
Tokenization, (iii) Text cleaning, (iv) Text normalization, and (v) Text transcription. First,
texts were segmented into sentences for further treatments. These sentences were tokenized
into syllables or Non-Standard Words (NSWs — which cannot be directly transcribed to
phonemes, e.g. numbers, dates, abbreviations, currency). Each sentence was then examined
to be not “clean” or “too long” for removing. The three first tasks of the text pre-processing
were performed during the text collection for ease of storing and management. The next
task was text normalization, in which NSWs were then processed and expanded to speakable
syllables. Finally, the normalized text was transcribed into tonophones to provide a suitable
input for next steps. The details of these tasks will be described in the next subsections.

1. http://tamhonvietnam.net
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Start

Sentence segmentation

Tokenization

Text cleaning

Text normalization

Text transcription

Stop

Figure 3.1 — Main tasks in raw text pre-processing.

3.3.2 Sentence segmentation

Text from these resources needed to be segmented into sentences for ease of management.
Regular expressions were mainly used for segmenting sentences. Some ambiguous cases were
separately treated with particular strategies or heuristics. Some had to be manually corrected.
Each sentence was then split into tokens (syllables, abbreviations, etc.) by spaces, punctu-
ations, etc. Each sentence was assigned a unique code, including two parts: (i) four letters
indicating the sources: NEWS (e-newspapers), STOR (e-stories), VCLD (VCL Dictionary),
VLSP (VNSpeech corpus for synthesis), WIKI (Vietnamese wiki), SPEC (special design);
and (ii) six digits indicating its position in each source, starting from 1: 000001, 000002, etc.
The sentence number of each source in the raw text presented in Section 3.2 was calculated
after this task.

The total sentence number of the raw text was 349,095 sentences from five major sources.

3.3.3 Tokenization into syllables and NSWs

As aforementioned, Vietnamese is an isolating language, in which the boundary of syllable
and morpheme is the same, each morpheme is a single syllable. Each syllable usually has
an independent meaning in isolation, and polysyllables can be analyzed as combinations of
monosyllables ( , ). Hence, a syllable in Vietnamese is not only a phonetic unit but
also a grammatical unit ( , ). Besides, Vietnamese text is actually a sequence of
syllables, separated by spaces. As a result, each sentence had to be tokenized into syllables
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and NSWs. Spaces and punctuations were used as the best delimiters for this task.

3.3.4 Text cleaning

Since the raw text was collected from various sources, mainly from the Web, there existed
“unclean” or unsuitable sentences that cannot be used in designing corpus. Sentences having
more than 70 syllables were considered “very long” sentences and hence were removed from
the raw text. Sentences having unreadable (e.g. control) symbols or wrong encoding were also
removed. After text cleaning, the raw text bank of 349,095 sentences was reduced to 323,934
“clean” sentences, which means that about 7% were unsuitable and removed.

Table 3.1 — The final raw data for Vietnamese corpus design

Sentence Sentence Mean length

Source in paragra::ls in dialogfe Syllable 7 (syllables/ seftence)
E-newspapers 255,145 0 9,432,669 37.0
E-stories 13,601 20,402 450,655 13.3
VCL dictionary 15,600 3,900 155,274 8.0
VNSP 433 197 8,930 14.1
VietTreebank 7,723 1,836 216,725 22.7
Wiki 4,146 793 109,373 22.1
Special design 78 117 2,905 14.9

| TOTAL I 296,704 | 27,230 | 10,377,903 32.0

Table 3.1 shows some information of various sources in the final raw text. E-newspapers
occupied the highest proportion (about 91%) of the raw text. The mean of sentence length
(number of syllables) was also the largest, about 37 syllables per sentence, and only contained
sentences in paragraphs, not in dialogs. Example sentences (for Vietnamese words) in the VCL
dictionary were short in general, averaging 8 syllables per sentence. E-stories included more
dialogs than paragraphs (about 1.5 times), hence about 13.3 syllables per sentence on average
(dialogs includes short sentences in general). Other resources ranged from 14 syllables to 23
syllables per sentences. They contained more paragraphs than dialogs. The minimum sentence
length of the raw text was 1 syllable, and the average sentence length was 32 syllables. There
are total more than 10 billions syllables in the raw text.

3.3.5 Text normalization

The Vietnamese real text included Non Standard Words (NSW), which cannot be directly
transcribed to phonemes, e.g. numbers, dates, abbreviations, currency. The pronunciation
of these NSWs cannot be found by applying “letter-to-sound” rules. Such NSWs include
numbers; digit sequences (such as telephone numbers, date, time, codes...); abbreviations
(e.g. “ThS” for “Thac si”); words, acronyms and letter sequences in all capitals (e.g. “GDP”);
foreign proper names and place names (such as “New York”); roman numerals; URL’s and
email addresses. Normalization of such words, called text normalization, is the process of
generating normalized orthography from text containing NSWs.
The text normalization process adopted the main idea from our previous work (

, ), which normalized NSWs to the appropriate form so that it became speakable.
However, due to the vast and various sources, only basic processing tasks were done on the
raw text.
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These NSWs first were identified by filtering tokens using the PRO-SYLDIC dictionary (cf.
Section 2.6 in Chapter 2). Those candidates were then classified into corresponding categories
using regular expressions.

These NSWs were expanded to full text according to their categories. Numbers, dates,
times, currencies, measures, etc were expanded by well-defined rules. For example, a date
“13/04/1994” in Vietnamese (the format “dd/mm/yyyy”) was expanded to “ngdy mudi ba
thdng tu ndm mot nghin chin tram chin muoi tu” (day thirteen month fourth year one
thousand nine hundreds ninety four) by the following rules: o

e A date starts with the word “ngay” (day);

e The day is expanded to a normal number; if the day is smaller than 11, it is preceded
by “mung”;

e The month is expanded to a normal number; except that “4” or “04” is expanded to
“tu” (forth);

e The year is expanded to a normal number.

Abbreviations were expanded by looking up an abbreviation dictionary (435 entries), such
as “DHBKHN” was expanded to “Dai hoc Bach Khoa Ha N6i” (Hanoi University of Science
and Technology), “CLB” was expanded to “céu lac bd” club.

We also built a loanword dictionary (2,821 entries), which comprised pairs of loanword and
the corresponding Vietnamese words, e.g. “London Luin-dén” [I"¥n-1 6on-1], “Ronaldo Ro-
nan-d6” [do-1 nan-1 do-1]. The remaining cases, whose full text could not be found by any
explicit expansion rules or in any dictionaries, were expanded to a list of words for each
letter or character (i.e. a character sequence), e.g. “WTQO” was expanded to “vé-kép té 6”
[ve-1 kep-5b te-1 o-1], “NT320” was expanded to “nd té ba hai khong” [ny-2 te-1 ba-1 haj-1
xoym-1].

3.3.6 Text transcription

After the raw text was cleaned and normalized, syllables in each sentence were transcribed
using tonophones as a speech unit. As aforesaid in Section 2.7 in Chapter 2, the PRO-
SYLDIC dictionary was constructed to cover all Vietnamese pronounceable syllables with
tones. Its entries included both orthographic and transcript form using tonophones. Hence,
the PRO-SYLDIC dictionary was used for this text transcription task.

This dictionary covered not only meaningful syllables in Vietnamese, such as “hoa”
h™lal-1] (flower), “cua” [kuol-1] (crab), “qua” [k™'al-1] (pass away); but also nonexistent
but pronounceable syllables such as the loanword “boa” [6"!al-1] in ‘tién boa” from French
‘pourboire’ (tip) or the newly appeared orthography syllable “iéu” instead of “yéu” [iolw1-1]
(to love).

Since the sources of the raw text were mostly pulled from sources on the Web, they
were in different representations. For ease of use with a common format, each source was
finally stored in a text file with the following structure: (i) each sentence was in one line, (ii)
each line had four columns separated by the special symbol “ = ”: sentence code ~ original
text ~ normalized text ~ transcribed text.
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3.4 Phonemic distribution

As presented, the raw text could be considered as a phonetically-rich and balanced source,
and might represent for the Vietnamese language in terms of phonetic distribution due to
its variety and its large size. This section presents a new and important speech unit in our
work, a di-tonophone — an adjacent pair of tonophones. “Theoretical” speech units, which
constructed from MEA-SYLDIC — a dictionary of meaningful syllables, are also presented,
while “real” speech units were extracted from the raw text.

3.4.1 Di-tonophone

In continuous speech, units were produced with and affected by the preceding and succeeding
ones. To cover the transition between two phones, di-phones is usually used in speech synthe-
sis. Using di-phones as a base speech unit, the pronunciation of each phone varies based on
the surrounding phones. As a result, di-phones are usually analyzed and play an importance
role in corpus design.

As presented in Section 2.6 in Chapter 2, a new speech unit — tonophone — was proposed
as an allophone regarding the lexical tone of the bearing syllable. To build tonophones, all
allophones in rhymes were adhered to the lexical tone, while the initial consonant did not
have to combine any information of the tone. “Tonophones” were used for emphasizing the
role of lexical tones, and reflected their corresponding allophones in tonal contexts.

As aforementioned, due to the importance of Vietnamese lexical tones, a new speech unit
concerning the lexical tone of the bearing — a “tonophone” was proposed. To build tonophones,
all allophones in rhymes were adhered to the lexical tone, while the initial consonant did not
have to combine any information of the tone. “Tonophones” were used for emphasizing the
role of lexical tones, and reflected their corresponding allophones in tonal contexts. The
tonophone set of the Vietnamese language was constructed with 207 units (cf. Section 2.6 in
Chapter 2).

In the corpus design, we use a “di-tonophone” as a basic speech unit, which can be defined
as an adjacent pair of tonophones. It appears that both phonemic and tonal contexts can
be “modeled” in the “di-tonophones”. For instance, in the sentence “Trdi dep qual!” [tex2j2
de6bp6b kW52aba] (What a beautiful day!), consuming that there are two empty phones (#)
at the beginning and at the end of the sentence, the following di-tonophones were found:
[#-te], [te-¥2], [¥2-j2], [j2-d], [d-e6b], [e6b-p6b], [p6b-k], [k-W52], [¥52-a5a], and [aba-#].

3.4.2 Theoretical speech unit sets

As presented in Section 2.7 in Chapter 2, the PRO-SYLDIC dictionary included all Viet-
namese pronounceable syllables with tones although many of them does not exist in the
language. These entries were useful for a number of loanwords or newly appeared syllables.
We assumed that we could build the theoretical di-tonophone set for our work based on a
dictionary that included meaningful (i.e. existent) Vietnamese syllables.

MEA-SYLDIC — a MEAningful SYLlable DICtionary. A preliminary analysis was
done on the VCL dictionary (cf. Section 3.2) and the raw text. A total of 7,043 meaning-
ful distinct orthographic syllables (and 5,792 distinct transcriptions) were found in the VCL
dictionary. Other sources of the raw text provided more loanwords that did not exist in the
language, hence a total of 7,355 meaningful distinct orthographic syllables were constructed
for a new dictionary — MEA-SYLDIC. The entries of this dictionary included meaningful
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hence existent Vietnamese syllables in pairs: 7,355 distinct orthographies corresponding to
6,074 distinct transcriptions. This dictionary was used for building speech unit sets (e.g. tono-
phone set, di-tonophone set) and their distributions, which can be considered a reference for
the corpus design.

Theoretical unit sets. Theoretical di-phone/di-tonophone set in this work was built based
on the MEA-SYLDIC dictionary. Each syllable in the dictionary was combined in pairs with
others, e.g. [ajagas]—[b1bs], for generating the theoretical speech units. Before the first phone
of the left syllable [ajaz2as] and after the last phone of the right syllable [b1bs], we considered
an empty phone [#] starting or ending an utterance. For the syllable pair [ajagas]—[b1b2], the
following di-phones were: [#-a1], [ai-az], [a2-as], [as-b1], [b1-ba], [ba-#].

For instance, for the syllable pair “gan — quén” [y¥2n2] — [kwlelnl] (nearly — forget):

e the di-phones were [#-y], [y-¥], [¥-n], [n-k], [k-w], [w-€], [e-n], [n-#]
o the di-tonophones were [#-y], [y-¥2], [¥2-n2], [n2-k], [k-w1], [wl-el], [el-nl], [nl-#]

Following the above method to build di-phones/di-tonophones from the dictionary, there
were 1,139 theoretical di-phones while 18,507 theoretical di-tonophones were extracted.

3.4.3 Real speech unit sets

Since the di-tonophone set was automatically generated from all the combinations of syllable
pairs using the MEA-SYLDIC dictionary, many theoretical ones did not exist in the raw text
(i.e. the Vietnamese real text). As presented, we assumed that the raw text could represent
the language in terms of phonetical richness and balance. Therefore, in this work, the speech
unit sets and the phonemic distribution of the raw text were considered as real ones and
could be used a reference for the corpus design process.

Table 3.2 presents the unit numbers of different sets in theory (using the MEA-SYLDIC
dictionary) and the raw text (real Vietnamese texts). Since a number of syllable combinations
(or with the empty phone #) did not exist in the language, the number of theoretical di-
tonophones (by dictionary) was nearly twice the one in the raw text. Other speech units in
the raw text had the same numbers as in the dictionary. The total number of transcribed
syllables was 6,074 2.

3.4.4 Distribution of speech units

Based on the above building of speech unit sets, we calculated the distribution of units for
further tasks. Table 3.3 lists the top 9 frequent (pl-p5) and rare (r5-r1) phones, tonophones,
di-phones and di-tonophones in the raw text. In the raw text, [y] was the rarest phone while
the rarest tonophone was [3] with the broken tone 4. The phones [kAp > € €] were also the
rarest ones. The broken tone 4, the curve tone 3 and the drop tones (6a, 6b) seemed to be
rare, especially combining with [us 3 e]. The phone [a] was the most frequent and the [j] was
the fifth common in the raw text. Disregarding the lexical tones, the phones [k n t] (and also
[m y te]), which can be both initial and final consonants, were also the most popular ones.
As for tonophones, since the lexical tones were adhered only to the rhymes, the initial
consonants [k te d t] and some other initial ones (e.g. [v h z t® m 1 6 s n]) were the most
common in the raw text. The vowel [a] with the level tone was the fifth frequent in the raw
text. The more detail distribution showed that the level tone 1 and the falling tone seemed

2. The number of orthographic syllables was 7,355.
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Table 3.2 — Number of speech units in theory and in the raw text

Dictionary | Raw text
# Factor (theory) (real)
1 | Number of sentences - 323,934
2 | Number of distinct phones 48 48
3 | Number of distinct tonophones 207 207
4 | Number of phones - | 28,329,368
5 | Number of distinct initials/rhymes 674 674
6 | Number of initials/rhymes - | 20,400,713
7 | Number of distinct di-phones 1,139 1,139
8 | Number of di-phones - | 28,653,194
9 | Number of distinct di-tonophones 18,507 10,339
10 | Number of distinct syllables 6,074 6,074
11 | Number of syllables - | 10,377,903

Table 3.3 — Distribution of top 9 frequent (p1-9) and rare (r9-1) speech units of the raw text

# || Phone Freq. Eﬁ:rc:e Freq. di-phone | Freq. ]11:121:12 Freq.

pl || a 2,367,636 || k 1,120,216 || a-j 406,534 || ol-ym1 | 210,693
p2 || k 1,831,035 || t¢ 978,603 || o-ym 363,465 || al-ml 196,935
p3 | n 1,828,931 || d 888,552 || io-n 339,192 || v-a2 187,790
pd || t 1,396,160 || t 795,718 || a-n 318,623 || a5b-kbb | 167,220
pPd ] 1,311,072 || al 714,008 || i-j 291,065 || al-j1 157,150
p6 || m 1,131,790 || h 622,791 || ¥-n 280,005 || k-abb 121,863
p7 |l o 1,003,581 || tP 565,268 || a~k 267,868 || h-al 121,820
P8l 1 980,619 || m 551,041 || Y-a 262,602 || aba-j6a | 121,506
p9 || i 950,371 || a2 544,490 || a-m 257,528 || n-al 115,870
r9 || f 292,890 || ¥4 5,305 || ¥-3 3 || jpa-"? 1
r8 || z 271,039 || a4 4,707 || &5 3 || j3-wwl 1
7| x 259,775 || ¥5b 4,566 || uo-uo 3 || n6a-¥2 1
6 || p 258,420 || €6b 3,968 || io-wx 2 || jba-aba 1
rh || € 243,998 || ebb 2,315 || io-o 2 || tbb-g2 1
4 || € 218,326 || uoba 1,946 || u-5 2 || kpbb-i2 1
r3 || 9 193,806 || 33 1,690 || wo-5 2 || kpbb-i3 1
r2 || kp 109,232 || uo4 612 || uo-5 1 || nba-eba 1
rl || y 76,905 || 54 229 || ie-5 1 || m2-ue3 1

to be the most popular ones, especially combined with popular phones (e.g. [an j ym m a
N o i]). The final consonants [p t k| were also common (with the rising tone 5b or the drop
tone 6b).

The most frequent di-tonophones in the raw text were popular rhymes, such as “Oong”

[ol-ym1], “am”

[al-ml1], “4

C”

[abb-kb5b], “ai” [al-jl1]. The di-tonophone “va” [v-a2] was the

third common. Despite regardlessness of the lexical tones, the di-phones [a-j] and [o-ym] were
still the most frequent. Some combinations of two nucleus, vowels or diphthongs (especially
the rare ones), were rare such as [i0-3], [ue-3], [wo-3]. The unusual combinations of lexical
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tones provided rare di-tonophones, such as [m2-uo3], [nba-e6al, [kApr—i?)], ete.

There were a number of di-tonophones with small frequencies. Table 3.4 shows the num-
bers of di-phones and di-tonophones having the frequency from one to six. Nearly 1,200 di-
tonophones appeared only once and 615 twice in the raw text. The numbers of di-tonophones
with the frequency of three to six ranged from 381 down to 148. Only 2 to 4 di-phones had
small frequencies.

Table 3.4 — Number of di-phones/di-tonophones having small frequencies

’ Frequency H di-phone # ‘ Di-tonophone # ‘

Once 2 1,199
Twice 4 615
Three times 6 381
Four times 2 257
Five times 2 216
Six times 3 148

3.5 Corpus design

Due to the simplicity and effectiveness, the greedy algorithm was adopted to search the
best candidate among the subset of the raw data. This section describes the whole corpus
design as a number of iterations of selection process, whose output was the best candidate in
terms of phonetic-richness and -balance at the current state of the uncovered units and their
distributions. The selection process stopped when an expected constraint reached.

Three corpora were then constructed by our proposed design process with different speech
units and targets: (i) SAME: a new corpus with the same size as the old corpus VNSP in
terms of syllable number and using di-tonophones as speech units, (ii) VSYL: a new corpus
with 100% syllable coverage (i.e. complete syllable coverage), and (iii) VDTS: a new corpus,
which had 100% di-tonophone coverage (i.e. complete di-tonophone coverage). The purpose of
first corpus was to examine the performance of the algorithm by comparing the distribution
of different speech units of the old corpus and the new corpus with the same size. The second
one was designed for the non-uniformed unit selection in which syllables can be used as the
best speech unit in terms of both quality and system/corpus size. The last one was designed
for our TTS system, in which tonophones were used as speech units. We believed that with the
design of 100% di-tonophones, the transitions between any two tonophones were completely
covered, hence the quality would be much more improved.

3.5.1 Design process

The speech unit sets and their distributions of the raw text (cf. Section 3.4) were used in the
selection process as well as weighting candidate sentences. Figure 3.2 illustrates the process
of corpus design, which includes a number of selection iterations to build a target corpus with
an expected constraint.

The input data of the selection process were: (i) e: the expected coverage (e.g. 100% for
full coverage) or condition (e.g. max size of the target corpus), (ii) R: the raw text including
transcribed sentences, and (iii) U: the uncovered speech unit set with frequency. The initial
value of U was the whole speech unit set with frequency of the raw text as mentioned in
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Figure 3.2 — Corpus design: repetitions of selection processes.
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the previous section. The output of each selection process was a chosen sentence, which was
considered as the best candidate in terms of phonetic-richness and -balance.

The criteria for the whole design process was to have: (i) the highest coverage possible
of a given speech unit (e.g. di-phone) with (ii) the smallest corpus possible (i.e. a smallest
number possible of chosen sentences). The output of the design was a set of chosen sentences
T—the target corpus, with its distribution.

First, from the raw text R, sentences that included the rarest speech unit of the uncovered
unit set U were chosen as a set of n candidate sentences C = 51, 53, ..., 5,. We assumed that
in the phonetically-rich and -balanced raw text, sentences containing rare speech units might
include more common ones, but the possibility of vice versa was much smaller. However, if
the coverage of the target unit is not 100% (e.g. 70%), the most frequent unit may be chosen
to optimize the corpus size. The corpus design may need to be performed twice to find out
the best solution for choosing the rarest or most frequent uncovered speech unit.

The weight of each candidate sentence S; in C' was then calculated to choose the most
phonetically rich sentence among n sentences C' = S1,.52,...,.5,. At the time of selection,
the richness of one sentence could be represented by its number of uncovered distinct units.
However, in general, the longer sentences had more speech units, hence more distinct ones.
Therefore, the weight of one sentence was normalized by its number of all distinct units, as
illustrated in Equation 3.1. The sentence with the maximum weight S, was considered as the
richest one and moved to the target corpus 7.

Nui
Na

Weight(S;) = (3.1)

<.

where
e S;: The sentence i in n candidate sentences C
e N,;: Number of uncovered distinct units appearing in the sentence S;
e N,;: Number of all distinct units in the sentence S;

After having chosen the best candidate sentence S, the uncovered speech unit set with
frequency U was updated. All distinct speech units in S.; were removed from U. If this
uncovered unit set had more elements and the given coverage/condition was not reached,
the selection process was repeated to build a new set of candidate sentences C and so on.
This process stopped when U was empty or the target corpus 7' including m sentences
Sec1,5¢2, - -, Sem satisfied the given condition or coverage c. If the U was empty at the end
of the selection, T had a full coverage (100%), meaning that it covered the whole speech unit
set of the raw text.

3.5.2 The constraint of size

To examine the performance of the proposed design process, we carried out a design that
considered di-tonophones as speech units with a constraint of the target corpus size. The
output was a new text corpus with a similar size (i.e 24,164 number of phones) to the old
one — VNSP (630 sentences, 8,930 syllables). Since the bounded size of the target corpus
was small and the number of di-tonophones appearing once in the raw data was considerable
(i.e. 1,199 times), we assumed that in the selection process, sentences containing the most
frequent speech unit should be chosen as candidates for weight calculation. If the rarest speech
unit were considered first, sentences including those single-occurrence di-tonophones would
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Table 3.5 — New corpora designed with the same size as the old one VNSP. SAME: candi-
date sentences containing the most frequent uncovered unit, SAME-B: candidate sentences
containing the rarest one

” Factor VNSP | SAME | SAME-B
(old) (new) (new)
1 | Number of sentences 630 983 334
2 | Mean length (syllables/sentence) 17.1 9.6 27.1
3 | Coverage of phones 100.0% | 100.0% 100.0%
4 | Coverage of tonophones 95.1% | 100.0% 100.0%
5 | Number of phones 24,164 | 24,117 24,021
6 | Coverage of initials/rhymes 65.3% | 84.0% 73.4%
7 | Number of initials/rhymes 17,504 | 17,778 17,433
8 | Coverage of di-phones 74.5% | 91.7% 88.5%
9 | Coverage of di-tonophones 29.6% | 52.4% 37.2%
10 | Number of di-phones 24,686 | 25,100 24,355
11 | Coverage of syllables 24.8% | 44.6% 33.0%
12 | Number of syllables 8,930 9,478 9,048

have been the unique candidates and hence have been chosen. This would have reduced the
coverage of the target corpus.

In fact, in order to confirm our assumption, we did the corpus design twice with two
different preselection conditions of candidate sentences: (i) the rarest speech unit, and (ii)
the most frequent one. The Table 3.5 provides the total numbers and coverages of different
speech units of the two new corpora “SAME”, “SAME-B” and the old one “VNSP”. The
selection process was iterated while the syllable number of the target corpus (“SAME” or
“SAME-B”) did not exceed the size of “VNSP” in terms of phones (i.e. 24,164 phones). Since
one sentence was chosen in each iteration, the phone numbers of the two new corpora were
slightly smaller than that of the old one (0.2-0.6%), while the syllable numbers were a bit
larger (1.3-6.1%).

The coverage of the new corpus “SAME” was much higher than the old one. There was
no or small difference of the phone or tonophone coverages, yet wide gaps (about 17-22%)
of the other unit coverages between these two corpora. The di-tonophone coverage of the
new corpus reaches 52.4%, while that of the old one was only 29.6%. The coverage of the
“SAME-B” corpus was rather higher than the old one, only about 7-14%.

3.5.3 Full coverage of syllables and di-tonophones

The corpus of high-quality TTS systems should have a good coverage of speech units. With
unlimited vocabulary, some TTS systems even require a corpus with a full coverage (100%)
of the target speech unit.
For instance, in a non-uniform unit selection TTS system for Vietnamese — HoaSung
( , ), due to a small corpus (VNSP — 630 sentences), the half-syllable corpus of
( ) was used when there were lack of syllables or above syllables when searching
units. However, the appearance of half-syllable units sometimes degraded the quality of the
synthetic speech at discontinuous points. Moreover, even with the half-syllable corpus, there
was still lack of many instances of that unit leading a failure of the synthesis process or an
non-intelligible speech. As a result, there was a need to design a corpus having a complete
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syllable coverage (i.e. 100% syllable coverage) to ensure the stability and the quality of the
synthetic voice.

For VTED, a Vietnamese HMM-based TTS system ( , , ,b),
tonophones were used as a speech unit for training and synthesis. This system needed a
corpus with a good coverage in both phonemic and tonal contexts. To completely record all
the transitions between any two tonophones, it was necessary to design a corpus with 100%
di-tonophone coverage.

Based on the requirement of the two above system, the proposed design process was
performed for two corpora for different speech units: (i) VSYL (Vietnamese SYLlable speech)
corpus with 100% syllable coverage, and (ii) VDTS (Vietnamese DiTonophone Speech) corpus
with 100% di-tonophone coverage. As presented in Section 3.4, the number of di-tonophones
appearing once in the raw data was considerable (1,199 times). It means that in order to cover
the complete di-tonophone set, all sentences containing these once-occurence di-tonophones
must be included in the target corpus. Hence, the rarest uncovered speech unit was considered
in the preselection of candidate sentences?®. A similar process was run for the VSYL corpus.

3.5.4 VDTS corpus

As presented above, the VDTS corpus was designed with a full coverage of di-tonophones.
Obviously, the VDTS corpus had 100% coverage of phones, tonophones, and di-phones. Its
coverages of initial/rhymes and syllables were 95.1% and 70.2% respectively. VDTS was the
target corpus that we used for our TTS system as a new training corpus. We expected that
using a corpus with a complete di-tonophone coverage, the quality of the synthetic speech
would be much improved since the transitions between any two tonophones were completely
recorded.

Table 3.6 — VSYL — the corpus with a complete syllable coverage, and VDTS — the corpus
with a complete di-tonophone coverage

VSYL corpus VDTS corpus
# Factor (100% syllable) | (100% di-tonophone)
1 | Number of sentences 2,297 3,947
2 | Mean length (syllables/sentence) 14.4 21.5
3 | Coverage of phones 100.0% 100.0%
4 | Coverage of tonophones 100.0% 100.0%
5 | Number of phones 90,219 223,806
6 | Coverage of initials/rhymes 100.0% 95.1%
7 | Number of initials/rhymes 59,978 161,897
8 | Coverage of di-phones 92.3% 100.0%
9 | Coverage of di-tonophones 57.0% 100.0%
10 | Number of di-phones 92,516 227,753
11 | Coverage of syllables 100.0% 70.2%
12 | Number of syllables 33,033 84,769

Table 3.6 shows the results of these two corpora that had full coverages of syllables/di-
tonophones. The VSYL corpus has 100% coverage of phones/tonophones, syllables and ini-

3. We run the design process twice, and the result was: the corpus designed with the most frequent un-
covered unit for the preselection of candidate sentences had bigger size than that designed with the rarest
one
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tial /rhymes. However, its di-tonophone coverage was only about 57.0%. The VSYL corpus
had nearly 2,300 sentences while there were nearly 4,000 sentences in the VDTS corpus (100%
di-tonophone coverage). The numbers of phones of VDTS was about three times that of the
VSYL one. The VDTS corpus had a good syllable coverage (70.2%) and initials/rhymes
coverage (95.1%).

3.6 Corpus recording

In this work, beside more than 4,700 sentences including the VDTS corpus (the new training
corpus for our TTS system) and some sentences for special purposes or the evaluation phase;
the text content of the VNSP corpus (the old one from the previous studies) was also recorded
for comparison. A total of 5,338 sentences were recorded at LIMSI, France by a female non-
professional native speaker from Hanoi, aged 31 (named Nguyen Thi Thu Trang; Thu-Trang
for short). The speaker had left Hanoi 2 months at the time of the recording. Although she
was not a professional speaker, she had a natural and quite pleasant reading style with a
suitable prosodic representation. She was a lecturer hence she was able to maintain the voice
quality during the recording session.

3.6.1 Recording environment

The recordings took place in a studio at the LIMSI-CNRS Laboratory, Orsay, France. The
recording studio included a soundproof vocal booth and a control station.

In the soundproof booth, there were the following equipments: (i) a condenser microphone
with an omnidirectional polar pattern, (ii) a Glottal Enterprises EG2 glottograph, (iii) an
iPad allowing the speaker to access text content of sentences, and (iv) a loudspeaker. The
speaker position was controlled in the beginning of each session by measuring a fixed distance
(about 30 cm) from the mouth of the speaker to the microphone. A round anti-pop filter was
located in front of the microphone.

7 - — e
L ) —  —

Figure 3.3 — Soundproof vocal booth. The iPad screen was put in a suitable and straight
position for the speaker. The anti-pop filter was in front of the microphone.

The control station, operated by a recording supervisor, included: (i) a computer (iMac
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21.5-inch, Mid 2011), (ii) a high-quality sound card (RME Fireface 400), (iii) and a headphone.
The audio and EGG * signals were recorded directly into the computer using the software Pro
Tools 10° through the sound card at a sampling rate of 48,000 Hz and 24-bit quantization.
They were eventually converted to 48,000 Hz, 16-bit PCM files. Due to private reasons, only
audio files were used in this work.

3.6.2 Quality control

The recordings were done in one-hour sessions with a 5 minutes interval every half hour so
that the speaker throat could have an enough relax to ensure the recorded speech quality. The
speaker recorded from two or four (rarely) sessions per day. Each recording session produced,
on average, 200 utterances, hence about 17 minutes of recorded speech. About 7.7 speech
hours (462 minutes) corresponding to 5,338 utterances were recorded; hence 27 recordings
sessions were conducted.

The speech quality was controlled during and after the recording sessions. To facilitate the
quality control and the further analysis, the sentence-by-sentence recordings were conducted.
To provide references of voice level and quality, in the beginning of each session the speaker
listened to some recordings of the previous sessions. The audio feedback and the supervi-
sor instructions were routed to the speaker’s loudspeaker and supervisor’s headphones. They
could also communicate to each other by gestures through a glass window between the booth
and the control station.

Supervision during the recording sessions. The supervisor was a Vietnamese native
speaker. He was trained to use the recording software as well as other constraints for a good-
recorded speech. The supervisor operated the recording software to monitor the sound level,
to start and stop the recorder and to erase the error utterances. It was also the responsibility
of the supervisor to verify if the speaker was producing the right sound level, either by moving
away from the predefined position or by starting to become tired. The supervisor also had to
check if the speaker read all the words in the sentence with the proper pronunciation using
an adequate rhythm and intonation. When there was any problem, he stopped the record-
ing and explained the issues to the speaker. They may listen to that sound again to clarify
the problems and confirm the right way to read that sentence. The supervisor canceled the
previous one to override with a new utterance. One of the most challenging sessions involved
reading loan words or rare words, and long sentences.

Verification after the recording sessions. To reduce errors in the speech corpus as much
as possible, the audio files were periodically checked after several sessions. The speech rate,
voice level and quality were first compared between the unchecked sessions and checked
sessions. This could detect if there were any change or errors in the recording conditions for
different sessions.

The errors might be caused by the supervisor when he forgot canceling the error utter-
ances, started too late or stopped too early. This might lead to the audio files having too
short margin pauses or the speech being improperly cut. The utterances with errors were
discarded and the sentences were re-scheduled for future recording sessions.

4. ElectroGlottoGraph, also called laryngograph
5. The industry-standard audio production platform: http://www.avid.com/US/products/family/pro-tools
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3.7 Corpus preprocessing

Corpus preprocessing had to be done to build a “clean” and annotated speech corpus for
TTS systems. This section presents the three major post-recording tasks: (i) normalizing the
beginning and ending pauses, (ii) labeling the continuous speech according to the phonetic
transcription, and (iii) processing the wrong labeling of breath noises.

3.7.1 Normalizing margin pauses

Fach recording file corresponding to one sentence was named increasingly by an incremental
value of “1”. The first step was to rename these recording files to new names corresponding
to sentence codes (cf. Section 3.3). Each file was trimmed to margin of at-most-200ms pauses
in the beginning and at the end. These tasks were automatically done using a Praat % script.

Since the recordings and quality control were made by humans, there were still some
error audio files. For instance, the verbal content of some utterances and the corresponding
text content mismatched, such as lacking or redundant syllables, or even wrong syllables.
The margin’s pauses of some audio files were too short (e.g. <100ms), or the speech signals
were improperly cut in some files. Some utterances had unexpected noises because of the
carelessness during the recordings. Utterances with unsolvable errors (e.g. deeply cutting
speech, “strong” noises) were removed from the corpus. Some text files were modified to suit
the verbal content of the respective audio files.

3.7.2 Automatic labeling

With the increase in size of speech databases, manual phonemic segmentation and labeling
of every utterance became unfeasible. Thus, automatic labeling was one important task to
build an annotated corpus for TTS systems.

In this work, the updated text files were first transcribed into phonemic sequences using
our G2P conversion module. The speech corpus was then segmented and force-aligned with
the orthographic transcriptions by the EHMM labeler 7 ( , ) since it
was well tuned to automatic synthesis labeling. Given a phonetic transcript of a speech and
the waveform, the EHMM tool automatically finds the alignments between the speech and
the transcript at the phone level. The quality of the labeling often depends on the amount of
data trained making it appropriate for segmentation of large speech databases.

Actually, MaryTTS was adopted as the platform for developing our TTS system. There-
fore, we used the supporting tools and default configurations of EHMM from MaryTTS for
this labeling. In the EHMM tool, continuous models with one Gaussian per state, left-to-right
models with no skip state and context-independent models trained with 13 MFCCs are used
to get force-aligned labels. It supports modeling of short, long, and optional pauses, which
produces better alignment of speech segments. More resolution can be supported with a frame
shift of 5 milliseconds resulting in sharper boundaries ( ) )

EHMM uses a context-independent acoustic model, i.e. an acoustic-phonetic unit set of the
target language, as context dependent models tend to blur the label boundaries. This acoustic
unit set is intended to represent every speech segment that is clearly bounded from an acoustic
point of view, as well as every speech segment that is phonetically significant, even if it is
not clearly bounded. In other words, it is used to model and to identify clear acoustic events
that an expert phonetician would mark as boundaries in a manual segmentation session. The

6. Praat: doing phonetics by computer: http://www.fon.hum.uva.nl/praat/
7. A labeler included in the festvox project: http://festvox.org/, from festvox-2.1
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acoustic-phonetic tonophone set of the Vietnamese presented in Section 2.6 was used as an
input for the EHMM labeler.

This software extracted cepstral coefficients from the wave files and trained HMMs using
the Baum Welch algorithm to determine the phone boundaries. The outputs of the EHMM
labeler were HTK style labels. The first column contained the phone end times in millisecond,
the last column the phone symbol. We had to convert them into the TextGrid format for
verification.

The EHMM labeler had been shown to be very reliable, and could nicely deal with pause
insertion. However, its main drawback was the speed. For the old corpus containing 630 sen-
tences, it took several hours for labeling using a “iMac 21.5-inch, Mid 2011”. For the new
corpus VDTS containing nearly 4,000 sentences, we had to spent one day and a half.
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Figure 3.4 — An example of transcription files (TextGrid) for sentence “Lao muén gi ldo lam
cho bang dugce” [law-4 muen-5a zi-2 law-4 lam-2 teo-1 6an-2 duek-6b] in (a) the old speech
corpus by a broadcaster (manual labeled) and (b) the new speech corpus by ThuTrang

(automatic labeled).

Semi-automatic correction of breath noise labeling. A primarily perceptual evaluation
showed that the synthetic voice trained with the first result of the annotated corpus sounded
discontinuous at some transitions between syllables. Some observations were done on the
labeled speech of the training corpus for discovering the problems. Although EHMM could
deal with pause insertion, but it often failed to predict the pause appearance or pause duration
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in the speech corpus since the speaker mainly produced breath noises instead of silence pauses.
A number of breath noises were confused with the adjacent segments. In some cases, a part of
the breath noise could also be wrongly labeled, where a pause were labeled yet with a much
smaller duration.

These wrongly-labeled breath noises were automatically identified based on the duration
limits of phone types (vowels/consonants, short/long tones) in the corpus. The durations
of the phones including the breath noises were adjusted to the sum of their means and
standard deviations. We also had to do some manual corrections for some special cases, i.e.
too-small pauses, single-vowel syllables, syllables including long vowels or semi-vowels, etc.
More information about this issue and the correction process are described in Section B.1 in
Appendix B.

As a result, the new corpus were segmented and labeled at phoneme-level using tono-
phones. For further analysis, tonophones in the new corpus were then grouped to syllables
and perceived pauses in a different tier, as illustrated in Figure 3.4a. Whereas, the old speech
corpus VNSP was manually labeled, time-aligned at the syllable level in graphemes, and
annotated for perceived pauses, as shown in Figure 3.4b. This was the existing result of
the annotated corpus VNSP from the previous works ( , ) ( , ,

,b).

3.7.3 The VDTS speech corpus

Due to few errors in automatic sentence segmentation of the raw text as well as in recording,
the utterance number of the VDTS speech corpus (i.e. 3,947 utterances) was slightly different
from the sentence number of the designed VDTS text corpus. Regarding pauses inside ut-
terances, a total of about 6.4 hours (i.e. 384 minutes) of speech were obtained. As aforesaid,
this new corpus was recorded in France by a female non-professional speaker Thu-Trang from
Hanoi at 48 kHz, 24 bps and eventually converted to 48 kHz, 16 bps.

There were totally 8,506 perceived pauses inside utterances of the speech corpus VDTS.
In average, the speaker produced a perceived pause every nine syllables. The speech rate of
VDTS was about 9.6 phonemes/s, or 3.6 syllables/s.

A total of 630 sentences in the existing text corpus VNSP, as presented, were also recorded
by the speaker Thu-Trang for comparison. Section B.2 provides some comparisons between
the two speech corpora with a similar text content but recorded by different speakers and
recording condition. The old corpus was recorded in Vietnam by a female broadcaster from
Hanoi at 16 kHz and 16 bps (hence called VNSP-Broadcaster); meanwhile the new one was
recorded in France by a female non-professional speaker Thu-Trang from Hanoi at 48 kHz,
24 bps and eventually converted to 48 kHz, 16 bps (hence called VNSP-ThuTrang).

3.8 Conclusion

A speech corpus can be considered a phonetically rich one if it contains all the phones and
has a good coverage of other speech units (e.g. di-phones, triphones), which can capture
the transitions between two phones. A phonetically balanced corpus maintains the phonetic
distribution of the language. In this work, a vast bank of raw text, which was crawled from
various sources (i.e. e-newspapers, e-stories, Vietnamese word dictionary, etc.), was considered
a phonetically-rich and -balanced resource and a reference for the design process. This resource
might represent for the Vietnamese language in terms of phonetic distribution.

Since the raw text was huge and was collected from various sources, there was a need to
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pre-process to make it to be suitable for the design process with five main tasks: (i) Sentence
segmentation, (ii) Tokenization, (iii) Text cleaning, (iv) Text normalization, and (v) Text
transcription. Texts were first segmented into sentences, and then tokenized into syllables
or Non-Standard Words (NSWs — which cannot be directly transcribed to phonemes, e.g.
numbers, dates, abbreviations, currency). Sentences having more than 70 syllables or con-
taining unreadable characters (e.g. control ones) were removed. The next task for “cleaned”
sentences were was text normalization, in which NSWs were then processed and expanded to
speakable syllables. The normalized text was finally transcribed into tonophones to provide
a suitable input for next steps.

Since Vietnamese is a tonal language, our work targeted to design a phonetically-rich
and -balanced corpus in both phonemic and tonal context. Hence, two proposed speech units
used for designing corpora for Vietnamese TTS systems were: (i) a “tonophone”: a phone
regarding the lexical tone of the bearing syllable, and (ii) a “di-tonophone”: an adjacent
pair of “tonophones”. The di-tonophone set was constructed using a dictionary including
meaningful syllables (theoretical), and using the raw text (real). The phonetic distribution
of the raw text was calculated for different speech units, including the two new ones.

The whole corpus design included a number of iterations of selection process, whose output
was the best candidate in terms of phonetic-richness and -balance at the current state of the
uncovered units and their distributions. The selection process could be described as follows. A
subset of the huge raw data including the rarest/most frequent uncovered unit was extracted
to achieve a set of candidate sentences. Due to the simplicity and effectiveness, the greedy
algorithm was adopted to search for the best candidate sentence (with the highest weight)
among that subset. The weight of a sentence was the proportion of its uncovered distinct unit
number and its total distinct unit number. After each selection, the uncovered unit set was
updated, and the selection process was repeated until a constraint (e.g. coverage, condition)
was satisfied.

To examine the performance of the proposed design process, we carried out the design
that considered di-tonophones as speech units with a constraint of the target corpus size. The
output was a new text corpus, “SAME”, with a similar size (i.e 24,164 number of phones) as
the old one — VNSP. The bounded size of the target corpus was small and the number of di-
tonophones appearing once in the raw data was considerable. If sentences containing the rarest
speech unit were considered first, sentences including those single-occurrence di-tonophones
would have been the unique candidates and hence have been chosen for the target corpus.
Therefore, sentences containing the most frequent speech unit were chosen as candidates for
weight calculation for maximizing the coverage of the target corpus. The results show that
with a similar syllable number, the coverage of the new corpus “SAME” was much higher
than the old one. There was no or small difference of the phone or tonophone coverages,
yet wide gaps (about 17-22%) of the other unit coverages between these two corpora. The
di-tonophone coverage of the new corpus reaches 52.4%, while that of the old one was only
29.6%. The VSYL corpus with a complete syllable coverage was also designed for improving
the quality of the non-uniformed unit selection speech synthesis.

The target training corpus for our TTS system, the VDTS (Vietnamese DiTonophone
Speech) corpus, was designed with a full coverage of di-tonophones since it is necessary to
record all the transitions between any two tonophones. Obviously, the VDTS corpus had
100% coverage of phones, tonophones, and di-phones. Its coverages of initial /rhymes and
syllables were 95.1% and 70.2% respectively.

A total of 5,338 sentences including the VDTS and VNSP corpora, and some other sen-
tences (called VDTO — Vietnamese Di-Tonophone and Others) for the evaluation phase were
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recorded by a female non-professional native speaker from Hanoi, aged 31 (named Thu-
Trang). The recordings were conducted in a well-equipped studio including a soundproof
vocal booth and a control station at the LIMSI-CNRS Laboratory, Orsay, France. There
were 27 one-hour recording sessions to produce nearly 8 speech hours. The speech quality
was controlled during the sessions by a supervisor. After several recording sessions, audio files
were checked to ensure the global quality and to reduce errors for next sessions.

Utterances in the speech corpus were renamed by sentence codes and pre-processed for
our Vietnamese TTS system. They were automatically segmented and force-aligned to build
an annotated corpus by the EHMM labeler. However, there existed wrongly-labeled breath
noises, which made discontinuous transitions between syllables of the preliminary synthetic
voice. These breath noises were hence semi-automatically corrected for a final annotated
corpus.

The VDTS speech corpus that was used for training VTED finally contains 3,947 utter-
ances in about 6.4 hours (384 minutes). The speech rate of VDTS was about 9.6 phonemes/s,
or 3.6 syllables/s, hence about 25% lower than the previous one recorded by a broadcaster.
In average, the speaker Thu-Trang produced a perceived pause every nine syllables, about
16% more pauses than the broadcaster.
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4.1 Introduction

In Vietnamese, like in other tonal languages, pitch is used as a part of speech and can change
the meaning of a syllable/word. The utterance-level intonation hence not only varies over
the course of the sentence, but also interacts with lexical tones.

Tran D6 Dat ( , , , ) did the analysis on the influence
of coarticulation effect and syllable duration on variations of Vietnamese tones in continu-
ous speech. A method for generating FO contour was then proposed by concatenating tonal
contours (tone patterns in accordance with their durations) placed on register contours of
syllables composing breath groups in sentences. This work showed a dependence of the global
intonation on the lexical tones of constituent syllables.

The tone of the final word or syllable and the intonation-type of the utterance (either
declarative or interrogative sentences) have been investigated in a lot of research. The work of
( ), ( ) revealed that in Mandarin, the interrogative intonation

had a “higher sentence-final melodic curve than the declarative counterpart”. However, this
difference was complicated because of the interaction of lexical tones and intonation. For
instance, the interrogative intonation with a final tone with falling contour often has a falling

end ( , ). In Vietnamese with 8 different tones (only two tones with rising
contour), this was much more complex. The study of ( ) confirmed the role of
lexical tones in this difference. In the work of ( ), from the declarative sentence,

a model of FO contour for yes/no questions without auxiliary verbs was proposed by two
main stages: (i), the whole contour was raised by a range of percentages of the FO mean
(normalized register ratio); and (ii) the contour of the final syllable was also raised by a
range of percentages of the FO mean (increasing slope) ( ) ). However, this work
reported that the model did not work well with some particular final syllable tones, e.g. falling
and curve tones, due to the small analysis corpus and the absence of investigation on lexical
tones. It turns out that the utterance-level intonation poses a constraint on lexical tones. The
lack of such a constraint in prosodic modeling may negatively impact the characteristic of
syllable tones, hence syllable meanings.

In the HMM-based speech synthesis, speech parameters including spectral (e.g. mfcc) and
excitation ones (e.g. F0) are statistically modeled and generated by using context dependent
HMMs. Each HMM also has its state-duration distribution to model the temporal structure of
speech. As a result, prosodic cues such as FO or duration can be well learned in both phonemic
and tonal context (especially using tonophones as a speech unit, cf. Chapter 2, 3). In other
words, the utterance-level intonation can be statistically modeled with a constraint on lexical
tones. This considerably increases the naturalness of the synthetic voice. The remaining
problem in prosodic analysis is prosodic phrasing; the process of inserting prosodic breaks in
an utterance. It includes pause insertion and lower levels of grouping syllables. In an HMM-
based TTS system, a pause is considered a phoneme; hence its duration can be modeled.
However, the appearance of pauses cannot be predicted by HMMs. Lower phrasing levels
above words may not be completely modeled with basic features.

Prosodic phrasing is a crucial step in speech synthesis since other prosodic cues depend
on it. The synthetic speech with a better phrasing is more intelligible and natural. Many
researchers have been working on prosodic structure generation for Chinese ( ,

)( ) ), break modeling ( ) ) or prosodic structure ( ,
) for French, pause modeling for German ( , ), Russian (
, ) or style-specific phrasing ( , )( , ). They may

use rules or machine learning with lexical information (e.g. POS tags) or contextual lengths.
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However, to the best of our knowledge, there is no such work on the Vietnamese language.
Due to the constraint of intonation with the lexical tones in Vietnamese, it appeared too
difficult to disentangle intonation from lexical tones. As a result, in this research, we aimed
at prosodic phrasing for the Vietnamese TTS using durational clues alone.

Although Vietnamese is an alphabetic script, unlike occidental languages, as aforesaid, it
is an inflectionless language in which its word forms never change, regardless of grammatical
categories. This leads to a special linguistic phenomenon common in Vietnamese, called “type
mutation”, where a given word-form is used in a capacity that is not its typical one (e.g. a
verb used as a noun, a noun as an adjective) without any morphological change ( ,

). This property introduces a huge ambiguity in Part-Of-Speech (POS) tagging, hence
in automatically identifying function or content words. As a result, although function words
in occidental languages are good candidates to predict boundaries of prosodic phrasing, they
may not be effectively used in automatic TTS.

Besides, punctuations cannot be used as the only clue for pauses or breaks when reading
a Vietnamese text. Both syllables and words in Vietnamese are separated by spaces, hence it
is not easy to determine the word boundaries. In other words, Vietnamese text is a sequence
of syllables, separated by spaces. This leads to a big issue in prosodic phrasing in Viet-
namese T'TS, which may need higher-level information from text — syntax. This approach
was leveraged for automatic TTS by the fact that much effort had been devoted to Viet-
namese syntactic parsing with good results ( , )( , )( ,
). The summary of syntax theory, syntactic parsing as well as the adopted Vietnamese
syntactic parser, VI Parser, are presented in Section 4.3. A detail of those is described in
Appendix A.

In this chapter, we present proposals on prosodic phrasing using syntactic information for
Vietnamese TTS. Some investigations using durational clues alone were performed to find out
rules to predict pause appearance—one of the most prominent and frequent levels of prosodic
phrasing, as well as lower levels of phrasing.

The analysis corpus and metrics for performance evaluation were described in Section 4.2.
Section 4.4 gives an overview of our preliminary study on syntactic rules and break levels
using manual syntactic parsing and a small corpus. The ultimate model, which was used in
the final version of our T'TS system, is covered in next sections. Section 4.5 provides general
ideas to use syntactic blocks, i.e. syntactic phrases with bounded number of syllables, for
predicting not only pause appearance but also final lengthening since it is a crucial aspect
of the naturalness of areas around boundaries of speech ( , , ). Section 4.6
describes an improved model by grouping single-syllable blocks for final lengthening. Other
features, such as syntactic links and POS tags were also used for an improved model, presented
in Section 4.7 for pause appearance. The pause appearance was trained and classified using
the decision tree J48 of the WEKA tool ! for an optimized and automatic model of pause
prediction.

An alpha level of 0.05 was adopted for statistical analyses.

1. a collection of machine learning algorithms for data mining tasks:
http://www.cs.waikato.ac.nz/ml/weka/
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4.2 Analysis corpora and Performance evaluation

4.2.1 Analysis corpora

We did a preliminary analysis on the existing corpus VNSP-Broadcaster (cf. Section 3.7 in
Chapter 3). For the final proposal of prosodic phrasing modeling, the new-recorded corpora
(including VDTS, VNSP-ThuTrang, and some special design utterances — called VDTO for
short) were used for the analysis. For both investigations, audio files were finally time-aligned
at the syllable level, and annotated for perceived pauses. Text files in our corpora were parsed
to syntax trees, as in Section 4.3. They were then converted to the XML (eXtensible Markup
Language) format for ease of use.
There were two main differences between the two analysis corpora: (i) the VNSP-Broadcaster

corpus (existing, small and manually annotated) and (ii) the VDTO corpus (newly designed,
huge, and automatically annotated).

VNSP-Broadcaster corpus. As aforesaid, the VNSP corpus included 630 utterances in
about 37 minutes. Audio files were manually time-aligned at the syllable level, and annotated
for perceived pauses. Text files were automatically parsed to syntax trees with constituent
syntactic parsing with grammar function labels (cf. Section 4.3). These syntax trees were
then manually corrected for further analysis.

Figure 4.1 illustrates an example of a syntax tree using constituent parsing with grammar
function labels for the sentence “Lao muén gi 1o lam cho bang dugce” (He wanted something,
he work for it at all costs). A hierarchical tree is shown in (a) while XML format is presented
in (b). In this figure, there are grammar-functional labels, i.e. “SUB”, “H”, “PRD”, in some
phrase nodes or word leaves. These grammar-functional labels do not appear in the stan-
dard constituent parsing. If this sentence is parsed by the unnamed constituent parsing, all
phrase nodes (“S”, “NP”, “VP”) have the same name “XP”, and there also are no grammar-
functional labels for nodes.

VDTO-Analysis and VDTO-Testing corpora. The VDTO corpus included 5,338 ut-
terances in about 7.7 hours. Audio files in this corpus were automatically segmented at
phoneme-level by EHMM labeler. Phonemes were then grouped to syllables and perceived
pauses in a different tier. Text files were transformed to syntax trees using three types of
syntactic parsing by VTParser, as presented in Section 4.3.

For the evaluation phase, we extracted randomly 10% of sentences in VDTO as a test
corpus, called VDTO-Testing, the rest was the analysis corpus, called VDTO-Analysis. De-
tailed acoustic information of these corpora is summarized in Table 4.1. The analysis corpus
contained about nearly seven hours of speech while the testing one had nearly one hour. Since
the randomness was performed in text files, different topics and sources of VDTO were well
covered in the VDTO-Testing. The mean length (syllables/sentence) of the testing corpus
was a bit larger than that of the analysis one.

Syllable and pause duration.

As aforementioned, our analysis and proposal on prosodic phrasing for the Vietnamese
TTS used durational clues alone. As a result, syllable and pause duration in corpora were
measured. Perceived pauses were extracted and measured. In our corpora, most of them were
pauses with respiratory effects. Pause durations were computed in a logarithmic scale, which
was more relevant to perception.

Durations of syllables were calculated using Z-score normalization, based on the syllable
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SENTENCE
S S
NP-SUB VP-PRD NP-SUB VP-PRD
(a) A /R
P-H V-H P P-H V-H R R
Lao mudn gl lao lam cho bang dudc
(He) (wanted)  (something) (he) (worked) (for it) (at all costs)

<SENTENCE>
<S>
<NP syntax="SUB">
<N syntax="H">L&o (He)</N>
</NP>
<VP syntax="PRD">
<V syntax="H">mubén (wants)</V>
<P>gi (something)</P>
</VP>
</S>
<S>
<NP syntax="SUB">
<N syntax="H">1&0 (He)</N>
</NP>
<VP syntax="PRD">
<V syntax="H">lam (works)</V>
<R>cho (for it)</R>
<R>bing dudc (at all costs)</R>
</VpP>
</S>
</SENTENCE>

(b)

Figure 4.1 — An example of syntax tree using constituent parsing with grammar-functional
labels: (a) hierarchical tree and (b) XML format.
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Table 4.1 — VDTO analysis and test corpus

Analysis factor

| VDTO-Analysis

VDTO-Testing

Number of sentences 4,805 533
Number of segments 238,584 29,149
Number of syllables 89,717 10,936
Number of pauses 9,005 1,096
Mean length (syllables/sentence) 18.67 20.52
Total duration (hours) 6.87 0.83
Total duration without pauses (hours) 6.16 0.75

structure, e.g. C1V, ClwV,ClwVC2; and tone type, i.e. long, short of the syllable, as in
Formula 4.1. We adopted a hierarchical structure for Vietnamese syllables, based on an initial
consonant (C1) and a rhyme. In Vietnamese, the lexical tone is carried by the rhyme on 3
elements: medial (w), nucleus (V) and ending (C2). Nucleus and tone are compulsory while
others are optional. Vietnamese has a six-tone paradigm (level 1, falling 2, broken 3, curve
4, rising 5a, and drop 6a) for sonorant-final syllables, and a two-tone paradigm (rising 5b,
drop 6b) for obstruent-final ones. For duration of bearing syllables, there are 2 kinds of tones:
(i) long tones: 1-4, 5a, and (ii) short tones: 5b, 6a, 6b. More information can be found in
Section 2.2, Chapter 2.
Length(S;) — Mean(C5)

ZScore(S;) = Std(Cy) (4.1)

where
e Length(.S;): duration length of the last syllable S;
e (;: Category (syllable typeand tone type) of the syllable S;

e Std(C;): Standard deviation of the duration length of C;

Std(C;) = \/ XS o S (4.2)

where

— S;;: Duration length of the syllable j in N syllables of category C;

— S;: Duration mean of N syllables

4.2.2 Precision, Recall and F-score

To evaluate the quality of a system or a model, several measures were adopted in this work:
Precision, Recall and F'score whose definitions can be found in some references in natural
language processing. In this work, these measures are used to state the quality of a syntax
parser or a model of pause prediction.

Recall (also called positive predictive value, illustrated in Formula 4.4) is the proportion
of Real Positive (RP) cases that are correctly Predicted Positive (PP). That is the coverage
of the real positive cases by the predicted positive rule. Conversely, Precision (also known
as sensitivity, illustrated in Formula 4.3) computes the proportion of predicted positive cases
that are correctly real positives. True and False Positives (TP/FP) refer to the number of
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predicted positives that were correct/incorrect ( , ).
. TP TP
Precision = PP TP L FP (4.3)
TP
Recall = =P (4.4)
where

e F'P: Number of False Positive;
e TP: Number of True Positive
e PP: Number of Predicted Positive;

e RP: Number of Real Positive

A measure that combines precision and Recall is the harmonic mean of precision and
Recall, the traditional F-measure or balanced F' — score (F), illustrated in Formula 4.5. This
is also known as the F; measure, because Recall and precision are evenly weighted, providing
a single measurement for a system. It is a special case of the general Fj3 measure (for non-
negative real values of ) in Formula 4.6. Two other commonly used F measures are the F5
measure, which weights Recall more than precision, and the Fj 5 measure, which puts more
emphasis on precision than Recall ( , )

Precision x Recall

F— =2 4.5
seore ¥ Precision + Recall (4.5)

Precision * Recall

Fy=(1+p?
= (1457 B2 x Precision + Recall

(4.6)

where
e 3: 5> 0 times as much importance to Recall as precision

— Fy5: weight precision twice as much as Recall
— Fj5: weight precision twice as much as Recall

— Fi or F'score: the same weight for precision and Recall, for short F

4.2.3 Syntactic parsing evaluation

In syntax parsing, the evaluation technique that is currently the most widely-used was pro-

posed by the Grammar Evaluation Interest Group ( , ), and is often known

as “PARSEVAL”. It is basically a relaxation of full identity as the success criterion to one

which measures similarity of an analysis to a test corpus analysis. The original version of the

scheme utilised only phrase-structure bracketing information from the annotated corpus and
compares bracketings produced by the parser with bracketings in the annotated corpus.

Due to the ease of comparison, the evaluation method from the work of ( ) and

( ), is adopted in this work, which measures how much the elements (constituents

or dependents) in the hypothesis parse tree look like the constituents in a hand-labeled

gold reference parse. In other word, the method compares elements produced by the parser
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with elements in the annotated corpus (TreeBank) and computes the number of matched
element M E with respect to the number of elements PE returned by the parser (expressed
as Precision, Formula 4.7) and with respect to the number C'E in the corpus (expressed as
Recall, Formula 4.8) per sentence.

MFE

P ) ) —_— 4.

where
e M FE: Number of Matched Elements
e PE: Number of Elements returned by the Parser

e CE: Number of Elements in the Corpus

4.2.4 Pause prediction evaluation

In pause prediction, Precision (P) was the probability that a (randomly selected) predicted
pause was an actual (correct) pause in corpus., i.e. the fraction of the number of correct
predicted pauses to the total number of actual pauses in corpus (Formula 4.9). Recall (R),
the probability that an (randomly selected) actual pause in corpus is predicted, was calculated
as the number of correct predicted pauses over the total number of actual pauses in corpus
(Formula 4.10) ( , ).

CcP

P7 e S ‘l) —_ 4.9

where
e PP: Number of Predicted Pauses
e CP: Number of Correct predicted Pauses

e AP: Number of Actual Pauses in the middle of utterances in corpus

4.3 Vietnamese syntactic parsing

This section recapitulates the syntax theory, Vietnamese grammatical categories and syntactic
structure, and the current state of Vietnamese syntax parsing. The adoption of the state-of-
the-art technique for Vietnamese syntactic parsing is described with a parser — VTParser for
the TTS system. A detail of these is presented in Appendix A.

4.3.1 Syntax theory

Grammar, composing syntax and morphology, helps us analyze and describe the word and
sentence patterns of a language by formulating a set of rules with respect to those patterns.
Morphology is the study of the form and structure of a given language’s morphemes and
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other linguistic units. Whereas, studying syntax provides us how to construct sentences, and
a number of possible arrangements of the elements in sentences ( , ).

Grammatical categories, a natural first step toward allowing grammars to capture word
generalizations, covers not only the Part Of Speech (POS), e.g. noun, verb, preposition but
also types of phrase, e.g. noun phrase, verb phrase, prepositional phrase. Parts of speech are
termed as lexical categories or word classes whereas non-lexical categories or phrasal cate-
gories means types of phrase. Two major aspects of sentence syntactic structure are phrase
structure grammar and dependency grammar. The first aspect concerns the organization of
the units that constitute sentences, hence also referred as constituency structure grammar,
e.g. Sentence — Prepositional phrase + Noun phrase + Verb phrase. The second one, depen-
dency grammar, concerns the function of elements (i.e. dependency relations) in a sentence
such as subject, predicate or object, which have traditionally been referred to as grammatical
relations or relational structure.

Grammatical categories. To classify words into “grammatical categories” is a natural
first step toward allowing grammars to capture generalizations. The term “grammatical cat-
egory” now covers not only the Parts Of Speech (POS), e.g. nouns, verbs, prepositions but
also types of phrase, e.g. noun phrases, verb phrases, prepositional phrases. Parts of speech
are termed as “lexical categories” in contemporary linguistics or traditionally referred as
“word classes” , whereas “non-lexical categories” or “phrasal categories” means types of phrase
( , )( , ). The most important lexical categories are nouns, verbs (V), ad-
jectives (A), adverb (R) and prepositions (E). Nouns can be categorized in numerous ways,
e.g. proper nouns (Np, i.e. proper name), common nouns (N, i.e. not refer to unique individ-
uals or entities). Pronouns (P) are closely related to nouns, and “traditionally characterized
as substitutes for nouns or as standing for nouns”.

Phrase structure grammar. A sentence does not consist simply of a string of words; and
not the case that “each word is equally related to the words adjacent to it in the string”
( , ). Words in a sentence may be grouped into grammatical units of various sizes.
One crucial unit is the clause, “the smallest grammatical unit which can express a complete
proposition”. A sentence may consist of just one clause or several clauses. A single clause
may contain several phrases, another important unit. A single phrase may contain several
words, which may contain several morphemes. “Each well-formed grammatical unit (e.g. a
sentence) is made up of constituents which are themselves well-formed grammatical units",
such as clauses, phrases, etc. There are only a limited number of basic types of units, which
is adequate for a large number of languages: sentence, clause, phrase, word, and morpheme.
This kind of structural organization is called a part—whole hierarchy: each unit is entirely
composed of smaller units ( , , D- 32-33).

There are two basic ways in which one clause can be embedded within another: coordi-
nation vs. subordination. In a coordinate structure, two constituents belonging to the same
category are conjoined to form another one of that category. In a coordinate sentence, two
(or more) main clauses (or independent clauses — S) occur as daughters and co-heads of a
higher clause. A dependent clause (or subordinate clause — SBAR, i.e. complement clauses,
adjunct or adverbial clauses and relative clauses) is one that functions as a dependent, rather
than a co-head. This combination of words cannot stand-alone or form a complete sentence,
but provides additional information to finish the thought ( , ).

The term “phrase” in linguistics has a more precise meaning other than “any group of
words”. That is a group of words that function as a constituent (i.e. a unit for purposes of
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word order) within a simple clause. Phrases may be classified into different categories, such
as noun phrases (NP), verb phrases (VP). There exists one word in most phrases being the
most important element of the phrase, called the head (H) of the phrase. The category of
phrase heads in general gives name to the phrase.

The following example illustrates this hierarchical structure in Vietnamese: [ [vp [xv CO
gido (The teacher)] [np tiéng Anh (English)] [sgar ma (who) [Np [v anh (you)]] [vp da [v
gap (met)]] [np [v hém qua (yesterday)]] spar] np| [vp dang [y doc| (is reading) [Np [N
sach (books)|| [pp [p trong (in)] [Np [v thu vién (the library)lnplpp] vP] s

Dependency structure grammar.

Another important aspect of sentence structure need to be considered, namely “grammat-
ical relations”. Those are the syntactic function of elements such as subjects or objects in a
sentence. Therefore, this type of syntax is referred to as “relational structure”. This is also
termed as “dependency structure” since it actually encompasses the dependency relation.

Aside from the predicate itself, the elements of a simple clause, i.e. clausal dependents,
can be classified as either adjuncts or arguments, illustrated in Figure A.2. Adjuncts (ADT)
are elements that are “not closely related to the meaning of the predicate but which are
important to help the hearer understand the flow of the story, the time or place of an event,
the way in which an action was done, etc”. Adjuncts can be omitted without creating any
sense of incompleteness. Arguments are those elements that are “selected by the verb”; they
are “required or permitted by certain predicates, but not by others”. In order to be expressed
grammatically, arguments must be assigned a grammatical relation within the clause. There
are two basic classes of grammatical relations: obliques (or indirect arguments) vs. terms (or
direct arguments). Terms (i.e. subject—SUB, primary object—OBJ, secondary object—-OBJ2)
“play an active role in a wide variety of syntactic constructions”, while obliques (OBL) are
“relatively inert” ( ) , p. 62).

CLAUSAL DEPENDENTS

TN

Arguments Adjuncts

N

Terms Oblique args.

SUBJ OBL
OBJ
OBJ,
Figure 4.2 — Classification of clausal elements ( , , p. 62).

Some clausal dependents are illustrated in the following example for Vietnamese: [s[apr
Téi qua (last night)] [sus Kién (Kien)] [prp da ting (gave) [ops mot bé hoa hong (a bouquet
of roses)] [opr, cho me clia anh Ay (to his mother)] prp)| s|-
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4.3.2 Vietnamese syntax

In order to address problems of syntactic parsing (i.e. syntactic analysis, cf. Section A.2,
Appendix A), a common way is to construct a treebank. A treebank is simply a collection
of sentences (normally a large sample of sentences, also called a corpus of text), where each
sentence is provided by a complete syntactic analysis.

Treebank solves the knowledge acquisition problem (i.e. designing out a grammar to cover
all syntactic analysis of natural language) by finding the grammar underlying the syntax
analysis. Obviously, there is no set of syntactic rules or linguistic grammar, as well as there
is no list of syntactic constructions provided explicitly in a treebank. In fact, the parser can
infer a set of implicit grammar rules to cover a large amount of syntactic analysis that does
not exist in treebank. Concerning the problem of explosion of rule combinations, since each
sentence in a treebank has been given its most plausible syntactic analysis, some supervised
learning methods can be used to train a scoring function over all possible syntactic analyses
of that sentence. For a given sentence that is not seen in the training data, a statistical parser
can use this scoring function to return the syntax analysis that has the highest score, which
is taken to be the most plausible analysis for that sentence.

The syntactic parsing for each sentence should have been annotated by human expert to
guarantee the most plausible analysis for that sentence. Before the annotation process, an
annotation guideline is typically written in order to ensure a consistent scheme of annotation
throughout the treebank.

This section presents VietTreebank, a Vietnamese TreeBank ( , ), and
the Vietnamese syntax that the VietTreebank used and followed for the annotation.

Vietnamese TreeBank.

Vietnamese treebank (VietTreebank) ( , ) was constructed as a result of
a national project in Vietnam, VLSP (Vietnamese Language and Speech Processing) 2. The
construction of this corpus included five major phases: (i) investigation, (ii) guideline prepara-
tion, (iii) tool building, (iv) raw text collection, and (v) annotation. Raw texts were collected
from the Youth online daily newspaper, with a number of topics including social and politics.
To the best of our knowledge, despite various existing issues, up till now, VietTreebank has
been the only corpus used in natural language processing for Vietnamese.

Table 4.2 — VietTreebank corpus ( , , p. 14)
’ Data set H Sentences # ‘ Words # ‘ Syllables # ‘
POS tagged 10,368 210,393 255,237
Syntactically labeled 9,633 208,406 251,696

POS tag set. Since Vietnamese word order is quite fixed, a phrase structure representa-
tion was chosen for syntactic structures in VietTreebank. There were three annotation levels
including word segmentation, POS tagging, and syntactic labeling. The word segmentation
identified word boundary in sentences. The POS tagging assigned correct POS tags to words.
The syntactic labeling recognized both phrase-structure tags and functional tags. Table 4.2
shows the sizes of the two data sets in this corpus: (i) The data set tagged with POSs: 10,368
sentences, and (ii) The data set annotated with syntactic labels: 9,633 sentences.

In this work, we adopted the Vietnamese POS tag set from the work of ( ),

2. http://vlsp.vietlp.org:8080/
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illustrated in Table 4.3. This complete tag set was designed to use for annotating the Viet-
namese treebank ( , ).

Table 4.3 — Vietnamese POS tag set ( , , p. 14)
’ No. ‘ Category ‘ Description H No. ‘ Category ‘ Description
1 Np Proper noun 10. M Numeral
2 Nc Classifier 11. E Preposition
3 N Common noun || 12. C Subordinating conjunction
4 P Pronoun 13. CC Coordinating conjunction
) Nu Unit noun 14. I Interjection
6 A% Verb 15. T Auxiliary, modal words
7 A Adjective 16. Y Abbreviation
8 R Adverb 17. Z Bound morpheme
9 L Determiner 18. X Unknown

Major lexical categories in Vietnamese are noun (including common noun N, classifier
Nec, proper noun Np, unit noun Nu, pronoun P), verb (V), adjective (A), adverb (R) and
preposition (E). Minor ones are conjunction (subordinating C, coordinating CC), determiner
(L), numeral (M), interjection (I), auxiliary/modal words (T), and bound morpheme (Z).
Proper nouns (Np) can be Vietnamese proper names, e.g. “Ha Noi”, “Nguyén Khuyén”,
or loanwords, e.g. “Luan-Dén” (London), “E-li-da-bét” (Elizabeth). Examples for common
nouns (N), i.e. not refer to unique individuals or entities, are “ban” (table), “meo” (cat),
“ghé” (chair), etc.

Beyond the classical POS used in Western languages (noun, verb,...), there does exist
the presence of classifiers, which are commonly found in Asian languages. Classifiers are
independent words considered as nouns, which “occupy a special position in the noun phrase,
but do not seem to contribute to the meaning of the noun phrase in any definite way”
( , ). The classifier may possibly categorize referents (normally nouns) based on
their attribute such as shape, function, or animacy. Unlike European languages, in general,
Vietnamese common nouns are required to be accompanied by a classifier, and vice versa since
the meaning of a Vietnamese classifier cannot be specified in isolation. Vietnamese is one of
several Asian languages with a complex numeral classifier system. In English, most nouns need
to be chosen between a singular and a plural (e.g. table vs. tables) whereas Vietnamese nouns
“do not in themselves contain any notion of number or amount. In this respect they are all
somewhat like English mass nouns such as milk, water, flour, etc” ( , , p- 193).
Vietnamese classifiers can be used in “anaphoric construction where classifiers are considered
as a pronoun to replace the omitted head noun” (means “one”), such as “cai 16n” (a big one).
Two most commonly used classifiers in Vietnamese language rare “con” (for animate, non-
human objects) and “cai” (for inanimate objects) (Dao, ). Major Vietnamese classifiers
are presented in Appendix A.

Nouns can also be accompanied by a determiner (L), such as “miéy céi chia khod” (some
keys), “nhicu cta s6” (many windows), “nhitng ngdi nha” (houses), “chit tién” (a little
money); or a numeral (M) such as “ba chiéc keo” (three candies). Pronouns in Vietnamese may
substitutes for nouns, such as “d6”, “day”, “4y”, “kia” (that), “day”, “nay” (this). First- and
second-person pronouns are much more complicated than other European languages, since
they depends on the relationship, gender or ages of speakers and listeners. For instance, the
pronoun pair of “I-you” in English can be “t6i-ban” between two persons with a general re-
lationship (i.e. ignoring gender, ages. .. ), “me-con” between mothers and childs, “6ng-chau”
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between grandfathers and grandchilds, “may-tao” between two persons with a close or neg-
ative relationship. The genders and ages also plays an important role to decide pronouns for
the second-persons, such as “chi” (sister) for older females, “c6” aunt for much older females
and “ba” grandmother for much much older females; while “anh” (brother), “ch@” (uncle)
and “ong" (grandfather) for males respectively. The last sub-type of nouns is unit noun, which
shows a unit or a measure, such as “phat” (minute), “mét” (meter), “km/h”, ect.

‘Bound morphemes” (Z) designate syllables that are not supposed to appear alone and
should only be seen as part of a compound word, and this tag is normally only ever used
to deal with cases when the segmentation of the corpus has been done improperly. Some
examples of adjectives in Vietnamese include “to” (big), “dai” (long) or “méng” (thin) for
sizes; “tron” (circle) or “vuong” (square) for shapes; “ding” (bitter), “tuoi” (fresh) or “cay”
(spicy) for tastes; “xau” (ugly), “meém” (soft) or “chinh xac” (correct) for qualities. Some
common Vietnamese adverbs are “van” (still), “chua”, “khong” (not), “qud” (too), “rat”
(very), “that” (really).

Syntactic structure.

Two types of syntactic structure, i.e. constituency and dependency structure grammar,
were annotated in VietTreebank. However, the constituency representation, i.e. phrase struc-
ture, was chosen as the main structure using brackets since Vietnamese has a quite fix word or-
der. Dependency relations were annotated by functional labels for corresponding constituents.
Independent clauses, i.e. main clauses, were labeled as “S” whereas “SBAR” was annotated
for dependent clauses, i.e. subordinate clause (including complement clauses, adjunct or ad-
verbial clauses and relative clauses).

A phrase includes one or more heads (phrase head—H, a functional label generally giv-
ing name to the phrase), preceding and succeeding supplement elements. For instance, the
common noun “ngudi” (person), which determines the phrase name (noun phrase - NP),
is the phrase head of “mot ngudi cao 16n” (a tall and big person). The preceding supple-
ment element, “moét” (a), is a numeral (M) while the succeeding one, “cao 16n” (tall and
big), is an adjective (A). Phrases whose head words are common nouns, classifiers, proper
nouns, unit nouns, or pronouns are noun phrases. Some other main phrasal categories are PP
(prepositional phrase), VP (verb phrase), AP (adjective phrase) and RP (adverb phrase). In
addition, QP was also adopted for numeral phrases; UCP refers a phrase including two or
more head elements in different categories, connected by a coordinating conjunction (CC).
Other phrases were labeled as XP, such as expressions or other unclassified phrases. Some
examples of Vietnamese phrases are shown below.

Main functional labels. i.e. dependency relations, in VietTreebank are “SUB” for sub-
jects, “PRD” for full predicates, “H” for phrase heads, “DOB” for direct objects, “IOB” for
obliques. Adjuncts are annotated by a list of labels, which shows their semantic functions
that is “TMP” for time (temporal adjunct), “LOC” for location (locative adjunct), “MNR”
for manner (modificative adjunct), “CND” for condition (conditional adjunct), “PRP” for
purpose (causal adjunct), etc. Other semantic functions of adjuncts are annotated as “ADV”.

Phrase structure in VietTreebank is represented by brackets, which are straightforwardly
converted to hierarchical trees. Functional labels are labeled as properties of constituent
elements’ nodes. Figure 4.3 illustrates an example of the sentence “Men theo con dudng mon,
chiing t6i dén mot khu dat trude day nti Sen” (Skirting a rut, we went to a piece of land
before a row of the mountain Sen) using (a) brackets (b) a hierarchical tree.
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(s
(VP-ADV (V-H Men)
(PP-MNR (E theo)
(NP (Nc-H con) (N dudng mén))
)
)
G o)
(NP-SUB (P-H ching t6i))
(VP (V-H &én)
(a) (NP-DOB (M mdt)
(N-H khu)
(N d&t)
(PP-LOC (E-H trudc)
(NP (N-H d&y) (N nai) (Np Sen))
)
)
)
. D
)
S
VP|ADV NP VP
VIH PP|MNR P|H V|H NP
Men /\ ching dén
(Skirting) E|H NP  toi (went M Nc|H N PP|LOC
AR W T X
khu .
theo mot . dat
(alongyclH N (a) (polgce (land) ElH NP
duong truée /N
(a) mon (be-Nc|H N
(rut) fore) | ‘
d(ay nuii
2 (moun
row .
of) tain)

Figure 4.3 — An example of a sentence annotated in VietTreebank using: (a) brackets and
(b) a hierarchical tree.
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Example 7 Some examples of Vietnamese phrases

e NP: nhiing [n. qui] béong mau xanh (green [classifier] balls)

2

e PP: “[g trén] mit dat” (on the ground), “[,¢E tit] naim 1990” (since 1990), “[g cla] to
quéc ta” (of our fatherland)

e VP: “hay [y di choi] v6i ban be” (often go out with friends), “[y; bat dau] lam viéc tir
sém” (start working early)

o AP: “rit [4 dep]” (very beautiful), “[a gidi] vé thé thao” (good at sport)

e QP: “hon [5; 200]” (more than 200)

e RP: “[g van| chua” (still not)

e UCP: “Vai [ycp [ap ré] va [vp chit t6t] |” (cheap and good quality clothes)

e XP: “ba coc ba dong” (fived and modest—for income)

4.3.3 Syntactic parsing techniques

In natural language processing, the syntactic analysis (hereafter called syntactic parsing) may
vary from low to high levels. The lowest level can be referred as simply part-of-speech tagging
for each word in the sentence. Shallow parsing (also known as “chunking”, “light parsing”)
decomposes of sentence structure into constituents but not specify their internal structure
nor their role in the main sentence. The highest level parsing, i.e. the full parsing, can recover
not only the phrase structure of a sentence, but also can identify the sentence structure de-
pendency between each predicate in the sentence and its explicit and implicit arguments. In
syntactic parsing, ambiguity is a particularly onerous issue since the most probable analysis
has to be chosen from an exponentially large number of alternative analyses. As a result,
parsing algorithms plays an important role to handle such ambiguity, hence decides the qual-
ity of a parser corresponding to different levels from tagging to full parsing.

A detail of main syntactic parsing techniques is presented in Appendix A. Generative
models. The main idea of generative models is that in order to find the most plausible
parse tree, the parser has to choose between the possible derivations, each of which can be
represented as a sequence of decisions. Probabilistic Context-free Grammars (PCFG) model
is the simplest classical instance of generative models, where the parse tree has the highest
joint probability with the input sentence. The most popular and classical generative model

is Lexical Probabilistic Context-free Grammars (LPCFG) of ( ). Its idea is to
extend the history of a parse tree by adding more information of phrase head words. On the
test set, that is the section 23 of English Penn Treebank ( , ), the LPCFG

parser can reach F'score of 88.2%, while F'score of the parser with the naive PCFG is 73%.

The current state-of-the-art generative parsing model in terms of accuracy belongs to the
well-known Berkeley parser ( , ). These authors assumed that if it is
possible to split each constituent label (even POS) in Treebank in a good manner, a high
accuracy can be obtained. This method is called “Latent Variables PCFG”, which uses the
Expectation-Maximization (EM) algorithm to find the best manner to split their grammar,
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reaching F'score of 90.1%. In syntactic parsing, Berkeley parser has been considered as one
of the strongest one because it does not need any grammar information, only the Treebank
corpus, making it easily apply into any languages.

Discriminative models. The definition of PCFG means that various rule probabilities had
to be adjusted in order to obtain the right scoring of parses. Meanwhile, the independence
assumptions in PCFG, which are dictated by the underlying CFG, often leads to bad models.
These models cannot use information vital to the decision of rule scores leading to high
scoring plausible parses. Such ambiguities can be modeled using arbitrary “features” of the
parse tree. Discriminative methods provide us with such a class of models. Even in common
machine learning, the performance of the discriminative models is usually better than that
of the generative models.

( ) created a simple framework that described various discriminative ap-
proaches to train a parsing system (and also chunking or tagging). This framework was
called a global linear model ( , ). Commonly, a conditional random field (

, ) could be used to define the conditional probability as a linear score for each
candidate and a global normalization term. However, a simpler global linear model can be
obtained by ignoring the normalization term (thus much faster to train). Many experimental
results in parsing have shown that this simpler model often provides the same or even better
accuracy than the more expensively trained normalized models.

Advanced parsing methods

Beside the above learning models, there are a number of advanced methods that utilized
the external information to boost the performance of parsing systems to higher levels.

( ) used the deep learning technique, which was based on the recurrent neural
network, and reach the F'score of 90.5%. ( ) proposed a general
framework called Re-ranking parser. This framework first used a baseline generative parser
(such as one in ( ) or in ( )) to produce top k-best candidate
parse trees, and then used a discriminative model with a set of strong and rich features
to re-rank them and pick out the best one. This work used maximum entropy model as a
discriminative re-ranker for the baseline system, which could achieve a high F'score of 91.5%
on test set of English Treebank. ( ) improved the strategy for the re-ranking
parsers that could encode more candidate parse trees in the first phase and utilize the averaged
perceptron model to perform the re-ranking phase, reaching up to F'score of 91.8% on English
test set.

However that is not whole story, ( ) even extended the idea of re-
ranking parser by injecting more unsupervised features from large external text corpus, mak-
ing the parser become a self-trained system that could achieve a F'score of 92.4% on the test
set. Currently, the self-trained parser has been considered as the state-of-the-art parsers in
terms of F'score on the English test set.

4.3.4 Adoption of parsing model

Averaged perceptron. A well-known discriminative model, Perceptron, was adopted for
the Vietnamese syntactic parsing in our TTS system. A perceptron ( , ) origi-
nally introduced as a single-layered neural network. In structured prediction problem such as
parsing, perceptron could be considered as the most widely-used model due to its simplicity
and efficiency. Comparing to the generative model or other discriminative models, it is much
simpler while still keeping a competitive accuracy ( , ,

)
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, , ). Perceptron could be trained by using the online learning, that is, pro-
cessing examples one at a time, during which it adjusts a weight parameter vector that can
then be applied on input data to produce the corresponding output. The weight adjustment
process awards features appearing in the truth and penalizes features not contained in the
truth. After the update, the perceptron ensures that the current weight parameter vector is
able to correctly classify the present training example.

A detail learning algorithm of the original perceptron, voted perceptron, and averaged
perceptron are described in Appendix A. Although the original perceptron learning algo-
rithm is simple to understand and to analyze, the incremental weight updating suffers from
over-fitting, which tends to classify the training data better, at the cost of classifying the
unseen data worse. Also, the algorithm is not capable of dealing with training data that
is linearly inseparable. ( ) proposed a variant of the perceptron
learning approach, called the voted perceptron algorithm. Instead of storing and updating
parameter values inside one weight vector, its learning process keeps track of all interme-
diate weight vectors, and these intermediate vectors are used in the classification phase to
vote for the answer. The intuition is that good prediction vectors tend to survive for a long
time and thus have larger weight in the vote. Compared with the original perceptron, the
voted perceptron is more stable, due to maintaining the list of intermediate weight vector
for voting. Nevertheless, to store those weight vectors is space inefficient. Also, the weight
calculation, using all intermediate weight parameter vectors during the prediction phase, is
time consuming. The averaged perceptron algorithm ( , ) is an
approximation to the voted perceptron that, on the other hand, maintains the stability of
the voted perceptron algorithm, but significantly reduces space and time complexities.

It turns out that the perceptron, especially averaged one, is one of the most powerful
model in parsing and in resolving different problems in natural language processing.

( ) reported that a incremental parsing with the use of averaged perceptron
could reach a comparable Fscore (86.6%) comparing to the generative model (86.7%).

( ) shew that perceptron-based parser could achieve F'score of 90.4%, which out-
performed the currrent state-of-the-art generative parser ( , ) without
using any latent variables. ( ) proposed a way of using Tree Adjoining
Grammar (TAG) with the use of perceptron algorithm, which could produce a parsing accu-
racy of 91.1%, certainly one of the state-of-the-art accuracy in parsing technique.

Shift-reduce parsing with averaged perceptron. We adopted the parsing model and a
syntactic parser of ( ) on constituency parsing for our TTS system. Similar to
any practical problem, there are two criteria for a parser in speech synthesis: the accuracy
and the parsing speed. Therefore, it is necessary to select a system that can balance both of
them. Some experiments were done in the work of ( ) to compare the state-of-
the-art parsers in terms of their performance on the test set of English Treebank (

, 1993).

Table 4.4 presents the result of such experiments, including both their averaged speed
and F-score. The result shows that the generative parsers had lower performances than the
discriminative ones. Only ( ) could achieve a high accuracy, but their
speed was quite slow (6.1 sentence/s), especially when applying into practical problems such
as speech synthesis. The most accurate parsers belonged to a group using the advance models.
However, due to the complexity of these models, their speeds were also very slow and they
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Table 4.4 — F-score of the adopted parsing system on English Test Set comparing with state-

of-the-art parsers

Model System (Se:t‘;i‘i Jey | TR | LP | F1

( 2.1 91.2 | 91.8 | 91.5

Advanced (2006) 1.2 922 | 92.6 | 92.4
models ( ) 3.3 90.3 | 90.7 | 90.5

( ) N/A 92.2 | 91.2 | 91.7

(2007) 6.1 90.1 | 90.3 | 90.2

(1999) 35 881 | 83.3 | 882

Generative (2005) 3.7 86.0 | 86.1 | 86.0
models ( ) 2.2 88.1 | 87.8 | 87.9
(2008) N/A 90.7 | 91.4 | 91.2

Discriminative ( ) 324 90.2 | 90.7 | 90.4
models ( ) + semi 11.6 91.1 | 91.5 | 91.3
(2000) 5.7 895 | 89.9 | 895

Adopted parsing model 13.6 90.9 | 91.2 | 91.1

even required external resources outside of the scope of Treebank, which was expensive to
prepare.

In the work of ( ), the parsing system of ( ) was selected as
a baseline system to extend due to the following reasons. First, that system could achieve
a state-of-the-art accuracy with a fast parsing speed. Second, the parser had been trained
using an averaged perceptron, a global linear model, which was a simple yet fast training
model and could be easily to perform an online training. In addition, the baseline system was
based on the shift-reduce parsing algorithm ( ), which could perform
in linear time complexity with richer feature set than the traditional chart-based parsing
algorithm ( , , , , , ). As a result, this
system could achieve a good balance between the parsing speed and the F-score accuracy.
However, it relied on an inexact search such as beam-based method ( ) ) in both
training and parsing phase. This bottleneck might lead to a search error, causing some lost
on accuracy.

In order to reduce the search error, ( ), our adopted parsing model, proposed
a method in which an exact search was performed instead of the approximation method.
The main idea in this work was to use dynamic programming ( , ) and
A* search ( , ) to guarantee the optimality. The system of
( ) was the first parsing system that could perform an exact search for shift-reduce parsing
with the averaged perceptron algorithm. As shown in Table 4.4, the fastest model with 32.4
sentences/s has F-score of 90.2%. The adoption system could achieve a high F-score of 91.1%
with a high parsing speed (13.6 sentences/s). ( ) can achieve a little bit better
accuracy (91.3%) than the adopted system but more external semi-supervised features had
to be used to fulfill the blank of search errors (hence lower speed at 11.6 sentence/s).

4.3.5 VTParser, a Vietnamese syntactic parser for TTS

Despite a considerable gap in quality to other common languages such as Chinese, Japanese
or English (e.g. F-score for English = 90%-92%); there have been at least three most popular
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syntactic parsers for Vietnamese: vaLTAGParser ( , ), LPCFG parser ( ,
) and Berkeley parser for Vietnamese ( , ). The vuLTAGParser, adopt-
ing the Lexicalized Tree-Adjoining Grammars for both constituency and dependency parsing,
had the F-score of 73.21% (dependency) and 69.33% (constituency). The best F-score in
( ) was around 78% (constituency). The last system, which was originally the Berke-
ley parser but applied for Vietnamese language ( , ), provided a F-score of
73.21% (dependency).

There were two major reasons for such “less-than-stellar” performance. First, Vietnamese
Treebank corpus was not sufficient, stable and accurate enough to be able to produce a good
parsing model. Second, most of the existing Vietnamese were relied much on the generative
parsing models, which has been empirically proven to be less accurate than most of the
state-of-the-art parsing models.

VTParser, a Vietnamese syntactic parser for TTS, was built based on the parsing model
of ( ) for the constituency parsing, trained with the VietTreebank corpus, with
some adaptions for the Vietnamese language. An experiment had been performed to evaluate
the effectiveness of VI'Parser in the Vietnamese parsing, compared to three above well-known

Vietnamese parsers including: (i) the Vietnamese Berkeley parser ( , ),
(ii) the LPCFG parser ( , ), and (iii) the vaLTAGParser ( , ). These
four syntactic parsers in this experiment were trained using the VietTreebank corpus with
the same train-test split as the work of ( )

Table 4.5 — Results of experiment comparing between different Vietnamese parsers

Speed
System (sentl(:nces /s) F-score
LPCFG parser 4.3 78.2%
Berkeley parser 6.2 71.5%
vnLTAGParser N/A | 69.33%
VTParser 13.6 | 81.6%

Table 4.5 presents the experimental result, showing that the VTParser had outperformed
all other Vietnamese parsers in both parsing accuracy and speed. This parser was about twice
quicker than the quickest one (vnLTAGParser), and about 3.4% higher than the one having
the best accuracy (LPCFG parser).

Based on the different approaches of prosodic phrasing modeling, presented in Chapter 4,
we proposed three types of syntax parsing for our TTS system as follows.

e Standard constituency parsing: Sentences are parsed into syntax trees. Leaves of
these trees are grammatical words named by POS categories while ancestor nodes are
syntactic phrases named by phrasal categories. This is a standard parsing of phrase
structure.

e Unnamed constituency parsing: Sentences are parsed into syntax trees. Leaves of
these trees are grammatical words named by POS categories while ancestor nodes are
unnamed syntactic phrases. This type of syntactic parsing was proposed especially for
our work on prosodic phrasing modeling using phrase structure but not phrase names
(cf. syntactic blocks in Section 4.5).

e Constituency parsing with grammar-functional labels: Sentences are parsed into
syntactic trees as the standard constituent parsing. However, there is additional infor-
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Table 4.6 — Experimental results of three syntax parsing types for Vietnamese

Syntax parsing type H P ‘ R ‘ F-score ‘
Standard constituent parsing 81.14% | 82.72% | 81.61%
Unnamed constituent parsing 84.43% | 85.40% | 84.61%
Constituent parsing with functional labels || 70.56% | 72.33% | 71.11%

mation for some nodes in syntax trees. Some phrase nodes or word leaves are assigned
with some special necessary grammar-functional labels: main clause (S), subordinate
clause (SB), adjuncts (ADT) for all semantic functions, head of phrase (H), subject
(SUB) and predicate (PRD). The averaged perceptron algorithm was also used to train
using VietTreebank for the grammar-functional labeling. This type of parsing was used
for our preliminary analysis on syntactic rules and break levels (cf. Section 4.4).

The experimental result showing the performance of those parsing strategies is illustrated
in Table 4.6. The “unnamed constituent parsing” had the highest precision (84.43%) and
F-score (85.40%) while the quality of the constituent parsing with grammar-functional labels
was lower than that of the unnamed one about 14%. There was a small gap between the
accuracy of the standard constituent parsing and the unnamed one (about 3% difference).

4.4 Preliminary proposal on syntactic rules and breaks

This is our first analysis and proposal on predicting break indices using syntactic information
for Vietnamese TTS systems. It is believed that there is an interface between syntax and
prosodic structure ( , ) , , , , , ). How-
ever, in this preliminary study, we did not investigate much on the theory of prosodic syntax
interface. Some syntactic rules were proposed for predicting levels based on the preliminary
study on the theory, and mostly based on our observations on prosodic and syntactic struc-
ture. We assumed that break indices above word and below sentence were from “2” to “4”
(cf. Section 5.4, Chapter 5 for other levels).

4.4.1 Proposal process

In this work, the VNSP-Broadcaster corpus, recorded by a broadcaster — an existing small
one with 630 sentences — was used for analyses and proposal. As presented in the Section
4.2, in this corpus, audio files were manually transcribed, time-aligned at the syllable level,
and annotated for perceived pauses in TextGrid files. Text files were manually parsed to
constituent syntax trees with additional grammar-functional labels.

Main tasks for proposal of hypotheses with syntactic rules linked to relevant break indices
are illustrated in Figure 4.4. Hypotheses including syntactic rules to predict prosodic bound-
aries with corresponding break indices were proposed based on our observation in corpora.
These hypotheses were applied to syntactic trees of text corpus to specify prosodic bound-
aries, which were then automatically annotated into TextGrid files of audio corpus to identify
prosodic phrases. Last syllables and next pauses of these predicted phrases were measured
and analyzed. Durations of last syllables and next pauses of predicted phrases were measured.
Final lengthening of last syllables was calculated based on Z-score normalization, linked to
syllabic structures and tone types. Statistical analyses were carried out to find a correlation
between syntactic element boundaries and pause duration as well as final lengthening. This
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Figure 4.4 — General approach for prosodic phrasing modeling using syntactic rules.

process was repeated with new or fine-tuned syntactic rules until an acceptable precision of
boundary prediction was obtained.

Constituents in phrase structure grammar or dependents in relational structure were
used as primary elements of syntactic rules. break indices for these rules were proposed
based on the possibility of pause appearance and pause length at predicted boundaries. After
several iterations, we discovered some features for fine-tuning, i.e. number of syllables of
dependents/constituents, children or parents of dependents/constituents.

4.4.2 Proposal of syntactic rules

Formal symbols were proposed to formally express syntactic rules for further automatic pro-
cessing in boundary prediction and fine-tuning. A detail of these proposed symbols is pre-
sented in Appendix B.

After having studied the theory of syntax-prosody interface and observed relations be-
tween syntax and pause appearance in the corpus, we proposed some hypotheses on syntactic
rules with corresponding break indices. Two types of rules were discovered: (i) Constituent
syntactic rules between two constituents in phrase structure grammar and (ii) Functional
rules between two dependents in relational structure. Proposed rules with syntactic con-
stituents and with syntactic dependents are presented respectively in Table B.2 and Table
B.3, Appendix B.

The highest break level in middle of sentences (“4”) were set if either the left constituent
is or contains a clause (S, SB), i.e. the rules HC1 and HC2, or both left and right dependent
elements were predicates (PRD), i.e. the rule HD1, or head elements (H), i.e. the rule HD2.
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Other decisions were made on the basis of syntactic element names (e.g. adjuncts ADT)
or/and number of syllables in the left or right elements. Smaller break indices (“2” and
“3”) may appear after some special POS or syntactic phrases, e.g. prepositional phrases PP,
conjunction C'. Syntactic rules were refined using number of syllables, parents or children
of syntactic elements. For instance, we found that there was a boundary between a phrase
having at least 7 syllables, and a phrase having at least 4 syllables (HC3). These number
limits were optimized through several iterations from proposal to evaluation.

For instance, the formal representation for the syntactic rule HC1 is “SB;.{1, }(child :
S|SB)—". It means that there is a boundary between a subordinate clause (SB) or any
constituents having a clause child (“child : S|SB”) AND any constituent, such as “[Nguoi
dan 6ng [ma ba gidp hom qua & nha t6i]sp|yp — 1 mot ngusi rat tot bung” (/The man [you
met yesterday at my homelsg/np — is a really kind person). With the rule HC5: “PP >=
3 — C;[ANV]P”, we assumed that there was a boundary between a prepositional phrase
having at least 3 syllables (“PP >= 3") AND a conjunction (“C”) or an adjective/noun/verb
phrase (“{ANV]P”), such as “D¢ 1a két qua ctia nhitng buon vui [trong tinh yéu clia riéng
minh]pp — [va]c c& nhitng tAm su ctia khén gid danh cho t61” (That is the results of joyfulness
and sadness [in their own lovelpp — [and]c also their confidings given to me).

For dependent rules, we only investigated on some typical cases. For example, there were
usually a boundary between two predicates (HD1: “PRD — PRD”), e.g. “Lao [c6 nha G ngoai
Olprp — [c6 6 t6 hang sang va vai ngudi gitup viéc|prp” (He [had a house in a suburban
arealprp — [had a luzury car and several housekeepers/prp ). Another instance of dependent
rules we found is the rule HD5: “2 <= ADT <=3 — SUB >= 2”. It means that there is a
boundary between an adjunct having 2 or 3 syllables (“2 <= ADT <= 3”) AND a subject
having at least 2 syllables (“SUB >= 2"), e.g. “[Dot nhién]r_apr — [la0]np_sup ban tit dé
chuyén vao thanh phd” ([Suddenly/r_apr — [he/np_sup sold everything in order to move
to city).

A detail description of proposed syntactic rules with some examples shown in the two
tables is presented in Appendix B.

4.4.3 Rule application and analysis

For further analysis and evaluation of the accuracy of the proposed syntactic rules, these
rules were automatically applied into syntax trees to predict boundaries, which were then
identified, and annotated into TextGrid files in a tier named by the rule (from HC1 to HC7,
or from HD1 to HD5). Durations of last syllables right before and the ones of pauses right
after predicted boundaries were measured in TextGrid files. Pause durations were computed
in a logarithmic scale, which was more relevant to perception. Final lengthening is calculated
using Z-score normalization, based on syllable structures and tone types of the last syllables.

This process is illustrated through an example in Figure 4.5, for the sentence “Do d6,
khach nuéc ngoai dén Viét Nam tham gia céc 16 hoi thuong thiy thd vi trudc nhitng tap
tuc nay” (Therefore, foreigners who come to Vietnam for participating traditional festivals
find these customs interesting). All proposed syntactic rules including constituent rules (from
HC1 to HC7) and dependent rules (from HD1 to HD5) were applied to the corresponding
syntax tree. For this sentence, two rules were matched to predict two prosodic boundaries:
(i) after the syllable “d6” (HDS5 - there is a boundary between an adjunct ADT having 2 or 3
syllables and a subject SUB having at least 2 syllables) and (ii) after the syllable “h6i” (HC1
- there is a boundary between a subordinate clause SB and any constituent).

As a result, 2 tiers naming HC1, HD5 were inserted into TextGrid files with respectively

7

intervals naming prosodic phrases (Phrase). Durations of last syllables “d6” and “hoi” of
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T
AUDIO FILES (annotated) ‘ Therefore foreigners who come to Vietnam for traditional festivals often find these customs interesting

I

Syllable+Pause | Do(@6)~AU khach nuéc| ngoai dén Viet Nam tham| gial cac I8 héi| PAU| thudng| thdy thal vi| véi nhirng| tap! tuc| nay

HDS: 2<=ADT<=3 — SUB>=2 |Phrase Al khach nuwéc ngoai dén| Viet Nam| tham| gial cac| 18hoi)PAL | thuwong) théy tha) vil véil nhirng| tap| tuc nay

HC1: SB; {1,}(child:S|SB) — [ Do dé Phrase W, ! | thwong| thay| thul vi véil nhng| tap) tuc nay
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Figure 4.5 — An example of rule application to syntax tree and transcription file. This process
was automatically performed by our program.

two predicted phrases were measured by ZScore normalization. Pauses succeeding these last
syllables were also measured in ms, and computed in a logarithm scale. If there was no
pause after these last syllables, pause durations after these syllables were set to 0 (called zero
pauses).

Table 4.7 — ANOVA results of Syntactic Rules and break indices on Pause length and Final
lengthening

’ Anova H df ‘ df error ‘ F ‘ P ‘ n? ‘
Pause~Syntactic Rule 11 531 | 8.2 | 0.000 | 0.14
Log(Pause)~Syntactic Rule || 11 486 | 8.3 | 0.000 | 0.16

531 | 3.9 ] 0.000 | 0.07
540 | 34.7 | 0.000 | 0.11
495 | 34.3 | 0.000 | 0.12
540 | 2.7 | 0.067 | 0.01

Lengthening~Syntactic Rule || 1
Pause~Break Level

Log(Pause)~Break Level
Lengthening~Break Level

NN

Analyses of variance were run on pauses lengths and final lengthening. The fixed factors
considered in each ANOVA were “Syntactic Rule” (12 levels) and “Break Level” (3 levels).
To eliminate the side effect of taking the logarithm of cases where pauses had a duration
of zero (no pause), all zero pause cases (40/547) were removed from these analyses based
on Log(Pause). Table 4.7 shows the ANOVA results. All analyses were significant (p<0.05),
except the effect of Break Level on Lengthening (p=0.067). The results showed that the
proposed syntactic rules and break indices were mainly related to the pause length.

Figure 4.6 illustrated the final lengthening and pause length (log scale) of predicted break
indices (using syntactic rules). In this figure, we can see increases of Log(Pause) by the break
indices, especially between the break level “2” and “3”. The gap of Log(Pause) between the
break level “3” and “4” is small but significant (as presented in Table 4.7, p<0.05). However,
we did not find any rule of final lengthening on the break indices.
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Figure 4.6 — Final lengthening (ZScore) and Log(Pause) of predicted break indices.

4.4.4 Evaluation of pause detection

The pause prediction performance of syntactic rules in manual environment (VNSP-Broadcaster)
had a rather high precision, as illustrated in Table 4.8. Most of them could predict nearly
90% to 100%, except for the rules HC6 (82.9%) and HD5 (78.3%). These two rules were
constrained by a small number of syllables for syntactic elements (3 to 5 for HC6 and 2 to

3 for HD5). The rule HC7 had a small observation number in this corpus since a specific
conjunction "rang" (that) was used in that rule.

Table 4.8 — Detail precisions syntactic rules in VNSP-Broadcaster and VI'DO-Analysis

Break | Rule || VNSP-Broadcaster (manual) || VDTO-Analysis (automatic)
level code || Pau/Total ‘ Precision ‘ Pau Mean || Pau/Total ‘ Precision ‘ Pau Mean
HD3 59/60 98.3% 253.24 7/7 100.0% 243.12

HC2 75/79 94.9% 250.70 771/812 95.0% 281.35

4 HD2 28/28 100.0% 266.89 2/3 66.7% 220.91
HC1 26/27 96.3% 254.49 145/180 80.6% 236.81

HD1 23/23 100.0% 248.25 32/32 100.0% 280.26

HC3 62/68 91.2% 240.92 391/504 77.6% 244.15

HC4 48/54 88.9% 224.68 460/537 85.7% 173.74

3 HC5H 45/51 88.2% 203.56 230/370 62.2% 235.3
HC7 08/08 100% 178.45 6/11 54.5% 184.71

HC6 29/35 82.9% 160.51 351/383 91.6% 262.17

9 HD4 79/89 88.8% 147.06 165/219 75.3% 229.36
HD5 18/23 78.3% 136.31 69/87 79.3% 202.42

In an automatic environment and a bigger corpus, VDTO-Analysis, precisions were di-
vided into several groups. Since both constituent and dependent rules were proposed, and
phrase names are necessary, the “Constituency parsing with functional labels” (cf. Section 4.3)
was necessary. This type of parsing had the lowest precision (70.56%) and F-score (72.33%)
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while the quality of the “unnamed constituency parsing” was higher than that of the complete
one about 14%.

The rules HD3, HC2, HD1 and HC6 had a high precision (more than 90%). With these
rules, boundaries were predicted after main clauses (HC2, HC6 with different number of
syllables for the left syntactic elements) or between two equal elements (two head elements in
HD3 or two predicates in HD1). Whereas, the rules HD2, HC5 and HD7 had worse precisions
(i.e. lower than 70%). The reason was either their sparseness in the corpus or their effectiveness
in automatic environment. The remaining ones were from 75.3% (HD4 between two head
elements having from 2 to 3 syllables), about 80% (HD5 - after adjuncts with 2 or 3 syllables
or HC1 - after a subordinate clauses) or 85.7% (HC4 - between two rather long syntactic
elements: at least 7 syllables and at least 4 syllables).

Some rules had extremely small observation numbers, i.e. HD3 (7/7), HD2 (2/3), HC7
(6/11), HD1 (32/32) or rather small compared to VNSP-Broadcaster by size, i.e. HD5 (69/87),
HD4 (165/219). They were all dependent rules (from HD1 to HD5) and only one constituent
rule, which had a specific conjunction rang (that) in a subordinate clause. Labels using in
dependent rules had a low recall of syntax parsing.

Distributions of detected pause length by syntactic rules are illustrated in Figure 4.7,
factored by relevant break indices for both corpora. In VNSP-Broadcaster, rules in the break
level 2 had a smaller median and low separate from zero points (no pause) than the others.
There was no considerable difference among syntactic rules in the break indices 3 and 4. In
VDTO-Analysis, there was only one break level for all syntactic rules in automatic environ-
ment. We believed that in manual environment, it was necessary to do more analyses with a
bigger and rule-balanced corpus.

Break level 2 Break level 3 Break level 4
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Figure 4.7 — Distributions of pause length of predicted boundaries by break indices using
syntactic rules in (a) VNSP-Broadcaster (b) VDTO-Analysis.
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Final evaluation of syntactic rules is presented in Table 4.9. In the VNSP-Broadcaster
corpus, the precision of these rules applied in manually-parsing trees was high — 91.2% while
the recall of them was rather low, 38.5%. The F-score was then 54.1% and Fy5 was 71.6%.
Whereas, in the automatic environment with the VDTO-Analysis corpus, the precision and
recall were both lower about 10-12% than VNSP-Broadcaster. Hence the F-score reduced
about 13.7% to 40.4% and Fy 5 was 58.4%.

Table 4.9 — Evaluation of syntactic rules in VNSP-Broadcaster and VIDO-Analysis corpora

Corpus Pause | Correct | Predicted P R F Fos j2}
# pau # pau #

VNSP | HC1-7 293 322 | 91.0% | 371% | 52.7% | 70.5% | 42.1%
(manual)] HD1-5 790 207 223 | 92.8% | 26.2% | 40.9% | 61.5% | 30.6%
Both 425 466 | 91.2% | 53.8% | 67.7% | 80.1% | 58.6%

VTDO | HC1-7 2,354 2,797 | 84.2% | 26.1% | 39.9% | 58.3% | 30.3%
(auto) HD1-5 || 9,005 275 348 | 79.0% 3.1% 59% | 13.2% 3.8%
Both 2,408 2,905 | 82.9% | 26.7% | 40.4% | 58.4% | 30.9%

It turned out that the prosodic phrasing model using syntactic rules considerably de-
pended on the quality of syntax parser. The quality of the adopted syntax parser worked well
for constituent parsing (with rules HC-HCT), but poorly generated dependent elements (with
rules HD1-5). The quality of the prosodic phrasing model in the automatic environment was
mainly based on the constituent parsing as the recall of dependent rules was not considerable

(3.1%).

4.5 Simple prosodic phrasing model using syntactic blocks

The preliminary study showed that syntactic rules could provide a good prediction with
manual parse trees, but only constituent syntactic rules gave a good precision (P=84.2%),
but poor recall (F-score=39.9%) in the automatic environment. Furthermore, it is necessary
to have a thorough study on theory of prosody syntax interface for further investigation.

In this section, another approach using syntactic trees for prosodic phrasing using dura-
tional clues alone was proposed. In this part of work, with a motivation of automatic TTS,
the VDTO corpus (cf. Section 4.2) was considered. The VDTO-Analysis corpus with nearly
5,000 sentences, 10 times larger than the old one VNSP, was used in the analysis. Audio files
in this corpus were automatically segmented, time-aligned at phoneme level and perceived
pauses while text files are automatically parsed into XML files by VTParser. Based on the
results of our analysis, only the “Unnamed constituent parsing”, whose performance was best,
was needed (cf. Section 4.3).

As aforesaid, Vietnamese text is a sequence of syllables, separated by spaces; and there
are more than 80% single-syllable words. Therefore, syllables in continuous speech are quite
independent and crucial units composing utterances. We hence investigated on studying the
relation between syllable durations and prosodic phrasing. A syllable duration pattern of
different levels of syllables’ ancestors was discovered to be similar to that of breath groups,
which includes syllables between two consecutive perceived pauses, one of the most promi-
nent and frequent levels of prosodic phrasing ( ) ). Syntactic blocks — syllable
ancestors with bounded size — were finally proposed for two levels of prosodic phrasing: (i)
final lengthening, and (ii) pause appearance.
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4.5.1 Duration patterns of breath groups

As presented, one of the most prominent and frequent phrase break levels is a pause. We
hence first investigated on syllables in two consecutive perceived pauses, i.e. breath groups, in
the VDTO-Analysis corpus. The maximal syllable number of breath groups in the VDTO-
Analysis corpus was 27 (only one utterance), and few utterances ranged from 24 to 26 syllables
(see Figure B.3 in Appendix B for the distribution of breath group length). We were interested
in duration of syllables by their positions in breath groups having the same size (e.g. 6
syllables).

Syllable position [/Non-final[Z]Final

1 | 2 | 3 | 4 | 5 6 |
0.75-
0.50-
0.25- J\
0.00-
7 | 8 | 9 | 10 | 11 12 |
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£0.00-
S 13 | 14 | 15 | 16 | 17 18 |
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19 | 20 | 21 | 22 | 23 24 |
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J/ 2N M
000 p——r T ——— Y
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-2 0 2 4 6 0 2. 4
ZScore (Syllable Duration)

Figure 4.8 — Distributions of non-final/final syllable duration (ZScore) of breath groups in
the VDTO-Analysis corpus, factored by syllable numbers of breath groups. Breath groups
having more than 24 syllables were excluded.

Based on the observation on the corpus, we assumed that the duration of the final syllable
in a breath group played an important role in the prosodic phrasing of that breath group.
Figure 4.8 illustrates the distributions of non-final/final syllable duration (represented by
ZScore) of breath groups in the VDTO-Analysis corpus, factored by syllable numbers of
breath groups. In this figure, breath groups having more than 24 syllables were excluded
due to their sparse observation in the corpus. This figure shows that there was a remarkable
lengthening of final syllables over non-final syllables in spite of syllable numbers of breath
groups. This final lengthening could be apparently observed in breath groups with less than
18 syllables due to their sufficient observation numbers.

Syllable positions in breath groups were then investigated. Figure 4.9 illustrates the dis-
tributions of syllable durations (ZScore) by syllable positions in breath groups in the VIDO-
Analysis corpus, factored by syllable numbers of breath groups. For ease of observation, from
now on, this plot type excluded the groups with more than 18 syllables. In this figure, level
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Figure 4.9 — Distributions of syllable durations (ZScore) by syllable positions in breath groups
in the VTDO-Analysis corpus, factored by syllable numbers of breath groups. Breath groups
having more than 18 syllables were excluded.
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of final lengthening of shorter breath groups was slightly higher than the longer ones, but not
considerable. There was a shortening in the penultimate syllables and a slight shortening in
first syllables. Normalized duration of middle syllables varied insignificantly. We found that
the pattern of normalized duration of syllables in breath groups was follows: Slight shortening
in the first syllable, no special variation in middle syllables, shortening in the penultimate
syllable and final lengthening in the last syllable.

4.5.2 Duration pattern of syllable ancestors

Syllable ancestors. We assumed that there was a relation between syntactic phrases and
breath groups in terms of syllable duration. Syntactic phrases in this work were any ancestors
of words (i.e. above words) in hierarchical syntactic trees. They included both grammatical
phrases (cf. Section 4.3), and clauses. We then investigated into syntactic phrases that are
highest and lowest level ancestors of bearing words of examined syllables.

SENTENCE

® G>@
)

XP XP (and) XP XP
P R A% XP P A% XP R
Em  s8 gor /\ anh , 5% /\ nhé
M (winy ~ (make B XP - (you) (make B XP' (please)
a call) ‘ /\ a call) ‘
cho N XP cho N
(to) | /\ (to) P
anh Nghia
(brother)E Np (Nghia)

cia  Phuong Théo
(of)  (Phuong Thao)

Figure 4.10 — Highest (1st, 2nd and 3rd level) and lowest ancestors of the syllable “Phuong”
(Phuong) in syntax tree.

In general, the highest ancestor could be either the main clauses of compound sentences,
or whole simple or complex sentences. Ancestors of one syllable were the ancestors of the
bearing word. For instance, Figure 4.10 shows an example of a compound sentence “Em sé&
goi cho anh ctia Phuong Théo con anh goi cho Nghia nhé!” (I will make a call to Phuong
Thao’s brother and you make a call to Nghia, please!). In this figure, highest and lowest
ancestors of the syllable “Phuong” are shown. The ancestors of the syllable “Phuong” were
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ancestors of the bearing word “Phuong Thao” (proper noun Np).

The lowest ancestor of the word “Phuong Thao” was its parent, the phrase “ctia Phuong
Thao” (of Phuong Thao). The highest level (first level) ancestor of the word “Phuong Thao”
Phuong Thao was its ancestor, one step lower than the root node “SENTENCE”, i.e. the
clause “Em sé goi cho anh ctia Phuong Thao” (1 will make a call to Phuong Thao’s brother).
The second level ancestor of that word was its ancestor, one step lower than the highest
level ancestor, i.e. the phrase “sé goi cho anh ctia Phuong Théo” (will call to Phuong Thao’s
brother). Similarly, the third level ancestor was the phrase “cho anh ctia Phuong Thao” (to
Phuong Thao’s brother).

Syllable duration patterns. Ancestors of all syllables in the VDTO corpus at the first
level (highest ancestor), second level, third level and the lowest level (lowest ancestor) were
automatically extracted using syntactic trees for analysis. We found that the duration pattern
by syllable positions in all levels of syllable ancestors was similar to that of breath groups.
Figure B.4 illustrates the distributions of syllable-normalized duration by positions in lowest
ancestors (see Figure 4.11 in the Appendix B for the highest ancestor). In the same size of
syllable ancestors, the first syllable was slightly shortening, the penultimate one was short-
ening, and the last one was lengthening. This finding gave us a hypothesis of an important
role of these syntactic phrases in prosodic phrasing modeling, at least for predicting pause
appearance.

Apart from last syllables of utterances that had a subsequent pause and a big degree of
final lengthening, about 30% to 43% last syllables of different level ancestors had subsequent
perceived pauses (i.e. last syllables of breath groups). We supposed that those last syllables
of breath groups might contribute final lengthening of syllable ancestors. To have a better
illustration for this assumption, all syllables having subsequent pauses (including last syllables
of utterances) were excluded. Furthermore, to remove the impact of higher levels, last syllables
of all higher-level ancestors of a certain level were also excluded for further analysis.

We first did this analysis for the second level ancestor with a condition: all last syllables
of the highest ancestor and breath groups were removed. Figure 4.12 illustrates the distribu-
tions of those syllable durations (represented by ZScore normalization) by positions in the
second level ancestors, factored by syllable numbers of these ancestors. The plot shows that
even with ancestors without subsequent perceived pauses and last syllables of all higher-level
ancestors, the same pattern still appeared with a lower degree of final lengthening. However,
the shortening of the penultimate syllable and the lengthening of the last syllable in syllable
ancestors were obviously observed.

We did more investigation and found that this pattern was expressed better by duration
differences of two consecutive syllables. Figure B.5 in Appendix B illustrates the same distri-
bution but of syllable duration differences by positions in the third level ancestor, excluding
all last syllables of breath groups and the ones of two-higher-level ancestors. The difference
between the penultimate and ultimate syllables was bigger.

From all above analysis on different level ancestors of syllables, some findings were pro-
posed:

1. The pattern of syllable duration (represented by ZScore normalization) in any level
of syllable ancestors having at least two syllables was the same as the one in breath
groups: (i) slightly shortening at the first syllable and significantly shortening at the
penultimate one, and (ii) strong degree of lengthening at the last syllable. We assumed
that syllable ancestors were valuable candidates for predicting prosodic phrasing.
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Figure 4.11 — Distributions of syllable durations (ZScore) by syllable positions in lowest
ancestors in the VTDO-Analysis corpus, factored by syllable numbers of these ancestors.
Breath groups having more than 18 syllables were excluded.
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Figure 4.12 — Distributions of syllable durations (ZScore) by syllable positions in second
level ancestors, factored by syllable numbers of these ancestors. Last syllables of higher-level
ancestors and syllables with subsequent pauses were excluded. Ancestors having more than
18 syllables were excluded.
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2. Final lengthening existed with a lower degree even in the last syllables of ancestors
excluding last syllables of higher-level ancestors and breath groups. As a result, we
supposed that there were two levels of prosodic phrasing using durational clues alone:
(i) pause appearance and (ii) final lengthening.

4.5.3 Proposal of syntactic blocks

As presented in the previous subsection, syllable ancestors can be an effective cue to predict
prosodic boundaries. However, syllable numbers of these ancestors varied from 1 to 70 syllables
due to the structure and complexity of sentences. Table 4.10 shows the summarization of
syllables numbers of lexical words, breath groups and different level ancestors of syllables
(the first to the third and the lowest ancestors). The syllable numbers of one ancestor (even
with the lowest-level one) were still 59 in many cases.

As observed, the duration pattern found in syllable ancestors was stable if their sizes
were not exceed 24 (even with breath groups). We hence proposed that the levels of ancestors
should be flexible, and the size of these ancestors (i.e. number of syllables) should be bounded.
These “bounded” syntactic phrases were called syntactic blocks.

This turned to another problem of how to divide a sentence to syntactic blocks using
syntactic trees. The solution for this problem can be follows. Let n was the bounded size of
syntactic blocks. We extracted the first children of the root node. If any of them had more
than n syllables, we kept dividing them to lower children until syllable numbers of all syntactic
blocks were not above n. The main issue now was that how to figure out an optimized value
for n, a maximal syllable number of all syntactic blocks. It can be induced that n should not
be greater than the limit of breath group length in the corpus, i.e. 27 syllables.

Table 4.10 — Summarization of syllable number of breath groups and different level ancestors

Ancestor Maximal | Mean | Median 3rd

type length | length | length | Quartile
Highest ancestors (1st level) 70 29.6 27 40
Pre-highest ancestors (2nd level) 64 17.1 14 25
Pre-Pre-highest ancestors (3rd level) 59 10.9 7 15
Lowest ancestors (lowest level) 59 6.9 5 9
Breath groups 27 8.6 8 11
Words 6 1.5 1 2

Figure B.6 in Appendix B shows the distributions of syllable duration by positions in
syntactic blocks with a maximum of 27 syllables, factored by syllable numbers of these blocks.
In this figure, all syllables with succeeding pauses were eliminated. The same syllable duration
pattern can be observed in each syntactic block. However, the final lengthening of syntactic
blocks having above 17 syllables was rarely observed or not stable. Therefore, we supposed
that the maximal syllable number n of syntactic block should not be more than 17 syllables.
Moreover, one syntactic phrase should contain at least one word, which had maximal length
of 6 syllables in the corpus. There were only two observations for that maximal length of
words: (i) loan word, i.e. “a-léch-xan-do-r6-vich” (a Russian person name) and (ii) a long
word, i.e. “phuong tién giao thong van tai” (transport traffic vehicle). Consequently n should
be at least 6 syllables and not greater than 17 syllables.

We first did an analysis on syntactic blocks with a maximum of 17 syllables, the largest
possible value for n. Figure 4.13 depicts the distributions of syllable duration (ZScore) and
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subsequent pause length (log scale) of final syllables of these syntactic blocks, factored by
their syllable numbers. If there was no subsequent pause, log(pause) was set to 0 for ease
of representation. It was clear that after syntactic blocks having at least 2 syllables, there
was a final lengthening, one cue of prosodic phrasing. The level of lengthening was higher
at the end of syntactic blocks with at least 3 syllables. For another stronger cue of prosodic
phrasing, i.e. pause appearance; we examined perceived pauses in the middle of utterances
after syntactic blocks. Pause presence could be roughly predicted by syntactic block size:
pauses mostly appeared at the end of syntactic blocks having at least 5 syllables, as shown
in Figure 4.13. Based on the median of pause length in the figure, we supposed only one
level of pause length. As a result, we proposed here two levels of prosodic phrasing for the
Vietnamese TTS, i.e. final lengthening and pause appearance.
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Figure 4.13 — Distributions of duration (ZScore) and subsequent pause length (log scale)
of final syllables of syntactic blocks with a maximum of 17 syllables, factored by syllable
numbers of these blocks. If there was no subsequent pause, log(pause) was set to 0 for ease
of representation.

4.5.4 Optimization of syntactic block size

Based on the above initial idea for prosodic phrasing modeling, we present hereafter the
optimization process to find out the value for n, the bounded value for syllable numbers of
syntactic blocks, for predicting both final lengthening and pause appearance. We assumed
that the criterion for final lengthening was to maximize the number of predicted lengthening;
whereas the one for pause cue was to enlarge the accuracy and effectiveness of the prediction.
In this optimization process, we adopted several metrics for evaluating the performance of




134 CHAPTER 4. PROSODIC PHRASING MODELING

pause prediction: Precision, Recall and F-score (cf. Section 4.2).

Based on the above analysis of syntactic block length, we investigated into syntactic blocks
with a maximum of syllable numbers from 6 to 17 syllables. As presented in Section 4.2, a
total of 9,005 pauses inside utterances in the VDTO-corpus were found. Table 4.11 presents
our measurements in different maximal syllable number of syntactic blocks, n from 6 to 17
syllables and the maximal length of breath group 27. It was easy to observe that when n
increased, the number of predicted final lengthening was reduced. Therefore, the number of
predicted lengthening was maximal when n was smallest (n=6, number of predicted final
lengthening = 20,337). Compared to the total number of syllables in the corpus (89,717),
about 23% of syllables were predicted as final lengthening syllables. This number (n=6)
hence ultimately was chosen as the maximal syllable number of syllables for syntactic blocks
to predict the final lengthening.

Table 4.11 — Different limits for syntactic blocks (n=6..17;27)

Bounded Predicted Cor.rect Predicted . .
size (n) lengthening # predicted pauses # Precision | Recall | F-score
pauses #

6 20,337 3,097 3,884 79.7% | 34.4% 48.1%
7 18,808 3,527 4,429 79.6% | 39.2% 52.5%
8 17,452 3,722 4,623 80.5% | 41.3% 54.6%
9 16,346 3,791 4,670 81.2% | 42.1% 55.4%
10 15,396 3,790 4609 82.2% | 42.1% | 55.7%
11 14,559 3,711 4,482 82.8% | 41.2% 55.0%
12 13,791 3,620 4,331 83.6% | 40.2% 54.3%
13 13,101 3,500 4,164 84.1% | 38.9% 53.2%
14 12,511 3,375 4,013 84.1% | 37.5% 51.9%
15 11,949 3,257 3,843 84.8% | 36.2% 50.7%
16 11,407 3,105 3,642 85.3% | 34.5% 49.1%
17 10,971 2,977 3,482 85.5% | 33.1% 47.7%
27 7,891 1,679 1,930 87.0% | 18.6% 30.7%

To evaluate the performance of pause appearance, precision, recall and F-measure were
calculated, as illustrated in Figure 4.11. When the bounded syllable number of syntactic
blocks size increased, the Precision of the prediction gradually increased but the Recall
reached the peak at the middle (n=9). As depiction in the table, when n=10, all measure-
ments of F-score and both Fy, Fjy5 (these two metrics were not shown in the table due to the
space), were maximal. We finally decided to choose the maximal syllable number of syntactic
blocks was 10 for pause prediction though there were two other considerable candidates: n=9
or n=11.

4.5.5 Simple model for final lengthening and pause prediction

Based on our above analyses, we proposed a simple but effective model to predict two levels
of prosodic phrasing: (i) final lengthening triggered at the last syllable of syntactic blocks
(bounded syllable number=6) having at least two syllables (Figure 4.14) and (ii) pause ap-
pearing after syntactic blocks (bounded syllable number=10) having at least 5 syllables (Fig-
ure 4.15).
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Figure 4.15 — Distributions of pause length of final syllables of syntactic blocks with a maxi-

mum of 10 syllables, factored by syllable numbers of these blocks.

Figure 4.14 illustrates the distributions of duration (ZScore normalization) of final sylla-
bles of syntactic blocks with a maximum of 6 syllables, factored by syllable numbers of these
blocks. Final lengthening happened at the end of multiple-syllable syntactic blocks. However,
the degree of final lengthening was stronger in the last syllables of syntactic blocks having
more than 2 syllables. Figure 4.15 obviously shows that there were most pauses at the end of
at least-5-syllable syntactic blocks with a maximum of syllable number of 10. The duration of
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the last syllables of these blocks had a highly-separated distribution from zero (no subsequent
pause).

Full algorithm for dividing one syntactic node (ancestor) to functional blocks with a limit
number of syllables (limitLength) is presented in Listing 4.1. An ancestor was kept dividing
into smaller dependent phrases until syllable numbers of all dependent phrases were bounded
to limitLength. Recursion is used as the solution for this problem. To get syntactic blocks
for a sentence, the root of that sentence and the maximal syllable number of syntactic blocks
(limitLength = 6 for final lengthening prediction, limit Length=10 for pause prediction) are
passed to the procedure.

In this procedure, the syllable number of the original node (ancestor) was first obstruent-
final if it exceeds the limitLength. If not, that ancestor node would be returned. Otherwise,
all direct children of that ancestor node were extracted. Each child of that ancestor node was
passed with limitLength to the same procedure, whose results as syntactic blocks were added
to the global return value of the original ancestor. This return value was a list of functional
blocks (with a maximum of syllable number of limitLength) of the original ancestor node.

Listing 4.1 — Algorithm of syntactic block identification with a limit number of syllables

/%%
* Get list of descendant syntactic blocks whose maximal syllable number is
limitLength
* Each syntactic phrases include list of descendant words List<Node>
* ORETURN phrases
list of syntactic blocks List<Phrase>
* Q@PARAM ancestor
the ancestor node to get descendant syntactic blocks
* OPARAM limitLength
the limit syllable number of descendant syntactic blocks
*/

List<Phrase> getSyntacticBlocks(Node ancestor, int limitLength){
INITIALIZE results AS a List<Phrase>
IF syllable number of ancestor <= limitLength {
RETURN ancestor;
} ELSE {
FOR EACH child OF ancestor {
phrases0fChild = getSyntacticBlocks(child, limitLength);
ADD phrases0fChild TO results;
b

return results;

Since only the size of syntactic blocks and the positions of constituent syllables were
considered, only the “unnamed constituency parsing” (cf. Section 4.3) is necessary. This type
of parsing had the highest precision (84.43%) and F-score (85.40%) while the quality of the
complete parsing with both phrase structure and functional labels was lower than that of the
unnamed one about 14%.
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4.6 Single-syllable-block-grouping model for final lengthening

4.6.1 Issue with single syllable blocks

As presented in the simple model, the final lengthening was predicted by multiple syllable
syntactic blocks with a maximum of syllable number of 6. However, re-referencing Figure 4.14,
the final lengthening still existed at the end of syntactic blocks having one syllable (single
syllable syntactic blocks). For instance, if a single syllable syntactic block A was the last one
in the utterance, the previous block might not have predicted well a final lengthening, but the
last one A could. If there were several consecutive single syllable blocks, the last one could
have predicted a final lengthening.

As a result, there was a need to do more investigation to discover additional points that
could trigger final lengthening. Some cases supposed to have final lengthening might be
removed if necessary.

4.6.2 Combination of single syllable blocks

The simple model for final lengthening could be improved by several strategies for combina-
tion of single syllable syntactic blocks. These strategies, drawn from our observations in the
corpus for these syntactic blocks, are summarized as follows.

1. ST-1: A single syllable syntactic block X could only be combined with the next block
(except some exceptions in the last strategy ST-3) to a new syntactic block if the
previous block of X was a multiple-syllable block since this multiple-syllable block
already had final lengthening. Several instances are shown in Figure 4.16. The previous
block of the single block B had 3 syllables (A —1, A—2, A—3), hence the block B was
combined with the next block C' to a 3-syllable block (B, C'— 1, C — 2). Similarly the
single syllable block D was combined with the block E to a 4-syllable block (E, E —1,
E —2, E — 3) due to a previous 2-syllable block (C' — 1, C' — 2).

a)-6-03-0) @ C)-e) ® E-Ed6y

Updated block 1 Updated block 2

Figure 4.16 — Examples of combining single syllable syntactic blocks with the next block.

2. ST-2: A single syllable syntactic block X could only be combined with the previous
block Y (except some exceptions in the last strategy) to a new syntactic block if the
block Y have a single syllable. Several instances are shown in Figure 4.17. The single
syllable block B was combined with the previous block A to a newborn syntactic block
(A, B) because the previous block of C' had only one syllables. The single syllable block
FE could not be combined with the next block F' because the previous block D had only
one syllable. Hence, block F was combined with the block D to become to a newborn
syntactic block (D, E).

3. ST-3: Two exceptions for combining single syntactic blocks were: (i) all consecutive
single-syllable syntactic blocks could be combined together as we do not know where to
split them (ii) if the single syntactic block X was the last syllable of utterance, it could
be combined with the previous block Y of X despite of the syllable number of the block
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Figure 4.17 — Examples of combining single syllable syntactic blocks with the previous block.

Y (single or multiple). Several instances are shown in Figure 4.18. In Figure 4.18(a),
all consecutive single syllable blocks A, B, C were combined to a newborn block. The
single syllable block F' was the last block of the utterance, hence it was combined with
the previous block E although the block E had 3 syllables. In Figure 4.18(b), all 4 single
syllable blocks C, D, E and F were combined to only one 4-syllable newborn block.
The last block I of utterance was combined with the previous single syllable block H
to a newborn block (H, I).

® @ & &6 ©

(a)

Newborn block Updated block
(b) —
Updated block Newborn block 1 Newborn block 2

Figure 4.18 — Exception cases for combining single syllable syntactic blocks.
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Figure 4.19 — Distributions of normalized duration (ZScore) of final syllables of combined
syntactic blocks with a maximum of syllable number of 6, factored by syllable number of
these blocks.
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Figure 4.19 presents the duration distributions of final syllables of combined syntactic
blocks. With the combination, there was no single-syllable block, and the final lengthening
appeared systematically at the last syllables of all syntactic blocks. The degree of final length-
ening of syntactic blocks having more than 2 syllables was still stronger than the one of blocks
having 2 syllables. The number of final lengthening was increased about 16% from 20,337 to
23,683 positions.

Full algorithm for dividing one syntactic node (ancestor) to multiple syllable syntactic
blocks (with some combination strategies of single syllable syntactic blocks) with a limit num-
ber of syllables (limitLength= 6 for lengthening) is presented in Listing B.1 in Appendix B.

4.7 Syntactic-block+link+POS model for pause prediction

As presented in the simple model, pause appearance was predicted by at-least-5-syllable
syntactic blocks with a maximum of syllable number of 10. We hereafter called T1 as pauses
detected by syntactic blocks having at least 5 syllables. The precision of this T1 prediction
might be improved by further investigation. Besides, the recall of this prediction was rather
low, i.e. 42.1%. We hence did more analyses on syntactic blocks having from 2 to 4 syllables
for pause detection due to multiple ambiguous cases. Pauses predicted by syntactic blocks
having from 2 to 4 syllables were called T2.

We carried out more study on some other predictors than syllable numbers of syntactic
blocks, e.g. the level of syntactic blocks (first, second, etc.), number of syllables in previ-
ous/next syntactic blocks, position of syntactic blocks in sentence. Nevertheless, we could
not discover a systematic relationship with pause presences. The two predictors, syntactic
link and Part-Of-Speech (POS) at word level, were finally discovered for an improvement.

4.7.1 Proposal of syntactic link

The syntactic link of a word was a syntax tree-based relationship with the previous word.
Four special values for this predictor “l117, “12”, “h1”, “h2” show that if the current word
was lower (1) or higher (h) one (1) or two (2) levels in the same branch. Some examples of
syntactic link can be found in Figure 4.20. The syntactic link of the word B, illustrated in
Figure 4.20a, was “h1” since the parent of the previous word A was a sibling of B (i.e. B
was an uncle of A). The syntactic link of the word C' was “11” because the parent of C' was
a sibling of the previous word B (i.e. C' was a nephew of B, or B was an uncle of C). In
Figure 4.20b, the word F was a sibling of the grandfather of the previous word F hence the
syntactic link of F' was “h2”. In Figure 4.20c, the syntactic link of the word G was “l12” since
the grandfather of G was a sibling of the previous word F'.
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T, + T

Distance(W;,W;_1) = D(W;, W;_1) = 5

(4.11)

11/12  if W; was 1 or 2 level lower than W,;_; (same branch)
h1/h2 if W;_; was 1 or 2 level higher than W;_; (same branch)
LOW,) = L(W;. Wi_y) = 1 %f D(W;, Wi—1) = 1 (siblings)

2 if 1 < D(W;, Wi_1) <2
3 if 2< D(W;,W;_1) <3
4 it D(W;, Wi—1) >3

(4.12)
NextL(W;) = L(Wiy1) = L(Wiy1, Wi) (4.13)

where
e W;: The it" word in sentence
e W;_1: The (i-1)"* word in sentence

e T;: Number of branch transitions from W; to the lowest common ancestor of W, and
Wi

e T;_1: Number of branch transitions from W;_; to the lowest common ancestor of W;
and Wifl.

e L: Syntactic link; NextL: Next syntactic link

In other cases, the distance between two nodes in a syntax tree was used to determine this
relationship. The distance D(W;, W;_1) between two words W; and W;_; was calculated as
a half of the total number of transitions from W; and W;_1 to the lowest common ancestor,
shown in Formula 6.1. If the distance was “1”, two nodes were siblings (e.g. Figure 4.20c). The
syntax link was the ceiling of this distance excluding the distance of over 3. For all distances
over “3”, one value “4” was assigned for syntactic link.

XP

XP ﬂ\ <p
ﬂ\ XP F XP /N
XP B XP A q I <P

D XP XP A
A C 7N

(a) One level: hl for B, 11 for C E G (c) Same level: 1 for I, 1 for K

(b) Two levels: h2 for F, 12 for G

Figure 4.20 — Example of syntactic links in syntax trees.

To summarize, the syntactic link L(W;) of a word W; is defined in Formula 4.12. It was
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the syntactic link L(W;, W;_1) between the current word W; and the previous word W;_;.
The next syntactic link NextL(W;) of a word W; was the syntactic link between the next
word and the current word L(W;41, W;), illustrated in Formula 4.13.

4.7.2 Rule-based model

Improvement with syntactic link. Based on the proposal of the new predictor “syntactic
link”, we assumed that the syntactic link between a word A and the next word B (that is
the next syntactic link of the word A) gave a good information for their juncture. If the next
word B and the current word A were loosely linked enough, there might be a pause between
them.

To explore and confirm the above assumption, we plotted the distributions of pause length
after the last syllables of syntactic blocks having at least 2 syllables by this predictor (see
Figure B.10 in Appendix B). We found that few pauses appeared if the next syntactic link of
the last syllable was not “2, 3, 4”7, the loosest values. As the assumption, most pauses were
found to appear if the next syntactic link of the last syllables was “4”, the loosest value. For
less looser next syntactic links, i.e. “2” and “3”, there were some ambiguous that need to be
clarified.

Next syntax link = 2 Next syntax link = 3 Next syntax link = 4
1]
5600 1 ' :
= § $ :
= | . .
D400 J .
() T1 &
a <@
. mg = L
5 200
2 {
a :
0 = . . . . o . o
T T T T T T T T T T T T T T T T T T T T
1 2 3 hli h2 11 1 2 3 4 hl h2 11 1 2 3 4 hl1 h2 11
Syntactic link of final syllables of syntactic blocks having at least 5 syllables
Next syntax link = 2 Next syntax link = 3 Next syntax link = 4
800 ,
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(b)T2 =@
p =
= 2004
o
04 . . . . —
T T T T T T T T T T T T T T T T T T T
1 2 3 4 hl h2 11 1 2 3 4 hl h2 11 1 2 3 4 11

Syntactic link of final syllables of syntactic blocks having from 2 to 4 syllables

Figure 4.21 — Distributions of pause length after the last syllables of syntactic blocks having
(a) at least 5 syllables; (b) from 2 to 4 syllables. The x-axis shows syntactic links of these
last syllables, factored by their next syntactic links.

Similarly, the syntactic link of the current words showed its juncture with the previous
word. If the current word and the previous word were tightly linked enough, there might be
a pause after the current word. Figure 4.21 showed the distributions of pause length after
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the last syllables of syntactic blocks having (a) at least 5 syllables (T1); and (b) from 2 to 4
syllables (T2). Distributions were displayed for syntax link and factored by the next syntactic
link (from “2” to “4”) of these last syllables.

After last syllables of syntactic blocks having at least 5 syllables (T1), few pauses appear
when syntactic links were not tight enough, i.e. “2” or “3” (there was no observation for
“4”). Some ambiguous cases of pause appearance were “2” and “4” of syntactic links when
the next syntactic link was “3”. For T2 pause prediction (syntactic blocks having from 2 to
4 syllables), pauses mostly appeared when syntactic links were tight enough, i.e. h1, h2, 11,
1 due to next syntactic links. Removing all cases with few pauses or ambiguous cases, the
precision raised from 82.2% to 84.9%, recall increased 1.0% from 42.1% to 43.1% thus F-score
enhanced 1.4%, from 55.7% to 57.1%. Detail of this fine-tuning and its results are presented
in Table 4.13.

Improvement with syntactic link and POS. For further improvement, we did find that
POSs of the last word (current POS) and that of the next word (next POS) of syntactic blocks
could be used to predict pauses with ambiguity. By a preliminary analysis, we supposed that
next POSs provided a better clue than current POSs to clarify those cases. We hence plotted
the distributions of pause length of syntactic blocks having at least 2 syllables factored by
next POSs (see Figure B.9 in Appendix B: (a) at least 5 syllables — T1, and (b) from 2 to 4
syllables — T2). The next POS was a really effective predictor when nearly two third of whose
distributions clearly separated from zero points (no pause). Few pauses appeared if the next
POS was one of those values “A”, “E”, “Nu”, “R” and “V”.

Some ambiguous cases, i.e. next POSs of “CC” in T1, or “L,M,T” in T2, could be eluci-
dated by combining next POSs and current POSs. Distributions of pause lengths for those
cases were discovered in Figure B.11, Appendix B. Ambiguous cases or cases with few pauses
were removed.

Prediction rules using syntactic link and POS. With above analyses, prediction rules
for pause appearance were constructed using the two predictors: syntactic link and POS.

Table 4.12 — Improvement of pause prediction wi