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1
General Introduction

Robotics, as one of mankind’s greatest accomplishments, is widely used in many mili-

tary and civilian applications. In military applications, robots, such as Unmanned Aerial

Vehicles (UAVs) or Unmanned Ground Vehicle (UGVs), are usually deployed to achieve

missions that are hazardous for human. Robots for civilian applications could be domes-

tic (robot vacuums, robot toys) or industrial (intelligent vehicles, surveillance cameras).

Since vehicles become a necessary of life, encompassing almost every aspect of our daily

lives, traffic situation is of course more and more difficult. With such traffic, fatalities

due to vehicle accidents are also enormous. There is an estimation of 1.24 million deaths

worldwide in the year 2010. That is one person killed every 25 seconds. So, improving sa-

fety in order to reduce the number of accidents is the main motive of designing intelligent

vehicles.

Simple systems such as safety belts, air bags, etc. were developed to protect people’s

lives. However, these systems are only able to reduce the severity of injury when acci-

dents happen. They do not provide any help to reduce the number of accidents. As a

consequence, researches that focus on intelligent vehicles have shifted from passive safety

to active safety.

Active Safety Systems or Advanced Driver Assistance Systems (ADAS) are usually com-

posed by an acquisition system to get some information from different sensors, a proces-

sing phase to deliver warnings to the driver, and sometimes a react phase to control the

acceleration, braking, etc. Using both proprioceptive sensors (eg. Inertial measurement

unit, GPS) and exteroceptive sensors (LIDAR, RADAR) is common in ADAS systems

even if most intelligent vehicles (eg. The Google Driverless Car) use LIDAR mainly

since it can generate a high resolution 3D map of the environment. As sensors provides

heterogeneous measurements, data fusion from different sensors is required to achieve

different tasks in ADAS systems. For example, [4] proposed an obstacle detection and

1
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Figure 1.1: The usages of different sensors for ADAS systems[1]

tracking algorithm based on fusing data from more than a dozen sensors. [5] performed

vehicle localization and obstacle detection using data fusion from both proprioceptive

and exteroceptive sensors. Along with the development in image processing, cameras

are increasingly supplemented by other sensing technologies to expand ADAS capabi-

lities and also to enhance the robustness of results. In [6], a precise road estimation

algorithm is based on measurements provided from camera, radar, wheel speed sensors,

and IMU, where camera is used for detecting lane marking. As plenty of information

can be exploited from images (visual attributes, motion, disparity), moreover cameras

are really inexpensive compared with LIDAR 1, we do believe that vision-based ADAS

system has a promising future. In fact, many researches have already proved abilities

of purely vision-based systems. For example, stereo vision is used now to describe the

environment or detect obstacles by computing occupancy grids [7–9]. The road, as an

important source of information could be detected through feature extraction and clas-

sification [10–12]. Motion estimation is required for many tasks in the ADAS systems

such as egomotion estimation, moving-object detection, and 3-D reconstruction while

optical flow shows its potential. [13] studied the influence of vehicle speed and scene

texture on optical-flow accuracy using synthetic images. However, optical flow is rarely

implemented on intelligent vehicles. It is usually combined with other sensors like radars

[14] or stereovision [15], and plays consequently just a supporting role. The main reason

is that existing optical flow estimation results are not always convincing, especially when

vehicle motion is large and scene textures are rare.

1. The LIDAR system mounted on the google driverless car costs $70,000. The camera hardware can
cost just tens of dollars
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An important issue of intelligent vehicles is to detect and identify from images rele-

vant objects in the driving environment (obstacles on the road for instance) for ensu-

ring navigation in safe conditions. As explained before, stereo-vision based systems are

widely used to achieve this objective. However, the resulting disparity map require a

pre-processing step of calibration and image rectification. Moreover, we consider that

stereovision is not always necessary as it is possible to exploit first monocular vision and

motion analysis.

Contributions

This thesis deals with monocular vision for object detection in the context of automatic

driver assistance systems. Our proposed method use 2D motion information (optical flow

and Focus Of Expansion) to define and to exploit specific voting spaces in order to detect

objects. Optical flow estimation and FOE estimation are considered as two preliminary

steps. The success of these two steps conditions the quality of detection. Hence, we have

to deal with two difficulties that are specific to the application : homogeneous regions

and large displacements. These difficulties are both problematic for estimating optical

flow with enough precision. In this thesis, we propose a model-based motion estimation

method that exploits available a priori knowledge from other sensors to compensate

dominant flow in order to facilitate estimation of the remaining part of motion using a

classic optical flow method. We focus also on the second preliminary step of our detection

approach : FOE estimation as its location is required as an input of our algorithm.

We have studied and compared different FOE estimation methods. We propose three

different methods that we have adapted to object detection. Finally, we have proposed

different decision strategies to detect more precisely obstacles using for instance an

velocity histogram splitting approach.

Thesis outline

This thesis is structured as follows :

Chapter 2 begins by an introduction of existing vision-based obstacle detection methods

for ADAS. Then, it focuses on plane-model based detection methods. A stereo-vision

based method called ”v-disparity” will be explained in details as our proposed monocular

detection method - ”c-velocity” was inspired from it. Then, we will describe the most

important part of this chapter and also the core of this thesis - the ”c-velocity” approach.

The principle, the required information (inputs), the detection process, optimizations,
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and finally the comparison with the ”v-disparity” approach will be presented. In order to

combine disparity information with motion to detect obstacles, we define the ”v-velocity”

approach as a variant of c-velocity and v-disparity. We will show that ”v-velocity” is easy

to combine with ”v-disparity”.

Chapter 3 gives a the current state of the art for 2D motion estimation methods. We will

present evaluation benchmarks and more particularly ground truth optical flow methods.

Finally, we will propose our model-based optical flow estimation method. The results

will be compared with other existing methods.

Chapter 4 will starts with a general introduction on existing FOE estimation methods.

Three estimation methods will be proposed and tested both on synthetic toy examples

and real images.

Chapter 5 will present an iterative histogram splitting method to adapt the ”c-velocity”

approach in order to detect several obstacles that belong to different models.

i
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2.1 Background

Advanced Driver Assistance Systems (ADAS) are one of the fastest-growing segments

in automotive research. Their objective is to provide safe and intelligent driving tools.

Among them, potential obstacles (static or mobile) detection as well as scene recons-

truction is essential for navigation safety. These functionalities need an efficient sensor

technology or vision/camera systems. Especially for the former, many different types of

sensors (exteroceptive or proprioceptive) can be mounted on vehicles to capture environ-

ment information. However, sensors always provide imprecise and missing information.

So, a natural solution is the multi-sensor cooperation [5, 16] . Vision based systems are

also more and more used in intelligent vehicles because of their wealthy information and

low cost. Their contributions are exhibited by many publications. Since all these pro-

posed approaches are so different and diverse, a complete synthesis of recent techniques

based on vision systems are rarely found or even does not exist. For this reason, in the

following subsection, we will try to make a detailed elaboration about the existing obs-

tacle detection approaches using vision systems for intelligent vehicles and also classify

them into four categories.

2.1.1 An introduction of vision based obstacle detection in the appli-

cation of ADAS

Obstacle detection is an essential task for intelligent vehicles since it is very important

for obstacle avoidance or inter distance management. Perceptive systems are widely used

for this purpose and many different approaches are proposed. However, we can generally

categorize them into four classes according to the different type of information that is

extracted from perceptive systems. For example, approaches using visual attributes from

an image are called ”2D approaches (x, y)” since only 2D image information is exploited.

When dealing with the image sequences, motion information could be extracted to help

obstacle detection. This kind of approaches are called ”motion based 3D approaches (x,

y, t)”. Besides monocular systems, stereo systems aim at exploiting disparity informa-

tion and turning it into depth information for obstacle detection. These stereo based

approaches are then considered as ”structure based 3D approaches (x, y, z )”. The last

type of approaches exploits all the available information (temporal and spatial) for the

detection, so these approaches, which combine the above approaches, are called 4D ap-

proaches (x, y, z, t). In the next part of this subsection, an introduction will be given

for all these approaches.
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2.1.1.1 ”Model” based - 2D approaches (x, y)

A great deal of information can be exploited from a 2D image for object detection. Es-

pecially in the case of obstacle detection in autonomous environment, models of visual

attributes can be defined to distinguish obstacles from other ”objects”. And different in-

formation such as the symmetry [17], textures [18] or colors [19] can be exploited for these

model-based detection methods. Such type of approach is rather adequate for detecting

rigid obstacles like vehicles, but not suitable for pedestrian extraction. Moreover, the

detection is easily disturbed by view point variation, illumination difference, occlusion,

deformation, background clutter, etc. Thus, learning-based classification approaches are

applied for the detection. In these approaches, a set of examples are firstly used for an

off-line training. The classification relies on different features that characterize different

objects. The performance of these methods depends on many factors : training sets, fea-

ture sets and used classifier. Generally a various training set makes the classifier more

flexible to differentiate objects. With a view to feature sets, different features and des-

criptors are proposed, like Histograms of Oriented Gradients (HOG) [20], Joint Ranking

of Granules [21], Haar Wavelets [22] and Principal Component Anaysis (PCA) [23] -

of which HOG is widely used for pedestrians detection. In fact, the selection of feature

can be unique or multiple. When choosing classifiers, we have Support Vector Machine

(SVM) [24], neural network [25], Adaboost[26] and cascading classifier [27].

2.1.1.2 ”Structure” based - 3D approaches (x, y, z )

These approaches are based on the structure estimation which characterize potential

obstacles by exploiting another camera. Stereo-vision can estimate the depth information

of perceived obstacles. In these studies, obstacles are assumed as fronto-parallel planes.

This assumption facilitates obstacle detections, especially when the stereo-vision system

is perfectly calibrated and rectified. In the example of [2], authors defined a new space

in which the representation of fronto-parallel planes became into lines. The detection

of fronto-parallel planes are then simplified to the line detections that can be easily

done by Hough Transform. This method will be presented in detail since the concept of

detecting objects from a new space deeply inspired us for our studies. Different from this

plane similarity detection, the methods that using map construction, or more precisely

occupancy grids mapping also obtained an ideal effect on obstacle detection [28, 29].

The vehicle environment is presented by a two dimensional lattice of rectangular cells.

Each cell is associated with a probability value to assess whether this cell is occupied

by obstacles. And the computation of such probability value depends on the sensor

information. These approaches are thus very suitable for the cooperation of different

sensors, even with different modalities (Sonar, LIDAR, RADAR, stereo-vision). In fact,
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the collaboration between LIDAR and stereo-vision is a popular way for ADAS. LIDAR

information is used to provide detection hypotheses and then stereo-vision system will

confirm these hypotheses [30]. Since the objective of obstacles detection is to make sure

that vehicles can avoid these obstacles and drive on the free space. Instead of localizing

obstacles, we can also identify the free space around. Then potential danger avoidance

subject becomes into free space estimation for navigation [31].

2.1.1.3 ”Motion” based - 2D+t approaches (x, y, t)

The input of these approaches is a 2D motion field 1 estimation, projection of the 3D

motion onto the image. The computation of such motion field can be found in Appendix

A.1. Their equations are shown in Equation 2.1.

{
u = xy

f ΩX − (x
2

f + f)ΩY + yΩZ + xTZ−fTX
Z

v = (y
2

f + f)ΩX − xy
f ΩY − xΩZ + yTZ−fTY

Z

(2.1)

The above expression of the 2D motion field is based on a perspective camera model.

Where T = (TX , TY , TZ) and Ω = (ΩX , ΩY , ΩZ) are respectively translational and

rotational velocities of the camera. (x, y) is the image coordinate of the observed static 2

3D point P(X, Y, Z ), f is the focal length of the camera. Z is the depth. From the above

equations, one can conclude that :

— Depth information is needed for 2D motion estimation.

— A 2D Motion vector has two components, one depends only on 3D translation,

the other only on 3D rotation.

— Only the translational component depends on depth information.

— All discontinuities of 2D motion are due to depth variation.

— Because of the scaling ambiguity (T and Z can only be derived up to a scale

factor), a 2D motion vector can result from different 3D motions.

Considering of the above conclusions and due to the nonlinearity of equations, some early

approaches tried to simplify the projection model [32]. In the case of large focal length

and objects close to the optical axis, a weak-perspective model can be used as linear

approximation. This 3D→2D projection can be presented by an orthographic projection

followed by isotropic scaling. When objects are far from the camera or object sizes are

smaller than their distance to projection center, a para-perspective projection can also

be used to simplify the equations [33]. Without any assumption about the scene, we can

also use spherical projection to adapt vector representation.

1. In fact we can only exploit apparent motion from images
2. If P is not static, then T and Ω represent the relative motion of the camera to P
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Simplification can be not only done on project model, but also on motion model. In other

words, it is not necessary to always consider the six motion parameters (TX , TY , TZ , ΩX ,

ΩY , ΩZ). For example, only longitudinal translation could be considered or sometimes

one or two rotation angle 3 are added into the assumption[34, 35]. Of course, reducing

the degrees of freedom is not the only possibility, one can also separate the translation

component (that depends on depth) from the rotation component by exploiting parallax

(motion parallax, affine motion parallax, plane+parallax). Since parallax is due to depth

discontinuities, the relative motion of two instantaneously coincident points depends only

on the translational component. So in ”Plane+parallax” methods, the camera rotation

is removed in some image regions where the depth variation is not significant. And then

the camera translation can be easily computed from the parallax. Besides, we can also

obtain the translation information by means of Focus Of Expansion (FOE) position

[36–38].

Researches on the estimation of vehicle-mounted camera’s 3D motion (egomotion) and

scene reconstruction (structure from motion) have increased in recent years. Therefore,

numerous classifications according to various criteria exist. In this report, we will classify

them into three principal categories : discrete approaches, continue approaches and direct

approaches.

— Discrete approaches are based on feature matching between two successive

images. Corresponding points are related using the fundamental matrix, which

includes camera motion parameters and camera intrinsic parameters. Therefore,

the problem becomes a linear algebra problem since the fundamental matrix have

to be estimated. Several approaches have been proposed to solve this problem that

differs from the outliers management [39–41].

— Continuous approaches make use of optical flow. According to the relation bet-

ween optical flow and 3D motion (see Equation 2.1 4), the motion parameters as

well as depth map are computed using optimization algorithms. The performance

of these approaches depends directly on the quality of the flow.

— In direct approaches, the 3D motion parameters are determined ”directly” from

the brightness constancy constraint. Classical optimization approaches are used

for the estimation of motion parameters. Continuous approaches and direct

approaches are also called global methods as the whole image is used for the esti-

mation. It is intuitive that these global methods are more robust than discrete

approaches since much more information is used for the estimation [42, 43].

3. Usually the yaw is to model the turn
4. Here we consider optical flow is an approximation of 2D motion field
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2.1.1.4 ”Structure/Motion” cooperation based 4D approaches (x, y, z, t)

The idea of cooperation between motion and structure estimation is not new since such

collaboration can exploit available information from both space and time. In fact, the

researches about this combination started in the early 2000s just after the computa-

tional power allows to tackle these two processes at once. There exist many significant

researches since then, such as the approaches proved in [44] and [45]. While [44] focu-

sed on the exhibition of an invariant - ratio of the optical flow norm and depth value.

Another way to the fusion of depth and motion information is the 6D-Vision method

presented in [45]. The idea is to track points with depth known from stereo vision over

two and more consecutive frames and to fuse the spatial and temporal information using

Kalman Filters. Another approach is to use occupancy grid mapping because it facili-

ties the intergration of different sensors. This formalism can be exploited to construct

a representation of observed scene [46] or just enrich the temporal information [47, 48].

The ”hottest” approaches to combine spatial and temporal information are those who

evaluate scene-flow. To do this, one can track the interest points [49] or integrate the

stereo vision into classic Horn&Schunck optical flow estimation method [50, 51]. Then

from the matching fields, classic segmentation methods can be used to obtain the scene

representation based on the apparent motions of objects.

2.1.2 Obstacle detection on planar road

The ”obstacles” in the case of autonomous driving refer to the structures that block the

path by sticking out of the road. Hence, most of the obstacle detection methods start

with road extraction. This allows to define a free driving corridor and also to refine a

Region of Interest (ROI) for obstacle detection. Some assumptions are usually defined

in order to facilitate the road surface locating process. For instance, [52] estimated the

homography of the road by matching a set of point features (corners), this homography

was then used to compensate the motion of the road and to detect obstacles as areas in

the image that appear non-stationary after the motion compensation. [53] made use of

apparent orientations of surface in the image in order to detect the presence of obstacles.

Both applications were based on the assumption that road is planar surface. Some tech-

niques also assumed that there was a constant plane [54]. A more complex road model

like estimating the inclination of road plane was presented in [55]. Recently a B-spline

Modeling of road surface proved also to be efficient for road detection [56] . However,

[2] proposed a robust road detection method in stereovision by construction and inves-

tigation of a ”v-disparity” image. From the presentation of [2], we know that the pixels

from a planar road surface have the same disparity if they are located in the same row

of the image. And the disparities in the different image row can be computed by
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d(v) = a× v + b (2.2)

Where v is the image row, a and b are parameters depending on camera height and tilt

angle. In a new representation space called the ”v-disparity” image 5, the representation

of planar road becomes a straight line that is easily extractable. Moreover, the obstacles,

which are considered as fronto-vertical plane, project on the ”v-disparity” image as

quasi-vertical straight lines that intersect with the road line 6. This method inspired us

on two points. 1) the first one concerns the plane modeling simplification. In order to

facilitate the detection, objects can be modeled as different planes. For instance, the

road is usually assumed as horizontal plane. The vehicles above the road is assumed

as fronto-vertical plane. 2) The other concerns the transformation onto another space

that facilitates detection. In fact, obstacles’ shapes are very variant. Instead of detecting

objects directly from images, maybe we can first transform them into another space

where objects become into easily detectable shapes (for example, lines, parabolas, etc.).

In [2], the construction of transformed space is based on disparities. When considering

motion instead of stereo, disparity could be compared with velocity in some motion

conditions and camera configuration. Then a ”c-velocity” method is proposed in [57].

The whole thesis research is about this ”c-velocity” method, so we will present first

the basic idea of this approach and then discuss in more details each factors that will

influence the performances of this method.

The structure of this chapter is the following : first, a brief introduction about the ”v-

disparity” approach will be given to fetch out the ”c-velocity” concept. Then we will

present the ”c-velocity” in detail, including the mathematic demonstrations.

2.2 V-disparity : a road geometry representation in ste-

reovision

The core of the ”v-disparity” approach is to transform 3D plane detection on the scene

into a simple line detection in a new representation space. Such transform is based on

the assumption that the road is a planar surface or at least a piecewise planar surface

and obstacles 7 are vertical or quasi-vertical planes. Moreover, this method does not need

any extraction of lane-markings but exploits all the relevant information in the image

5. Disparity value is on the x-axis and image row is on the y-axis
6. Since obstacles (vehicles) are located above the road
7. Moving vehicles on the road are considered as obstacles
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(texture of the road, shadows, road edges, etc.). From the new space that is called ”v-

disparity”, we can not only detect the road surface but also estimate the vehicle pitch

and the relative height of the stereo sensor at real time.

In this section, a theoretic introduction about the ”v-disparity” approach including the

using assumptions will be given. Then, the most important steps of the construction of

”v-disparity” image will be shown using a toy example. Finally, an explanation of the

transition from ”v-disparity” approach to ”c-velocity” will be given.

2.2.1 Assumptions and models

Assume a stereo coordinate system (see Figure 2.1) where the two image planes are

supposed to belong to the same plane and are at the same height from the road. In this

case, the epipolar lines of two images are parallel and horizontal. Let us define some

parameters :

— θ : angle between the optical axis of the cameras and the horizontal

— h : camera height from the ground

— b : distance between the two cameras

Here we should distinguish three coordinate frames : Ra (abosolute), Rcl (left camera)

and Rcr (right camera).

On the basis of Figure 2.1, the transformations from the absolute frame to the camera

frame is a combination of translations Ti (i = cl or cr, εi = -1 in Rcl or 1 in Rcr) and

rotations R (see Equation 2.3).


Xi

Yi

Zi


︸ ︷︷ ︸

Pi

=


1 0 0

0 cos θ − sin θ

0 sin θ cos θ


︸ ︷︷ ︸

R

∗
(

X

Y

Z


︸ ︷︷ ︸

P

+


εi
b
2

h

0


︸ ︷︷ ︸

Ti

)
(2.3)

Using the pin-hole camera model, the 2D projection on the image plane of a given point

P(Xi, Yi, Zi) in the left camera frame Rcl or in the right camera frame Rcr can be

expressed by Equation 2.4 :

{
ui = αXiZi + u0

vi = α YiZi + v0

(2.4)

Where (u0, v0) is the projection of the optical center on the image, α = f/t (f is the

focal length and t = tu = tv the pixel size). Using Equation 2.3 and Equation 2.4, the
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Figure 2.1: The calibrated stereo coordinate system [2]

coordinates of the projection of a point P(X,Y, Z ) in Ra on the left and right images

are the same vl = vr = v :

v =
[v0 sin θ + α cos θ](Y + h) + [v0 cos θ − α sin θ]Z

(Y + h) sin θ + Z cos θ
(2.5)

Moreover, we can also compute the disparity ∆ of the point P by

∆ = ur − ul =
αb

(Y + h) sin θ + Z cos θ
(2.6)

Equation 2.6 is a general disparity equation adaptable to any 3D point in Ra. Now let us

consider a plane with equation Z = aY +d, the disparity is then expressed as a function

of v :

∆M =
b

ah− d
(a cos θ + sin θ)(v − v0) +

b

ah− b
α(a sin θ − cos θ) (2.7)

From the above equation, a linear relationship can be easily found between the disparity

∆M and the image row v. More particularly, when a = 0, the plane equation becomes

Z = d (obstacle plane) and the equation is :
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∆M = − b
d

sin θ(v − v0) + α cos θ (2.8)

When a→∞, the projection equation of a horizontal plane Y = 0 (road plane) becomes :

∆M =
b

h
cos θ(v − v0) +

b

h
α sin θ (2.9)

Moreover, the pitch and relative height of a stereo sensor can also be estimated from

the ”v-disparity” image. If cr is the line slope and vor is the image row value for ∆ = 0,

then the expressions of θ and h can be obtained by

θ = arctan(
v0 − vor

α
) (2.10)

h = b
cos θ

cr
(2.11)

2.2.2 Construction of the ”v-disparity” image

Since object detection is performed in the ”v-disparity” image, the construction of such

”v-disparity” image from the original camera image is an important point. To tackle this

problem, the image raw value and the disparity value should be known for each pixel at

first. The image raw is known directly from the pixel coordinates. The disparity map is

constructed using a dense image matching method. In the following subsections, we will

present the semi-global matching method [58] that is used in [2] and then explain how

to construct the ”v-disparity” image.

2.2.2.1 Dense image matching

From the requirement of the ”v-disparity” image construction, a dense disparity map

should be estimated at first. A classic disparity computation process of the stereo vision

system is divided into three steps : calibration, rectification and stereo correspondence.

While the calibration is an off-line procedure that aims at finding the intrinsic parameters

of the cameras like the focal length f , image center (u0, v0), lens distortion parameters,

and the extrinsic parameters which allow to align the cameras. All these parameters are

obtained by processing several stereo pairs of chessboard patterns. Efficient algorithms

can be found both in Opencv [59] and Matlab [60]. Then the original images captured

from stereo cameras are rectified into a standard form and at the same time removing lens
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Figure 2.2: Construction of the ”v-disparity” image

distortions. The pixel correspondences are carried out on the rectified images. [2] used

a semi-global matching algorithm [58] to compute the disparity map. This matching

method is to find the best disparity assignment by minimizing a cost function over

the image pairs. While matching cost calculation is based on Mutual Information (MI),

which is insensible to recording and illumination changes. This method can also produces

accurate and robust disparity results for object boundaries.

2.2.2.2 ”V-disparity” image construction

The construction of the ”v-disparity” image is based on a voting process. Once we

compute the disparity value for each pixel by the semi-global matching algorithm, a

disparity map is drawn to construct the ”v-disparity” image (see Figure. 2.2). For each

pixel, its projection in the ”v-disparity” image is determined by the y-coordinate (”v”

value) and its corresponding gray level (disparity value) in the disparity map. In other

words, the pixel (u0 , v0 ) with disparity ∆0 in the left image I1 is projected to the pixel

(∆0, v0 ) in the ”v-disparity” image. As different pixels may be projected to the same

pixel 8, an accumulation is done to count pixel votes. It means that in the ”v-disparity”

image, the pixel value corresponds to vote number.

In order to illustrate the process of constructing the ”v-disparity” image, we show an

example using synthetic images (see Figure 2.3). These images (see Figure 2.3(a) and

2.3(b)) are synthesized by the driving simulator SiVIC [61]. The purpose of such simu-

lator is to reproduce realistically 3D dynamic scenes that include roads, vehicles, their

embedded sensors and pedestrians. It means that input ground truth information like

egomotion and scene depth are already known. When using these image sequences, we

do not need any matching method since disparity values are directly computed from

Equation 2.6. Once we get the disparity map I∆ (see Figure 2.3(c)), the ”v-disparity”

image Iv∆ (see Figure 2.3(d)) is built by accumulating the pixels of the same disparity

8. As explained before, pixels that belong to the same plane and that are located in the same image
raw will be projected on the same position in the ”v-disparity” image
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(a) (b)

(c) (d) (e)

Figure 2.3: A synthetic example used to build the ”v-disparity” image : (a) Left
synthetic image ; (b) Right synthetic image ; (c) Disparity map ; (d) ”v-disparity” map ;

(e) The red line shows the detected line by Hough Transform

in I∆ along the −→v axis. In this example, the road is considered as an horizontal plane, so

a large number of votes comes from this road in each raw and reveal an emerging point

from the background 9. All the road points from different raws form a white line which

can be easily detected by 2D Hough Transform (see the red line in Figure. 2.3(e)).

2.2.3 From stereo vision to monocular vision, from ”v-disparity” to

”c-velocity”

Let us recall that the basic idea of the ”v-disparity” image is to project pixels of the

disparity map along the rows using accumulation. Interesting information about urban

scenes can be obtained from this ”v-disparity” image. For example, the horizontal road

surface appears as a slopping line in the ”v-disparity” image while frontal obstacles

appear as vertical lines. This idea is also generalized to the other image coordinate by

using the u-disparity [62] by several teams, including ours on our autonomous car [63].

9. The background is black and this point is very white since the vote number is very large
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The problem now is whether this concept can be translated to monocular vision and how

to use this idea. The authors in [64] gave us the answer. A monocular approach what

was called ”c-velocity” is proposed. The idea of this approach is to build a 2D histogram

”iso-velocity curve & velocity” (”c-velocity” image) by accumulating the pixels with

the same (c, velocity). Here ”velocity” represents the image motion and is equivalent to

”disparity” in stereovision since both are the apparent shift of pixels between images

resulting from the camera position change. ”c”, corresponding to ”v” in the ”v-disparity”

approach, is also a variable that depend on pixel coordinate and that is call ”iso-velocity

curves”. Our thesis research is based on this method, so the next section will give a

complete and exhaustive presentation about this ”c-velocity” approach.

2.3 C-velocity : a monocular approach for plane detection

The ”c-velocity” approach is, in fact, inspired by two studies : from the first study[65],

motion vectors of certain lengths and directions lie on the image at particular loci. Their

location and shape depend solely on 3D motion parameters. If motion fields are conside-

red, equal vectors are shown to lie on conic sections. The other one is what we presented

in the last section - ”v-disparity” approach. According to the above presentation, the

disparity of a horizontal plane is constant along a line of stereo pair of rectified images.

These make us think about if we can also exploit the iso-velocity curves in the case of

monocular vision. Then ”c-velocity” approach is proposed by [57].

2.3.1 Assumptions and models

To present the ”c-velocity” approach, we should start by the computation of 2D motion

field. The motion field is defined as the 2D vector field of velocities of the image points,

induced by the relative motion between the viewing camera and the observed scene

[66]. In other words, motion field is the projection of 3D motions on the image plane

(see Figure 2.4). So motion field can be represented as a function of 3D motions, image

coordinates and intrinsic camera parameters (see Equation 2.1).

To avoid depth estimation, we assume that the 3D scene is a set of 3D planes. In fact,

planes are largely used as scene approximation in many studies. In the ”v-disparity”

approach, roads are considered as horizontal planes and obstacles 10 as frontal vertical

planes. Such plane approximation allows to remove depth parameter from the motion

vector equation. From Appendix B.1, the motion vector of a static planar surface is

expressed by Equation 2.12 where the plane equation is nTP = d with n = (nX , nY ,

10. Vehicles in front of the camera
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Figure 2.4: The motion field of a 3D point P when considering a pinhole camera
model

nZ) the unit vector normal to the plane, d the distance ”plane to origin” and P an

arbitrary point (X, Y, Z ) in the plane .

{
u = 1

fd(a1x
2 + a2xy + a3fx+ a4fy + a5f

2)

v = 1
fd(a1xy + a2y

2 + a6fy + a7fx+ a8f
2)

(2.12)

a1 = −dΩY + TZnX a2 = dΩX + TZnY

a3 = TZnZ − TXnX a4 = dΩZ − TXnY
a5 = −dΩY − TXnZ a6 = TZnZ − TY nY
a7 = −dΩZ − TY nX a8 = dΩX − TY nZ

We can see that eight parameters (a1 .. a8) should be estimated to obtain the motion field

of a general plane. But some simplifications could be done under some assumptions. In

most driving situations, the longitudinal component of movement is dominant for moving

vehicles. So we can ignore or neglect the rotational component as a first approximation.

This means ΩX = ΩY = ΩZ = 0. Moreover, objects that compose urban scenes are

generally buildings, road, vehicles and pedestrians. They could be considered as planes

with specific orientations :

(1) Road → Horizontal plane
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Figure 2.5: An urban road scene in the city of versailles in France

(2) Buildings in each side of the road → Lateral planes

(3) Obstacles → Frontal planes

(a) Vehicles in front of the camera → Fleeing/approaching frontal planes

(b) Crossing pedestrians → Crossing frontal planes

Three different orientations of planes can be considered to represent the above objects

that compose urban road scenes. The road is of course considered as horizontal plane, the

buildings in both sides of the road are supposed to be lateral planes. Moving obstacles 11

like vehicles, pedestrians are also assumed to be frontal planes. According to the different

motions of the obstacles, we divide them into two classes : 1) fleeing or approaching

obstacles (usually : vehicles) that have longitudinal motions in direction Z and 2) crossing

obstacles (usually : pedestrians) that have a X direction of motion. In order to compute

motion vectors for these different orientations of planes, we should first define their plane

parameters : the 3D relative motions of the camera and the distances of these planes to

origin. They are all given in Table 2.1 where motions of the fleeing/approaching obstacles

are defined as (0, 0, TZ1) and motions of the crossing pedestrians are defined as (TX1, 0,

0 ). With all these parameters, the corresponding motion fields for these planes can be

obtained by injecting the respective T and n into Equation 2.12. These equations are

shown in Table 2.2. For all computation details, one can refer to Appendix B.2.

11. Obstacles are considered as the objects on the road that will influence the navigation of the vehicle
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Table 2.1: Plane parameters of four relevant cases of moving planes

Plane type n 3D motion Dist. to origin

(1) (0,1,0) T = (TX , TY , TZ) dr
(2) (1,0,0) T = (TX , TY , TZ) db

(3.a) (0,0,1) T = (TX , TY , TZ + TZ1) do
(3.b) (0,0,1) T = (TX + TX1, TY , TZ) do

Table 2.2: Motion fields of four relevant cases of moving planes

Plane type Motion field equations

(1)
u = TZ

fdr
y(x− f TXTZ )

v = TZ
fdr

y(y − f TYTZ )

(2)
u = TZ

fdb
x(x− f TXTZ )

v = TZ
fdb

x(y − f TYTZ )

(3.a)
u = TZ+TZ1

do
(x− f TX

TZ+TZ1
)

v = TZ+TZ1
do

(y − f TY
TZ+TZ1

)

(3.b)
u = TZ

do
(x− f TX+TX1

TZ
)

v = TZ
do

(y − f TYTZ )

From Equation ??, camera motion T is required to compute the motion field of a point.

But as far as we know, estimating of T is a very tough task and the results are some-

times unsatisfactory in despite of many efforts in this domain [67] [68]. However, this

estimation can be avoided from the plane equations in Table 2.2, because only the scale

motion factors TX
TZ

and TY
TZ

are needed. Fortunately, the Focus Of Expansion (FOE) point

contains these information. In fact, in the case of a camera moving straight (rotations are

negligible), the motion field of all static points converge/diverge to a particular point in

the image and this is the Focus Of Expansion point. Its expression is shown in Equation

2.13.

{
xFOE = f TXTZ
yFOE = f TYTZ

(2.13)

Since each motion direction induces a unique FOE, in the case of moving obstacles

(fleeing/approaching or crossing obstacles), the FOE points are computed using the

relative motion between the camera and obstacles :

{
xFOE1 = f TX

TZ+TZ1

yFOE1 = f TY
TZ+TZ1

{
xFOE2 = f TX+TX1

TZ

yFOE2 = f TYTZ

(2.14)
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Table 2.3: Motion fields of four relevant cases of moving planes after adding FOE
point

Plane type Motion expressions with FOE

(1)
u = TZ

fdr
y(x− xFOE)

v = TZ
fdr

y(y − yFOE)

(2)
u = TZ

fdb
x(x− xFOE)

v = TZ
fdb

x(y − yFOE)

(3.a)
u = TZ+TZ1

do
(x− xFOE1)

v = TZ+TZ1
do

(y − yFOE1)

(3.b)
u = TZ

do
(x− xFOE2)

v = TZ
do

(y − xFOE2)

Table 2.4: Motion fields of four relevant cases of moving planes

Plane type Motion module Motion direction

(1) ‖w‖ = | TZfdr | ∗ |y|
√

(x− xFOE)2 + (y − yFOE)2 u
v = x−xFOE

y−yFOE

(2) ‖w‖ = | TZfdb | ∗ |x|
√

(x− xFOE)2 + (y − yFOE)2 u
v = x−xFOE

y−yFOE

(3.a) ‖w‖ = |TZ+TZ1
do
| ∗
√

(x− xFOE1)2 + (y − yFOE1)2 u
v = x−xFOE1

y−yFOE1

(3.b) ‖w‖ = |TZdo | ∗
√

(x− xFOE2)2 + (y − yFOE2)2 u
v = x−xFOE2

y−yFOE2

If we include these FOE equations into the motion equations in Table 2.2, we get the

new motion equations that depend with FOE in Table 2.3.

From the above motion field equations, we can deduce the corresponding motion vector

direction tan θ = u
v and motion vector amplitude ‖w‖ =

√
u2 + v2 as shown in Table 2.4.

From the direction equations,only the basic known equation of FOE could be deduced.

This equation shows that the FOE is the convergence point of all the velocity vectors.

However, the motion amplitude equation, whatever the plane model, is the product of

two terms. The first term (| TZfdr |, |
TZ
fdb
|, |TZ+TZ1

do
| or |fTZdo |) is constant for a given plane

that depends only on 3D motions (TZ , TZ1), camera intrinsic parameter (f ) and plane

geometric parameter (d). The second term depends only on pixel coordinates (curve

variable). If we denote the first constant term as K and the second one as c, we can

rewrite the velocity amplitude equation by :

‖w‖ =
√
u2 + v2 = K · c (2.15)
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We can see that there is a linear relationship between the velocity amplitude ‖w‖ and

the pixel coordinates function c (that we call as ”c-value”) for pixels that belong to the

same plane. In other words, the projection of the pixels of a plane onto the ”c-velocity”

image 12 is a straight line of slope K. The idea of the ”c-velocity” approach is to transform

the plane detection in the image into a line detection in the ”c-velocity” frame.

2.3.2 Discussion about the different inputs

In oder to determine the ”c-velocity” image, we should at first compute the ”c-value” c

and the motion amplitude ‖w‖ of each pixel. In this subsection, we will explain how to

obtain these parameters.

Motion amplitude In case of perspective projection, the 2D motion field which

is the projection of the 3D motion field on the image plane can be computed from

Equation ??. But in our case, the real 3D motion is not known. The only input is an

image sequence. Unfortunately, the 2D motion field is just a purely geometric concept

and is not directly measurable from the image sequence. However, we can estimate the

apparent motion of the brightness pattern that is called optical flow. So, we chose to

approximate the 2D motion field by the optical flow and then the 2D motion amplitude

by the flow amplitude. In most of the cases, optical flow is a good approximation of

the 2D motion field, but not always. For example, the motion field and optical flow of

a rotating barber’s pole are different, as illustrated in Figure 2.6. According to [66],

the optical flow can be considered as the approximation of the motion field under some

assumptions :

— Lambertian surfaces

— Point-wise light source at infinity

— No photometric distortion

— Rigid motion

12. In this image, the y-axis is the ”c-value” and the x-axis is the velocity module ‖w‖
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Figure 2.6: The motion field and optical flow of a barber’s pole

Various approaches are proposed to estimate optical flow such as block-matching, para-

metric motion approaches and optical flow approaches. But all of them are based on the

brightness constancy assumption. That is when a pixel moves, its brightness does not

change. But with only this constraint, we can not estimate the two components (u, v) of

the flow vector. So, other various assumptions could be added, each of them leads to a

different optical flow estimation method. In block matching approaches, image is divided

into fixed blocks and the pixels in the same block are supposed to have the same optical

flow. So, only a single motion vector is computed in each block. While in parametric mo-

tion approaches, the motion vector is induced by the 3D motion of the camera. So, the

adjacent pixels may have the same motion parameters. Finally, optical flow approaches

are also called ”differential approaches” as they are based on partial derivatives of the

image signal and/or the sought flow field and higher-order partial derivatives. We can

yet subdivide them into local approaches and global approaches.

The most representative method of local approaches is the Lucas-Kanade method [69]. It

considers a locally constant optical flow as the additional constraint. Then the problem

becomes a linear system and can be solved by any resolution method like gradient descent

algorithm.

Many global approaches have been proposed since the famous Horn-Schunck algorithm.

All these approaches consider the problem of estimating velocity vectors as the optimi-

zation of a global energy function which is a weighted sum of two terms. The first one is
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based on the brightness constancy constraint. The second is the regularization term that

correspond to the additional constraint. In the Horn-Schunck algorithm, such constraint

is the smooth flow assumption.

Since the optical flow is one of the two main inputs of the ”c-velocity” method, a detailed

presentation of the different estimation methods including evaluation will be given in

the next chapter.

”C-value” Besides Optical flow, the other input that is necessary to construct the

”c-velocity” image is the ”c-value” that is :

c =
‖w‖
K

=


|y|
√

(x− xFOE)2 + (y − yFOE)2 for road

|x|
√

(x− xFOE)2 + (y − yFOE)2 for building√
(x− xFOEo)2 + (y − yFOEo)2 for obstacles

(2.16)

Since K is constant for a given plane, pixels in a plane that have the same ”c-value”

also have the same velocity. So, the ”c-value” is also an iso-velocity curve. The shape

of the iso-velocity curve is different depending on the plane model. An example can be

found in Figure 2.7 where iso-velocity curves for c = 4 are traced with different types of

planes knowing the FOE point at the origin of the frame. From these figures, two curves

are symmetrically located on both sides of the y axis (for building planes) or the x axis

(for road planes). For obstacle planes, these two curves intersect and turn into a circle.
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(b)iso-velocity curve for road plane
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(c)iso-velocity curve for obstacle plane

Figure 2.7: Iso-velocity curves for c = 4 and different types of planes considering the
FoE at the origin

We can also draw a set of curves with different c-values. For example, a set of curves

in the case of road model and building model are shown in Figure 2.8. The interval of

”c-value” between two adjacent curve is 1. From these curves, we can conclude that :

(1) Iso-velocity curves do not intersect ; (2) Each curve intersects the x axis (for the
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road model) or y axis (for the building model) in the image plane within : x = ±
√
c

or y = ±
√
c, respectively ; (3) The distance between two adjacent curves is different

and depends on the current ”c-value”. The interval distance is smaller for the higher

”c-value”.
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(a)iso-velocity curves for building plane
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(a)iso-velocity curves for road plane

Figure 2.8: Iso-velocity curves with step 1

In practice, the FOE point is not exactly at the origin. We will discuss now the new iso-

velocity curve equations when considering FOE position. For building planes, a change

in the FOE position along y axis only leads to a shift along y axis (see the shift from

the black curves to the blue curves in Figure 2.9(a)). The curve shape do not change.

In contrast, a change of the FOE position along x axis results in a deformation of the

curves. We can see that the two curves are pulled toward the movement of FOE position

(see the deformation from the black curves to the red curves in Figure 2.9(a)). These

changes are completely different for the curves of road planes (see Figure 2.9(b)). In case

of the obstacle planes where the curves are circles, a change in the FOE position just

changes the circle center.
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Figure 2.9: Iso-velocity curve with different FOE positions : FOE(0, 0) for black
curves, FOE(0, 1) for blue curves, FOE(1, 0) for red curves

The estimation of FOE position is an important step to compute the iso-velocity curves.

In many studies, optical flow field is usually used to locate the FOE position. A summary

on the state of the art methods will be given in Chapter 4, and we also propose three

different estimation methods to locate the FOE point.

Once the FOE position is known, the c-values are computed from Equation 2.16 for each

pixel. For a standard image size of 240 × 320, if we consider the FOE position in the

image center, the c-values vary from 0 to 96000 for the road model and vary from 0 to

128000 for the building model. Such large variation is not suitable for implementation

purposes (computing accuracy) and homogeneity (c ≈ length2), so we translate the

models into the relations between ‖w‖ and
√
c. Then the linear relationship between

‖w‖ and c becomes a parabolic relationship between ‖w‖ and
√
c.

‖w‖ = K ∗ c = K ∗
√
c

2
(2.17)

2.3.3 Construction of the ”c-velocity” images

From the above presentation, objects (buildings, road, obstacles) are approximated by

planes of different orientations. The projection of pixels from the same plane (object)

on the corresponding 13 ”c-velocity” image is a straight line. Using this property, the

detection of objects can be transformed into the extraction of lines in the ”c-velocity”

image. This subsection describes how to construct the different ”c-velocity” images. The

construction process is actually a pixel voting process. Each pixel will give a vote in the

three ”c-velocity” images. The votes from a pixel will help the emergence of a line only

13. The ”c-values” are different for different plane types
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in the correct ”c-velocity” image. In the non-correct ”c-velocity” spaces, these votes are

just considered as background noises.

We will give below a toy example to explain how to construct the ”c-velocity” images and

also show the resulting images. Figure 2.10(a) is an urban road scene that is composed

with different objects. The green plane is the road. On this road, two obstacles moves

with different motions : the violet plane is the crossing obstacle and the blue plane is

an approaching obstacle. On both sides of the road, two buildings are displayed as red

planes. The geometric parameters of these objects, the camera’s intrinsic and extrinsic

parameters are defined a priori. So, the 2D motion vector of each pixel is computed

directly from Equation 2.12. The FOE position is also directly computable from Equation

2.13. Then three ”c-values” (cb, cr, co) are obtained from Equation 2.16. So each pixel

has four values (‖w‖, cb, cr, co). Then, the pixel will vote for the different ”c-velocity”

images by incrementing the value of point (‖w‖, ci 14). The detailed algorithm of this

cumulative voting process can be found in Algorithm 1. After the voting process, we

obtain three ”c-velocity” images shown in Fig. 2.10(c)(d)(e) : Two buildings (red planes

in Figure 2.10(a)) are projected as two lines in the building ”c-velocity” image ; the

votes from the road pixels (green plane in Figure 2.10(a)) becomes a line in the road

”c-velocity” image. The obstacle lines are not visible in the obstacle ”c-velocity” image

because they are submerged by the votes of the building pixels and the road pixels. To

further know this, we can look at the corresponding Hough histogram in Figure 2.10(h) :

the approaching obstacle (the blue rectangle in Figure 2.10(k)) is presented as a small

peak (peak 1© in Figure 2.10(h)). The crossing obstacle is hidden in peak 3© of Figure

2.10(h)(see Figure 2.10(y)). Both obstacle peaks are submerged by the peak (peak 2©
in Figure 2.10(h)) voted by the building and road pixels(see Figure 2.10(n)).But we can

still extract them by our iterative histogram splitting method presented in [70].

2.3.4 Post-processing of the ”c-velocity” image for object detection

Once the 3D planes are transformed into lines in different ”c-velocity” images, the next

step is to extract these lines from the ”c-velocity” images. Line extraction can be per-

formed using Hough transform. As these lines are crossing the origin, a 1D hough trans-

form is needed to exhibit the histogram of the line slope (see the histograms in Figure

2.10(f)(g)(h)). K-means or other clustering methods could be applied to detect peaks in

the histograms. In fact, it is not easy to correctly extract the lines. Many factors will

influence the quality of extraction. For instance, motion imprecision or bad FOE posi-

tion will affect the projection of the 3D planes on the ”c-velocity” images. For example,

14. ci = cb for the building ”c-velocity” image ; ci = cr for the road ”c-velocity” image ; ci = co for the
obstacle ”c-velocity” image
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(a) synthetical image scene (red : buildings ; green : road ; (b) 2D motion field of the image

blue : approaching obstacle ; violet : crossing obstacle)

cb

||w||

cr

||w||

co

||w||

(c) Building ”c-velocity” image (d) Road ”c-velocity” image (e) Obstacle ”c-velocity” image
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(f) 1D Hough histogram for (g) 1D Hough histogram for (h) 1D Hough histogram for

the building ”c-velocity” image the road ”c-velocity” image the obstacle ”c-velocity” image

(i) Pixels corresponding to (j) Pixels corresponding to (k) Pixels corresponding to

peak 1© in building histogram peak 1© in road histogram peak 1© in obstacle histogram

(l) Pixels corresponding to (m) Pixels corresponding to (n) Pixels corresponding to

peak 2© in building histogram peak 2© in road histogram peak 2© in obstacle histogram

(x) Pixels corresponding to (y) Pixels corresponding to

peak 3© in building histogram peak 3© in obstacle histogram

Figure 2.10: An synthetic example for the construction of the ”c-velocity” images and
the corresponding Hough histograms for line extraction
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Input: optical flow (u, v), FOE (xfoe, yfoe) and image
Output: Building Space (‖w‖, cb), Road Space (‖w‖, cr), Obstacle Space (‖w‖, co)

1 begin
2 Initialize Building Space (‖w‖, cb) ;
3 Initialize Road Space (‖w‖, cr) ;
4 Initialize Obstacle Space (‖w‖, co) ;
5 for Each pixel (x0, y0) ∈ image do

6 ‖w0‖ =
√
u(x0, y0)2 + v(x0, y0)2 ;

7 cb0 = |x|
√

(x0 − xfoe)2 + (y0 − yfoe)2 ;

8 cr0 = |y|
√

(x0 − xfoe)2 + (y0 − yfoe)2 ;

9 co0 =
√

(x0 − xfoe)2 + (y0 − yfoe)2 ;
10 Increment (‖w0‖, cb0) cell in Building Space ;
11 Increment (‖w0‖, cr0) cell in Road Space ;
12 Increment (‖w0‖, co0) cell in Obstacle Space ;

13 end

14 end

Algorithm 1: C-velocity voting process

the ”line” width maybe very large or even the representation is no longer a ”line”. Be-

sides these influences, the inter-perturbation between the different spaces also makes the

detection very difficult. From the toy example in Figure 2.10, there is no error in the

motion and the FOE position estimation as they are computed directly from the equa-

tions. But we still can not extract the obstacle ”lines” from the obstacle ”c-velocity”

image because the number of pixels for an obstacle (vehicle or pedestrians) is smaller

compared with that of a building or a road. So the votes from the obstacles are not

significant compared with the votes of other large size objects. In fact, any ”c-velocity”

image suffers from the perturbation of other objects from other models.

2.3.5 Optimizations

In order to use the ”c-velocity” approach in ADAS applications for object detection, we

should overcome the real-time constraint. So, in this subsection, we propose some opti-

mizations of our method in different ways : algorithmic modification and implementation

using multithread.

Direct transform without constructing c-velocity images The ”c-velocity”

approach consists of two-steps (see Figure 2.11) : a ”c-velocity” frame construction then

a line detection using Hough transform.

Since the construction of ”c-velocity” frames is just an intermediary step (see Figure

2.11), we show that it is possible to build directly the Hough histograms after computing
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Figure 2.11: c-velocity algorithm flow

the optical flow and determining ”c-values”. On the one hand, this modification reduces

the computation time by simplifying the detection process, and on the other hand avoids

a double quantification.

The main difficulty of this direct method is to correctly count the vote number and avoid

redundant votes. Let us consider the following example to reveal this problem. In Figure

2.12, three pixels vote for the same cell (c0, ‖w0‖) in the ”c-velocity” image. So three

votes are added to the cell (c0, ‖w0‖). But when we build the line slope histogram, the

cell (c0, ‖w0‖) give only one vote to K = ‖w0‖
c0

. This means that the pixel numbers is not

equal to vote numbers in the histogram. It is possible that several pixels may give only

one vote in the histogram. The question is : how to know the vote numbers without the

”c-velocity” images ? The solution is to group the pixels with the same motion module

‖w‖ and the same ”c-value” c before building the histogram. All the pixels in the group

(c, w) give only one vote for K = ‖w‖
c in the histogram. With a fixed ‖w‖, c → K is

bijective. So, we can also use the (‖w‖, K ) couple to group pixels. Algorithm 2 is an

example of the direct method specifically for building planes.

From the original ”c-velocity” approach, the construction of the ”c-velocity” images

needs to quantify ‖w‖ and c. The slope K is computed by the digitized value of ‖w‖
and c and then another digitization to build the line slope histogram. However, in the

direct transform, the computation of K use the original ‖w‖ and c. Then K is digitized

only for building 1D histogram. So the voting results seems more correct using the direct

transform.
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Figure 2.12: Two voting processes in the original ”c-velocity” approach

Input: optical flow (µ, ν), FOE (xFOE , yFOE) and image
Output: Building histogram hb

1 begin
2 Initialize Building histogram kb ;
3 for Each pixel (x0, y0) ∈ image do

4 ‖w0‖ =
√
u(x0, y0)2 + v(x0, y0)2 ;

5 cb0 = |x|
√

(x0 − xfoe)2 + (y0 − yfoe)2 ;

6 Kb0 = ‖w0‖
cb0

;

7 end
8 Save the pixel information (x, y, w, Kb) in an 1D table Tab ;
9 Sort Tab by the order of w and K ;

10 Group the pixels with the same w and K ;
11 for i = 0 to size of Tab do
12 if Tab[i].PixelNumbers > threshold then
13 hb[Tab[i].Kb] + + ;
14 end

15 end

16 end

Algorithm 2: Direct c-velocity process

Another advantage is the computational acceleration. To illustrate this result, we run

these two algorithms in the same laptop of Mac OS with an Intel i7 Core 2. CPU and com-

pare their execution time. The image size is 640×480. The computation time is measured

using two methods. T(s) measures the time in second by function mach absolute time,

which is a CPU/Bus dependent function that returns a value based on the number of

”ticks” since the system started up. The number of cycles is obtained by reading directly

the value of the register Time Stamp Counter (TSC), which counts the number of cycles

after reset. We can see from Table 2.5 that these two numbers are coherent with the

CPU frequency. We can conclude from the results, the direct ”c-velocity” method is at
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Table 2.5: computation speed test for two algorithm of c-velocity process

XXXXXXXXXXXTimes
Algorithms Old algorithm Modified algorithm

T(s) number of cycles T(s) number of cycles

1 0.290146 781607562 0.118234 318497650

2 0.277248 746862387 0.111056 299164911

3 0.313165 843619656 0.112126 302044550

4 0.287641 774859146 0.112892 304109682

5 0.282248 760330440 0.112202 302252325

6 0.277852 748491420 0.110819 298525383

7 0.289525 779933592 0.110547 297791556

8 0.277402 747277443 0.111624 300693888

9 0.288778 777923826 0.110522 297726720

10 0.305127 821964654 0.112925 304197298

mean 0.2889132 778285013 0.1122947 302500396

Table 2.6: computation speed test for multi-thread algorithm of c-velocity process

T(s) number of cycles

1 0.0753531 202985970

2 0.0777929 209558034

3 0.0758184 204239355

4 0.0747896 201467637

5 0.0757412 204031359

6 0.0740406 199450257

7 0.0738521 198938229

8 0.072257 194647038

9 0.0751435 202421949

10 0.0768012 206888535

mean 0.07515896 202462800

least twice faster than the original one.

Multi-thread implementation Since the construction of the voting spaces (”c-

velocity” images and 1D histograms) is necessary for each plane type. It is essential to

implement the multi-thread to accelerate the computation. Here, we use the boost thread

library to create a thread for each voting spaces. Therefore, there are on the whole three

threads. And the code is executed on the laptop with an Intel Core i7 of 2.7 GHz. Table

2.6 shows the computational time result when a multi-thread implementation is applied

to the ”c-velocity” process. We can compare these results with those in Table 2.5 as

they are tested on the same laptop with the same images. Although the voting process

for the three different orientations of plane is designed by three separate threads, the

sharing data makes the computational time not too much accelerated.
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Figure 2.13: Comparison of ”c-velocity” image and ”v-disparity” image

2.3.6 Comparison between ”c-velocity” and ”v-disparity”

By studying the ”v-disparity” and the ”c-velocity” approaches, we showed that both

methods share a common principle : facilitating object detection by projecting them into

a new 2D space where the representations of objects are simple forms (ex. lines) that are

easily detectable. The comparison between the two cumulative spaces is straightforward :

in the ”v-disparity” image, the x axis is the disparity and the y axis is the image row.

The origin is located on the top left of the image (see Figure 2.13(a)) ; while in the

”c-velocity” image, the x axis is the velocity norm and the y axis is the ”c-value” (see

Figure 2.13(b)). Each plane type has a specific ”c-value” equation (see Equation 2.16).

All the ”c-values” are positive but we factiously give them a sign according to their

position in order to distinguish pixels from different planes that have same ”c-value”

(see Figure 2.14). So, the origin of the ”c-velocity” image is on the left middle of the

image. If we add the sign to the ”c-values”, the line will also have a sign to indicate the

position of the plane in the image. An example of ”c-velocity” image is shown in Figure

2.15. In this ”c-velocity” image, two lines correspond to two building planes that are

respectively located on each side of the road since their distances to the image center are

the same, the sign of the ”c-value” (or slope K ) can distinguish them in the ”c-velocity”

image (or in the 1D histogram).

When computing the disparity map in ”v-disparity” approach, the search of the cor-

respondent point is performed along the epipolar line. All epipolar lines converge on a

unique point (epipolar point). After camera calibration and rectification, these epipolar

lines become horizontal and parallel. It means that disparity estimation is simplified into

a 1D search along an horizontal line. In contrast, in the case of ”c-velocity” approach, no

simplification could be done for motion that is two-dimensional by nature except when

it is purely translational (see Figure 2.16). In this case, all corresponding epipolar lines

radiate from a single epipole, that is FOE. So FOE position should be known at first in

order to simply the two dimensional estimation to a 1D search along epipolar lines.
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(a) Sign of the ”c-value” (b) Sign of the ”c-value” (c) Sign of the ”c-value”

for building planes for road planes for obstacle planes

Figure 2.14: Distribution of the sign of the ”c-value” in the image for different plane
types

Figure 2.15: An example of ”c-velocity” image for the building espace

Epipolar line

Disparity Estimation

FOE

Epipolar line

2D Motion Estimation

Figure 2.16: Epipolar lines for disparity estimation and 2D motion estimation

If we consider that ”disparity” is similar in a certain sens to ”velocity” norm, then

the image row ”v” corresponds to the iso-velocity curve ”c”. Both depends on pixel

coordinates, ”v” is a line index while ”c” is a curve index (see Figure 2.17). And the

latter also depends on the FOE position.

In ADAS applications, cooperation between stereovision and motion is largely used

for object detection. Generally, objects are detected by the stereo system, and then

confirmed by exploiting motion. Such kind of cooperation could be considered for ”v-

disparity” and ”c-velocity”. The ”c-velocity” approach can on the one hand give motion

information and on the other hand enhance decisions for object detection. While the

combination of ”v-disparity” and ”c-velocity” is not straightforward because it is not
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(a) Image raw (line index) for the ”v-disparity” (b) ”C-value” (iso-velocity curve) for the ”c-velocity”

Figure 2.17: Comparison of the image row ”v” with the iso-velocity curve ”c”

easy to find the bijection between the ”v-disparity” image and the ”c-velocity” image. To

facilitate such integration, we propose to unify the writings by modifying our ”c-velocity”

image to the ”v-velocity” image.

2.3.7 From ”c-velocity” to ”v-velocity”

In the ”c-velocity” approach, two assumptions are defined : (1) the motion is purely

translational ; (2) objects are approximated into planes with specifical orientations. For

instance, the road plane is modeled as a horizontal plane. At the same time we consider

that the camera is horizontally mounted on the camera. So we always define that the

camera axis is parallel with the road plane. The motion equations in the ”c-velocity”

approach is based on this assumption. But the parallel relation between the road surface

and the camera orientation is too strict. If we define a small angle θ between the road

plane and the camera axis, we can rewrite the motion equations of the road plane by

{
ur = TZ

fd (x− xFOE)(y cos θ + f sin θ)

vr = TZ
fd (y − yFOE)(y cos θ + f sin θ)

(2.18)

Then the motion module can be expressed by

‖w‖ = |TZ
fd
||y cos θ + f sin θ|

√
(x− xFOE)2 + (y − yFOE)2 (2.19)

From the motion module equation in Equation 2.19, the ”c-value” becomes more complex

and difficult to compute as θ is unknown. So the definition of the iso-velocity curves and

the construction of the ”c-velocity” image requires to know θ. But how about we regard

the different motion components ur and vr separately ? From the expression of vr in

Equation 2.18, we can remark that it is a second order equation of y (image row) and

that it can be expressed as the product of two terms that depend only on the first order

of y :
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vr = a1(y − a2)(y − a3) (2.20)

with


a1 = TZ

fd cos θ

a2 = yFOE

a3 = −f tan θ

From the above equation, if we construct a ”v-velocity” image 15, the road plane is repre-

sented by a second order curve. Such curve can be extracted using 3D Hough Transform

by estimating three parameters a1, a2 and a3. This ”v-velocity” approach is more ro-

bust than the original ”c-velocity” approach as the angle between the road surface and

the camera orientation is taken into account. In addition, for practical considerations,

”v-velocity” and ”v-disparity” images could be combined for road detection as they have

the same y-axis.

We will now use a toy example to show the construction of the ”v-velocity” image and

then compare it with the ”v-disparity” image. This is the same example that we used

before for the construction of the ”v-disparity” image (see Figure 2.3). The 3D scene (see

the left image in Figure 2.18) is generated by the SiVIC simulator. The disparity map is

computed directly from depth and from Equation 2.6. The motion field is also computed

directly using 3D motions and depth information from Equation 2.1. After projecting

all the pixels of the scene into the ”v-disparity” image and the ”v-velocity” image, we

get the image in the middle of Figure 2.18 (”v-velocity” image) and the right image of

Figure 2.18. They have the same y axis - image row. In the ”v-velocity” image, we can

find the projection of the road plane - a second order curve. Since the velocity value

vr can be negative, we draw the zero velocity line velocity = 0 (see the red line in the

middle image in Figure 2.18). This line intersects the road curve at point (velocity = 0,

y = yFOE). If we draw an horizontal line along this intersection point (see the yellow

line in Figure 2.18), we can find the horizon line in the scene. And this horizontal line

intersects the road line in the ”v-disparity” image at point (disparity = 0, y = yor). We

can see that yor is an important parameter to compute the angle between the optical

axis of the cameras and the horizontal (see Equation 2.10).

In the ”v-disparity” image, the projection of the road plane - ”line” - can be easily

detected thanks to Hough Transform. We express the line equation by its definition in

the polar coordinate system :

15. ”v” is the image row, here means y ; ”velocity” is the optical flow in y direction vr
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Figure 2.18: ”V-velocity” image and ”v-disparity” image comparison

x cos θ + y sin θ = r (2.21)

In Figure 2.19, the road ”line” is detected (see the violet line in Figure 2.19(b)) from

Hough Transform using (θ, r) as parameters. Corresponding road pixels are extracted

from the image (see the violet regions in Figure 2.19(a)).

The projection of the road in the ”v-velocity” image - that is a second order curve -

can be also detected using Hough Transform. However, three parameters (a1, a2, a3) are

needed to represent a second order curve (see Equation 2.20). It is possible to define a 3D

hough transform to estimate the three parameters but this possibility is time-consuming

and takes a lot of memory spaces. We show an example of detection in Figure 2.19(d)

and the violet curve is the detected Hough Transform. The corresponding pixels are

shown in Figure 2.19(c) as violet regions. We should mention that the detection results

depend on the quantification of the three parameters. Detection results are better when

we reduce the quantification interval for the different parameters (especially for a1). But

this largely increases the required memory space. Moreover, this 3D Hough Transform is

not really adapted for real images since optical flow and FOE estimation will introduce a

lot of noise in the 3D space. So, the detection results are given only for synthetic images

(see Figure 2.19).

From the above presentation, a horizontal plane (or quasi-horizontal plane) such as road

surface can be extracted from the ”v-velocity” approach by using the velocity information

in y direction vr. If we consider a vertical plane with plane equation X cos θ+Z sin θ = d,

we can rewrite the velocity equations by
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(a) Detected road pixels from (b) Detected line from 2D Hough Transform

the ”v-disparity” image in the ”v-disparity” image

(c) Detected road pixels from (d) Detected curve from 3D Hough Transform

the ”v-velocity” image in the ”v-velocity” image

Figure 2.19: Road detections from ”v-disparity” and ”v-velocity” images

{
u = TZ

fd (x− xFOE)(x cos θ + f sin θ)

v = TZ
fd (y − yFOE)(x cos θ + f sin θ)

(2.22)

In this case, we can find that the motion in x axis is the product of two terms that

depend only on the first order of x (image column). This means that if we construct a

”u-velocity” image 16, the vertical plane becomes a second order curve in the ”u-velocity”

image. This image can be integrated with the ”u-disparity” approach to exploit vertical

planes such as buildings (θ ≈ 0) and obstacles (θ ≈ π
2 ).

2.4 Conclusion

In this chapter, we have presented the state of the art concerning vision-based obstacle

detection methods for the ADAS. In this kind of applications, obstacles are vehicles or

pedestrians that move on the road, most of these methods start from locating the road

16. the x axis is the image column x and the y axis is the velocity component u
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and then detecting obstacles on the resulting road region. Among all the approaches, we

have studied the ”v-disparity” approach. This method exploit the so-called ”v-disparity”

frame by projecting all pixels in this frame. The road plane is projected onto a slanted

line in this new space and obstacles (frontal vertical planes) becomes vertical lines that

intersect the road line. Such method is efficient thanks to its cumulative nature and

because it transforms a complex plane detection onto a simple line detection. It is then

natural to try to adapt it to monocular vision. It was the main motivation of the ”c-

velocity” approach. This method assumes that objects (buildings, road, obstacles) in

urban road scenes could be approximated by planes of different orientations (horizontal,

lateral vertical and frontal vertical). These planes are projected on the corresponding

”c-velocity” frame and their projections become easily detectable lines. In this chapter,

we have also presented how to construct the ”c-velocity” frames for different plane

orientations and how to detect lines by Hough Transform. For real-time considerations,

we also made some optimizations to accelerate the computation, including algorithmic

optimization and implementation of multi-threads. Finally, we try to modify the ”c-

velocity” approach and define the ”v-velocity” frame that could be easily combined with

the ”v-disparity” image to enhance object detection.
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3.1 Introduction

When we use a camera to record the environment, the whole 3D scene is projected

into an image plane. While computer vision is an inverse process, different techniques

are designed to reconstruct explicit, meaningful descriptions of the structures and pro-

perties of the 3D world from image sequences. Recovering the whole environment with

insufficient information from the image sequences is a really rough task. So we should

exploit as much as possible information from 2D images. From one image, only the color

or intensity information and the texture information are useful. When we compare the

difference between the images, the displacements are exploitable. These displacements

are called ”disparities” if the images are captured from different viewpoints (eg. stereo).

In such case, the displacements can be very large and be estimated by matching strate-

gies. And then the 3D geometry and the camera pose are estimated simultaneously from

the disparity information. This is the so-called ”Structure from Motion [71]”. Another

type of displacement is the apparent motion from two successive images captured by

a monocular camera. This is called the ”optical flow”. The estimation of optical flow

is, for instance, used for motion compensation in video compression. It is also part of

researches in robotics and in many domains such as object detection and tracking, robot

navigation, egomotion recovery, etc. In the frameworks of ADAS, these apparent motions

are due to moving objects as well as camera motion. So, we can exploit this optical flow

to help obstacle detection and intelligent navigation. In our case of object detection from

the ”c-velocity” approach, an accurate motion estimation is important to construct an

exact ”c-velocity” image. So, this chapter will present different estimation strategies and

also show different benchmarks to evaluate the motion estimation results. At the same

time, we propose a new model-based optical flow estimation method that is specially

designed for motion detection with large displacement and homogeneous regions. This

method is very suitable for the road optical flow estimation in ADAS applications.

3.2 Motion representation and models

Motion has an unambiguous definition in three dimensional world. However, when the

3D motion is projected onto the image planes, the motion definition is divided into two

concepts : optical flow and 2D motion field. Optical flow is considered as apparent motion

of the brightness pattern in the image. This means that it describes the spatio-temporal

variations of pixel intensities. While the 2D motion field is the projection of the 3D

motion onto the image plane. From the next discussions, we will explain their difference

as in Figure 3.1. In the left case, a perfectly uniform sphere is rotating in front of the

camera. Since there is no brightness change, the optical flow is zero, but the motion field
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(a) (b)

Figure 3.1: Difference between optical flow and 2D motion field

is not zero and follows the surface points. In the right image, the sphere is static but

the light source is moving from left to right. The motion field in this case is zero but

the optical flow is not zero because of the shade change. In both situations, the motion

field is totally different from the optical flow. However, these cases are rare. Generally,

optical flow is an approximation of the motion field. And motion field is only a geometric

concept since optical flow can be estimated directly from the images. So motion field is

generally approximated by optical flow and we will consider that motion estimation is

equivalent to optical flow estimation.

3.2.1 An introduction about optical flow

As explained before, spatial changes of the cameras lead to disparities between two

images while temporal changes (sometimes spatial changes also) of the cameras result in

optical flow. Techniques that exploit disparity information are defined as stereoscopy. In

these techniques, two cameras are set up to capture the scene simultaneously. The first

step is the calibration that allows to determine the geometric configurations between two

cameras. Then, the images are rectified using intrinsic and extrinsic parameters of the

camera that are obtained from the calibration step. Then, feature matching is performed

to find similar primitives from two images. Thanks to image rectification, finding similar

primitives between two images is performed in 1D only along horizontal lines (epipoles).

Finally, depth information can be exploited from the disparity map. Stereovision is a

widely used technique for many applications thanks to its reliability. Unfortunately, the

matching method that is used in stereovision is difficult to transpose to estimate optical

flow. One obvious reason is that we can not rectify and calibrate cameras in case of

motion to simplify matching since the amplitude of motion is not known, the matching

must be performed in 2D which largely increases the search complexity. Moreover, robust

matching is generally performed using sparse primitives, if we transpose it to motion,

we get only a sparse optical flow. In our case, we chose to exploit differential methods

to estimate a dense optical flow. Since, disparity information can be used to estimate
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depth map, and since optical flow contains motion information, if we combine them,

we can directly compute the 3D motion of each point. This combination will lead to

the so-called ”scene flow”. Recently, many researchers estimate the scene flow from the

stereo image sequences [72] [73] [51] [74] [75].

From Chapter 2, the plane-model-based object detection method - ”c-velocity” - exploits

image sequences from an on-board moving camera in the context of ADAS. This method

exploits optical flow to construct the ”c-velocity” image in order to simplify object

representation and detection. So, the quality of optical flow estimation will directly

affect the construction of the ”c-velocity” image. In the rest of this chapter, we will

focus on optical flow estimation and analyze different estimation methods.

The concept of optical flow was first introduced by the psychologist J.J. Gibson. In [76],

he first brought forward the idea of deriving 3D motion and shape of the scene from

the measurements of feature displacement on the retina, which he defined as ”optical

flow”. A more official definition about the optical flow is : ”The motion of the brightness

pattern in the image plane which arises from the relative motion between the objects and

the camera” is called optical flow. In other words, optical flow is the apparent motion

between two consecutive frames.

According to J.J Gibson, the optical flow was defined at first to recover the scene struc-

ture and 3D motion. Many researchers provided a mathematical framework for this idea.

The detail works to realize this idea are specified into two steps by [71]. In the first step,

the accurate image displacements between two consecutive frames are computed. Then

the 3D motion and the structure of the scene are computed from the equations relating

the 2D image velocity to the 3D parameters. Besides of this ”structure from motion”

application, the optical flow is also applied for interpolation in the video compression

field. Recently, the optical flow is largely opted as an important information for the

automatic navigation such as obstacle detection, focus of expansion calculations and

time-to-contact information.

3.2.2 Motion models

Motion estimation methods are usually based on motion models. For example, to esti-

mate the apparent motion of the brightness pattern (optical flow), we should use the

brightness constancy model. The motion that arise in the image sequences is due to the

3D motions of the objects and the camera. Although the motion of each pixel is different

to others but they may be arise from the same 3D motion parameters if these pixels are

from the same object. We can then design parametric motion models to describe these

properties.
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3.2.2.1 Brightness constancy model

As explained before, optical flow is the motion of the brightness pattern in the image

plane, therefore for each pixel, if we could find how it moves from one image to another,

we know the optical flow. To find the correspondence between images, we consider the

brightness constancy assumption. That means the pixel intensity or color does not change

in the different images when the pixel moves. Such assumption can be mathematically

presented in two equations. Either the total derivative of the image brightness I with

respect to time t is zero (see Equation 3.1), or the brightness value in the first image is

equal to the one in the second image (see Equation 3.2).

dI(x, y, t)

dt
= 0 (3.1)

I(x, y, t) = I(x+ u, y + v, t+ 1) (3.2)

From Equation 3.1, the total derivative is rewritten by the expression of the partial

derivatives of x, y and t. So, we obtain the new expression (see Equation 3.3).

∂I

∂x

dx

dt
+
∂I

∂y

dy

dt
+
∂I

∂t
= 0 (3.3)

In this equation, ∂I
∂x , ∂I

∂y and ∂I
∂t are the derivatives of the image at (x, y, t). We rewrite

them as Ix, Iy and It. And the derivatives of the positions with respect to time (dx
dt ,

dy
dt )

are replaced by the optical flow expression (u, v). So we get the brightness constancy

equation (see Equation 3.4). This equation can also be obtained from Equation 3.2 by

a first-order taylor approximation.

uIx + vIy + It = 0 (3.4)

Most of the optical flow estimation methods are based on this brightness constancy

assumption. But this assumption is easily violated under non ideal visual conditions. So

some more complex descriptions about the brightness change are also proposed [77].

Aperture problem and normal optical flow In fact, it is impossible to compute

the motion vector (two unknowns) using only the brightness constancy equation (one

equation). We can only compute its component in the direction of the brightness gradient

(see Equation 3.5 and Figure 3.2). This is the so-called aperture problem. Such problem
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Figure 3.2: Mathematical representation of optical flow component vn

t

t+1

v

vn

Figure 3.3: A demonstration of the aperture problem

can be explained from the example in Figure 3.3. When we look at the moving line from

a small round aperture, we can not deduce how it moves correctly since we only know

the motion component in the perpendicular direction of line.

vn = − It√
I2
x + I2

y

=
uIx + vIy√
I2
x + I2

y

(3.5)

Difference between motion field and optical flow We have seen that the bright-

ness constancy equation is the starting point for optical flow estimation. We will now

discuss how the motion field is estimated by comparing the normal flow (Equation 3.5)

- computed from the brightness constancy equation - with the normal component of the
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motion field. From Appendix A.2, the image brightness (or the image radiance) I that

is reflected by a Lambertian surface s is expressed by :

I =
ρ

π
ETn (3.6)

Where ρ is the surface’s albedo, E defines the source intensity and the incident light

direction and n is the normal unit vector of the surface s.

When we compute the total temporal derivation of the pattern brightness I from Equa-

tion 3.6, in the right side of the equation, only the normal vector n depends on time, so

the total derivative is given by Equation 3.7.

dI

dt
=
ρ

π
ET dn

dt
(3.7)

If the relative motion between the surface and the camera is composed by a translational

motion T and a rotational motion Ω, then the temporal derivative of n is expressed by

the vector product of Ω and n (see Equation 3.8).

dn

dt
= Ω× n (3.8)

By injecting this expression into Equation 3.7, we obtain :

dI

dt
=
ρ

π
ET (Ω× n) (3.9)

In the left side of Equation 3.9, the total deviation can be rewriten as a function of the

partial derivatives (see Equation 3.10). So we can obtain the expression of the difference

of the normal vector ∆vn by comparing Equation 3.10 with Equation 3.4.

uIx + vIy + It =
ρ

π
ET (Ω× n) (3.10)

∆vn =
ρ

π

|ETΩ× n|
‖∇I‖

(3.11)

The Equation 3.11 is valid under very restrictive assumptions like : lambertian surface,

pointwise light source at infinity and no photometric distortion. But we cannot consider

that ∆vn is equal to zero, which means that motion field is usually different from optical

flow.



Chapter 3. Model-based 2D motion estimation as a preliminary step for c-velocity 47

If we want to use optical flow as an approximation of motion field, ∆vn should be as

small as possible or equal to zero. From Equation 3.11, ∆vn can be equal to zero under

two conditions. Either there is a purely translational motion (Ω = ~0), or there is a rigid

motion and the illumination direction is parallel to the angular velocity (Ω × n| = ~0)

[66]. Moreover, the value of ∆vn is inversely proportional to the magnitude of the spatial

gradient of the image ‖∇I‖. It means that motion field is well estimated on pixels with

large gradient amplitude.

3.2.2.2 Parametric motion models

Since 2D motion depends on depth, object motion and camera motion, it means that

pixels that belong to the same object at the same depth will have the same 2D mo-

tion. In a small neighborhood, we can make the hypothesis that this statement is true.

For instance, we could consider that the optical flow of the pixels in small window is

constant [78]. In practice, this hypothesis is not valid and leads to a wrong 2D motion

approximation. In fact, we can only suppose that these pixels may share the same 3D

motion parameters. In this case, instead of using two unknowns to represent the motion

vector of each pixel, the pixels are grouped with common motion parameters. Then the

optical flow of each pixel is expressed as a function of these motion parameters. Finally,

we obtain the optical flow by estimating these motion parameters. The methods that

are based on these parameter motion models are called ”Parametric motion estimation”

methods.

In this section, we present two current models and discuss the appropriate conditions to

use them.

Affine model Affine motion model is given by Equation 3.12. Six parameters (a1..a6)

are needed to describe this model. It can describe image translation, dilation, rotation

and shear. This model is well appropriated in the case of large distances between the ob-

served surface and the camera. Many classic estimation approaches can be applied using

this model to compute the model parameters. When using this method, the affine motion

parameters are considered the same for all the pixels of the image or in a specific region,

then a least-square estimation of the parameters is performed using spatio-temporal

gray-level gradients. This is an extension of the well-known Lucas-Kanade method [78].

{
u(x, y) = a1 + a2x+ a3y

v(x, y) = a4 + a5x+ a6y
(3.12)
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This affine model is a first-order function of the image coordinates. To deal with more

complex motion models, we can use the second-order function of the image coordinates.

This is the planar surface model.

Planar surface model If we consider that objects are sets of piecewise planar sur-

faces and that 3D motion of these planar surfaces is rigid with a translation motion T

and a rotational motion Ω, we obtain motion equations with 8 coefficients (see Equa-

tion 2.12). These equations are second order functions of image coordinates and these

8 coefficients (a1..a8) are function of T, Ω and the plane parameter n. We can notice

that the affine motion model is a simplified version of the planar surface model. Since

8 parameters should be estimated, we should at least consider 8 pixels with the same

motion parameters.

In fact, we can also use the 3D motion parameters T and Ω and the surface parameters

n to express the 2D motion as a function of motion parameters 3.13. Now, 9 unknowns

(T , Ω, n) must be estimated.

{
ẋ = xy

f ΩX − (x
2

f + f)ΩY + yΩZ + 1
fd(nXx+ nY y + nZ)(xTZ − fTX)

ẏ = (y
2

f + f)ΩX − xy
f ΩY − xΩZ + 1

fd(nXx+ nY y + nZ)(yTZ − fTY )
(3.13)

The most important advantage of these parametric motion models is that they help to

find the internal link between pixels in the whole image or in small regions. For instance,

the pixels from the same planar surface have the same motion parameters and the same

plane parameters. Thinking it from a different way, if we consider that pixels with the

same motion parameters results always from the same object, it means that parametric

motion estimation should help object segmentation [79]. The segmented regions can be

reused to improve the estimations of the parameters, and a joint motion estimation and

segmentation algorithm can be designed [80].

3.3 Motion estimation approaches

In this section, we classify motion estimation approaches into three categories : Optical

flow approaches, Block matching approaches and Parametric motion approaches. All

these approaches are based on the brightness constancy assumption. Optical flow ap-

proaches use differential techniques to estimate the motion vector for each pixel. Block

matching approaches search the similar block between images to estimate the motion



Chapter 3. Model-based 2D motion estimation as a preliminary step for c-velocity 49

vector for each block. Parametric approaches estimate the motion parameters for each

small region or for the whole image.

3.3.1 Optical flow approaches

Motion estimation techniques are designed to estimate optical flow (apparent motion)

from image sequences, but here the ”optical flow approaches” are defined specifically for

the differential methods that use brightness constancy equation as starting point to solve

optical flow. These differential methods are ulteriorly classified into global approaches

and local approaches. Global approaches attempt to minimize a global energy function

to get optical flow, while in local approaches the optical flow computation is based on

local information.

This section will give an overview on these two approaches. In fact, both approaches

have their advantages and drawbacks. For instance, global approaches allow to compute

dense optical flow but local approaches are more robust to noise. According to this, [81]

proposed an optical flow estimation method that combines global and local approaches.

3.3.1.1 Global approaches

Global approaches compute optical flow by minimizing a global energy function. The

first global approach was proposed by Horn Schunk in [82]. Since then, many extensions

are proposed to deal with different estimation problems and provide good results. For

instance, [83] proposed a novel extended coarse-to-fine refinement framework to deal

with fine motion structures, which can not be correctly estimated in the commonly

multi-scale frameworks. Its effectiveness is demonstrated by Middlebury optical flow

benchmark marking. So, this method will be compared with ours in the next sections

of this chapter. We will call it later the ” MDP” (Motion Details preserving) method.

Although many methods are proposed, the typical formulation of this global energy

function has slightly changed. It is expressed as the weighted sum of two terms Ed and

λEr :

E = Ed + λEr (3.14)

Ed =
∑
xy

ρd(I1(x, y)− I2(x+ u, y + v)) (3.15)
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(a) Original image (b) Structure image (c) Texture image

Figure 3.4: Structure-Texture decomposition example

Er =
∑
xy

ρr(
∂u

∂x
) + ρr(

∂u

∂y
) + ρr(

∂v

∂x
) + ρr(

∂v

∂y
) (3.16)

The first term Ed minimizes the brightness difference of the pixel in the different images.

In [82], this difference is expressed by the brightness constancy equation. The penalty

function is the L2 norm function ρ(x) = x2. Due to the aperture problem, an additional

assumption should be considered for the flow vector estimation. This assumption is

contained in the second term Er, which is also called the regularization term. The flow

smoothness constraint is considered in [82] and the penalty function is still quadratic.

The results from [82] is not satisfactory. Then, various modifications are made to improve

results : different assumptions about the data term [84–88] or the regularization term

[85, 88–94], choice of a penalty function or use of optimization algorithms.

Data term Although many state of the art algorithms use the brightness constancy

assumption for the data term, this assumption is easily violated in natural scenes due

to sensor noise, illumination changes, reflections, and shadows. The structrure-texture

decomposition is applied by [84, 85] to deal with intensity changes. Since the image

can be decomposed into a structural image, corresponding to low-frequency components

and a textured image, containing fine scale-details, the texture image will be used for

the estimation of optical flow. An example of such a structure-texture decomposition is

shown in Figure 3.4 1. In our application, we find that the shadows on the road are only

visible in the structure image.

Another way to cope with brightness changes is the use of photometric invariants to

replace luminous intensity [86, 87]. But these methods require color images as input. A

common approach in literature is to use another more robust assumption based on the

constancy of the illumination [88].

1. The structure-texture decomposition algorithm is presented in [95]
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∇I(x, y, t) = ∇I(x+ u, y + v, t+ 1) (3.17)

Such constraint is very helpful for translational motion, but the classical brightness

constancy assumption suits better for more complicated motion patterns like local scale

changes, rotations, etc.

Regularization term Apart from the spatial flow smoothness assumption that is

defined in [82], [88–90] also propose to add a temporal smoothness term ∂u
∂t and ∂v

∂t . Since

smoothness constraint is not observed for object boundaries, we can weight the spatial

smoothness assumption using a function of the image gradient ∇I (see Equation 3.18).

Er =
∑
xy

w(∇I)[(
∂u

∂x
)2 + (

∂u

∂y
)2 + (

∂v

∂x
)2 + (

∂v

∂y
)2] (3.18)

This weight should be inversely proportional to the image gradient, because the flow

smoothness is always violated at the edges (high |w(∇I)|). However such a weight is

isotropic. We can also use anisotropic weight functions to distinguish different directions.

For example, a common solution is to weight the direction along the image gradient less

than the direction orthogonal to it [91, 92].

Besides of smoothness assumption, the rigid-body motion assumption are also applied

in [85, 93, 94]. This constraint is observed for the static scenes captured by a moving

camera or for rigid objects moving in the scene.

Penalty functions Robust estimation methods were first introduced for optical flow

by [96]. Since all the assumptions that are considered for flow estimation are not realistic

and can be easily violated, and the least square methods are well known to be sensible to

outliers, some authors propose robust estimation. The basic idea is to design a structure

that can best fit the majority of the data while identifying and rejecting ”outliers”.

Mathematically, the penalty function will be used to ”weight” all the data. A good

penalty function should make the influence of the outliers tend to zero. If we look for

the penalty function of the least square estimation (see Figure 3.5(a)), the outliers (when

x is far from zero) are highly weighted by this quadratic ρ−function. To understand this

statement, we can look for the influence function ψ(x), the derivative of ρ(x). In the

case of least square estimation, the influence of the data points increases linearly and

without bound (see Figure 3.5(b)). In order to be more robust, L1 norm penalty function

is also used in [97] [84] both for the data term and the regularization term. Comparing

with the quadratic function, the influence is constant for all the data points (see Figure
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3.5(c)(d)). Since the L1 norm is not derivable, a similar function like the Charbonnier

(see Figure 3.5(e)(f)) is widely used [81]. A non-convex penalty function - Lorentzian

- is used in [96]. From Figure 3.5(g)(h), the influence increases at first, then it starts

decreasing for deviant points - the true outliers. So, this function should be very robust.

According to [98], the performance of this Lorentzian penalty is worse than the less

robust Charbonnier penalty because this non-convex function makes the optimization

difficult to find the global optimum. Moreover, [92] make use of the Huber penalty (see

Figure 3.5(i)(j)) for the regularization term and the results are also remarkable.

Optimization methods The minimization of the global energy function can be

treated using Euler-Lagrange equations. To solve the linear Euler-Lagrange equations,

a variety of techniques can be used like the Jacobi method, the Gauss-Seidel method,

successive Over-Relaxation, and the Conjugate Gradient algorithm. From the non-linear

Euler-Lagrange equations, an iterative method is always proposed to transform the non-

linear equation of u into a linear equation of δu 2.

However, all these optimization methods need high computational cost, and sometimes,

they can easily fall into the local minimum. To cope with these problems and also

to estimate large motion, the coarse-to-fine strategies are used. The principle of these

strategies is to build image pyramids. The flow estimation starts from the top level image

(the coarsest image with the fewest pixels), the results are then oversampled and used as

initial estimates for the lower level image. To estimate larger motion, we should increase

the number of levels. But this makes detail information blurred or even disappeared in

the upper levels. For instance, texture is completely absent on upper levels when dealing

with images of a road that is filmed from a moving camera mounted in a vehicle. The

road is often textureless and the egomotion due to the moving camera produces large

displacements. Coarse-to-fine strategies do not work well in this case. For this reason,

we propose a model-based optical flow method which is a good answer to deal with this

kind of situations [99]. This method will be presented later in this chapter.

3.3.1.2 Local approaches

The first local approach for optical flow estimation was proposed by Lucas Kanade [78]

in the same year of the publication of the first global approach [82]. It is actually an

image alignment method. To estimate optical flow, images are divided into different

sub-regions and the flow vector is assumed to be the same for all the pixels in the same

sub-region. Then the alignment is made on these sub-regions between two successive

2. The flow is represented as ui + δu. ui is known from the initialization or the previous iteration,
and δu is the unknown vector
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Figure 3.5: Five commonly used penalty functions for optical flow estimation and
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images. Mathematically, the flow vector on pixel x is computed by minimizing the sum

of squared error between two images : the previous image I1 and the current image I2 :

∑
x′∈S

[I1(x′)− I2(x′ + u)]2 (3.19)

Where S is the sub-region centered on x. From this equation, the estimation of the

optical flow at pixel x requires only the information of the pixels neighbors. That is why

we call it a local approach.

An iterative algorithm is used to estimate u from Equation 3.19. In each iteration,

the estimation u from the previous iteration is used as an initial guess, then only the

increment flow δu is estimated. The equation is then rewritten :

∑
x′∈S

[I1(x′)− I2(x′ + u + δu)]2

=
∑
x′∈S

[I1(x′)− I2(x′ + u)−∆I(x′ + u)δu]2
(3.20)

Since the problem becomes a linear system, we can compute δu using a gradient descent

algorithm. Of course, other numerical algorithms such as difference decomposition [100]

and linear regression [101] can also be used, but gradient descent is the standard and

easy to implement. Once the increment δu is computed, we update the flow vector for

the next iteration :

u← u + δu (3.21)

This is the original formulation proposed by [78]. A wide variety of extensions have

been proposed. For example, [102] proposed a compositional approach to replace the

original incremental approach and the results were significantly improved. Many other

algorithms use the different approximations (Gauss-Newton, Newton, steepest-descent or

Levenberg-Marquardt) in each gradient descent step. These methods were presented and

compared in [103]. Moreover, a real time and dense flow implementation was proposed

by [104]. This method as an extension of the Lucas Kanade method will be compared

with ours. We will refer to it as the FOLKI method.
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Figure 3.6: Block matching method for motion estimation

3.3.2 Block matching approaches

Optical flow approaches are also called pixel-based algorithms as they try to estimate

motion vectors on each pixel in the image. While block matching approaches are referred

as block-based motion estimation approaches because the image is divided into many

blocks (for example 8*8 pixels or 16*16 pixels). Only a single motion vector is computed

for each block. Block-matching methods are more easy to implement with real time

constraints than dense methods. It is the reason why these methods are widely used in

video coding standards and also for stereo vision systems.

We use Figure 3.6 to show how a block matching technique works. Images are divided

into many square blocks and the matching compares these blocks between successive

images (It and It+1). For example, for the block (x1, y1) in It (see the red block in the

image It in Figure 3.6), a search is performed on the image It+1 to find the best match

based on a similarity measure. Then, the motion vector of this block is the displacement

from the position of the current block (x1, y1) to the best matched block (x2, y2) in the

image It+1. In order to confine the search of the similar blocks in a limited area, a search

window is defined. In the example of Figure 3.6, search window size is (2P+1)×(2P+1).

So, the maximum displacement that we can estimate from this example is P pixels on

both horizontal and vertical directions.
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Although the technique is easy to understand, the matching performances depend on

many factors more particularly the following ones :

— The block size and shape

— The search strategy

— The similarity measure

The next sections will discuss the influence of these factors on the matching perfor-

mances. Then, the optimization on the sub-pixel accuracy will be presented.

3.3.2.1 Block size

Standard block matching algorithm divide the image into square blocks of same size.

Pixels in the same block are considered to undergo the same translation. This assumption

is true when the block does not overlap objects with different motions. In fact, the

determination of the block size is very important.

Small blocks are better for distinguishing between several motions in the block, but it is

not possible to built enough discriminant information for computing similarity measures.

On the other side, different motions may co-exist when the block size is large. According

to [105], the choice of the block size depends on many factors such as motion vector

accuracy, scene texture and inter-frame noise etc.

Since a fixed block size is not suitable for the whole image, [106] proposed a variable-size

block matching algorithm to adapt different image areas. They divide the image into

large blocks at first, then matching is performed on each block. The matching error of

each block is compared to a threshold to decide whether the block should be further

split. This top-down process continues until the matching error is under a threshold or

until a prescribed minimum block size is reached.

3.3.2.2 Search strategies

After defining the block size, a search is performed in the search window to find the

best match. For seek of simplicity, we compare all the possible blocks in the search

window with the reference block. This full search strategy can obtain optimum results,

but the computational cost could be very large. For instance, in the case of a block

size of n × n and a search window of m ×m, the search complexity is proportional to

m × m. Therefore, the choice of the search window size is a compromise between the

computational cost and the estimation range. However, to accelerate the search process,

different search strategies are proposed as an alternative to the exhaustive search. For
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example, three step search algorithm [107] is a coarse to fine search mechanism. The

idea is to halve the search size after each step until the search size reaches 1 (see Figure

3.7). 2D-logarithmic search algorithm [108] also starts with a rough search, then the

step size is reduced by half only when the best match is in the center or the best match

reaches the search window boundary (see Figure 3.8). Diamond search [109] starts the

search along a large diamond (9 pixels) in the center of the search window. When the

best match is in the center, we reduce the diamond size to 5 pixels (see Figure 3.9).

3.3.2.3 Similarity measures

When measuring the similarity of two blocks, we should at first choose the appropriate

attributes for performing the comparison. Generally, the intensity value or the color are

used as a measure. This is under the assumption that the illumination has not changed

between the images. We know that this assumption is often violated. So, block textures

are also used as comparison element. For instance, the local binary pattern (LBP) [110]
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is widely used to describe the texture due to its computational simplicity. As shown in

Figures 3.10, the LBP operator forms labels for each pixel by thresholding the 3 × 3

neighborhood with the center value and then considering the result as a binary number.

Besides, there are also many possibilities for choosing the matching criteria like : sum

of squared difference (SSD), mean squared difference (MSD), sum of absolute difference

(SAD), mean absolute difference (MAD) etc.

3.3.2.4 Sub-pixel accuracy

In order to obtain a sub-pixel accuracy, a simple way is to interpolate gray levels between

two successive images. Different interpolation techniques such as Nearest-neighbor inter-

polation, Bilinear interpolation or Bicubic interpolation can be used. Nearest-neighbor

interpolation is the simplest interpolation since the value of an interpolated pixel is the

copy of the nearest pixel. To obtain smooth results, we can use the bilinear interpola-

tion. In this method, the interpolation value depends on the four neighbors. An example

is given in Figure 3.11. The value of the interpolated pixel P is computed using the

four neighbors P1, P2, P3 and P4. Their contributions are inversely proportional to the
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Figure 3.11: Bilinear Interpolation Schema

distances to P. The computation can be found in Equation 3.22, where x and y are

normalized distances.

P = (1− x)(1− y)P1 + x(1− y)P2 + (1− x)yP3 + xyP4 (3.22)

The interpolation results of the bicubic method are smoother than for the bilinear me-

thod, but the computation is more complex as it considers neighborhood of 16 pixels

(4× 4) for each pixel interpolation.

However, interpolation can only increase the pixel accuracy by two (1 pixel to 0.5

pixel). To obtain a higher resolution, an iterative interpolation should be used. We

can also mix different interpolation techniques. For instance, the video compression for-

mat H.264/AVC uses a 6-tap filter for half-pixel interpolation and then a simple linear

interpolation to achieve quarter-pixel precision from the half-pixel data.

3.3.3 Parametric motion approaches

Block matching approaches use a constant motion assumption for local pixels while

optical flow approaches consider a smoothness assumption for local pixels. In fact, we can

find more complex and accurate relations between local pixels. That is the principle of

parametric motion models (see Section 3.2.2.2). It means that pixels are considered with

their corresponding motion parameters and the estimation concerns these parameters.

In fact, we can use optical flow approaches to estimate these motion parameters. For

example, in [111] [96], the local approach - Lucas-Kanade algorithm - is used to computer

motion parameters by a least square method. Global approaches can also be used, but

we should replace the flow smoothness constraint by the motion parameter smoothness

constraint. The selection of the motion model is important. The model should be as
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simple as possible but also describe the significant properties of motion. For example, in

Section 3.2.2.2, we have presented two simple but popular motion models : affine model

and planar surface model. Affine model is a first order function of image coordinate,

there are fewer parameters to be estimated. The planar surface model can model more

complicate situations but the parameter estimation is more difficult as 8 parameters

should be estimated.

3.4 Introduction to the optical flow evaluation

Since there are so many different flow estimation methods, an appropriate benchmark

evaluation is required to rank them and also to encourage the improvements. In fact,

there is a long history on the evaluation researches. The first study is from [112]. It

tested nine optical flow estimation methods on five synthetic image sequences and four

real image sequences. As the ground truth was available for the synthetic images, the

angular error was computed to each estimation method for comparison. Since there

was no ground truth for real images and evaluating only synthetic images being not

convincing, McCane et al. [113] proposed an approach to generate motion field from

real sequences that contain polyhedral objects, at the same time more complex and

realized synthetic sequence with ground truth were created for a quantitative evaluation.

Finally, an exhaustive evaluation was proposed by [114] who asked for the participation

of all the state-of-the-art estimation methods. In this benchmark, the measurements

include the average angular error (AE), the endpoint error (EE), the interpolation error

(IE) and the normalized interpolation error (NE). This benchmark has promoted the

development of new flow estimation methods since its release in 2007. But there still exist

some deficiencies. For example, no long sequence was provided in the database, most of

them had only 8 frames or even image pairs. So all the methods that take advantage of

history in long sequence can not be equally evaluated from this benchmark. Moreover,

large motion that is very common in real scenes is not present in this benchmark.

However, [115] proposed a new dataset MPI-Sintel to fill the gap. These data came

from an animated short film Sintel. Many important features of natural scenes, like long

sequences, large motion, specular reflections, motion blur, defocus blur, atmospheric

effect, etc. are presented in these films. So we could test the robustness of different

estimation methods toward these natural perturbations. Besides, some benchmarks were

proposed specifically for ADAS applications [116] [117]. Data from these benchmarks

came from real traffic outdoor scenes. Unfortunately, the ground truth was provided by

using range sensing or stereo.
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3.4.1 Ground Truth Computation

A key point for optical flow evaluation is to get the ground truth. Unfortunately, no

sensor can provide a correct measure of optical flow. However, we have the possibility to

generate synthetic images since all parameters are known to compute 2D motion field

directly. Another advantage to use synthetic images is that we could render scenes under

conditions of different complexities. Moreover, it is possible to generate various scenes in

term of contain or quality or illumination conditions that allow to test the robustness of

the estimation method. Although, new synthetic scene generators make synthetic image

quite similar to real scene images. However, it is very difficult to reproduce exactly in

synthetic images some illuminations and textures or the effect of real noise. It is the

reason why the ultimate evaluation should be on real scene images.

3.4.1.1 Ground truth for synthetic images

In this section, we will present two synthetic examples and see how to obtain the ground

truth flow for these synthetic images. The first database is MPI-Sintel presented in

[115]. Data came from an animation film. The second database is called SiVIC as all

the synthetic images are generated by the SiVIC simulator [61] designed specifically for

ADAS applications.

MPI-Sintel dataset This data is derived from the animated short film Sintel [118]

created by the software Blender [119]. Since all the source files about this film are released

on open source, [115] modified this film both on the production data and the rendering

to make the data scientifically interesting and suitable for the use of flow evaluation.

The modification efforts can be found in [120].

Since it is computer-generated, the scene geometry and its change over time are known

before. So we can track each pixel pt from the image plane to its original 3D point Pt in

the scene, then locate its new position Pt+1 in the next frame and compute its projection

pt+1 in the next frame. The optical flow ground truth is therefore given by ut = pt+1−pt.

Although this is a synthetic dataset, the first-order image and motion statistics are very

similar to those reported in the literature for natural scenes [121–123], and the use of

the comparison set of ”Lookalike” image sequence from real films makes this database

very interesting to deal with real-world videos.

SiVIC dataset from SiVIC simulator SiVIC (Simulateur Vehicule-Infrastructure-

Capteurs) [61] is a virtual sensor prototyping platform created by the French research



Chapter 3. Model-based 2D motion estimation as a preliminary step for c-velocity 62

institute on transportation (IFSTTAR). It is designed for ADAS evaluations as it can

accurately reproduce road situations, the vehicle’s behavior and the functioning of sen-

sors that are embedded in a vehicle like cameras, telemeters, inertial navigation system,

etc. So we can create different scenarios with predefined parameters such as motions,

textures, depth, etc. It is then possible to generate motion field from depth and camera

motion information. So, this dataset is very suitable for optical flow evaluation in the

context of ADAS applications.

3.4.1.2 Ground truth for real scene images

It is difficult to measure the optical flow ground truth from real scene images, as the

situation is very different from other domains such as stereo, 3D reconstruction, segmen-

tation or object recognition, where the ground truth is given from a sensor or by manual

labeling. In order to obtain the optical flow ground truth, additional information should

be used such as special texture patterns [114] or range imagery [116, 121]. The next

part will present these two ground truth optical flow generation methods : (a) hidden

fluorescent paint and (b) sensor fusion. However, we should recall that the estimated

optical flow from these techniques are not the real flow. We call it ground truth only

because these flow results are much more accurate than those from the under-tested

estimation methods.

(a) Hidden fluorescent paint We know that UV (Ultraviolet) is more energetic

than visible light. When an UV light shines in a hidden fluorescent paint, the UV will be

’stepped down’ energetically into longer wavelengths and then the paint will be visible.

This hidden fluorescent paint appears transparent under visible lighting. This property

is then used to obtain the ground truth optical flow by [114]. Fluorescents patterns

are painted onto objects. Then, pictures are taken simultaneously under ambient and

UV light to capture both a natural image and an image with rich textures from the

fluorescent patterns. Finally, a feature matching method is used to estimate the ground

truth optical flow. Such methodology of painting fluorescent materials to track motion

is only limited to indoor scenes and artificial motion.

(b) Sensor fusion In a static environment, optical flow can be computed from camera

depth and motion information. This information could be directly measured from specific

sensors. For example, Inertial Measurement Unit (IMU) and Global Positioning System

(GPS) can provide accurate camera movement and position data. Depth information can

be estimated by Laser Scanners like LIDAR or structured-like systems such as Microsoft

Kinect. These two depth measurement methods will be detailed below. So, the ground
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Figure 3.12: Velodyne HDL-64E LiDAR used by KITTI benchmark

truth optical flow can be estimated using sensor fusion. A method that fuses IMU and

LIDAR can be used for outdoor scenes, but these sensors are very expensive. Moreover,

calibration between different sensors is not straightforward. This method also suffers

from occlusion, artifacts, noisy depth data, and interpolation error.

LIDAR LIDAR (Light detection and ranging) is a very popular remote sensing

technology. It measures the distance to a target by illuminating the target with a laser

pulse and by analyzing the reflected light. The high precision (about several centimeters)

and the large range (80 to 100 meters) make it also used for ground truth computation

[116]. Unfortunately, the cost and the computation complexity with the collected points

cloud make this technology difficult to integrate.

Structured-light system Structured-light system consists of a structured-light pro-

jector and a camera system that exploit depth information. The projector illuminates

a known pattern (usually : stripes) onto a three-dimensionally shaped surface. Then,

the camera captures the surface from a different viewpoint. From the captured image,

the pattern is geometrically distorted due to the surface shape of the object. Depth

information can be obtained by analyzing this the pattern distortion.

Microsoft Kinect [124] uses this technology to generate a robust depth map. The projec-

ted pattern is the infrared laser light points called optic codes. By reading the deformed

points captured from the camera, a depth map with high precision is created. Despite

of its high performance in an indoor environment, distance range limits its use to an

outdoor situation (the maximum distance is about 4m).
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Figure 3.13: Microsoft Kinect

3.4.2 Application-based optical flow evaluation

From the above presentation about the estimation of optical flow ground truth, it is

obvious that the real ground truth can be measured only from synthetic images. For

real scene images, the accuracy of the optical flow ground truth depends on computation

technologies (for example feature matching for hidden fluorescent paint) or sensor pre-

cisions (for example sensor fusion methods). Therefore, the estimated optical flow can

be only considered as a kind of reference data. The evaluation is then based on these

reference data and some measure indicators (usually the angular error and the end-point

error). If we can not improve the ground truth accuracy, maybe we should think about

more significant indicators to judge the flow estimation.

Since optical flow is a set of 2D vectors, the evaluation of a vector is usually the evalua-

tion of the magnitude and the direction. Therefore, the angular error and the end-point

error are generally used as indicators in existing benchmarks. However, these measu-

rements are incomplete as the optical flow reference is not a ”real” ground truth. In

computer vision applications, optical flow is usually used to recover the egomotion or

segment objects. In another sense, if the estimated optical flow allows to recover a more

accurate egomotion or better segment objects, this optical flow can also be considered

as a good flow. Based on this point of view, we propose three error measurements de-

pending on the application. Those that estimate the FOE error and speed error are used

for egomotion recovery. Plane segmentation evaluation using ”c-velocity” is suitable for

object segmentation applications. We know that the ”c-velocity” approach takes advan-

tage of optical flow to segment planes and that the segmentation results depend on flow

accuracy. Therefore, we can evaluate optical flow by analyzing the segmentation results

from the ”c-velocity” method.

Angular Error This indicator computes the angular difference in the homogeneous

notation space between the estimated flow vector and the ground truth vector. We define

the estimated flow as (u, v, 1) and the ground truth flow as (uGT , vGT , 1), then the

angular error can be computed by
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AE = arccos (
1.0 + u ∗ uGT + v ∗ vGT

√
1.0 + u2 + v2

√
1.0 + u2

GT + v2
GT

) (3.23)

This presentation can avoid the ”divide by zero” problem for zero flows. But some bias

still exists . For example, angular errors in large flow are less penalized than errors in

small flow.

End-point Error As angular errors suffer from flow magnitude, an absolute error

seems more accurate. Besides, the flow norm ‖w‖ is used in the ”c-velocity” approach.

So, this indicator is very useful for estimating the flow that is used in the ”c-velocity”

approach. The computation is shown in Equation 3.24

EE =
√

(u− uGT )2 + (v − vGT )2 (3.24)

FOE Error Assuming that the camera moves straight (rotations are negligible), the

flow field of all static points converge/diverge to the FOE point. So, the FOE position

indicates the motion direction of the camera and thus provides an estimation of the

camera motion. Since the FOE position can be estimated from the optical flow, we also

use it as indicator to estimate optical flow. The ground truth FOE position is computed

directly from the camera’s motion (see Equation 3.25).

{
xGT = f TXTZ
yGT = f TYTZ

(3.25)

The FOE error is considered as the euclidean distance between the true FOE position

(xGT , yGT ) and the FOE position (x, y) estimated by optical flow.

FOEE =
√

(x− xGT )2 + (y − yGT )2 (3.26)

Many different methods can be used to estimate the FOE point from optical flow vectors

(See Chapter 4) but here we use the same approach that is presented in [70].

Speed Error If we consider that the FOE position tells the observers which way

they are heading, then the forward speed tells the observers how fast they are moving.

These two parameters can help the interpretation of 3D motion of the camera. Since

the FOE position is evaluated, the ”Speed Error” relating to the forward motion error
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of the camera can also be exploited. This forward speed can be simply computed from

the optical flow of static pixels (for example, road pixels) by a least square method and

then the speed error is the relative error with the real vehicle speed (see Equation 3.27).

SE = |TZ − TGT | (3.27)

Evaluation of plane segmentation using ”c-velocity” In Chapter 2, we have

presented the ”c-velocity” approach that could be considered as an object detection

method that exploit optical flow norm information. In this method, the objects are

approximated by planes of different orientations. Projections of these objects onto the

corresponding ”c-velocity” spaces are straight lines. All these lines pass through the

origin. So, a 1D Hough transform can be used to extract these lines. At the same time,

we find that the ”accuracy” of the line shape in the ”c-velocity” image depends on the

accuracy of optical flow information. When the flow is not correct, the line in ”c-velocity”

image and the corresponding peak in Hough transform histogram become thicker. So we

can not easily detect all the plane pixels from this ”thick” peak. Using this property, we

can use the detected plane pixel to evaluate the optical flow. In an intelligent vehicles

application, the road is always considered as an horizontal plane to evaluate the optical

flow.

3.5 Flow compensation method

Many state-of-the-art motion estimation methods gain excellent results in optical flow

evaluation benchmarks but we find that they are not suitable for our ”c-velocity” ap-

proach. After analyzing the estimation results on different objects, we get the following

conclusions. First, possible objects arising in an urban road situation are sky, road, buil-

dings, obstacles (pedestrians or vehicles). Motion estimation of sky pixels is meaningless

as the sky is at infinity and the motion should be zero. Therefore, we should first filter sky

region before motion estimation. Second, estimation results of buildings and obstacles by

different methods are acceptable for ”c-velocity” approach, but the motion results of the

road pixels are very bad and sometimes totally wrong. Failures of these methods on road

pixels are caused by the specificity of the road : poor texture and large displacements

due to vehicle egomotion. Especially, for road points close to the camera, large motion

problem is usually solved by coarse-to-fine strategies but these strategies can lead to

a poor texture in the upper level, not to mention the originally poorly-textured scene.

Therefore, we propose to assist the classic optical flow process by exploiting both a 3D
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scene model and a rough velocity estimate from either other embedded sensors or ego-

motion estimations from the previous frames. As using the available a priori knowledge

allows to compensate the dominant flow to facilitate the estimation of the remaining

part by a classical optical flow method.

In the rest part of this section, we will present the reason why we proposed this new

method at first. Then an overview of this new approach will be presented. Finally, both

synthetic and real image test will be shown and compared with other existing methods.

3.5.1 Background

Optical flow approaches are based on the brightness constancy equation (see Equation

3.2). Then, a first order Taylor expansion leads to the well-known optical flow equations

(see Equation 3.3). This expansion is valid when the optical flow is very small. To

estimate large motion, coarse-to-fine strategies are employed. These strategies allow

estimating optical flow in an image pyramid. In the top level, a coarse scale image is

used to estimate optical flow. Then, estimates are up-sampled as initial flows to estimate

the increment flow in the level below. These steps are iterated until the original image

scale level is reached. This ensures the validation of small motion assumption and also

avoids to fall into a local minimum. In this strategy, the number of levels depends on the

magnitude of motion. If we consider that the top level can estimate only one pixel-size

motion, seven levels are then needed to estimate motions around 64 pixels. Supposing

now that the original image size is 128 × 128, then the image size in the seventh level

is 2× 2. We can not get the accurate estimation in the image of size 2× 2 without any

texture information. This example shows that the coarse-to-fine strategy is not useful

for very large motion.

Optical flow is rarely implemented solely on intelligent vehicle systems. It is combined

with other sensors likes radars [14] or stereovision [15] and plays consequently just a

supporting role. One can quote two principal reasons [125] : large displacements between

consecutive frames and lack of textures in some regions. For example, the road is an

essential object in the intelligent vehicles scenes and also a region that accords with the

above properties. More precisely, near the car, road details could be used to estimate the

relative displacement, but it can be very large (several tens of pixels) which makes most

local strategies inefficient and hierarchical approaches cannot be used because details are

blurred in the upper levels. At a longer distance, motion is much smaller, but the lack of

texture in some regions always introduces a significant instability in the computation of

spatial derivatives [126]. Therefore, we could refer ourselves to an interpolation frame to

compensate the pixel displacement caused by the camera motion. Here, the interpolation
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Figure 3.14: Coarse-to-fine optical flow estimation

is based on a plane model and a rough camera motion can be provided by other embedded

sensors like Inertial Measurement Unit (IMU) or from motion estimation in the previous

frames. Then, a classical hierarchical optical flow method is applied to estimate small

displacements. We focus in this study on the road motion model (horizontal plane) but

the approach could easily be generalized to other plane models. We compare our method

with classical optical flow methods and show how results are improved.

3.5.2 Overview of our approach

Let us consider a camera mounted on a vehicle moving on a flat road. The optical axis is

supposed to be parallel to the road surface which means that the road can be modeled

as a horizontal plane. 2D motion vectors corresponding to the road can be expressed

using the well-known 2D motion equation of 3D planes (see Equation 3.28).

{
u = xy

f ΩX − (x
2

f + f)ΩY + yΩZ + xyTZ−fyTX
fd

v = (y
2

f + f)ΩX − xy
f ΩY − xΩZ + y2TZ−fyTY

fd

(3.28)

Where T = (TX , TY , TZ) and R = (ΩX , ΩY , ΩZ) are the 3D translational and rotational

motion of the vehicle, f the focal length and d the distance between the road and the

camera (camera height). We assume first that the dominant motion of the vehicle is lon-

gitudinal with translational TZ , which is true for most cases in this kind of applications.

A rough estimate value TZ0 of this translation can be provided from other sensors or

from the estimation of a previous frame. Equation 3.29 gives the relation between the
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translation and its estimate using the error ∆TZ .

TZ = TZ0 + ∆TZ (3.29)

One can add Equation 3.29 to Equation 3.28 and find that a motion vector is made

up two parts U0 = (u0, v0) and ∆U = (∆u, ∆v) (see Equation 3.30). The former part

can be computed directly by Equation 3.31. The latter part can be estimated by any

classical optical flow estimation method as it is very small.

U = U0 + ∆U (3.30)

{
u0 =

xyTZ0

fd

v0 =
y2TZ0

fd

(3.31)

{
∆u = xy

f ΩX − (x2

f + f)ΩY + yΩZ + xy∆TZ−fyTX

fd

∆v = (y2

f + f)ΩX − xy
f ΩY − xΩZ + y2∆TZ−fyTY

fd

(3.32)

Let us consider two successive frames I1 and I2. Using the above decomposition, a rough

motion vector estimate is computed directly from Equation 3.31 using a priori knowledge

about vehicle speed. This estimate is used to construct an interpolated intermediate

image I ′1 from I1. Then, ∆U can be estimated by a classical optical flow estimation

method between I ′1 and I2 instead of using directly two successive frames. We can easily

find the relation between I1 and I ′1 (Equation 3.33). In our case, both bilinear and

bi-cubic interpolations are tested.

I ′1(x′, y′) = I1(x+ u0, y + v0) (3.33)

The model-based compensation using a priori knowledge about the vehicle speed allows

to reduce frame difference and to estimate accurately the dense flow ∆U between I ′1 and

I2 using a classical optical flow estimation approach. One can find several techniques

in the state-of-the-art that are generally classified onto two groups. Those that stem

from the Horn & Schunk method relies on a global energy minimization that results

from a brightness constancy term and a smoothing constraint (regularization term).

They are known to be sensitive to noise but give a dense flow and are able to deal

with homogeneous regions thanks to the regularization process. Another category stems

from the Lucas & Kanade method, which is more robust to noise, and is based on the

assumption that the flow is constant in a small neighborhood. The basic brightness

constancy equations are solved in a local window (centered around each pixel) using a
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least square criterion. In order to choose a suitable method to estimate ∆U , we selected

on recent technique from each category : Motion Detail Preserving (MDP) [83] and

FOLKI [104] as well as a classical block matching method for the test. Results and their

comparisons are given in the next section.

3.5.3 Experimental results

The approach was tested and validated using both synthetic and real image sequences.

All synthetic data stem from the French research institute on transportation (IFST-

TAR). The image database results from a driving simulator [61] that allows to modify

several parameters including egomotion but also scene depth, texture, etc. All the given

parameters allow to compute a ground truth 3D motion as well as the corresponding 2D

motion field. The real image sequence database is from the KITTI database [116] which

provides various real outdoor sequences of car driving.

3.5.3.1 Results from synthetic images

We compare our method, called Model-based Motion Compensation (MMC), with some

classical hierarchical optical flow methods (Horn&Schunck [127] and Lucas&Kanade

[128]), two recent variants (MDP [83] and FOLKI [104]) and a full-search block matching

method. Comparison criteria include traditional angular and endpoint errors and relative

error of two flow vectors. Since the 2D velocity of the road is due to the egomotion of

vehicle, we recompute the vehicle egomotion from the flow field and compare it with

the real 3D motion of the vehicle. Assuming that the camera moves straight (rotations

are negligible), the optic flow field of all static points converge/diverge to a particular

point in the image called ”focus of expansion (FOE) defined by Equation 3.34. As it

plays an important role in many ADAS vision applications such as three-dimensional

reconstruction, range estimation, time-to-impact computation, and obstacle avoidance,

we also consider the error on its position as an important comparison criterion. In

addition to this, another segmentation criterion is defined using the ”c-velocity” method

[70, 129, 130].

{
xfoe = f TxTz
yfoe = f

Ty
Tz

(3.34)

Interpretation from statistics Table 3.1 shows the results using different methods

including our approach. The above mentioned criteria are computed for each method.

The ”Speed Error” is related to the forward motion error of the vehicle. Since in our
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considered scenes, the most important vehicle motion is the forward speed. Moreover,

the optical flow of road is computed using the vehicle egomotion, then we recover the

forward speed of the vehicle using the road flow field by a least square method and

compute the relative error with the real vehicle speed. From optical flow, the FOE is

also recomputed with the same approach in [70]. Its distance from the real FOE position

is considered as the FOE Error.

Table 3.1: Comparison of different techniques

Technique ARE Vx ARE Vy AAE (radiant)AEE (pixel)Speed ErrorFOE Error (pixel)

Horn & Schunck 0.796245 0.867634 0.575541 21.7678 0.9139 9.85

Lucas & Kanade 1.06093 0.912752 1.33899 24.8179 0.8795 2.4638

MDP 0.940293 1.00278 1.10666 24.4643 0.9276 2.7192

FOLKI 0.559967 0.480318 0.202962 14.6121 0.3535 2.4958

Block Matching 1.15774 0.937277 1.49806 25.0439 0.8061 0.8764

MMC-MDP 0.09700130.0870454 0.0334058 1.71356 0.01994 2.92667

MMC-FOLKI 0.249 0.153 0.070 3.36146 0.0607 1.7368

MMC-BM 0.242834 0.159128 0.0838975 3.28049 0.0313 0.6992

From Table 3.1, we can see that combining any of the three selected methods (FOLKI,

MDP or the Block matching) with our approach (MMC) gives better results than any

of them alone. The direct MDP method, which is one of the most precise method using

the Middleburry benchmark, shows less precise results than FOLKI using our test image

sequences. However, when combining our method with the above three cited approaches,

MDP is the best combination while FOLKI is the worst one. Moreover, FOLKI seems

to be more robust with large displacement and MDP more accurate for small inter-

frame difference. Here we use a full search block matching method with a kernel window

size of 16 * 16 and a search window size of 10 * 10. In order to test the tolerance of

our approach to intial speed variation (IS), we evaluate our approach with different IS.

The relative errors and the egomotion errors are shown in Figure 3.15(a) and Figure

3.15(b). Apparently the combination with block matching or MDP is very tolerant to

IS variation. and the combination with FOLKI has small working bandwidth.

−50 −40 −30 −20 −10 0 10 20 30 40 50 60 70 80 90 100
0

0.5

1

1.5

2

2.5

3

(Intial speed − Real speed)/Real speed (%)

R
e

la
ti
v
e

 e
rr

o
r

 

 

Relative error for Vx with BM method

Relative error for Vy with BM method

Relative error for Vx with MDP method

Relative error for Vy with MDP method

Relative error for Vx with FOLKI method

Relative error for Vx with FOLKI method

(a) Relative error

−50 −40 −30 −20 −10 0 10 20 30 40 50 60 70 80 90 100
−60

−40

−20

0

20

40

60

80

100

120

(Intial speed − Real speed)/Real speed (%)

E
g

o
m

o
ti
o

n
 e

rr
o

r 
(%

)

 

 

Egomotion error with BM method

Egomotion error with MDP method

Egomotion error with FOLKI method

(b) Egomotion Error

Figure 3.15: Tolerance comparison of different classical methods
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Evaluation of road Segmentation using ”c-velocity” Let us assume that the

3D scene could be approximated by a set of 3D planes with different orientations :

lateral planes (buildings), horizontal planes (the road) and frontal planes (moving cars

or crossing pedestrians). The ”c-velocity” method [129, 130] aims to detect 3D planes by

considering optical flow information. Authors prove that for a specific plane orientation

there is a linear relationship between the flow amplitude and a curve parameter called

”c-value” that depends only on pixel coordinates (see Equation 3.35). A 3D plane is then

represented in a cumulative space (w, c), called c-velocity, by a line of slope k that could

be extracted using a Hough transform. Finally, a tough problem as the detection of a

parameterized surface from a moving camera is reduced to an easy maxima finding in

the Hough space. Authors prove also that an inaccurate optical flow produces a spread

line in the c-velocity space instead of a thin line. As a consequence, we propose to use the

line extent in the c-velocity space as an optical flow indicator of accuracy. Figure 3.16

shows the line (or the line slope k) histograms of the road after Hough transform using

different flow methods. And the peak fineness reflects the using flow accuracy. Here,

only the FOLKI method (Figure 3.16(b)) and our approach (Figure 3.16(a)) provide

finer peaks and detect successfully the road plane (Figure 3.17) and their road pixel

detection rates are shown in Table 3.2. Moreover, we can see that our results are closer

to the ground truth (Figure 3.16(g)).

w =


k ∗ croad croad = |y|

√
(x− xfoe)2 + (y − yfoe)2

k ∗ cbuilding cbuilding = |x|
√

(x− xfoe)2 + (y − yfoe)2

k ∗ cobstacle cobstacle =
√

(x− xfoe)2 + (y − yfoe)2

(3.35)

Table 3.2: Road pixel detection rate from MMC-MDP flow and FOLKI flow

detected road pixel rate (%)error road pixel rate (%)

FOLKI 85.99 2.81

MMC-MDP 97.23 0.89

3.5.3.2 Results from real images

Real image data came from the KITTI database including challenging real-world com-

puter vision benchmarks. All the sequences are captured by cameras mounted on a car

moving in urban situations. The IMU system is also equipped to give the position and

speed information. As we have no ground truth about the vehicle motion, we could not

test our method with the same criteria than those used for synthetic data. However, we

can compute an interpolation error as given by Equation 3.36.
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(a) ”Road” histogram from MMC-MDP flow (b) ”Road” histogram from FOLKI flow

(c) ”Road” histogram from Horn&Schunck flow (d) ”Road” histogram from Lucas&Kanade flow

(e) ”Road” histogram from MDP flow (f) ”Road” histogram from Block Matching flow

(g) ”Road” histogram from ground truth

Figure 3.16: ”Road” c-velocity histograms from different flows

(a) ”Road” histogram from ground truth (c) ”Road” histogram from our method (e) ”Road” histogram from FOLKI

(b) Segmented road from ground truth (d) Segmented road from our method (f) Segmented road from FOLKI

Figure 3.17: Segmented road from two methods and their comparisons with ground
truth

Err =

∑
|I2(x, y)− I1(x+ ux, y + uy)|

pixel numbers belong to road
(3.36)
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Using synthetic data, our method when combined with MDP gives the most accurate

results. As a consequence, we chose to implement it and evaluate it with real images.

Interpolation errors using different initial speed estimates are shown by the red curve

in Figure 3.18. Best results (the smallest error) are obtained when the initial speed is

about 13.5 m/s. From Figure 3.18, we can see obviously that our results depend on the

initial speed estimate. We show that another iteration using the resulting speed as an

initial guess allows to enhance the results and to reach the correct flow (see the blue

flash in Figure 3.18). It means that our method leads to flow convergence even if the

initial guess is far from the correct flow.

Results comparison with other existing methods are shown in Table 3.3 : our method

gives the smallest interpolation error. When comparing with hierarchical Horn&Schunck

(rank 2 from best to worst), their flow vectors are represented by red lines in Figure

3.19. Our method compute first the dominate flow using Equation 3.31 from the initial

speed (Figure 3.19(a)) then interpolates to determine an intermediate image in order

to compensate the large displacement flow. The remaining part is estimated by MDP

(Figure 3.19(b)). The final resulting addition of the two flows is shown in Figure 3.19(c).

One can see that it is more accurate than the Horn&Schunck results (Figure 3.19(d)),

especially for the pixels corresponding to the road in front of the car. It is mainly due

to the smoothness constraint in the Horn&Schunck approach that leads to false motion

estimation on homogeneous regions like the road. This kind of inaccuracy is limited to

very small regions in our approach when we combine it with MDP (Figure 3.19(b)).

The dominate flow since it is computed directly by the flow equation is correct. As a

consequence, it gives better results then the direct Horn&Schunck method.
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Figure 3.18: Average interpolation error depending on different initial speeds

Table 3.3: Interpolation error comparison of different techniques

AIE

H&S 5.52088

MDP 18.7469

FOLKI 15.5334

MMC-MDP4.61419
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(a) Computed flow by an initial speed (b) MDP estimated flow after dominate flow compensation

(c) The flow results computed by our method (d) The flow results computed by Horn&Schunck method

Figure 3.19: Flow vectors of MMC-MDP and H&S

Here we also use ”c-velocity” for road segmentation in order to evaluate optical flow

accuracy. Since a road (considered as horizontal plane) can be transformed into a straight

line in the c-velocity space (w, c) (see Equation 3.35) and we can extract it by Hough

Transform. That means the road pixels will finally turn into a peak in the line (or the line

slope k) histogram. And the more accurate the road optical flow is, the finer the peak

will be. As a consequence, we applied our method combined with MDP flow method

into the c-velocity process. The results are compared with which uses a direct MDP flow

in two different scenes (see Figure 3.20). The results from scene 1 are shown in Figure

3.21. Apparently MMC-MDP flow provided a better segmented road, and It gives a fine

peak in the road histogram (see the peak marked by violet circle in Figure 3.21(c)).

Almost the whole road are detected except the small region near the center of the image

as their flow magnitudes are too small so as to be filtered (see Figure 3.21(e)). While

from the direct MDP flow result, a large road region near the camera was not extracted

(see Figure 3.21(f)). And their votes in the road histogram are concentrated in the red

regions (see Figure 3.21(d)) so they are not detected. The results from scene 2 are shown

in Figure 3.22. Compared with scene 1, the camera movement in this scene is slightly

larger. But the direct MDP method provides a really improper flow, especially in the

center lane (see Figure 3.22(b)). Hence, most road pixels are not detected. While our

method provides still a good flow (see Figure 3.22(a)), a fine peak (see Figure 3.22(c))

and a well segmented road (see Figure 3.22(e)).

3.6 Conclusion

As 2D motion field information is very important for the ”c-velocity” approach, the

estimation of the 2D motion is then an important preliminary step. In this chapter, we
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(a) scene 1 (b) scene 2

Figure 3.20: two scenes from Kitti database

(a) MMC-MDP flow result (b) MDP flow result

(c) Normalized histogram of road

with ”c-velocity” by MMC-MDP flow

(d) Normalized histogram of road

with ”c-velocity” by MDP flow

(e) Road segmentation results (white region)

by MMC-MDP flow

(f) Road segmentation results (white region)

by MDP flow

Figure 3.21: road segmentation results of scene 1 by MMC-MDP and MDP methods

gave a presentation on existing motion estimation methods and compare them. Popular

benchmarks to evaluate these methods are also presented. From the results of these state-

of-the-art estimation methods, we found that none of them can be used for estimating

large motion and on texture regions in the context of ADAS. So, we propose a new model-

based optical flow method that exploits available a priori knowledge about the vehicle

velocity. We focused on estimating the motion of horizontal planes which correspond

to the road region in this kind of applications. The motion of this particular region is

difficult to estimate with classical optical flow approaches since it is homogeneous and

has a large relative displacement due to the moving vehicle. Our approach combines other

sensors motion information to compute an estimate of the 2D velocity by using 3D/2D

motion projection equations. After motion compensation, the remaining part of the

velocity can be easily estimated by a classical optical flow method. We test our method

on synthetic image sequences knowing the ground truth optical flow. Several comparison
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(a) MMC-MDP flow result (b) MDP flow result

(c) Normalized histogram of road

with ”c-velocity” by MMC-MDP flow

(d) Normalized histogram of road

with ”c-velocity” by MDP flow

(e) Road segmentation results (white region)

by MMC-MDP flow

(f) Road segmentation results (white region)

by MDP flow

Figure 3.22: comparison results of scene 2 between MMC-MDP and MDP methods

criteria were defined, including the traditional angular error and the endpoint error. We

define a new comparison criteria based on the c-velocity method which provides 3D

plane detection. We show how the optical flow is improved using our approach that was

evaluated also on real image sequences. Moreover, the suitable convergence property

of our algorithm allows to design an iterative motion estimation method that will be

evaluated in a further study.
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4.1 Introduction

Egomotion is very important information in many applications of intelligent vehicle

systems like obstacle detection, time-to-contact (TTC) estimation. Optical flow is a

presentation of the egomotion inthe image sequence. From Equation 2.1, egomotion

parameters can be computed from image movement information. In the case of purely

translational egomotion 1, optical flow vectors form a radial pattern emanating from a

center point, called Focus Of Expansion (FOE) (see Figure 4.1(a)). When the motion

is backward (see Figure 4.1(b)), this point is called Focus Of Contraction (FOC). In

the case of TZ = 0, the radial pattern becomes parallel vectors (see Figure 4.1(c)).

In the above situations with only translational egomotion, optical flow estimation can

be reduced to that of locating FOE position [131–134]. Apparently FOE localization

is useful to understand optical flow and egomotion, and it is also required for our ”c-

velocity” approach. So this chapter will focus on the FOE estimation.

(a) When moving forward (b) When moving backward (a) When TZ = 0

Figure 4.1: The three types of optical flow pattern generated by translational motion

4.2 Background

FOE, as it contains egomotion information, plays a very important role in many vision

applications such as 3D reconstruction of environment, visual attention, collision avoi-

dance, image segmentation, etc. Especially for visual navigation applications, FOE is

widely used to estimate the time-to-contact (TTC) [135–137]. In fact, FOE as a strong

cue for visual attention has been presented in [138]. Moreover, FOE is also helpful for

motion segmentation to distinguish static environments from moving objects as the FOE

position only depends on the motion vectors of static objects.

Since Gibson [139] popularized the usage of optical flow for explaining human navigation

behavior, computer vision researchers have devoted much work to estimating FOE from

optical flow. A variety of estimation methods have been proposed. These methods can

be generally classified into direct methods and optical flow based methods. Using the

property that optical flow vectors due to the translational egomotion of the camera

1. Vehicles move forward in majority situations except for the swerves
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converge to FOE, many conventional methods take advantages of optical flow for FOE

estimation. Since these methods rely on optical flow information, they are suffered from

the errors from the estimation of optical flow. Therefore, people seek to estimation FOE

immediately from image information and avoid optical flow estimation. Such type of

method is called direct method [132–134].

Optical flow based methods are further divided into two categories according to flow

densities. In the early years, the estimation methods for dense optical flow are not robust

and efficient. Optical flow is well estimated just on some interest points. For example, the

Harris corner detector [140] is widely used to select some pixels with relevant information

and flow estimation on these points is more robust. Early FOE estimation methods are

based on these sparse flow vectors. These methods using matching and correspondence

of feature points are then called discrete methods. However, these methods, as they use

only local information, are not robust.

Then after the emergence of efficient optical flow algorithms, dense optical flow are in-

troduced. Using dense flow for FOE estimation is that we called continuous method.

Such method is more robust since global information (dense flow) is used for the estima-

tion. But computational cost is higher, especially when we use least square minimization

methods to deal with this over-determined problem [141]. As there exist many outliers

(errors) in optical flow vectors and least square minimization methods are sensible to

noise, FOE estimation will be severely affected. Therefore, algorithms such as RANSAC

(RANdom Sample Consensus) [142] can be applied to deal with outliers [143]. Another

way to cope with outliers is voting strategies. For example, Authors of [144] use a voting

scheme to locate FOE after separating the camera rotation. Similar manner is also used

in [37] by employing a matching filter to exploit the sign change of optical flow around

the FOE point to detect it.

Many direct FOE estimation methods are also proposed. Even one of them has ever been

implemented in hardware [145]. For instance, [146] uses brightness change by imposing

the constraint that the camera is in front of the image scene. The method used in [147]

is interesting : it considers some FOE candidates at first, then optical flow vectors are

obtained from the hypothesis of the FOE position and the global constraint of optical

flow. Using these optical flow vectors, a warping image is built. The differences between

the warped image and the real image are used to evaluate FOE.

In our case, FOE estimation is a preliminary step of the ”c-velocity” approach. Com-

putational cost and accuracy are two important factors to select a suitable estimation

algorithm. Since these two parameters are usually incompatible, we should find a me-

thod that gives a good compromise. Here, we designed three different FOE estimation

methods and tested them on real images.



Chapter 4. 3D Translational Motion Estimation 81

The first method makes use of optical flow to realize a voting process to choose an

adequate FOE position from several candidates. Such voting approach is resistant to

optical flow noise, but it takes a lot of time to make every pixel in the image vote FOE

position.

In the second method, FOE estimation is transformed into linear least square minimi-

zation. Then Singular Value Decomposition (SVD) is used to solve this linear equation

system. As there exist many outliers on optical flow vectors, and the SVD method is

very sensible to outliers, we firstly filter the flow and select the highly confident flow

vectors. Then RANSAC will be used to deal with outliers.

The last one is an interesting method that using the ”c-velocity” concept. From the

”c-velocity” approach in Chapter 2, scene structures are estimated using flow norm and

FOE information to construct ”c-velocity” images. Here we do it inversely : if we know

scene structures and optical flow information, we can locate FOE. So this method is also

called inverse ”c-velocity” method.

4.3 Voting based FOE estimation

4.3.1 Principle introduction

Under a purely translational moving camera, optical flow vector due to the egomotion

can be expressed by Equation 4.1 :

{
u = xTZ−fTX

Z = TZ
Z (x− f TXTZ ) = TZ

Z (x− xFOE)

v = yTZ−fTY
Z = TZ

Z (y − f TYTZ ) = TZ
Z (y − yFOE)

(4.1)

If we divide the two flow components, we have the equation like

u

v
=
x− xFOE
y − yFOE

(4.2)

From Equation 4.2, motion vectors emanate from the FOE point. In other words, FOE is

located on the reverse extension line of the motion vector and all these reverse extension

lines intersect in FOE. So when each motion vector votes for all the points located on

its reverse extension lines as FOE candidates. The real FOE point should have the most

votes from all the motion vectors. This is the basic idea of the proposed voting method.

The accumulation framework is resistant to the noise from optical flow estimation.
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Figure 4.2: Voting process for FOE estimation

Here we use a simple example to understand how it works in detail. In Figure 4.2, only

four flow vectors participate in the vote. And a candidate region is already defined at

first. This region is used to restrain of a region for real FOE. It is usually a rectangle

window located in the image center. When the host vehicle is moving straightly forward

and the camera is well rectified to be parallel to the road plane (TX = TY = 0), FOE

should be exactly in the image center. Through the above conditions are too strict, in

most cases, TX and TY are not equal to zero but they are still small values. The FOE

position is therefore not far from the image center. So the FOE region is defined in

the image center. In the example, it is a square window with 6 × 6 candidate pixels.

Once the FOE region is determined, we start the vote process : for each flow vector,

the inverse extension line is drawn to cross the candidate region, pixels located on this

line are voted. The votes are accumulated until all the vectors are processed. The pixel

with the largest number of votes is considered as the location of FOE (the yellow pixel

in Figure 4.2).

4.3.2 Results on synthetic optical flow images

In this section, we create synthetic optical flow vectors to estimate the FOE position.

Figure 4.3 shows the synthetic flow vectors computed directly from Equation 4.1. The

image size is 640× 480 and the real FOE position is (320, 250).

It is meaningless to estimate the FOE using these synthetic flows, as the real FOE

position will be estimated with no doubt. In fact, for all the optical flow based FOE

estimation methods, difficulties lie on the ability to eliminate the ”false” flow vectors.

These ”false” flow vectors can be generally classified into two categories :

— The badly estimated optical flow from an estimation method of optical flow (ex.

optical flows of the homogeneous regions or due to the large egomotion)
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Figure 4.3: A synthetic optical flow example with FOE colored as red point

— Optical flow of moving objects

”False” flow from optical flow estimation method Although there are thousands

of optical flow estimation methods, none of them can exploit the true flow vectors.

Optical flow noises always exist on the whole image, especially for the homogeneous

regions where little information can be used for detection. For the small motion regions,

the relative error of optical flow is also very large. To study the influence of these noises

on FOE estimation. We add the synthetic vectors (see Figure 4.3) with Gaussian white

noises. These noises are added either on the component u or on the component v. For

example, Figure 4.4 is an example of the FOE estimation based on the noised synthetic

vectors. In this example, a Gaussian white noise with a variance of 5 pixels is added on

the components v of all flow vectors (see the white flow vectors). Then the FOE position

is estimated as the blue point. When we compare it with the real FOE (the red point),

the shift is very small and only on the y direction.

u = u0 +N (0, δ)

v = v0 +N (0, δ)
(4.3)

To study the robustness of this method to the Gaussian noise, we now change the noise

variance δ and the estimation results are shown in Figure 4.5. The blue curve presents

the changes of FOE error as a function of variance of Gaussian noise on u. The FOE error

is considered as the euclidean distance between the real FOE point and the estimated
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Figure 4.4: Synthetic optical flow vectors with a Gaussian white noise (δ = 5) on the
component of v

Figure 4.5: Impact of optical flow on FOE location

FOE point. The influences of the Gaussian optical flow noise on component v is shown

by the red curve. From the curves, the FOE error is only 1 or 2 pixels when δ < 13

pixels. This means that the voting based method is very robust to optical flow noise.

”False” flow from moving objects As this method is used to estimate FOE for the

”c-velocity” approach in an urban road situation, and the moving objects are usually

pedestrians and vehicles, optical flow of these moving objects are not only due to ego-

motion. So these flow vectors are considered as ”false” flow when we estimate the FOE

position. In fact, the impacts of these flow vectors can be easily avoided by this voting

based method. As all the moving objects have their proper FOE point, in the case of

crossing pedestrians on both sides of the road, their flow vectors also converge to their

own FOE points. But these points are usually located on the both side of the image,
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Figure 4.6: An example of the FOE estimation on real images

so they will be eliminated by the candidate region locating in the image center. Even if

their FOE points are located in the candidate region such as the moving vehicles, the

votes from these objects are too small compared with those from static pixels. So the

voting strategy will eliminate these points.

4.3.3 Results on real images

This method is also tested on real images. Since we have no ground truth, we can not

quantitatively evaluate this method. But we can still give a qualitative evaluation on

the results. An estimation example is shown in Figure 4.6. The image is from KITTI

database [116]. The used optical flow estimation method is from [148]. This method can

deal with very large motion by integrating rich descriptors into the variational optical

flow settings, which is suitable for our case as the egomotion from the camera is very

large. From optical flow information (the red vectors), we can see that there is a change

of the direction to the left. So we find that the estimated FOE (the blue point) is at

the left part of the image (the green point is the image center) and the flow vectors are

pointing to this point judging from naked eyes.

Another example is also from KITTI database (see Figure 4.7). In this figure, the vehicle

is moving forward, and the estimated FOE position (the blue point) is very close to the

image center (the green point).

The voting results of this example is also shown in Figure 4.8, where different colors

represent different vote numbers. The black region is the place that the vote number is

smaller than 1% votes (4657 pixels from 1242× 375 pixels). Then the regions from the

second fewer votes to the most votes are represented by blue, cyan, yellow and red. The

estimated FOE is located as the intersection of two white line in the red region. This

FOE position is voted by 4% pixels.
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Figure 4.7: Another example of the FOE estimation on real images

(a) Voting results represented by the different colors (b) A zoom on the mostly voted regions

Figure 4.8: Color based voting space for FOE determination

Although this method is very robust and insensitive to the optical flow noise, the compu-

tation cost is also very high as all the pixels votes for more than one FOE candidates 2.

For the example shown in Figure 4.7, the image size is 1242375 pixels, and the candi-

date region size is 621187 pixels. The computational time is about 14 seconds. In fact,

the computation cost can be reduced when we select a smaller candidate region. But

a small candidate region risks to missed the real FOE. The choice of candidate region

should be therefore a compromise between the computational time and the accuracy. In

this method, as the candidates are pixels, the precision of the FOE position is therefore

pixel-wise.

4.4 Least square FOE estimation with SVD solution

4.4.1 Principle introduction

From Equation 4.1, FOE can be computed from a linear equation :

[
v −u

] [ xFOE

yFOE

]
= xv − yu (4.4)

2. A flow vector votes for all the pixels located on its reverse extension line
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There are only two unknowns (xFOE , yFOE), but as many equations as velocity vectors

in the image. Each optical flow vector (ui, vi) can write an Equation 4.4, then the linear

equation system is written by

A

[
xFOE

yFOE

]
= B (4.5)

With

A =

[
v1 v2 . . . vn

−u1 −u2 . . . −un

]T
B =

[
x1v1 − y1u1 x2v2 − y2u2 . . . xnvn − ynun

]T
Such an over-determined system can be solved by linear least square methods :

[
xFOE

yFOE

]
= (ATA)−1ATB (4.6)

Since this is a huge system with a great number of equations 3, the inverse of matrix A

can be solved by Singular Value Decomposition (SVD). Although SVD solution can ac-

celerate computation, the results are very sensitive to the ”false” flow vectors. We know

that the ”false” flow vectors that are either from moving objects or from the bad estima-

tions should be eliminated as outliers. An efficient method to deal with these outliers is

RANSAC algorithm [142]. It is an iterative method to estimate model parameters from a

set of observed data which contains outliers. The algorithm is illustrated in Algorithm 3.

So this robust algorithm is also used for the proposed methods. The estimation method

is shown in Algorithm 3. It is based on RANSAC algorithm. The computation of FOE

from the subset pixels (function Resolve) is from Equation 4.6. The error measurement

of a model (FOE) is computed by

ε2 =
∑

(vxFOE − uyFOE − (xv − yu))2 (4.7)

4.4.2 RANSAC algorithm

Selection of RANSAC parameters The first step of RANSAC is to select the

sample number m for the computation of FOE and the iterative number n. A good

3. Equation number is equal to the pixel number in the image
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Input: Pixel database <, N iterations, Threshold, ε, N mini samples
Output: Inliers, FOE

1 begin
2 ε =∞ ;
3 iterations = 0 ;
4 Inliers = {∅} ;
5 while iteration < Niterations do
6 samples = RandomlyChooseSamples(<, 2) ;
7 FOEhypotheses = Resolve(samples) ;
8 Inliershypotheses = {∅} ;
9 for Each pixel P(x, y) ∈ < do

10 if NormalizedAngularError(FlowV ector, V ector(FOE → P )) <
Threshold then

11 Inliershypotheses = Add(P ) ;
12 end

13 end
14 if Size(Inliershypotheses) > N mini samples then
15 FOEhypotheses = Resolve(Inliers) ;
16 Errorhypotheses = Error(FOEhypotheses, Inliers) ;
17 if Errorhypotheses < ε then
18 ε = Errorhypotheses ;
19 FOE = FOEhypotheses ;
20 Inliers = Inliershypotheses ;

21 end

22 end

23 end

24 end

Algorithm 3: FOE estimation method with RANSAC

estimation requires that all the m samples should be inliers. We do n iterations, the

probability P that at least one good estimation is obtained should be as large as possible.

To compute this probability, we first define the probability of choosing an inlier from

the database as w, and it is computed by

w =
number of inliers in database

number of points in database
(4.8)

This value w is usually not known, but a rough value can be given from the statistics of

the experiments. For example, if w >= 10%, then we can compute the probability that

at least one of the m points is an outlier (the case that a bad FOE will be estimated) is

1− wm (4.9)

After n iterative estimations, P can be written by
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Probability to get at least one good estimation Iteration Numbers

0.9 230
0.99 458
0.999 687
0.9999 916

Table 4.1: Relationship Between the iteration number and the at least one good
estimation probability

P = 1− (1− wm)n (4.10)

We want a high probability P, so the sample number m should be as small as possible

and the iteration number n should be as large as possible. In our case, at least two

samples are needed to fix the FOE position and if we consider that w = 10%, we can

obtain the relation between the probability P with the iteration number n by Equation

4.11 and Table 4.1.

n =
log(1− P )

log(1− w2)
(4.11)

Bucketing When we use RANSAC algorithm for FOE estimation, the samples are

randomly selected. But they can not be very close to each other as the FOE estimation

from closing pixels will be highly unstable. However, a random selection method based

on Bucking technique [149] can deal with this problem : The image is firstly divided

into b × b buckets. To each buckets is attached a set of pixels and indirectly a set of

flow vectors on these pixels. The two samples should be selected from different buckets.

Although the flow vectors are calculated for each pixel, not all of them will be used for

the estimation. For example, the flow vectors of sky pixels are theoretically zeros and can

not be used. The small vectors should also be filtered as the FOE estimated from these

pixels is not accurate. In this case, the pixel number in each buckets is not the same

(see Figure 4.9), and random selection is not uniform for each pixels. In other words,

a flow vector belonging to a bucket having fewer points has a higher probability to be

selected. To balance this and make sure that each pixel has almost the same probability,

the bucket with more pixels should have a higher probability to be selected. Then the

following procedure is implemented : Consider that we have a total of L buckets, we

divide the range [0 1] into L intervals such that the width of the ith interval is equal to
ni∑
ni

, where ni is the number of flow vectors attached to the ith bucket (see Figure 4.10).

During the bucket selection, a number produced by a [0 1] uniform random number

generator falling in the ith interval implies that the ith bucket is selected.
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Figure 4.9: Illustration of Bucketings technique
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Figure 4.11: Inlier model estimation

Consensus model When a FOE model is estimated by the subset samples of optical

flow vectors, we should define a measure to select the inliers. An accurate flow vector

should be located on the extension line from FOE to the corresponding pixel. So we use

angular error between the flow vector (see the black vector in Figure 4.11) and the ideal

vector (see the red vector V(p) in Figure 4.11). The equation of this angular error is

presented by Equation 4.12.

Err A(p) =
vx(p)(x(p)− x(FOE)) + vy(p)(y(p)− y(FOE)) + 1√

1 + vx(p)2 + vy(p)2
√

1 + (x(p)− x(FOE))2 + (y(p)− y(FOE))2

(4.12)
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Figure 4.12: Histogram of the synthetic optical flow on |u|

Figure 4.13: Histogram of the synthetic optical flow on |v|

4.4.3 Results on synthetic optical flow images

The estimation method is also tested on the synthetic optical flow image presented

in Section 4.3.2. The original synthetic flow vectors are shown in Figure 4.3. Their

histograms of synthetic flow vector components u and v are shown in Figure 4.12 and

Figure 4.13. The maximum motion in the direction x is 77 pixels and the maximum

motion in the direction y is 60 pixels.

To test the robustness, Gaussian white noises with different variances are added either

on the flow component u or on the flow component v (eg. Figure 4.15). The estimation

results are shown in Figure 4.14(a) and Figure 4.14(b).

When using the voting based method on the synthetic flow vectors, estimation error

exists only on the same direction of the noised flow vectors. In other words, the noise on

v leads to an estimation error only on yFOE . While, the error exists on both components

of FOE in this method. But the proposed method is very robust to the noise. From the

results, FOE error is very small when the variance δ < 20 pixels. Then the method failed

when the variance δ > 39 pixels for the component u or when the variance δ > 37 pixels

for the component v. If we go back to the synthetic flow histogram (see Figure 4.12 and

Figure 4.13), 85% pixels in the image have a motion |u| smaller than 39 pixels. And

81% pixels have a motion |v| smaller than 37 pixels. We will lose all the inliers when
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(a) FOE error changes along the augmentation of the variance of the additive Gaussian white noise on u

(b) FOE error changes along the augmentation of the variance of the additive Gaussian white noise on v

Figure 4.14: Estimation results on synthetic optical flow vectors with additive Gaus-
sian white noise

the noises are too big. So RANSAC does not work well. As SVD solution is too sensible

to noise, this estimation method will not work. Then, the estimation method will not

work in this case. Figure 4.15 shows us the FOE estimation result when the variance of

Gaussian noise is 5 pixels (see the white flow vectors). FOE is well estimated as there

is only 1 pixel shift between the real FOE (the red point) and the computed FOE (the

blue point).

4.4.4 Results on real images

We use the same real images that used for the voting based estimation method to test

the proposed RANSAC based method. An estimation example is shown in Figure 4.16.

From Figure 4.16(a), the estimated FOE is marked as the blue point, and the image

center is marked as the green point. The result FOE in the x direction is very similar

to that estimated by the voting based method (they are both located on the left of the

image center), but the location in the y direction is different (see Figure 4.7 and Figure

4.16(a)).Although there is no ground truth for the comparison, we can still analyze the

results through the inlier mask obtained by the RANSAC algorithm (see Figure 4.16(b)).

The black regions are outliers. We can see that there are totally 5 big outlier regions

(they are marked and numerated by the ellipses). If we find the corresponding regions
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Figure 4.15: FOE estimation result from synthetic optical flow vectors with an addi-
tive Gaussian white noise (δ = 5) on the component of v

in Figure 4.16(b) (they are also marked by the ellipses and numerated with the same

order) : In region 1 (the center region), the flow vector is too small as they are very close

to the FOE. So these vectors can not be used for the estimation. In region 2 (the left

top region), the sky pixels have badly estimated flow vectors as they have no texture.

So these pixels can not be used for the estimation. When looking at the flow vectors in

region 3, 4 and 5, we find an evident difference both on the flow direction and the flow

norm from their surrounding flow vectors. So they should also be considered as outliers.

From the above discussion, the inliers are well estimated from the RANSAC algorithm.

So we can conclude that the FOE from these inliers are also well estimated.

Another estimation example is shown in Figure 4.17 to compare with Figure 4.6. The

estimated FOE positions (the blue point) from these two methods are very close to each

other (they are both around the person on the bicycle). Contrast to the above example,

the different in this case is mainly reflected on the x direction.

4.5 Inverse ”c-velocity” FOE estimation

From the ”c-velocity” concept in Chapter 2, an object (eg. Obstacle, Road, Buildings)

in urban road situations can be modeled as a 3D plane. And its representation is a

straight line when we project it into the ”c-velocity” image (see Figure 4.18). Then [64]

proposed a method based on this concept to extract the scene structure from optical flow
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(a) FOE estimation results from the proposed method

(b) Inlier mask from the RANSAC algorithm

Figure 4.16: An example of FOE estimation results on the real image

Figure 4.17: Another example of FOE estimation results on the real image

and FOE information 4. Since the egomotion (FOE information) is as important as the

scene geometry, another method based on the ”c-velocity” concept was also proposed

[150] to estimate FOE information from scene information. This method, as it is totally

the inverse process (see Figure 4.19) of that proposed in [64], is called the inverse ”c-

velocity” FOE estimation method. For the simplicity, in the rest of this thesis report,

we call this FOE estimation method for short as inverse ”c-velocity” approach, and the

original scene structure extraction method is called direct ”c-velocity” approach.

The basis idea of this inverse ”c-velocity” approach is to estimate FOE information by

optimizing representation of the scene planes in the ”c-velocity” images. When we project

a scene plane into the corresponding ”c-velocity” image, the representation is a straight

4. FOE is required to compute the ”c-value”
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||w||

cr(FOE)

Image with a road plane "C-velocity" image with the road line

Figure 4.18: An schema expression of the ”c-velocity” concept
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Figure 4.19: Schema blocks comparison of direct ”c-velocity” and inverse ”c-velocity”

and fine line with correct FOE information. But if the used FOE is badly estimated,

the ”line” will deform. And [150] concluded that the ”line” is finer when the used FOE

is closer to the real FOE. According to [150], the inverse ”c-velocity” approach is then

focused on the two issues. The first one is to extract several objects (planes) 5. The second

but more important issue is to find a way to quantify the appearance of objects projected

”lines” by exhibiting a metric that reflects the distance between a supposed FOE and

the real FOE. [150] proposed to extract road planes with ”v-disparity” approach and to

extract building planes with generalized Hough Transform. Then it stops after defining

and proving the validity of the ”line” dispersion.

In this section, we will propose more methods to extract scene structures and a complete

FOE estimation process is also proposed by minimizing the ”line” dispersion function.

5. At least one object should be extracted
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4.5.1 Scene Structure Extraction methods

The first step for the inverse ”c-velocity” approach is to extract scene structures. The

idea is to identify the co-planar pixels in the image. Neither the plane equation nor the

distance from plane to sensor are required. We should only provide a set of pixels labeled

with different types of planes. In the direct ”c-velocity” approach, three types of planes

(buildings, road and obstacles) are considered. Since obstacles have their own motions

and can not be used to estimate FOE only due to the egomotion, we use only static

objects like roads and buildings. The buildings are considered as lateral vertical planes

and the road is assumed to be horizontal plane.

Several systems can be used to extract these planes. For example LIDAR based sensor

system [151] directly measures 3D information of the scene to extract the planes. The

stereo-system [152] can estimate depth map to help the plane extraction. Then the

monocular system - direct ”c-velocity” framework [64] is designed specifically for the

plane extraction.

LIDAR System for object plane extraction LIDAR is widely used by autono-

mous vehicles for obstacle detection and avoidance to navigate safely through environ-

ment as it provides robust 3D information on the environment. Then this 3D information

can be mapped into the camera images if the LIDAR system is calibrated with camera.

This calibrated system is exactly what we need to extract objects, since the 3D positions

of all the pixels in the image are available. The road plane is just defined for the pixels

with Y = constant, and a building plane equation is presented by X = constant.

This method is robust but the sensor is expensive and the calibration between sensor

and camera is also a tough task. Fortunately, KITTI benchmark provides all the image

data, LIDAR data and the calibration information. So we can easily extract different

planes according to the 3D position of points, and project these point clouds into the

image to obtain the corresponding pixel position.

Two examples are shown in Figure 4.20 and Figure 4.21. In Figure 4.20, a road plane is

detected but not all the road pixels are detected (only the color pixels are extracted).

In fact it is not necessary to extract all the road pixels but only to make sure that

the selected pixels are from the same plane. In Figure 4.21, the left building pixels are

extracted as well as the pixels not belong to the building (the circled pixels) since they

are from the same lateral plane X = constant.

Stereo system for objects planes extraction Stereo systems can create disparity

map and depth information can be computed directly from disparity map. Once depth
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Figure 4.20: Detected road pixels from LIDAR data of KITTI benchmark

Figure 4.21: Detected building pixels from LIDAR data of KITTI benchmark

Figure 4.22: Detected road (red regions) from the ”v-disparity” approach

information is known, the 3D position of each pixel is also available from their 2D

positions. In our case, the road plane extraction is done by the ”v-disparity” approach.

This technique relies on the accumulation of disparity values along horizontal lines of the

disparity map. In the cumulative image (”v-disparity” image), the road is presented as a

straight line, which is easily detectable from classic Hough Transform. Figure 4.22 is an

example of the road region extraction from the ”v-disparity” approach. In this example,

the disparity map is computed using a semi-global block matching method [58]. Since we

consider the road as planar surface, a 2D Hough Transform is used to extract the ”line”

in the ”v-disparity” image. But sometimes, the road is more like a succession of parts of

planes. In this case, the road projection in the ”v-disparity” image is a piece-wise linear

curve. The extraction method of this piece-wise linear curve can be found in [2].
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Figure 4.23: Detected building plane pixel by Direct ”c-velocity”

An extension of this method - the ”u-disparity” approach can be used for the lateral

planes (buildings) extraction. In [150], the authors used a generalized Hough transform

to extract directly the building planes (vertical planes). A vertical plane can be presented

by two parameters : the distance to the origin (ρ) and the angle between the optic axis

and the plane (θ). From this 2D vote space, we can easily extract the image pixels that

belongs to the buildings (ρ = 0).

Direct ”c-velocity” system for objects planes extraction We recur to the direct

”c-velocity” approach as the purpose of this method is scene structure extraction. While

this method requires FOE for the scene extraction, if we combine it with the inverse ”c-

velocity” method, it seems to become a chicken-egg problem. In fact, this combination

allows to fulfill an iterative strategy to improve FOE estimation and further modify scene

extraction. The procedure of this combination is like this : An initial FOE is estimated to

employ the direct ”c-velocity” approach, then a rough detection of different object planes

is obtained. From this rough extraction of the objects, the inverse ”c-velocity” approach

is applied to estimate a new FOE. This FOE can be proved to be better than the initial

one, and will be reused for the next iteration. Here we consider the direct ”c-velocity”

approach as only the pre-step of the FOE estimation. Figure 4.23 is a plane detecting

example by the direct ”c-velocity” with optical flow estimated by FOLKI. From the last

chapter, we know that the most optical flow estimation methods can not well estimated

the road because of large egomotion as well as a lack of texture. Therefore, the road

plane is not detected. But the buildings on both sides of the road are detected and can

be used for FOE estimation. While using our proposed method, the road flow is well

estimated and the road is segmented by the direct ”c-velocity” (see Figure 3.22(e)(f)).

As our method only proposed the motion estimation for road model, the motion of other

objects likes buildings or obstacles can not be correctly estimated.
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Figure 4.24: A synthetical optical flow example of a horizontal plane

4.5.2 FOE localization

From the above presentation, scene structures can be extracted by any of the three

proposed methods. At least one object plane should be extracted (road or buildings).

Each plane will be treated individually in the corresponding ”c-velocity” space in order

to avoid the noise from other plane models. When we project the plane to the ”c-velocity”

image, FOE position is required to compute the ”c-values”. According to the direct ”c-

velocity” approach, a plane should be presented as a straight line in the corresponding

”c-velocity” image. But if the FOE position is badly estimated, the ”c-values” are then

badly computed. So there will be a dispersion of the ”line” representation. To see how

the precision of FOE will impact the ”line” dispersion, we create a simple synthetic scene

with only one horizontal plane to model road, the optical flow of this plane is computed

directly from the motion equations to eliminate the impact of optical flow estimation

method (see Figures 4.24).

The relation between the ”line” dispersion and the distance from estimated FOE to real

FOE is illustrated in Figure 4.25. Different FOE positions are used to construct the road

”c-velocity” images. In Figure 4.25(a), the used FOE corresponds to the real FOE, so

the ”line” representation of this horizontal plane is very fine without any dispersion.

In Figure 4.25(b), the used FOE is different from the real FOE (∆xFOE = 7 pixels,

∆yFOE = 7 pixels), we can easily find a dispersion of the ”line” representation in the
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(a)Distance = 0 (b)Distance = 10 (c)Distance = 20

Figure 4.25: ”C-velocity” images for a road plane in the road space when the FOE
offset is different

”c-velocity” image. And this dispersion is larger in Figure 4.25(c) as the used FOE in

this case is farther than the real FOE (∆xFOE = 14 pixels, ∆yFOE = 14 pixels).

From the above example, we believe that the ”line” dispersion increases when the used

FOE is away from real FOE. But if the used FOE positions have the same distance to

the real FOE (eg. distance = 10 pixels) and in the different directions, will the ”lines”

obtained from these different FOE positions have the same dispersion ? The answer can

be found in Figure 4.26. We use the same horizontal plane scene for the test. But the

used FOE points are with the same distance to the real FOE. If we consider that the real

FOE is located in the circle center and the 8 under-testing FOE points symmetrically

distributed on the circle to present that they have the same distance but with the

different directions to the real FOE. Using these FOE positions, the ”c-velocity” images

are constructed and shown on the circle. When comparing the different representations

of the plane in the ”c-velocity” images, we can conclude that for the horizontal plane :

— The influence of ∆xFOE is bigger than that of ∆yFOE

— The influence of ∆xFOE on the plane representation in the ”c-velocity” image is

not only a severe dispersion but also a deformation (the fork in the end of the

”line” presentation)

In brief, FOE accuracy can be reflected by the ”line” dispersion. And the influence of

the FOE shift is not isotropic. For a road plane, the shift in the x direction has a larger

impact than that in the y direction.

Since FOE is used to compute the ”c-values”, the ”line” dispersion is also the ”c-value”

dispersion. The ”c-value” dispersion can be written by Equation 4.13. Where cm is the

”c-value” of point m computed using FOE information, and cmean(w(m)) is the average

of the c-values for all the points located on the same iso-velocity curve of m (see Equation

4.14). The whole dispersion equation is to compute the sum of the ”c-value” dispersion

for all the points existing on the plane Π.
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Figure 4.26: ”C-velocity” images for a road plane in the road space when the FOE
discrepancy is constant (R = 10 pixels) but in different direction

DFOE(Π) =
∑
m∈Π

(cm − cmean(w(m)))2 (4.13)

cmean(w(m)) =

∑
i∈Π

w(i)=w(m)
ci

n
(4.14)

With an accurate FOE position, the ”c-values” of all the pixels on the same iso-velocity

curve are equal to each other, therefore the dispersion is theoretically equal to zero if

FOE is correct (as we consider the velocity computation is inerrant). The more imprecise

the FOE is, the more dispersed the iso-velocity points will be. So the equation of the

dispersion is also considered as the square of standard deviation of all the pixels in the

plane Π.
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Figure 4.27: Dispersion of the presentation of a road plane in the road space, according
to the shift of FOE in the x direction

This dispersion, as it is monotonous with the distance between the supposed FOE and

the real FOE, can then be used as metric to compute the real FOE position. Here

we use the above synthetic example (Figure 4.24) to prove the feasibility. For different

FOE positions, the representation (ex. ”line”) of this horizontal plane in the road ”c-

velocity” image is also different (the dispersion is different). We can compute the dis-

persion (Equation 4.13) for each FOE position and then plot a curve as a function of

the distance between this supposed FOE and the real FOE. Figure 4.27 shows us the

changes of dispersion along with the FOE shift in the direction x. Apparently this curve

is monotonous as a function of the FOE shift. Figure 4.28 shows dispersion changes as

a function of FOE shift in the direction y. Although there are many local minima, the

dispersion is still converging to the global minimum (The location of the real FOE).

From these curves, it seems that the classic optimization techniques can be used to find

the real FOE.

To further show the possibility of dispersion as a metric to compute FOE position, a

mathematical deduction will be presented below. Considering a set of points from the

same road plane, all these points have the same velocity norm w. In other words, these

points are located on the same iso-velocity curve. Then the c-values of a general point

m along this iso-velocity curve can be expressed by

cr(m) = K2 + ∆x2 ∓ 2∆x

√
K2

y2
− (y − yFOE)2 + ∆y2 − 2∆y(y − yFOE) (4.15)
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Figure 4.28: Dispersion of the presentation of a road plane in the road space, according
to the shift of FOE in the y direction

is constant for all the points in the subset C.

The computation of this equation can be found in Appendix C. WhereK = fdrw
TZ

is

constant for all the points with the same w. The shifts from the supposed FOE to

the real FOE are expressed by ∆x and ∆y, and yFOE correspond to the real FOE.

When the supposed FOE is the real FOE, ∆x = ∆y = 0 and the equation becomes

cr(m) = K2 = constant. All the points have the same ”c-value”. The dispersion of this

iso-velocity curve is zero.

From this equation, we can also find that the variation (or the dispersion) of the c-

values along an iso-velocity curve increases in accordance with FOE shifts (∆x, ∆y).

And there is no interaction between the two components of the FOE shifts. All this

information show us that the dispersion presented in Equation 4.13 can be used as a

metric to compute FOE. FOE estimation is then turned into a minimization problem

on the dispersion DFOE(Π) :

(xFOE , yFOE) = argminDFOE(Π)

=
∑
m∈Π

(cm(xFOE , yFOE)− cmean(w(m)))2 (4.16)
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Figure 4.29: Gradient descent algorithm

Finally, the FOE estimation problem turns into the minimization of the dispersion func-

tion. To solve the minimization problem, classic gradient algorithms like steepest des-

cent [153], Newton’s method [154], Quasi-newton method, Gauss-Newton method, and

Levenberg-Marguardt algorithm [155] are proposed to find the local minimum. The

steepest descent is the simplest method, but we know that the optimization requires

numerous iterations. While all other algorithms require the computation of the second

order gradients. So for the first step, we still choose the steepest descent algorithm.

From Figure 4.27, the dispersion function in the direction x is monotonous, and xFOE

therefore can be estimated directly from a local minimum optimization algorithm. From

Figure 4.28, it seems that there are many local minima for the dispersion function in the

direction y. So the global minimization algorithm such as simulated annealing should be

used. Or we still use local optimizer but with different starting points.

In the rest of this section, we will present the steepest descent algorithm and show how

it can be integrate into the FOE estimation.

The steepest descent algorithm starts with an initial guess about the FOE position,

and this FOE postilion will approach the real FOE by taking the steps proportional

to the negative gradient of the dispersion at the current point (see Figure 4.29). The

mathematical representation is like

xiFOE = xi−1
FOE − αx

∂D
∂xFOE

yiFOE = yi−1
FOE − αy

∂D
∂yFOE

(4.17)

The partial derivations of the dispersion function can be written by
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∂DFOE(Π)
∂xFOE

= 2
∑
m∈Π

(cm − cmean(w(m)))( ∂cm
∂xFOE

−

∑
i∈Π

w(i)=w(m)

∂ci
∂xFOE

n

)

∂DFOE(Π)
∂xFOE

= 2
∑
m∈Π

(cm − cmean(w(m)))( ∂cm
∂xFOE

−

∑
i∈Π

w(i)=w(m)

∂ci
∂xFOE

n

)

(4.18)

Where the partial derivations of the ”c-values” are written by

∂ci
∂xFOE

= ‖yi‖(xFOE−xi)√
(xi−xFOE)2+(yi−yFOE)2

∂ci
∂yFOE

= ‖yi‖(yFOE−yi)√
(xi−xFOE)2+(yi−yFOE)2

(4.19)

Input: Initial guess of FOE (x0
FOE , y0

FOE), a set of pixels Π corresponding to a road
plane, optical flow norm w for Π, ε0

Output: FOE(xFOE , yFOE)
1 begin
2 ε =∞ ;
3 (xFOE , yFOE) = (x0

FOE , y
0
FOE) ;

4 Dprev
FOE(Π) = 0 ;

5 while ε > ε0 do

6 Compute ∂D
∂xFOE

from Equation 4.18 ;

7 Update xFOE by Equation 4.17 ;

8 Compute ∂D
∂yFOE

from Equation 4.18 ;

9 Update yFOE by Equation 4.17 ;
10 Compute DFOE(Π) by Equation 4.13 ;
11 ε = |DFOE(Π)−Dprev

FOE(Π)| ;

12 end

13 end

Algorithm 4: Gradient descent algorithm for FOE estimation

An example of the FOE estimation method using steepest descent is shown in Algorithm

4. In this method, the updates of xFOE and yFOE are alternate, which means that the

iterative number is the same for these two parameters. In fact, since there is no coupling

between these two parameters, we can estimate them separately with different iteration

number and iteration condition. This seems more efficient since the optimization on

xFOE is much easier than that on yFOE for the horizontal planes, we can spend more

time on the optimization of yFOE .

The choices of the parameters (αx, αy) are very important in the steepest descent algo-

rithm for estimating (xFOE , yFOE). They are usually very small in order to ensure the

convergence. But if they are too small, it will take many iterative number to reach the
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x1

x2

x3 x4

x5 x6

α1 < α < α2

x1

x2

x3 x4

x5

x6

0 < α < α1

Figure 4.30: Two types of convergence for the gradient descent algorithm

(a) (b)

Figure 4.31: Road ”c-velocity” images before (a) and after (b) the optimization of
FOE

minimum point. We present here two different parameter limits (α1, α2). When α > α2,

the convergence is no more guaranteed. α1 is the limit of the parameter to distinguish

two types of convergences. When α < α1, the iteration will monotonously converge to

the minimum point (see the right image in Figure 4.30). When α > α1, the iteration

will converge to the minimum point as a zigzag line (see the left image in Figure 4.30).

In our case, the selection of αx is not very strict as the dispersion curve with the FOE

shift in x direction is strictly monotonous. But the selection of αy should not be so small

that the optimization can easily fall into the local minimum.

An optimization result is shown in Figure 4.31, where we can compare the plane repre-

sentations in the ”c-velocity” image before and after the optimization. Apparently after

the optimization, the deformation of the road plane representation is much compensated.

4.5.3 Results on synthetic flow images

The above synthetic example proved the validation of this inverse ”c-velocity” method,

this synthetic example will also be used to study the sensibility of this approach on

several factors :

— the noise of optical flow

— the influence of rotations that are not considered in our model
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Figure 4.32: Histogram of the synthetic flow norms

— the extracted plane numbers

The noise from optical flow A common impact for the inverse ”c-velocity” ap-

proach is the noise from optical flow field since the angular and endpoint optical flow

errors from actual estimation techniques are still very important [114]. To study the

influence of optical flow noise in our FOE estimation method, an additive uniformly

distributed noise in the interval [−δ, δ] is added on both components of the flow vector

for each pixel :

u = u0 + U (−δ, δ)
v = v0 + U (−δ, δ)

(4.20)

Then we augment the noise amplitudes δ to see their influences on the FOE estimation.

The results are shown in Figure 4.33. The maximum noise amplitude δ is 10 pixels. As

the noises are added on both flow vector component, the maximum noise for the flow

norm is then about 14 pixels. To compare it with the histogram of the synthetic flow

norm shown in Figure 4.32, the noise is however very important.

From Figure 4.33, it seems that our FOE estimation approach is very robust to flow

noise, especially for xFOE , the FOE location error in x direction is never beyond 1 pixel.

Maybe it is due to the horizontal plane that we are using. The FOE location error in

y direction increases according to the augmentation of noise. However, the precision of

FOE location impact is very small (< 5pixels) when the additive noise is smaller than 3

pixels. Therefore, we can conclude that the proposed method is very robust to the flow

norm noise (since our method uses only the flow norm, not the flow direction). And a

good solution to deal with the noise is that using the road plane (horizontal plane) for

xFOE estimation and the building plane (vertical plane) for yFOE estimation.
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Figure 4.33: Impact of the optical flow noise du bruit on the location of FOE

Figure 4.34: Influence of the rotations (yaw in this case) on the FOE precision

Influence of the rotations In the proposed approach, more generally, in the for-

malism of the ”c-velocity”, the rotational egomotion is not considered. This assumption

may look like limited. However, there are plenty of methods to overcome this rotation.

These include the approaches based on point tracking and the tri-linear tensor estima-

tion [156], or that rely on the properties of optical flow [157]. When the rotation is

large, we may have to remove it using the above methods. But we should still study the

impact of the small rotation on our FOE estimation method. Although the rotation is

three dimensional, in the case of vehicles on an urban road, we only add the yaw to flow

vectors. Then the results are shown in Figure 4.34, it seems that the FOE error linearly

increases with the augmentation of the yaw speed. And this influence is larger for the

precision of xFOE than that of yFOE .
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Influence the extracted plane numbers In all the above tests, only a horizontal

plane is used for the FOE extraction. But if we use several planes for the estimation,

the dispersion is then rewritten by

DFOE =
∑

Πi∈P

∑
m∈Πi

(cm − cmean(w(m)))2 (4.21)

We should mention that these planes can belong to the different types (”Building” or

”Road”). But moving ”obstacles” planes are never used for FOE localization since these

obstacles usually have their own motions and the extracted FOE from this type of plane

is not the right FOE location purely due to the camera egomotion.

When using divers planes for FOE extraction, we did not note a significant influence of

used plane numbers. On the other hand, the computation time largely increased with

the augmentation of used plane number. So we choose only a plane for each estimation.

If there are several planes, we select the one that has the best representation in the

Hough transform space for the detection. Or from the above conclusions, the ”best”

building plane is used for xFOE estimation and the ”best” road plane is used for yFOE

estimation.

4.5.4 Results on real images

This approach is also tested on the real images from KITTI database, where scene

structures are extracted by 3D data from a calibrated LIDAR sensor. And optical flow

field is estimated by the method proposed in [148].

The problem of the test on real images is that we can never get a ground truth as the

comparison base. Although there are some databases used for the comparison, such as

the data from the University of Karlsruhe, we can expect that the precision of the FOE

position is about 13 pixels. This precision is not enough to construct a solid base for the

comparison.

We can therefore only give a qualitative evaluation for the extracted FOE. Figure 4.35

presents the FOE (the blue point) extracted from our method, one can compare it with

the image center (the green point). We can see that the optical flow field of the road

plane is towards to this FOE point, which proved the accuracy of the FOE location.

In fact, besides of using flow field lines as visual indicators for the FOE evaluation,

another way to see the quality of the extracted FOE is the comparison between the initial

”c-velocity” image (constructed with a supposed FOE located in the image center) and
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Figure 4.35: Extracted FOE (the blue point) by the proposed method

(a) (b)

Figure 4.36: ”C-velocity” images before (a) and after (b) the optimization method

the final ”c-velocity” image (constructed with the extracted FOE). Such comparison can

be found in Figure 4.36. When comparing these two images, we can easily find that the

”line” representation of road plane is much finer after the optimization.

4.6 Conclusion

In this chapter, we have presented three different methods for the Focus of Expansion

localization from monocular image sequences. The first method is based on a voting

process of optical flow field. The pixel that wins the most votes from optical flow vectors

is considered as the FOE location. Although the cumulative process is very robust to the

imprecision of optical flow quality, The time cost of this method is very high since each

flow votes for all the pixels locating on the flow vector line. However, the second method

computes the FOE position from the linear equation Ax = b that is resolved by the help

of Singular Value Decomposition. Since this least square method is very sensible to the

flow quality, RANSAC algorithm is then used for the pre-selection of optical flow. The

last method, but also the most important one, is called the inverse ”c-velocity” method.

Unlike most of existing methods including the above methods, this method uses only

part of the flow information that is the flow norm. Therefore, this method is very robust

to the noise of flow vector orientations, which is the most common error for the actual
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techniques. However, to make use of this method, at least a rough scene structure should

be estimated since the inverse ”c-velocity” is based on these extracted planes. It seems

very complex since the scene structure extraction needs either a sensor or a stereo-vision,

but the ideal is to combine it with the direct ”c-velocity” approach since the latter one

uses the FOE information to execute the rough extraction of the scene structure. So an

iterative method between the direct ”c-velocity” and the inverse ”c-velocity” allows to

obtain simultaneous estimation of the structure of the scene and the ego-translational

motion.

When evaluating this inverse ”c-velocity” method, a purely synthetic example is firstly

given to prove the exactness of the method and also discuss the influence of different

factors such as flow noise, vehicle rotations and used scene plane numbers. The results

showed that our method is very robust to these factors. Despite the use of the advanced

measuring equipment, we were unable to obtain sufficiently precise measurements in real

situation. However, the quantitative evaluation of our method on simulation sequences

is sufficient to open a window for the real images.
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5.1 Introduction

Object recognition is very important in the framework of intelligent vehicle system. For

example, road region should be detected as free space for vehicle navigation, obstacles

such as moving vehicles or crossing pedestrians should be detected to avoid a collision.

The surrounding objects such as buildings in the urban situation can be also detected

to help the scene understanding. However, it is difficult to detect and recognize these

objects at the same time. Many efficient approaches are designed specifically for only one

type of object detection and recognition. These objects have indeed different properties

and it is difficult to find a same formalism to detect them and then classify them into

different categories. While the ”c-velocity” approach seeks for a solution for this pro-

blem. Despite of their different properties, all these objects can be approximated by the

planes with different orientations. Then we project these planes into a new space where

their representations become into lines. Apparently line extraction is much simpler than

parametric surface detection.

To be brief, the pursuit of the ”c-velocity” is to approximate objects by planes and then

detect them from other spaces where the planes are projected as easily detectable simple

forms (eg. lines). However, in practice, due to the external perturbation like optical flow

imprecision, wrong Focus of Expansion position and the internal perturbation (inter-

space perturbation), object detection is difficult to perform. In this chapter, we will deal

with the internal perturbation and make the ”c-velocity” approach more robust.

5.2 Voting spaces cooperation for 3D plane detection from

monocular image sequences

In the ”c-velocity” framework, the most important objects in an urban road situation

can be assimilated into three orientations of planes, and the construction of the ”c-

velocity” image for each type of plane is different since the computation of the ”c-value”

is unique for each type (see Table 5.1). This means that the projection of the plane is

meaningful and representative only in its own ”c-velocity” image. And the representation

of this projection in other ”c-velocity” images is considered as background noise. Figure

5.1 is a synthetic example to show the representations of a road plane in different ”c-

velocity” images. In this synthetic example, the optical flow field is directly computed

from Equation 2.12 and the FOE position is obtained directly from Equation 3.34. So

representations in the ”c-velocity” images are constructed without any external errors.

The road plane is represented as a straight line in the road ”c-velocity” space (see Figure

5.1(a)). While in the others ”c-velocity” spaces (the building space in Figure 5.1(b) and
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Plane type representative object ”c-value” presentation

Horizontal plane road |y|
√

(x− xFOE)2 + (y − yFOE)2

Vertical plane building |x|
√

(x− xFOE)2 + (y − yFOE)2

Lateral plane obstacle
√

(x− xFOE)2 + (y − yFOE)2

Table 5.1: ”C-value” presentations for different types of planes

(a) (b) (c)

Figure 5.1: Representation of a road plane in different ”c-velocity” images : (a) The
road space ; (b) The building space ; (c) The obstacle space

the obstacle space in Figure 5.1(c)), the votes from this road plane are scattered without

any form. This background noise will more or less impact the detection of other models.

From the synthetic example (see Figure 2.10), it seems that the noise from other models

can not impact the plane detection in different spaces. But in practice, the imprecision

of the optical flow field and FOE position make the plane detection more complex from

these background noises. To get a robust plane detection method, we adapt an iterative

histogram splitting approach [3]. The basic idea is that we first extract the easiest-

detectable plane (less noising plane) and then we update all the ”c-velocity” spaces by

removing the contributions of this plane to reduce the background noise, and then do

the second iteration until no plane can be detected. To better understand this method,

we firstly recall the classic ”c-velocity” process.

5.2.1 Classic ”c-velocity” process

From Chapter 2, the idea of the ”c-velocity” approach for object detection in an urban

road situation is to project object planes into three different ”c-velocity” spaces, and each

space is corresponding to a plane type (see Table 5.1). Only in the correct ”c-velocity”

space, the object plane is represented as a straight line. Depending on the situations,

the use of the ”c-velocity” can be very different. Here we define three parameters to

distinguish the different situations (see Table 5.2). The research area define that in

which region the plane detection is executed. Generally, this area is the whole image.

But with some a priori information, we may reduce the research area into a small region.

In the latter case, the background noise in the ”c-velocity” images is much smaller since
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Research area Plane numberPlane type

Reduced region Known Known

Whole image Unknown Unknown

Table 5.2: Different situations defined by three parameters

reduction of the research area is equal to the outliers elimination. The second parameter

is the plane number. If we know how many planes will be detected, the plane detection

process will be an iterative method with known iteration time. But if we do not know

the plane number, we should also define a way to determine if there is a plane or not.

The last parameter defines the plane type condition. If we know the plane type at first,

we can only search the ”lines” in the corresponding ”c-velocity” image. But when the

plane type is unknown, we should search the ”lines” in all the ”c-velocity” spaces. In

this case, it becomes space cooperation problem.

In our case of intelligent vehicle frameworks, we should extract all the potential objects

from the image sequence captured by a vehicle camera. The plane detection is of course

on the whole image, the plane number and the plane type are not known before. So our

situation can be explained by

— Research Region

2 Reduced region

4 Whole image 1

— Plane Number

4 Unknown

2 known

— Plane Type

4 Unknown

2 known

An algorithm is shown in Figure 5.2 in order to deal with this problem. The whole

process is divided into two steps : The first one - ”c-velocity” process - is actually a

cumulative process (see Figure 5.3). In order to deal with different plane orientations we

have to consider several ”c-velocity” spaces at the same time. This means that each pixel

will vote in all the ”c-velocity” spaces whatever its plane model. For example in Figure

5.3, for a pixel with the flow norm wi (the red pixel in the Flow Map), the ”c-values” in

three spaces (cb, cr, co) are computed by Equation 2.16 with the known FOE position.

Then this pixel will vote for the point (wi, cb) in the building ”c-velocity” space, for the

point (wi, cr) in the road ”c-velocity” space and for the point (wi, co) in the obstacle

”c-velocity” space. When the voting is finished for all the pixels, the Hough Transform

1. In the next section, we will show that the sky region are firstly removed



Chapter 5. Improving decisions using c-velocity 116

Figure 5.2: Voting spaces cooperation algorithm overview

is applied in each space for the ”lines” extraction 2. The votes from a ”line” in the ”c-

velocity” image (or a plane in the scene image) contribute to make a peak emerge in

the corresponding 1D histogram. However, in practice, due to optical flow imprecision

and relative plane size variations, what we call ”inter-model perturbation”, the maxima

selection is more difficult to perform if we do the peak extraction independently in each

histogram. So the cooperation between three spaces are done using an iterative histogram

splitting algorithm. This approach, that was first proposed for color image histograms,

has the advantage to help maxima extraction in one histogram (”c-velocity” for a given

plane model) by reducing the contribution of voters belonging to other plane models.

Next section will detail the complete iterative process.

5.2.2 An Ohlander-like histogram splitting from c-velocity spaces

The histogram splitting method was first proposed for segmenting color images [3].

This iterative approach considers as an input a given region 3 in the image with the

corresponding set of color histograms (Red, Green, Blue, Intensity, Hue, Saturation, Y,

I, Q), the most prominent peak is selected among all the histograms. Then this peak is

extracted by determining the upper and lower thresholds, and the corresponding pixels

(a subset region) are removed from the current region. The segmentation is iterated until

no peak can be found. The flow chart of the procedure for this iterative segmentation

algorithm is given by Figure 5.4.

One disadvantage of the Ohlander algorithm is that the RGB features are highly re-

dundant. In our case, except on plane boundaries, the voting spaces are not correlated.

Then, we can expect to avoid the well-known drawbacks of the Ohlander techniques.

2. The Hough Transform is one-dimensional with the line slope as parameter
3. Initially, this selected region is the entire image
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Figure 5.3: The ”c-velocity” process to deal with the situation of intelligent vehicles
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Figure 5.4: Region splitting based segmentation procedure [3]
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Figure 5.5: Schema of Ohlander-like algorithm

In order to reduce computation time and to simplify the ”c-velocity” plane detection

process, we build the voting spaces directly after computing the flow field and deter-

mining the ”c values” since the ”c-velocity” spaces construction is just an intermediary

step. This modification provides an acceleration in computational time as we deal with

one histogram (histogram of k) instead of two (”c-velocity” + Hough transform). As a

consequence, we need only to deal with three histograms of line slope (k) : one histogram

for each plane model. A peak in a histogram corresponds to a line in the ”c-velocity”

space and to a 3D plane in the scene. Peak significance is function to plane size. The

detailed algorithm detecting different categories of planes is given in Algorithm 5 and

Figure 5.5.

selection The ”best” peak selection can be divided into two steps : the peak selection

on each histogram (intra-peak selection) and the peak selection over different histograms

(inter-peak selection). Concerning the intra-peak selection, all possible candidates are

weighted according to their significance and are associated to a maximum histogram

value and two minimum values that are located on each side of the chosen maximum.

The significance is computed using the sum of four slopes values (see Equation 5.2 and

Figure 5.6) : left-hand slope, right-hand slope, left semi-slope and right semi-slope.
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θl θr

θslθsr

Figure 5.6: Schema of four slopes of a peak : left-hand slope tan θl, left semi-slope
tan θsl, right-hand slope θr and right semi-slope θsr

smoothing Since most of the optical flow estimation approaches do not consider

temporal smoothing, flow vectors may vary from one frame to another. These unstable

flow vectors will affect directly the peak selection performance. For instance, a building

can form a significant peak in one frame if the flow quality is very high. However, this

same building may generate a less prominent peak in the next frame. As a consequence,

the building is correctly detected in the first frame but missed in the following frame. In

order to solve this problem, we apply a first order recursive filter when calculating the

peak significance. It allows to implement a sort of ”peak confirmation” from one frame

to another before the final decision. The significance S of a peak is updated according

to Equation 5.1, where α allows to adjust the importance of the history and P (k) the

probability density function associated to the slope k.

S(k) = αP (k) + (1− α)S(k − 1) (5.1)

Introducing priority for inter-peak selection In the case of intra-peak selec-

tion, the peak significance S depends on the corresponding plane size. When comparing

peaks from different voting spaces, we have to consider the plane ”representation” in

the vote. For instance, a building or a road have usually more associated velocity vec-

tors – thus more voters – than an obstacle (a moving car or a pedestrian). Therefore,

their contribution in the obstacle voting space can have a serious impact on the obstacle

peak detection. Moreover, a small peak in the obstacle histogram should be detected

even if its significance is lower than the ones associated to the peaks in the building or

road histograms. As a consequence, we propose to define a priority to the significance

of a peak : highest priorities are given to ”building” peaks, then to ”road” peaks and

finally ”obstacles” peaks will be considered with a lowest priority. In practice, priority is

implemented using a weighted value on the significance S associated to each peak (see

Equation 5.3).
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Corresponding pixels labeling After selecting most significant peaks from the

set of considered histogram, corresponding pixels in the image are labeled. Then the

resulting labeled image is post-processed. Processing include : expansion/shrink and

small blobs suppression. The next iteration of peak selection starts again without labeled

pixels. This process is repeated until no significant peak could be found.

Require: optical flow wx with x ∈ R0, R0 = whole image

1.C-velocity process

Output : three histograms hr, hb, ho

2.Intra-peak selection

Output : three peaks Pr, Pb, Po

Definition of peak : A peak Pk in a histogram hx ∈ hr, hb, ho is repre-

sented by a maxima m and an interval [n1, n2] with the restriction that

m ⊂ [n1, n2], ∀i ⊂ [n1,m[, hX(i) ≤ hX(i+ 1) and ∀i ⊂]m,n2], hX(i− 1) ≥
hX(i).

Definition of peak significance S1 :

S1 =
hX(m)− hX(n1)

m− n1
+
hX(m+n1

2 )− hX(n1)
m−n1

2

+

hX(n2)− hX(m)

n2 −m
+
hX(n2)− hX(m+n2

2 )
n2−m

2

(5.2)

3.Inter-peak selection

Output : Px ∈ {Po, Pb, Pr}

Definition of peak significance S2 :

S2 = S1× factorspace (5.3)

factorbuilding > factorroad > factorobstacle

4.Projection in the image with Px

Output : Labeled Region Li

5.Post-processing of Li

Output : Novel labeled Region Li

6.New region calculus for next iteration

Output : Ri+1 = Ri − L′i
7.Redo step 1 - 6 with optical flow wx with x ∈ Ri+1

Algorithm 5. Ohlander-like histograms splitting
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5.2.3 Experimental results

5.2.3.1 Synthetic 3D scene flow

In the following toy example (see Figure 5.7), a synthetic velocity vectors field of a

moving 3D scene is generated using Equation 1 (see Figure 5.7(b)). The scene is made

up of 5 main planes : a frontal plane that corresponds to a fleeing car (blue plane in

Figure 5.7(a)), a frontal plane corresponding to a crossing pedestrian (violet plane in

Figure 5.7(a)), two lateral planes that correspond to two buildings (red plane in Figure

5.7(a)) and one horizontal plane corresponding to a road (green plane in Figure 5.7(a)).

The labeled optical flow result is given in Figure 5.7(c) and shows that the 5 planes

are successfully detected after five iterations. A small defect in the center of the violet

plane is caused by the fact that 2D velocity values in the center of image (near the

Focus of Expansion) are filtered when calculating the c-velocity values because they are

negligible. The corresponding labeled optical flow vectors are given in Figure 5.7(d).

(a) Synthetic scene (b) Synthetic velocity field

(c) Detected planes labeled with different color (d) Labeled velocity field

Figure 5.7: Results on synthetic image sequences
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5.2.3.2 Real Image sequences

All image sequences considered for the experiments stem from the French research insti-

tute on transportation (IFSTTAR). The database includes various sequences of real car

driving in urban scenes (in the city of Versailles) with different kinds of vehicle motions.

Pre-filter for the optical flow field The process needs an optical flow estimation,

and the classical FOLKI [158] method was chosen with a 9 × 9 window size. But the

flow quality is not very good and stable. A filter is applied to the flow field before using

it for the detection process. In order to filter erroneous vectors, we exploit the spatio-

temporal smoothing motion property : vectors are eliminated if no spatial or temporal

confirmation is found. The spatial and temporal window is a fixed parameter that could

be set up using depth information if needed. Figure 5.8 shows the resulting difference

between the original flow computed by FOLKI (Figure 5.8(a)) and the remaining flow

after filtering (Figure 5.8(b)).

(a) Original optical flow estimated by FOLKI (b) Results after optical flow filtering

Figure 5.8: Optical flow filtering

Another purpose is to filter the flow field from the sky pixels, so we should firstly detect

the sky region. The homogeneity of the gray level is used to detect the sky region.

To obtain the homogeneity of each pixel, the gray-level gradient is computed in both

directions (x and y). And pixel is considered as sky if the compute gradient is small and

the surrounding pixels also have small gradient. To get a better detection accuracy, the

gradients are also computed in different resolutions. An example of such sky detection

is shown in Figure 5.9

Real image results Even if the assumption of pure camera translation is not exactly

valid in this database, we still detect successfully the three categories of planes : road

(green parts in Figure 5.10(b), Figure 5.10(d) and Figure 5.10(f)), obstacles (blue parts
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Figure 5.9: Detected sky region labeled with red color

in Figure 5.10(b), Figure 5.10(d) and Figure 5.10(f)) and buildings (red parts and yellow

parts in Figure 5.10(b), Figure 5.10(d) and Figure 5.10(f)).

While computing the c-value for three spaces (cr, cb and co in Equation 3.35), the Focus

of Expansion (FOE), which is the projection of the translation motion of the camera on

the image plane, should be estimated before. Several methods have been suggested for

computing the FOE in Chapter 4. In this study, we chose to estimate the FOE using

the least square estimation with SVD solution. A RANSAC algorithm is done to select

the ”good” flow vectors for the SVD solution.

Figure 5.10 shows detection results from 3 urban scenes. Figure 5.10(a), Figure 5.10(c)

and Figure 5.10(e) show optical flow field with red color. Figure 5.10(b), Figure 5.10(d)

and Figure 5.10(f) show labeled optical flow field. The white flows mean that the cor-

responding pixels are not detected. The blue part represents the detected obstacles, the

green part represents the road location and other colors are associated to the ”buil-

dings”. In the first scene (see Figure 5.10(a) and Figure 5.10(b)), the stopped cars and

the street lamp are detected as two lateral planes. The vehicle in front of the camera is

not detected because it has almost the same velocity as the camera, and the associated

optical flow is then close to zero. In the second scene (see Figure 5.10(c) and Figure

5.10(d)), the approaching car as well as the fleeing car are both detected. In the last

scene (see Figure 5.10(e) and Figure 5.10(f)), we also detect the crossing pedestrian.

In Figure 5.11, we can see the detailed histograms of different object spaces. In the

”building” histogram (Figure 5.11(b)), the left building forms a significant peak (in the
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red rectangle), which enables to detect it easily. However, the approaching car in the

left lane (peaks in green rectangles) also forms an important peak in the ”building”

histogram (see Figure 5.11(b)). Even worse, this same car is hidden by the largest peak

corresponding to other objects like buildings, road, etc. in the ”obstacle” histogram (see

Figure 5.11(c)). The extraction of this peak directly from this histogram seems to be

difficult not to say impossible. A histogram splitting method like the one we propose to

use, adapted from the Ohlander approach, is well adapted for this kind of situations.

Indeed, when large objects are first detected and their contribution removed from non-

corresponding space models, small peak could appear and could become easily detectable

(see Figure 5.11(d)). In this scene, the left building (yellow part in Figure 5.11(f)), the

road (green part in Figure 5.11(f)) and the approaching car (blue part in Figure 5.11(f))

are successfully detected.

5.3 Conclusion

This chapter presents a new 3D plane detection approach from a moving camera. In

the context of urban 3D scene, the main objects like buildings, road, moving cars and

pedestrians are assimilated to specific plane orientations (vertical, horizontal and frontal

planes). This approximation can on one hand eliminate the depth variable and on the

other hand exhibit a proportionality relation between the perceived velocity w and the

so-called c-velocity value. This proportional relationship can be exploited using a Hough-

like transform. An iterative method derived from Ohlander multi-band image histogram

segmentation approach is integrated for a complete plane detection algorithm. The whole

process is proved to be feasible using both synthetic and reel image sequences. Results

confirm the robustness of the approach that was implemented in real-time conditions.

Our next step is to deal with more general parametrized surfaces than planes and to

consider more complex camera motion.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.10: Results on real image sequences
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(a) Image scene (b) ”Building” histogram at first iteration

(c) ”Obstacle” histogram at first iteration (d) ”Obstacle” histogram after detecting road
object

(e) Filtered optical flow (f) Labeled Optical flow

Figure 5.11: Histogram results on real image sequence



6
Conclusions

6.1 Conclusions

This thesis research is centered around a monocular vision based object detection method

for the ADAS application. The approach exploits the motion information from the image

sequences captured by a vehicle mounted camera to detect objects ahead of this host

vehicle. In the context of driving on an urban road situation, there exist almost three

different types of objects : buildings, road and obstacles. Road can be approximated as

horizontal plane. Buildings locating on both sides of the road can be assumed as lateral

planes. Moving obstacles like fleeing/approaching vehicles and crossing pedestrians are

then considered as frontal vertical planes. Then the proposed ”c-velocity” approach can

project these planes onto the corresponding ”c-velocity” frames and detect them in these

new spaces as the representation of these planes in the new spaces are simple forms (ex.

lines). Such idea of transforming detecting space comes from a stereo-vision based road

detection method - ”v-disparity” approach. However, the latter is proved to be very

robust for object detection and widely used in many researches. Our new monocular

method has suffered from many influences. So in our research, many efforts are done to

improve the robustness of this method.

At first, the modification is about the algorithm. As one key for the vision-based ADAS

system is the real-time constraint, we optimize the algorithm and also implement it with

multi-thread programming. These improvements allow to at least reduce the computa-

tional cost by half. Then in order to make this algorithm possible to combine with the

”v-disparity” approach, a variety called the ”v-velocity” frame is designed. We can with

this new frame on the one hand model the camera angular, and on the other hand easily

integrate the ”v-disparity” image.

127
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In the ”c-velocity” approach, the construction of the ”c-velocity” frames needs optical

flow and FOE information. So optical flow estimation and FOE estimation are two

preliminary steps. The results from these steps will influence the object detection using

”c-velocity” approach. So our second study is to find a suitable optical flow estimation

method for our detection method. For this proper, we surveyed the state-off-the-art

optical flow estimation method and also the evaluation benchmarks. Then we found

that the existing estimation method is not efficient when there are really large motions

(nearly several tens of pixels) and the regions are lack of textures. Unfortunately, road

is in this case as it is lack of texture and its optical flow is usually very large due to

the vehicle egomotion. Therefore, we proposed a model-based optical flow estimation

method to cope with this situation. In this approach, optical flow is divided into two

parts : we compensate the dominant flow using the available a priori knowledge from

other sensors or from previous frames. Then the remaining part flow is easily detectable

by a classical optical flow method or a simple block matching method. This method was

tested both on synthetic and real images and proved better resulting than other existing

methods.

At the same time, three different FOE estimation methods are proposed to supply the

FOE information for the ”c-velocity” approach. The first one think that all optical flow

vectors due to the translational motions direct at the FOE point. Then a voting scheme

is employed to deal with optical flow noises. The second method computes FOE point by

solving a large linear equation system. The SVD decomposition is then used to rapidly

resolve the equation system. This method also relies on optical flow information. So

RANSAC algorithm is integrated to deal with large proportion optical flow outliers.

The third estimation uses flow norm and scene structure as input to compute FOE.

It takes advantages of the inverse ”c-velocity” concept. From the original ”c-velocity”

approach, we construct ”c-velocity” images on which an object (eg. buildings, road, or

obstacles) is projected as a straight line when the flow norm and FOE information is

correct. We further proved that this straight line will disperse with wrong FOE position.

The worst the FOE position is, the larger this dispersion will be. Using this property,

the proposed FOE estimation method computes FOE by minimizing the dispersion of

projection representation of an object on the ”c-velocity” image. This method is also

tested both on the synthetic toy examples and real images. An advantage of this method

is that it is possible to integrate the original ”c-velocity” approach for an iterative FOE

estimation and scene structure extraction.

As the ”c-velocity” approach deals with three different types of objects (buildings, road,

obstacles) and these objects are approximated by the planes with three different orien-

tations (lateral, horizontal and frontal planes). The computation of ”c-values” is very

different for each type of plane, there is for each type of plane a ”c-velocity” image.
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And an object is projected as a straight line only on the corresponding ”c-velocity”

image. Their projections on other two ”c-velocity” images are considered as background

noise. In object detection process, we should know, for each pixel, if it is from an object

and which type of object it belongs to. So each pixel will vote in all three ”c-velocity”

images. In this case, the potential building lines in the corresponding ”c-velocity” image

are perturbed by the ground noises from the votes of other types of objects (eg. road,

obstacles). The line detection will become very difficult in the case of very large noises. To

deal with this intra-perturbation, we adapt a histogram splitting method to iteratively

deal with object detection in different ”c-velocity” images. As a line in the ”c-velocity”

image is transformed into a peak in the Hough histogram, the intra-perturbation can

easily make the peak submerged when the peak significance is small. So we should at

first extract the most easily detectable line from three ”c-velocity” images by finding the

most significant peak from three Hough histograms. Then the corresponding object is

extracted according to this peak and their contributions in the three histograms are also

removed. Since this is the most significant peak, the vote numbers from this object on

its own ”c-velocity” image is of course very large, and the corresponding noises in other

two ”c-velocity” images are also huge. So removing their contributions will facilitate the

detection of remaining objects. We do this extraction iteratively until no significant peak

is detected.

6.2 Future works

Despite of these encouraging results, our works still leave many tracks to be continued.

First, the combination of the ”v-velocity” and ”v-disparity” approaches will be very

interesting. As the road pixels in the same row of the image have the same disparity

value and also the same velocity value v. The ”v-velocity” method can on one hand

confirm the detection from the ”v-disparity” image and on the other hand introduce

motion information for the mobile object detection.

For the proposed optical flow estimation method, only the road model (horizontal plane)

is tested for the estimation. We believe that any other models (buildings or obstacles)

can be also applied with this method.

For the inverse ”c-velocity” FOE estimation approach, if we combine it with the origi-

nal ”c-velocity” approach, we can iteratively detect the FOE estimation and the scene

structure extraction. For example, with an initial FOE position (from a guess or from

the estimation of the previous image), we can give a rough extraction of the scene struc-

ture, then using the detected scene planes, we can recompute FOE, this estimated FOE
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is proved closer to the real FOE, so using this FOE, the scene structure will be better

extracted. We do this iteratively until the FOE position is fixed or the extracted scene

planes are the same with the previous extraction results.

Finally, a hardware implementation is envisaged to mounted on an intelligent vehicle

for the real test. As the construction and the vote accumulation of the ”c-velocity”

images are independents for the different object types, we believe that a hardware level

parallelism is not difficult to realize.



A
Image Formation Geometry and Radiometry

When the lights are emitted towards a surface from the light source, the reflection

(specular or diffuse) in the surface makes the lights bounce off the surface, then thest

lights enter the camera lense and converged to the photographic film or the Charge

Coupled Device (CCD) and finally turn into a photo (image).

So we can discuss the image formation from two aspects : We can exploit the geometric

relationship between the camera and the object surface by supposing a camera model. We

can also consider tha radiometric apsect by discussing the relation among the amounts of

light energy emitted from light sources, reflected from surfaces and registered by sensors.

A.1 Relative Camera and Object Geometry

When Considering a perspective camera model, it means that the geometric distortions

or burring of unfocused objects caused by lenses and finite sized apertures should be

ignored. In fact these effects are so small that they can be neglected when a high quality

camera is used. So we use this model to depict the 3D scene form a camera by taking

advantage of its simplicity and also to keep its reality.

From Equation A.1, the model consists of a image plane π and the projection center O.

The distance between π and O is the focal length f. The line through O and perpendicular

to π is the optical axis, which coincides with the axis OZ. For a 3D point P(X, Y, Z),

its projection in the image plane p can be expressed by

p =

(
x

y

)
= f

(
X
Z
Y
Z

)
(A.1)
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Figure A.1: The coordinate system using a perspective camera model

In the case of rigid motion, supposing a camera moves with a translational instantaneous

velocity T=(Tx, Ty, Tz) and a rotational instantaneous velocity Ω = (Ωx, Ωy, Ωz), then

the static point P moves relative to the camera with a velocity V given by

V =
dP

dt
=


Ẋ

Ẏ

Ż

 = −T−Ω×P (A.2)

⇐⇒


Ẋ = −TX − ΩY Z + ΩZY

Ẏ = −TY − ΩZX + ΩXZ

Ż = −TZ − ΩXY + ΩTX

(A.3)

We can compute the 2D velocity v=(ẋ, ẏ) of the image point p=(x, y) by the derivation

of Equation A.1. {
ẋ = f ẊZ−ŻX

Z2 = Ẋ f
Z − Ż

x
Z

ẏ = f Ẏ Z−ŻY
Z2 = Ẏ f

Z − Ż
y
Z

(A.4)

Then the 3D motion (Ẋ, Ẏ , Ż) can be substituted by adding the Equation A.3 to

Equation A.4 :

{
ẋ = f

Z (−TX − ΩY Z + ΩZY )− x
Z (−TZ − ΩXY + ΩYX)

ẏ = f
Z (−TY − ΩZX + ΩXZ)− y

Z (−TZ − ΩXY + ΩYX)
(A.5)
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Reuse the Equation A.1 into Equation A.5, the 2D motion can be expressed by the

focal length f, the image point p(x, y), the 3D motion parameters T, Ω and the depth

information Z (see Equation B.1).

{
ẋ = xy

f ΩX − (x
2

f + f)ΩY + yΩZ + xTZ−fTX
Z

ẏ = (y
2

f + f)ΩX − xy
f ΩY − xΩZ + yTZ−fTY

Z

(A.6)

From the equation, the motion field is the sum of two component, one of which depends

only on the translation (see Equation A.7), the other only on the rotation (see A.8).

{
uT = xTZ−fTX

Z

vT = yTZ−fTY
Z

(A.7)

{
uΩ = xy

f ΩX − (x
2

f + f)ΩY + yΩZ

vΩ = (y
2

f + f)ΩX − xy
f ΩY − xΩZ

(A.8)

A.2 Illumination and Surface Photometrics

Consdering a surface reflectance model (see Fig. A.2), the incident light enters the surface

from an infinite light source, where the vector I defines the source intensity and the

incident light direction. The scene radiance Lr describes the amount of the light radiated

from the surface (Wm−2sr−1). It depends on the surface material and also the irradiance

- the amount of the light falling on the surface (Wm−2). The mathmatical representation

is writen by

f(θi, θr) =
Lr(θr)

Li(θi)
(A.9)

f(θi, θr) is called the bidirectional reflectance distribution function (BRDF). θi and θr

are the incident angle and the emergent angle respectively. n is the surface normal vector.

For a Lambertian surface s, it reflects light with equal intensity in all directions. Its

BRDF is a constant value as ρ
π , where ρ is the surface’s albedo. Also considering an

infinite light source, the scene radiance of the surface can be writen by Equation A.10.

Lr =
ρ

π
Li(θi) =

ρ

π
‖I‖cos(θi) =

ρ

π
ITn (A.10)
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Figure A.2: Surface reflectance schema

After obtainning the equation of the scene radiance Lr, the image irradiance can be

computed from the scene radiance. As the image irradiance is the power of the light

per unit area at each point (x, y) in the image plane, we can consider it also as the

image brightness pattern E(x, y) at the point (x, y). In the case of the pinhole camera

approximation, the camera is thought to have an inifinite small aperture, the image

radiance E(p) is equal to the corresponding scene radiance Lr(p).

E(p) = Lr(p) =
ρ

π
ITn (A.11)



B
Two-dimensional velocity (u, v) presentation of a plan

B.1 Two-dimensional velocity expression of a general plane

From Appendix A, we obtained the 2D velocity expression of a general 3D point P=(X,

Y, Z) with a relative translational motion T = (TX , TY , TZ) and a rotational motion

Ω = (ΩX ,ΩY ,ΩZ).

{
ẋ = xy

f ΩX − (x
2

f + f)ΩY + yΩZ + xTZ−fTX
Z

ẏ = (y
2

f + f)ΩX − xy
f ΩY − xΩZ + yTZ−fTY

Z

(B.1)

On the assumption of the plane-assimilated objects in an urban road situation, we look

forward to the 2D velocity expression of a general plane. Suppose now that the camera

is observing a planar surface of equation nTP = d, where n = (nX , nY , nZ) is the unit

vector normal to the plane, d is the distance ”plane to origin” and P(X, Y, Z) represents

a general point in the plane.

Since the plane equation is represented by

nXX + nY Y + nZZ = d (B.2)

The depth information Z of a point in this plane is then written by

1

Z
=

1

d
(nX

X

Z
+ nY

Y

Z
+ nZ)

=
1

fd
(nXx+ nY y + nZ)

(B.3)
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We replace 1
Z in Equation B.1 by Equation B.3, then we can get the 2D velocity expres-

sion of a plane :

{
ẋ = xy

f ΩX − (x
2

f + f)ΩY + yΩZ + 1
fd(nXx+ nY y + nZ)(xTZ − fTX)

ẏ = (y
2

f + f)ΩX − xy
f ΩY − xΩZ + 1

fd(nXx+ nY y + nZ)(yTZ − fTY )
(B.4)

We rearrange Equation B.4 as an expression of polynomial with variables x, y and 8

coefficients a1 to a8 (u = ẋ, v = ẏ) :

{
u = 1

fd(a1x
2 + a2xy + a3fx+ a4fy + a5f

2)

v = 1
fd(a1xy + a2y

2 + a6fy + a7fx+ a8f
2)

(B.5)

a1 = −dΩY + TZnX a2 = dΩX + TZnY

a3 = TZnZ − TXnX a4 = dΩZ − TXnY
a5 = −dΩY − TXnZ a6 = TZnZ − TY nY
a7 = −dΩZ − TY nX a8 = dΩX − TY nZ

B.2 Motion field expressions for three specifical planes

In our study, we select three most significant orientations of plane as they can assimilate

almost all the important objects in an urban road situation :

— Horizontal plane(road)

— Lateral planes(buildings)

— Frontal planes(obstacles)

— Fleeing/approaching obstacles (vehicles)

— Crossing obstacles (pedestrians)

We will compute in the rest part of this section the 2D velocity expression corresponding

to different types of plane. Here we consider only the translational motions of the camera,

which means that ΩX = ΩY = ΩZ = 0.

B.2.1 The case of a horizontal plane

The road can be usually simplified as horizontal plane, in this case we have

n = (0, 1, 0) Ω = (0, 0, 0) (B.6)
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then the 8 coefficients can be computed as

a1 = 0 a2 = TZ

a3 = 0 a4 = −TX
a5 = 0 a6 = −TY
a7 = 0 a8 = 0

(B.7)

Finally, the 2D velocity equation of a static horizontal plane is expressed as

{
u = TZy

fd (x− f TXTZ )

v = TZy
fd (y − f TYTZ )

(B.8)

B.2.2 The case of a lateral plane

The lateral planes are assimilated to the lateral buildings in each side of the road :

n = (1, 0, 0) Ω = (0, 0, 0) (B.9)

then the 8 coefficients can be computed as

a1 = TZ a2 = 0

a3 = −TX a4 = 0

a5 = 0 a6 = 0

a7 = −TY a8 = 0

(B.10)

Finally, the 2D velocity equation of a static lateral plane is expressed as

{
u = TZx

fd (x− f TXTZ )

v = TZx
fd (y − f TYTZ )

(B.11)

B.2.3 The case of a frontal plane

The difference of frontal planes from other planes is that they are considered as moving

obstacles, not static objects. In this way, we should count their own velocities and rewrite

the 2D velocity equations.
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T, Ω in Equation B.5 are directly camera motion information since we suppose that the

observing objects are static, which means they should be rather considered as relative

motion compare to the objects :

(Tr,Ωr) =

{
(T−Tobj,Ω−Ωobj) if the observing object is moving

(T,Ω) if the observing object is static
(B.12)

Here we should distinguish two different frontal planes : the fleeing/approaching planes

and the crossing planes. The formers are usually modeled as the moving vehicles on the

road, and are supposed to have only longitudinal motion (Tobj = (0, 0, TZ1). While the

crossing planes, which are considered as crossing pedestrians, are supposed to have only

translational motion in X direction (Tobj = (TX1, 0, 0).

As a consequence, for the fleeing/approaching planes we have :


n = (0, 0, 1)

Ω = (0, 0, 0)

TZ =⇒ TZ + TZ1

(B.13)

After substituting these into the 8 coefficients, we get the final velocity equation for the

the fleeing/approaching planes :

{
u = TZ+TZ1

d (x− f TX
TZ+TZ1

)

v = TZ+TZ1
d (y − f TY

TZ+TZ1
)

(B.14)

and the 2D velocity equations for the crossing planes are :

{
u = TZ

d (x− f TX+TX1
TZ

)

v = TZ
d (y − f TYTZ )

(B.15)



C
FOE shift effection for the iso-velocity curves

In order to quantificationally discuss the FOE shift effection on the representation of a

plane in the ”c-velocity” image, we first define a set of points S from a same plane (ex.

a road plane), then we define ”iso-velocity” curve from the subset of these points. This

subset is denoted as C, then using the equations in Table 2.4 we can express it as

C = {m(x, y)| TZ
fdr
∗ |y|

√
(x− xFOE)2 + (y − yFOE)2 = w} (C.1)

Since w is constant for the points in the subset C, and TZ
fdr

is also constant for all the

points in the set C, we can rewrite Equation C.1 by

C = {m(x, y)||y|
√

(x− xFOE)2 + (y − yFOE)2 = K} (C.2)

where K = fdrw
TZ

is constant for the all the points in the subset C. If we replace the x by

a function of y, we get

C = {m(xFOE ±

√
K2

y2
− (y − yFOE)2, y)} (C.3)

Consider now there is a shift of the FOE position, if the real FOE is defined as (xFOE ,

yFOE), then a shift in both direction will be added in (FOE = (xFOE+∆x, yFOE+∆y)).

The c-value of a point m in the subset C is rewriten as

cr(m) = ‖y‖
√

(x− xFOE −∆x)2 + (y − yFOE −∆y)2 (C.4)

139



Appendix C. FOE shift effection for the iso-velocity curves 140

Since m is in the subset C, Equation C.3 is valid for m. So we can replace the x in

Equation C.4 by the expression of y in Equation C.3 :

cr(m) = ‖y‖

√√√√(±

√
K2

y2
− (y − yFOE)2 −∆x)2 + (y − yFOE −∆y)2 (C.5)

When ∆x = ∆y = 0, Equation C.5 becomes cr(m) = K. This means that all the points

located in the same iso-velocity curve have the same c-value. Here we return to the base

of the direct ”c-velocity”.

To discuss the influence of the ∆x and ∆y, we compute the cr(m)2 :

cr(m) = K2 + ∆x2 ∓ 2∆x

√
K2

y2
− (y − yFOE)2 + ∆y2 − 2∆y(y − yFOE) (C.6)

From Equation C.6, the dispersion of the c-values for all the points in an iso-velocity

curve is due to the two terms.

∆x2 ∓ 2∆x

√
K2

y2
− (y − yFOE)2 (C.7)

And

∆y2 − 2∆y(y − yFOE) (C.8)

The first one (Equation C.7) depends solely on ∆x and the second one (Equation C.7)

depends solely on ∆y. Because of the uniqueness of the Laurent expansion, there is no

interaction between ∆x and ∆y, which means that the computation of ∆x and ∆y can

be executed seprately.
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