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Abstract

In medicine, nanotechnologies give the opportunity to create new care prac-
tices such as local hyperthermia and targeted drug delivery. These applications
imply new scientific challenges concerning the design of nanodevices and the
properties of their biological environment. In this thesis, we have analysed sev-
eral aspects of heat relaxation of such systems. We have used both Molecular
Dynamics numerical simulations and Fluorescence-lifetime imaging microscopy
experiments. We present a study of heat transfer from a solvated nanoparticle
and show that attaching a polymer on its surface reduces the thermal resistance
between the particle and its aqueous environment. We have modelled lipid
bilayers to compute their dielectric properties and their viscosity have been
investigated by fluorescence imaging. The experiments conducted on both sus-
pended lipid membrane and giant unilamellar vesicles show that the viscosity
decreases when the temperature increases and when a transmembrane voltage
is applied to inducing a structural change.





Résumé

En médecine, les nanotechnologies permettent le développement de nouvelles
techniques de soin comme l’hyperthermie local ou la délivrance ciblée de médica-
ments. Ces applications impliquent de nouveaux défis scientifiques concernant
la conception de nanosystems et les propriétés de leur environnement biologique.
Dans cette thèse, nous avons analysé plusieurs aspects de la relaxation ther-
mique de tels systèmes. Nous avons mise en œuvre la fois des simulations de Dy-
namique Moléculaire et des mesures expérimentales de microscopie d’imagerie
en temps de vie de fluorescence. Nous présentons une étude numérique du
transfert thermique depuis une nanoparticule en solution aqueuse et montrons
qu’attacher un polymère à sa surface permet de réduire la résistance ther-
mique entre la particule et son environnement. Nous avons modélisé des bi-
couches lipidiques pour calculer leurs propriétés diélectriques et leur viscosité
a été étudiée par microscopie de fluorescence. Ces expériences sont réalisées
sur des membranes suspendues et des vésicules unilamellaires géantes et dé-
montrent que la viscosité des bicouches lipidiques diminue avec la température
et l’application d’une tension transmembranaire induisant un changement de
structure.





Contents

Abstract v

Résumé vii

Introduction 1

I Theory and methods 5

1 Theoretical framework andMolecular Dynamics simulation meth-
ods 7
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Statistical ensembles and probability density . . . . . . . . . . 8
1.3 Molecular Dynamics simulation . . . . . . . . . . . . . . . . . . 13
1.4 Computing physical properties using Molecular Dynamics simu-

lations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

II Solid/liquid interface 47

2 Heat transfer at a solid/liquid interface 49
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2 Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.3 Effect of the curvature on the gold/water interface . . . . . . . 54
2.4 Interface Resistance calculation . . . . . . . . . . . . . . . . . . 55
2.5 Physical analysis of the interfaces . . . . . . . . . . . . . . . . . 58
2.6 Qualitative analysis by a transient non-equilibrium method . . 61
2.7 Generalization of the results . . . . . . . . . . . . . . . . . . . . 62
2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

III Lipid bilayers 67

3 Lipid bilayer systems 69



x Contents

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.2 Self-organisation of lipids in water: bilayers, micelles and vesicles 70
3.3 Thermal properties of lipid bilayers . . . . . . . . . . . . . . . . 72
3.4 Response to electric field . . . . . . . . . . . . . . . . . . . . . . 75
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4 Dielectric properties of lipid bilayers 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.2 Model description and calculation method . . . . . . . . . . . . 82
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4 The bilayer morphology and its effect on the dielectric properties 90
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5 Viscosity of a suspended DPPC lipid bilayer: effect of the sol-
vent 97
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 Experimental investigations . . . . . . . . . . . . . . . . . . . . 98
5.3 Variation of the decane concentration in the bilayer from Molec-

ular Dynamics simulations . . . . . . . . . . . . . . . . . . . . . 109
5.4 Prediction of the fluorescence lifetime variation . . . . . . . . . 116
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6 Voltage and temperature induced phase change in Giant Unil-
amellar Vesicles 119
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.2 Fabrication of the Giant Unilamellar Vesicles: the electroformation120
6.3 Imaging method . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.4 Mapping the orientation of the BODIPY in the bilayer: an ex-

perimental approach . . . . . . . . . . . . . . . . . . . . . . . . 122
6.5 Temperature and voltage dependent viscosity of the bilayer from

FLIM experiments on GUV . . . . . . . . . . . . . . . . . . . . 124
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

Conclusion 137

A An example of non-ergodic system: the 1D harmonic chain 139

B Classical approximation and equipartition theorem 141

C Radial distribution function in diffraction experiments 143

D Link between susceptibility and fluctuations 145

E Thermal conductivity 147
E.1 The Green-Kubo relations . . . . . . . . . . . . . . . . . . . . . 147



Contents xi

E.2 Applying the Green-Kubo formula in Molecular Dynamics . . . 149

References 166





List of Tables

1.1 Parameters for bonds and angles in DREIDING. . . . . . . . . 18
1.2 Lennard-Jones parameters for DREIDING . . . . . . . . . . . . 20
1.3 Parameters for the TIP3P water model. . . . . . . . . . . . . . 22

2.1 Partial charges in DHLA-Jeffamine . . . . . . . . . . . . . . . . 53
2.2 Thermal resistances of the interface . . . . . . . . . . . . . . . . 56

3.1 Melting temperature of different lipids. . . . . . . . . . . . . . . 74

5.1 Laser specifications. . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2 Partial charges in decane. . . . . . . . . . . . . . . . . . . . . . 114

6.1 Fitting parameters of the fluorescence decay on the GUV. . . . 131





List of Figures

1.1 Phase space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Phonon dispersion relation of the gold. . . . . . . . . . . . . . . 23
1.3 Radial distribution function of oxygen in water . . . . . . . . . 31
1.4 Definition of the viscosity with the speed gradient in a fluid. . . 40
1.5 Density of water as a function of the temperature. . . . . . . . 42

2.1 Skeletal formula of DHLA-Jeffamine polymer. . . . . . . . . . . 52
2.2 Gold/water interfaces with different radius curvature of the gold

surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3 Density profiles of water at the interface with gold. . . . . . . . 55
2.4 Close view of the interface between the nanoparticle of 6.5 nm

and water. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5 Gold/polymer/water interface description. . . . . . . . . . . . . 57
2.6 Autocorrelation function of the temperature difference fluctuations 59
2.7 Transmission function and densities of states in the gold/polymer/water

system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.8 Temperature profiles in water at the vicinity of the gold. . . . . 62
2.9 Space-time isotherm diagram. . . . . . . . . . . . . . . . . . . . 63
2.10 Effective contact resistance extrapolated for higher polymer sur-

face density on gold . . . . . . . . . . . . . . . . . . . . . . . . 65

3.1 Bilayer structure of lipids. . . . . . . . . . . . . . . . . . . . . . 71
3.2 Micelles and vesicles. . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3 The different phases of lipid bilayers . . . . . . . . . . . . . . . 72
3.4 Lipid volume and heat capacity dependence on the temperature 73
3.5 Effect of unsaturated lipids (bottom) on lipid bilayer. . . . . . . 74
3.6 Electroporation mechanism . . . . . . . . . . . . . . . . . . . . 76
3.7 Transmembrane voltage during the action potential propagation 77
3.8 Electrical model of an axon . . . . . . . . . . . . . . . . . . . . 77
3.9 Heat release during the action potential propagation . . . . . . 78

4.1 Skeletal formulas of POPC and DPPC lipids . . . . . . . . . . . 82
4.2 Representation of the lipid bilayers. . . . . . . . . . . . . . . . . 84
4.3 Size effect on the static polarisability of the lipid bilayer. . . . . 85



xvi List of Figures

4.4 Size effect on the static permittivity in the plane of the lipid
bilayer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.5 Static polarisability and electric capacity of lipid bilayers as func-
tion of temperature . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.6 In plane static permittivity of lipid bilayers as function of tem-
perature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.7 Absorption spectrum, Raman spectroscopy and densities of states
of DPPC and POPC bilayers. . . . . . . . . . . . . . . . . . . . 89

4.8 Density and charge density in lipid bilayers. . . . . . . . . . . . 91
4.9 Radial distribution function of lipid bilayers . . . . . . . . . . . 92
4.10 Position dependant absorption in the lipid bilayer . . . . . . . . 94

5.1 Principle of phase contrast microscopy . . . . . . . . . . . . . . 99
5.2 Set-up of the FLIM experiments . . . . . . . . . . . . . . . . . 101
5.3 Skeletal formula of the BODIPY. . . . . . . . . . . . . . . . . . 101
5.4 Fluorescence lifetime as function of the viscosity. . . . . . . . . 102
5.5 Skeletal formula of a DPPC lipid. . . . . . . . . . . . . . . . . . 102
5.6 Skeletal formula of decane. . . . . . . . . . . . . . . . . . . . . . 103
5.7 Description of the chip for suspended lipid bilayers. . . . . . . . 103
5.8 Procedure of the painting method. . . . . . . . . . . . . . . . . 104
5.9 Phase contrast and fluorescence images of the suspended lipid

bilayer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.10 FLIM image of the suspended bilayer . . . . . . . . . . . . . . . 106
5.11 Fluorescence decays . . . . . . . . . . . . . . . . . . . . . . . . 107
5.12 Fluorescence lifetimes of the BODIPY in the lipid bilayer . . . 108
5.13 Fluorescence lifetime with the corresponding viscosity . . . . . 108
5.14 Fluorescence lifetime of the BODIPY in three different systems 110
5.15 Force between two DPPC lipid monolayers . . . . . . . . . . . . 111
5.16 Equilibrium distance between the two layers of the DPPC bilayer

as function of the temperature. . . . . . . . . . . . . . . . . . . 112
5.17 Probability to split the bilayer . . . . . . . . . . . . . . . . . . . 113
5.18 Thickness and surface of a decane molecule . . . . . . . . . . . 115
5.19 Work needed to insert a decane molecule inside the bilayer . . . 115
5.20 Probability to insert a decane molecule inside a lipid bilayer . . 116
5.21 Predicted viscosity of a mixing of decane and DPPC lipid bilayer 117

6.1 The different parts of the electroformation system . . . . . . . . 121
6.2 Phase contrast image of a GUV. . . . . . . . . . . . . . . . . . 122
6.3 Images for the fluorescence anisotropy. . . . . . . . . . . . . . . 125
6.4 Fluorescence anisotropy in a GUV. . . . . . . . . . . . . . . . . 126
6.5 BODIPY used as fluorescent molecule. . . . . . . . . . . . . . . 126
6.6 Sketch of a GUV in a uniform electric field . . . . . . . . . . . . 128
6.7 Chip to apply voltage on the GUV . . . . . . . . . . . . . . . . 129
6.8 Phase contrast and fluorescence image of a GUV . . . . . . . . 129



List of Figures xvii

6.9 FLIM images of a GUV at different at different temperatures
and voltages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.10 Fluorescence lifetime as function of the peak to peak voltage on
the electrodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.11 Viscosity as function of the transmembrane voltage on the GUV 133
6.12 Viscosity as function of the electrical energy . . . . . . . . . . . 134

A.1 Example of non-ergodic system. . . . . . . . . . . . . . . . . . . 139

E.1 Autocorrelation function of the heat flux in water. . . . . . . . 150
E.2 Thermal conductivity of water. . . . . . . . . . . . . . . . . . . 151





Introduction

Thermal transport in biological systems has recently gotten more attention
thanks to new applications in medicine but bioheat transfer is an older field
that first intended to model the heat transfer in biological systems for the
design of devices and protocols in medicine. The difficulty of studying the
heat transfer in biological and living systems is the mixing of several heat
transfer mechanisms such as heat conduction, convection, phase change and
the metabolism producing energy via chemical reactions.
Thus the thermal conductivity of many tissues have been measured and tab-
ulated as the first data needed to model systems [84]. The models of heat
transfer in biological systems explained the heat transfer in living bodies con-
sidering those experimental data and the blood vessels. These models allowed
understanding several heat transfer problems in biology such as a better under-
standing of thermoregulation. These studies also allowed designing devices for
therapeutic healing as increasing the temperature locally to 40◦C or 42◦C has
analgesia and healing effects. It also has an effect on the kinetic of chemical
processes in the body and can kill cells and tissues.
Cooling the tissues to subzero is also an important area of bioheat transfer.
The studies of the effects of subzero temperatures played a key role in impor-
tant applications such as transplantations. The effect of both high and low
temperatures on living matter is deeply bonded to its effect on the cell prop-
erties. It is connected to the impact on the chemistry, to how cryoprotective
additives enter in cells, to what happens to the different part of the cells when
the temperature changes. If the cells are impacted, then the tissue is impacted.
Thus, the study of the temperature effects at micrometric scales is central to
understand thermal effects on tissues.
In today’s most advanced researches in medicine and biology, local treatments
are developed and microbiology tries to understand the micro-scale mechanism
in cell biology. The cells are composed of many micro and nano-scale systems
made of molecules and macromolecules, which the properties are the subject of
intense studies. In this context, bioheat transfer is still an important field, but it
used to consider large parts of bodies to be heated, and now, new hyperthermia
techniques are local and target only the tissues one wants to act upon. In this
context, the thermal conductivity of the tissues is not central any more. Instead
the thermal properties of the cell components become relevant. This change of
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dimension means a continuum model cannot model the heat transfer any more
but one has to take into account the local organisation of the different elements.
At this scale, it is known that interfaces between different materials become an
important heat transfer properties in the models and sometimes the main one.
The heat transfer in biological systems already involved many different aspects
such as the phase transition, heat conduction and convection and when studying
this transfer at the nanoscale, interfaces and surface effects also have to be
considered and the importance of other phenomena such as the phase transition
of small systems changes. On top of these differences, nanoscale systems are
introduced into the cells to act upon them and these systems themselves require
nanoscale modelling as part of their design.
Nano-engineered systems can be made for multiple applications. They can be
used for imaging both in vivo and in vitro. Gold nanoparticles for instance are
used for their high X-ray absorption and could increase the imaging contrast
[58]. Or Quantum Dot can be used instead of fluorescent molecules [47, 57]. Or
again iron-oxide nanoparticles to increase the contrast of magnetic resonance
imaging [160, 20]. Other systems can be designed for local drug delivery; a
nanodevice is introduced in the body and it will release a drug only where it is
needed. This technique would reduce the side effects of treatments, which are
major issues in chemotherapy for example. Lipid based systems in the form of
liposomes or micelles [116, 102] are promising candidates for those applications.
Another promising application of nanodevices in medicine is local hyperthermia
treatment, using gold nanoparticles [131] or magnetic nanoparticles [69, 55,
101, 32]. Hyperthermia was already used as said before but it was done on
a whole body or on large parts of a body. The possibility to increase the
temperature locally leads to new methods to destroy targeted cells or release
drugs or even both at the same time. In this context more than any other,
studying the heat transfer at the microscale in living tissues becomes important
for engineering nanodevices and modelling their behaviour in the biological
environment. However, there are still few studies of the thermal properties of
nanoscale biological systems and of those nanodevices.
In the work presented in this thesis, some parts of this problem are being ad-
dressed. One of these nanodevices for hyperthermia is modelled and a problem
that is still unclear is addressed: the effect of polymer covering a nanoparticle
on its heat transfer properties. However, understanding such system alone is
not enough to model its behaviour in a living tissue. Considering the different
subsystems and barriers in cells, one extensively studied system but which its
thermal properties are mostly unknown is the plasma membrane. This mem-
brane separates the interior of a cell from their outside environment. It is a
central system for applications aiming to interact with a cell either from the
outside, for instance when trying to fix a cell on a surface, or from the inside,
this membrane is then one of the barriers to cross. As a result, when a device
is designed to act on a cell, its interaction with the plasma membrane has to
be taken into account. In particular, when the device’s role is to release heat,
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the plasma membrane’s conductance plays a role. This plasma membrane is a
very complex system. It is made of different types of lipids and proteins. The
amphiphilic lipids self-organise in a bilayer and create a matrix made of several
types of lipids hosting different proteins acting as pumps, channels, receptors,
enzymes or structural components. This complexity makes this system difficult
to study as a whole and it was decided to focus the study on only pure lipid
bilayers made of one type of lipid. These systems are already very complex
in terms of heat transfer and their heat transport properties are still mostly
un-addressed. In this work, several aspects of these thermal properties were
investigated from numerical simulations such as its absorption. Furthermore,
these bilayers have the specificity to go through phase transitions, from a gel
to a liquid phase, and this is important for both heat transfer and interactions
with the bilayer. In particular, lipid bilayer would absorb heat to go to gel
phase and thus if the phase transition is forced, the system would absorb heat
as well. This effect is suspected to be at the origin of the heat flux from the
axon membrane during the action potential propagation. This would be inter-
esting for heat transfer in cells but also, if the membrane changes to the liquid
phase when a voltage is applied on it, it is a way to control its phase and thus
its associated properties such as its permeability.
This thesis is thus divided into three parts. The first part will only focus on first
the theoretical methods and then the numerical method used along this thesis.
Basics of statistical physics concepts and the fluctuation dissipation theorem
are introduced in the first chapter and the second one details how they are
applied in numerical simulations.
The second part of this thesis will present a study on a solid/liquid interface
and the effect of a grafted polymer on the interface resistance. This is purely
numerical work.
The third and last part of this thesis presents the work on lipid bilayers. It starts
by a short introduction on lipid bilayers and their properties. The computation
of the absorption and dielectric properties of lipid bilayers is then detailed.
Finally, the last two chapters of this part concern experimental work. The effect
of an electric field on the membrane’s viscosity has been measured showing that
structure of the bilayer can be changed by a voltage. The set-up and method
used are explained in these chapters and the results are explained using also
numerical simulations. The two chapters present measurements on different
lipid bilayer systems. The first chapter considers experiments conducted on
a suspended lipid bilayer while the measurements of the second chapter have
been made on giant unilamellar vesicles.
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1.1 Introduction

This chapter focuses on the theoretical context and numerical methods of the
work presented in this thesis. The main interest here is to present method to
compute the quantities investigated in the following chapters which were mostly
condensed matter properties defined in the 19th century. Most of these quan-
tities were used to quantify the properties of matter seen as continuous media.
That is the case for the thermal conductivity for instance. It was introduced by
Joseph Fourier as a parameter in his famous law of heat diffusion [45]. This law
is perfectly defined in continuous media and the thermal conductivity becomes
an intrinsic property that characterises the material. However, when using a
microscopic description of matter, the gradient of the temperature becomes
difficult to define. Another theoretical frame is required in which those prop-
erties are now expressed from a microscopic point of view. This is the frame of
statistical physics. However, this description requires following the evolution
of a large number of particles which cannot be done analytically. As a result,
numerical simulations are used to apply this theory without or with fewer ap-
proximations than in analytical developments. Several simulation techniques
to model statistical ensembles exist but in this thesis, the models are based on
Molecular Dynamics (MD).
The first section of this chapter presents the basics of statistical physics as the
general theoretical frame of our work. Then, the second section describes how
Molecular Dynamics is implemented to simulate statistical ensembles. In the
last part, the statistical physics definitions of the quantities phenomenologically
introduced in materials science is developed as well as the numerical method
used to compute them from Molecular Dynamics. In several cases, expressions
cited here are demonstrated for the sake of a key understanding or a simple
interest.

1.2 Statistical ensembles and probability density

In this thesis, the numerical methods and concepts implemented are based
on statistical physics. This is why a few reminders about statistical physics
are presented here. A short summary is provided but several references can
also support the calculations [130]. The general idea of statistical physics is
to describe macroscopic properties from the behaviour of individual molecules
composing the system. It is impossible of course to describe the movement of
each molecule or each atom of a macroscopic system, which justifies the statis-
tical approach. In this frame, the thermodynamic quantities must be defined,
such as the pressure and the temperature, and the laws of thermodynamics are
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Figure 1.1: Example of phase space. This curve represents the motion of a one-
dimensional damped oscillator.

derived from microscopic and statistical descriptions.

1.2.1 Probability density

From a classical point of view, a system of N particles is entirely described by
the position and impulsion of each particle consisting in 6N components, i.e.
a point in the phase space. The position of this point may depend on time
and thus creates a curve on the phase diagram, as shown in Figure 1.1 for a
one-dimensional damped oscillator The macroscopic state of this system results
from this microscopic state. However, they are several microscopic states that
are macroscopically identical. Those states are explored during the fluctuations
of the system. If one could measure the position and impulsion of each particle
of a large collection of identical systems, an histogram of all states could be
created and the probability law of the system could be deduced. The average
defined by this probability law is called the ensemble average and the collection
of systems is called statistical ensemble.
To build the probability density, one can imagine measuring the positions and
impulsions of all particles of the same system but at different times. The average
using this density probability is a temporal average and it is not always equal
to the ensemble average. When they are equal the system is said to be ergodic
but all systems are not ergodic. An example of non-ergodic system is given in
Annexe A.
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1.2.2 Microcanonical ensemble (NVE)

All the quantities defined in the frame of thermodynamics can be defined in
statistical physics as an ensemble average, but this description requires the
knowledge of the probability density of the states of the system. To address this
problem, let us consider an isolated system at equilibrium. Its total energy is a
constant and it determines the accessible states of the systems. The collection
of the accessible states of an isolated system is called microcanonical ensemble
sometimes noted NVE, for fixed number of particles N, fixed volume V and
fixed energy E.
For an isolated system, it is postulated that all its accessible states have the
same associated probability. This postulate is justify by the results of the
theory based on this postulate and its agreement with experiments. Using this
postulate, the usual thermodynamic quantities can be derived.

1.2.3 Entropy

Entropy has been first introduced as a thermodynamics quantity in the second
law of thermodynamics and later Ludwig Boltzmann introduced an expression
of the entropy, S, based on the probability density. It was then reformulated by
Shannon in the information theory as follows, with kB the Boltzmann constant:

S = −kB
∑
i

Pi lnPi. (1.1)

However, this expression and whether the second law of physics only emerges
from statistical physics or not is still debated specially concerning non-equilibrium
statistical mechanics and irreversible processes [149, 31, 103]. This question will
not be debated here and the Boltzmann expression will be used.
When the probability of each state is the same, as in the microcanonical en-
semble, Pi = 1

Ω , Ω being the number of states yielding the entropy becomes:

S = −kB
∑
i

Pi lnPi

= kB
∑
i

1

Ω
ln Ω

= kB ln Ω (1.2)

The second principle of statistical physics states that the equilibrium probabil-
ity density is the one that maximizes the entropy of the system.

1.2.4 Canonical ensemble (NVT)

Let us study a system that is not isolated but in contact with a thermal bath.
It can exchange heat with this latter reservoir, as a result, its energy fluctuates
but at equilibrium, its average value is fixed. This system creates a canonical
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ensemble, noted NVT, for fixed number of particles N, fixed volume V and fixed
temperature T. Consequently ∑

i

Pi = 1, (1.3)∑
i

PiEi = 〈E〉, (1.4)

with Ei is the energy of state i and 〈E〉 is the average energy of the system.
To find the probability law, the Lagrange multiplier methods can be used by
introducing the multipliers λ1 and λ2 to find the maximum of the entropy:

− kB
∑
i

Pi lnPi + λ1

(∑
i

Pi − 1

)
+ λ2

(∑
i

PiEi − 〈E〉

)
. (1.5)

The derivation of Pk leads to

− kB(1 + lnPk) + λ1 + λ2Ek = 0, (1.6)

thus,

Pi = e
−1+

λ1+λ2Ei
kB , (1.7)

which can be restated as

Pi =
e−βEi

Z
, (1.8)

with Z the partition function

Z =
∑
i

e−βEi , (1.9)

and β is called the statistical temperature.
Using this probability law Pi,

〈E〉 =
∑
i

EiPi =
∑
i

Ei
e−βEi

Z
. (1.10)

In such a way that

∂Z

∂β
= −

∑
i

Eie
−βEi , (1.11)

1

Z

∂Z

∂β
= −

∑
i

Ei
e−βEi

Z
, (1.12)

−∂ lnZ

∂β
= 〈E〉. (1.13)

β can now be identified by estimating the entropy S:

S = −kB
∑
i

Pi lnPi = −kB lnZ + kBβ〈E〉. (1.14)
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Consequently,
∂S

∂〈E〉
= kBβ. (1.15)

Finally, by identification with the thermodynamic expression,

β =
1

kBT
. (1.16)

1.2.5 NPT ensemble

In most cases studied in this manuscript, the systems do not have a fixed volume
as they are in contact with a constant pressure bath, this systems are noted
NPT. The probability law in this ensemble can be obtained with the same
procedure as in NVT ensemble and adding the condition of fixed pressure Pr.∑

i

Pi = 1, (1.17)∑
i

PiEi = 〈E〉, (1.18)∑
i

PiVi = 〈V 〉. (1.19)

Let us find the probability law by deriving the following expression with respect
to Pk:

− kB
∑
i

Pi lnPi + λ1

(∑
i

Pi − 1

)
+ λ2

(∑
i

PiEi − 〈E〉

)
+ λ3(

∑
i

PiVi − 〈V 〉).

Leading to the probability law:

Pi =
e−βEi+λ2Vi

Z
, (1.20)

with
Z =

∑
i

e−βEi+λ2Vi . (1.21)

The entropy is written:

S = kBβ〈E〉+ kB lnZ − λ2kB〈V 〉. (1.22)

λ2 is identified using

T
∂S

∂〈V 〉
= Pr,

= −λ2kBT.
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This relation defines the pressure Pr. Finally, using the enthalpy, H = E +
VPr, the probability law is obtained

Pi =
e−βH

Z
. (1.23)

This expression is thus very similar to the one of the canonical ensemble. These
relations can be generalized to different quantities, in particular when the num-
ber of particles N can vary, this ensemble is called grand canonical ensemble.

1.3 Molecular Dynamics simulation

Molecular dynamics is a numerical tool that simulates the temporal behaviour
of an ensemble of particles. This method is ideal to access time scales from one
femtosecond of a few nanoseconds and sizes of a few nanometers. It is based on
Newton’s second law of motion and it is thus deterministic and classical. The
equations of motion of the ensemble of particles are solved in an iterative way
using an interaction model. Thus the simulation explores the phase space of the
modelled system and the set of trajectories and velocities is computed and used
to compute the temperature, the pressure and several other properties using
statistical physics equations or non-equilibrium regimes. The simulations pre-
sented in this work have been performed using Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) [126].

1.3.1 Integration method: the Verlet algorithm

Let be an ensemble of N particles in an isolated system of volume V. The
Hamiltonian H of this system writes

H =
N∑
i=1

1

2
mi

#̇»ri
2

+ U(r1, .., ri, .., rN ), (1.24)

where #»ri is the position and mi is the mass of atom i.
With

#»

fi = ∂U
∂ #»ri

the force applied on atom i, the equation of motion for each
atom i is

mi
#̈»ri =

#»

fi. (1.25)

These are 3N coupled equations that can be solved numerically using the Ver-
let algorithm [173]. #»ri is expanded in a Taylor series at the time t + δt and
combining the result with Eq. 1.25:

#»ri(t+ δt) = #»ri(t) + δt #̇»ri(t) +
δt2

2
#̈»ri(t) +

δt3

6

...
#»ri(t) +O(δt4),

= #»ri(t) + δt #̇»ri(t) +
δt2

2

#      »

fi(t)

mi
(t) +

δt3

6

...
#»ri(t) +O(δt4),
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and at t− δt

#»ri(t− δt) = #»ri(t)− δt #̇»ri(t) +
δt2

2

#      »

fi(t)

mi
(t)− δt3

6

...
#»ri(t) +O(δt4). (1.26)

By summing those two relations

#»ri(t+ δt) = 2 #»ri(t)− #»ri(t− δt) + δt2
#      »

fi(t)

mi
+O(δt4). (1.27)

The velocity can be expressed as

#»vi(t) =
#»ri(t+ δt)− #»ri(t− δt)

2δt
+O(δt2). (1.28)

This means that the positions of the atoms can be computed at step t+δt with
the position at steps t and t− δt and the forces computed at step t and with a
precision in O(δt4). Furthermore, this expression does not involve the velocity
of the atoms.
In this algorithm, two consecutive initial conditions have to be stated as well
as the time step δt.

1.3.1.1 Choosing δt

The time parameter has to be small enough to fully capture the dynamics of the
system. For instance, all vibrations of the system must be included. Consid-
ering the highest frequency of the system ωmax, 100 time steps per vibrational
period is required to ensure an accurate resolution. The consequent constraint
on the time step writes:

ωmaxδt < 0.01. (1.29)

The time step is usually chosen as

δt =
0.01

ωmax
. (1.30)

In the systems considered in this manuscript, the highest frequency is typically
the one associated to the C-H bonds which vibrate at a frequency of about 90
THz yielding a time step of δt = 0.1 fs.

1.3.1.2 Initial conditions

In the Verlet algorithm, two consecutive time steps are required to compute a
third one. As a result, two initial conditions are needed. At t = 0, the positions
of all atoms are set depending on the system to model: a crystal, a liquid, a
gas, etc ... For instance, the initial positions of the atoms of a liquid are set as
a crystal having the same density as the liquid and enough energy to ensure a
liquid phase. The second time step is computed as

~ri(t+ δt) = ~ri(t) + δt #̇»ri(t) +
δt2

2

#»

fi(t)

mi
+O(δt3). (1.31)
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In this equation, the velocities of the atoms at t=0 must be known. Setting the
initial velocities is the way to set the initial energy of the system. The model
being classical, the equipartition theorem can be used to set the velocities
corresponding to a given temperature. Here, this theorem states that (see
Annexe B):

1

N

N∑
i=1

1

2
mi~vi

2 =
3

2
kBT. (1.32)

Using this constraint, the velocities are drawn according to a Gaussian distri-
bution. If no other constraint is imposed the system might rotate on itself or
be in translation and the system can leave its initial volume. These motions
can be avoid by making sure that the total momentum cancels

N∑
i=1

mi
#»vi =

#»
0 . (1.33)

Following the same process, the total angular momentum is set to zero

N∑
i=1

( #»ri − #»r0)×mi
#»vi =

#»
0 . (1.34)

This relation does not depend on the choice of #»r0 as long as
∑N

i=1mi
#»vi =

#»
0 .

For instance, the momentum from #»r0
′ writes

N∑
i=1

( #»ri − #»r0
′)×mi

#»vi =
N∑
i=1

( #»ri − #»r0 + #»r0 − #»r0
′)×mi

#»vi

=
N∑
i=1

( #»ri − #»r0)×mi
#»vi︸ ︷︷ ︸

=0

+
N∑
i=1

( #»r0 − #»r0
′)×mi

#»vi

= ( #»r0 − #»r0
′)×

N∑
i=1

mi
#»vi︸ ︷︷ ︸

=0

=
#»
0 (1.35)

1.3.2 Boundaries

The Verlet algorithm has been described but if the system is a fluid, the particles
occupy the total space and hit the boundaries of the volume and thus boundary
conditions are needed. There are two main ways to consider the boundaries in
Molecular Dynamics. The most common one is to use periodical boundary
conditions: every particle that is leaving the box is simultaneously entering
in the system from the opposite side. This simple way to solve the problem
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of boundaries is also used to simulate an infinite "bulk" system. The other
method is to prevent the particles from leaving the volume by setting walls.
There are several types of walls:
• static atoms with a velocity kept at zero at the limit of the volume. Those

atoms will interact with the rest of the simulated atoms.
• a force between the boundary itself and the atoms.
• reflecting atoms that are leaving the volume. If an atom is crossing a

boundary, it is instead repositioned on its original side as its symmetric
with respect to the boundary plane.

All those methods are relevant in certain conditions depending on the system
and the objective of the simulation but in most of the work reported in this
thesis, the periodic boundary conditions or reflective walls are preferred mostly
because they do not modify the energy of the system as no force is added.

1.3.3 Interaction potentials

The forces applied to each atom are needed to compute the new steps in the
Verlet algorithm. The choice of these forces is a central part of the modelling in
Molecular Dynamics simulations. In this thesis, a limited number of interaction
potentials has been used and they are described in this section.

1.3.3.1 DREIDING interaction model

The DREIDING model [110] is a generic model for polymer modelling. It is
meant to be convenient to model organic materials and to add atoms to the
model. A description of this model and how to use it in Molecular Dynamics
simulations is proposed here.

1.3.3.1.1 Atom description
The atoms in this model are explicitly represented. They are defined by

their element, for example H for hydrogen atoms, and by their hybridization
or geometry if it is relevant (1 for linear, 2 for trigonal or 3 for tetrahedral).
For example, C_3 is the carbon present in ethane. The model includes the
possibility to use implicit hydrogen atoms, for instance C_32 is a tetrahedral
carbon with two implicit hydrogen atoms but this is not used in the following
studies. An ensemble of parameters is associated to each atom, which will be
used to compute the parameters of the interaction potentials.

1.3.3.1.2 Potential energy form
In DREIDING, the potential energy is defined as follows:

E = Eb + Ea + Et + Ei + Evdw + Ec, (1.36)

where Eb, Ea, Et, Ei, Evdw and Ec are respectively the bonded two-body, the
bonded three-body, the bonded four-body, the inversion bonded four-body, the
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non-bonded two-body and the electrostatic interaction energies. Each of those
potential energies is computed separately.

1.3.3.1.3 Bonded two-body interactions
A simple potential for a two-body interaction energy is the one of a simple

oscillator:
Eb =

1

2
K(r − re)2, (1.37)

where K is the bond stiffness and re is the equilibrium distance between the
atoms.
A more accurate way to consider this interaction energy is the Morse potential:

Eb = De[e
−α(r−re) − 1]2, (1.38)

where De is dissociation energy of the bond and re the equilibrium distance of
the bond.
The two previous models are linked by:

α =

[
K

2De

] 1
2

. (1.39)

The interaction energy of the Morse potential converges to zero when the dis-
tance between the two atoms becomes large. To ensure a non-negligible inter-
action, harmonic potential are used at the beginning of the simulation where
the atoms can be far from their equilibrium positions.
The length parameter of this bond is computed as:

re = ri + rj − δ, (1.40)

where i, j are the atom types of the bonded atoms and δ = 0.01 Å. The pa-
rameter ri and rj are given in the original article presenting the DREIDING
model reported on Table 1.1.
The other bond constants are set to:

Ke = 700.n kcal.mol−1.Å2
, (1.41)

De = 70.n kcal.mol−1.Å2
, (1.42)

where n is the bond order.

1.3.3.1.4 Bonded three-body interactions
The three-body potential imposes the angle bending between two atoms con-

nected to a third one. It is modelled by:

Ea =
1

2
Kθ[θ − θ0]2, (1.43)

with
Kθ = 100 kcal.mol−1.rad−2, (1.44)

θ0 being considered independent of the types of the two atoms bonded to the
central one. The angle parameters are given in Table 1.1 for each atom type.
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Atom bond radius (Å) bond angle (◦) atom bond radius (Å) bond angle (◦)
H_ 0.330 180.0 Si3 0.937 109.471
B_3 0.880 109.471 P_3 0.890 93.3
S_3 1.040 92.1 Cl 0.997 180.0
B_2 0.790 120.0 Ga3 1.210 109.471
C_3 0.770 109.471 Ge3 1.210 109.471
C_R 0.700 120.0 As3 1.210 92.1
C_2 0.670 120.0 Se3 1.210 90.6
C_1 0.602 180.0 Br 1.167 180.0
N_3 0.702 106.7 In3 1.390 109.471
N_R 0.650 120.0 Sn3 1.373 109.471
N_2 0.615 120.0 Sb3 1.432 91.6
N_1 0.556 180.0 Te3 1.280 90.3
O_3 0.660 104.51 I_ 1.360 180.0
O_R 0.660 120.0 Na 1.860 90.0
O_2 0.560 120.0 Ca 1.940 90.0
O_1 0.528 180.0 Fe 1.285 90.0
F_ 0.611 180.0 Zn 1.330 109.471
Al3 1.047 109.471

Table 1.1: Parameters for bonds and angles in DREIDING. Each atom is identified
by its element and oxidation number. Parameters for bonds and angles are used to
compute bonded potential parameters and angle parameters [110].
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1.3.3.1.5 Bonded four-body interactions
The first four-body interaction to consider is the interaction involved by two

angles having a common bond. The atoms i, j, k and l with i bonded to j, j to
k and k to l, form two angles in ijk and jkl. A potential is added to represent
the torsion of this chain, which takes the form:

Ed =
1

2
V [1− cos(n(ψ − ψ0)], (1.45)

where V is the rotation barrier, ψ the angle between the planes formed by each
angle, ψ0 the equilibrium angle and n is the periodicity. The parameters V ,
n and φ0 are considered independent to the two extreme atoms of the angles.
For instance, the angles involved in the atoms i, j, k and l above only depend
on j and k. V here is the total barrier relevant for any possible angle. As an
example, ethane (H3C-CH3) involves nine options where the carbon atom is at
the center. Thus, each H-C-C-H has a barrier of V9 . The parameters V , n and
ψ0 are defined in the following cases:
• the two central atoms are sp3 atoms (X3):

V = 2 kcal.mol−1 n = 3 ψ0 = 180◦. (1.46)

• one of the central atoms in a sp3 atom and the other is a sp2 atom (for
instance the C-C bond in H3C-COOH):

V = 1 kcal.mol−1 n = 6 ψ0 = 0◦. (1.47)

• the two atoms are sp2 atoms (X2):

V = 45 kcal.mol−1 n = 2 ψ0 = 180◦. (1.48)

• the two central atoms are resonant atoms (bond order is 1.5) (XR):

V = 25 kcal.mol−1 n = 2 ψ0 = 180◦. (1.49)

• the two central atoms are resonant or sp2 atoms (as in betadine):

V = 5 kcal.mol−1 n = 2 ψ0 = 180◦. (1.50)

Or if the atoms are exocyclic aromatic atoms, V = 10.
• one of the central atoms is a sp1 atom (X1):

V = 0 kcal.mol−1

• the two central atoms are sp3 atoms of the oxygen column:

V = 2 kcal.mol−1 n = 2 ψ = 90◦ (1.51)

• one of the two central atoms is a sp3 atom of the oxygen column and the
other is a sp2 or resonant atom:

V = 2 kcal.mol−1 n = 2 ψ = 180◦

• one of the two central atoms is a sp3 atom and the other is a sp2 or
resonant atom while they are not bonded to a sp2 or resonant atom:

V = 2 kcal.mol−1 n = 3 ψ = 180◦
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Atom r0 D0 (kcal.mol−1) Atom r0 D0 (kcal.mol−1)
H 3.20 0.01 N 3.6950 0.1450
O 3.5100 0.2150 C 3.8800 0.0950
F 3.2850 0.3050 Na 3.1440 0.5000
Al 4.6150 0.0650 Si 4.4350 0.0950
P 4.2950 0.2150 S 4.1400 0.2150
Cl 3.9150 0.3050 Br 4.2150 0.3050
Ca 3.4720 0.0.0500 Ti 4.5400 0.0550
Fe 3.4720 0.0.0500 Zn 4.5400 0.0550
Ru 3.4720 0.0.0500

Table 1.2: Lennard-Jones parameters for DREIDING allowing to compute the pa-
rameters for the van der Waals interaction modelled by a Lennard-Jones potential.
These values are considered independent from the oxidation number [110]

1.3.3.1.6 Inversion bonded four-body interaction
When an atom i is bonded to exactly three atoms j,k and l, the four atoms

can be in a plane. A potential is needed to make the right position favourable.
Here DREIDING proposes:

Ei = K(1− cosφ).

φ refers to the angle between the bond il and the plane ijk. In DREIDING, all
three possible potentials are defined for the group of four atoms and the total
barrier is thus divided by three. The parameter K depends on the central atom
only (X2, XR) and is equal to K = 40 kcal.mol−1.

1.3.3.1.7 Van der Waals interaction
Bonded interactions exist inside a molecule that builds up its structure.

Those are the interactions inside a molecule that make its structure. There are
also non-bonded interactions between molecules and between the non-bonded
atoms inside a molecule. There are two interactions to take into account, the
first one is the van der Waals interactions for which DREIDING considers a
12-6 Lennard-Jones:

Evdw = D0(ρ12 − 2ρ6), (1.52)

with ρ = r
r0
, D0 represents the well depth and r0 the van der Waals bond

length. They are defined as follows:

r0 =
r0(atom 1) + r0(atom 2)

2
, (1.53)

D0 =
√
D0(atom 1).D0(atom 2). (1.54)

All parameters are gathered in Table 1.2.
It is important to note that the non-bonded interaction energies are not calcu-
lated between atoms bonded to each other. This interaction is also independent
of the hybridization.
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1.3.3.1.8 Electrostatic interactions
The potential itself takes the usual form:

Ec =
qiqj

4πε0r
, (1.55)

in kcal.mol−1 with qi and qj the charges of atoms i and j. This interaction en-
ergy is not computed between bonded atoms or atoms in the same angle. The
difficulty here is the choice of the charges for which the Gasteiger algorithm [49]
can be used. The computation of the electrostatic interaction itself is imple-
mented using the PPPM algorithm [63] with a 12 Åcut-off. Those algorithms
are detailed later in this chapter.

1.3.3.1.9 Conclusion
The DREIDING model is a generic force field for organic molecules, this

potential is flexible and easy to implement in LAMMPS. It is important to
mention AMBER [19], GROMAC [171] and CHARMM [17] that are other
force fields and codes of the same kind but with parameters fitted for specific
applications.
Other models have been developed that do not simulate all the atoms. Those
are called coarse-grain models and allow for time steps of more than several fs,
among which the common example of the MARTINI model.

1.3.3.2 TIP3P water model

In several places of the thesis work, water is part of the simulated systems.
The Molecular Dynamics simulations implemented in the following are based
on the TIP3P water model [74]. This model is chosen for its satisfying match
with DREIDING. Indeed, this model includes:
• 3 atoms per water molecule, two hydrogen atoms and one oxygen atom.
• harmonic bonds between the oxygen and the hydrogen atoms.
• harmonic angle for the H-O-H angle (same potential as in DREIDING

angles).
• Lennard-Jones potentials for long range interactions.
• partial charges to compute the electrostatic interactions using the PPPM

algorithm.
The parameters used in this model are gathered in Table 1.3.
These parameters can be set in the rigid water molecule model by using the
shake algorithm [143]. This allows increasing the time step up to 0.5 fs.
Other notable water models can be cited such as the SPC model [167] and the
TIP4P one [1] that are both commonly used.

1.3.3.3 MEAM potential

MEAM is a modified version of the Embedded-Atom Method (EAM) designed
for metals [154] to study impurities. MEAM, the Modified Embedded-Atom
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Table 1.3: Parameters for the TIP3P water model.

Parameter value units
O mass 15.9994 g.mol−1

H mass 1.008 g.mol−1

O charge -0.830 multiple of absolute electron charge
H charge 0.415 multiple of absolute electron charge
OO Lennard-Jones well depth 0.102 kcal.mol−1

OO Lennard-Jones bond length 3.188 Å
OH Lennard-Jones well depth 0.0 kcal.mol−1

OH Lennard-Jones bond length 0.0 Å
HH Lennard-Jones well depth 0.0 kcal.mol−1

HH Lennard-Jones bond length 0.0 Å
Stiffness of O-H bond 450 kcal.mol−1.Å−2

Equilibrium distance of O-H bond 0.9572 Å
Stiffness of H-O-H angle 55 kcal.mol−1.rad−2

Equilibrium angle of H-O-H angle 104.52 rad

Method, extends the EAM method to a large number of cubic materials [12],
metals and semiconductors. This method is based on the effective medium
theory and considers an electronic environment interacting with the atoms. The
energy of atom i is the energy to place this atom at position Ri considering the
electronic environment generated by the other atoms of the crystal. Thus the
energy of the crystal is given by:

E =
∑
i

F (ρi) +
∑
j 6=i

Φij(Rij)

 , (1.56)

where ρi is the electron density of the crystal missing atom i and F is called the
embedding energy. Φ is a pair potential considering only the nearest neighbours
with repulsive and attractive components. Their analytic forms depend on the
element considered and can be modified for alloys [12, 89]. While this is achieved
in EAM, MEAM adds a screening in both the embedding energy and the pair
potential of this model. Because when the atom i is added between two atoms,
they do not interact with each other as strongly as when atom i is excluded.
In this thesis, this potential is used to model gold crystals, which parameters can
be found in [97]. Using MEAM for gold crystals, its phonon dispersion relation
can be computed and are represented in Figure 1.2. The comparison of these
results with experimental data [105] shows that high frequencies are under-
evaluated and that the branches are significantly flatter that the experimental
ones.
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Figure 1.2: Phonon relation dispersion of MEAM gold (solid lines) and experimental
data (circles and dashed line) [105]

1.3.4 Gasteiger algorithm

Polymers and biomolecules modelled possess many dipoles and local charges
that are modelled by given a partial charge to each atom of the molecule. The
Gasteiger algorithm [49] is a simple algorithm to compute those partial charges
on the atoms of a molecule. This method is fast and easy to implement. The
algorithm only requires the definition of the atoms of the molecule of interest
and how they are bonded. The model is also based on the electronegativity
χ of the atoms as defined by Mulliken, which is expressed from the ionization
potential I and the electron affinity E as

χ =
I + E

2
. (1.57)

For the dependence to charge q, a second order polynomial has been chosen:

χ(q) = a+ bq + cq2. (1.58)
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The parameters a, b and c are set to fit experimental data:

χ(q = 0) = a =
I(q = 0) + E(q = 0)

2
, (1.59)

χ(q = 1) = a+ b+ c =
I(q = 1) + E(q = 1)

2
, (1.60)

χ(q = −1) = a− b+ c =
I(q = −1) + E(q = −1)

2
=
E(q = 0)

2
, (1.61)

(1.62)

because the ionization potential of the negative ion is equal to the electron
affinity of the uncharged state and its electron affinity is assumed to be zero.
As a result:

a =
I(q = 0) + E(q = 0)

2
,

b =
I(q = 1) + E(q = 1)− E(q = 0)

4

c =
I(q = 1)− 2I(q = 0) + E(q = 1)− E(q = 0)

4
(1.63)

The values for E(q = −1, 0) and I(q = 0, 1) can be found in the literature and
it is easy to add an atom to a pre-existing algorithm.
When two atoms are bonded in a molecule, say A and B (χA > χB), charges
are transferred from B to A, but then the electrostatic energy makes it harder
for A to get more charges. This is taken into consideration in the equation
calculating the charge transfer between atoms A and B:

qt =
χA(q)− χB(q)

χA(q = 1)

(
1

2

)α
, (1.64)

which is iteratively computed, α being the iteration order. The first charge
transferred is calculated using χ at q=0. Then the charges of the atoms are
used in χ. The total charge consists in the total of all charges transferred at
each iteration step. For polyatomic molecules, all neighbours of the atom Ai
are considered in the same iterative step:

qt =

 ∑
χAk>χAi

χAk(q)− χAi(q)
χAk(q = 1)

+
∑

χAj<χAi

χAj (q)− χAi(q)
χAi(q = 1)

(1

2

)α
. (1.65)

This method usually converges after about ten iterations.
This algorithm were coded in C++ and its results successfully compared with
the reference [49].
To conclude, the Gasteiger algorithm provides a simple and fast way to compute
partial charges on any molecule. However, this method is not exact and the
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optimal method to get the partial charges on molecule atoms is to compute
the electrostatic potential around the molecule using ab initio techniques and
fit the potential profile with the partial charges as fitting parameters. Having
described a method to compute the partial charges the next step is to describe
the method to compute the electrostatic potential in Molecular Dynamics.

1.3.5 PPPM algorithm

The Particle-Particle Particle-Mesh algorithm (PPPM or P3M) [63] is an al-
gorithm developed to accurately and rapidly compute the electrostatic interac-
tions in Molecular Dynamics simulations. In an ensemble of N charged particles
in a volume V (L3) with periodic boundary conditions, the electrostatic inter-
action of particle j on particle i is expressed by:

Ei =
qiqj

4πε0| #»ri − #»rj + #»nL|
= qiΦj(

#»ri) (1.66)

Thus the total electrostatic energy of atom i is

Ei =
∑
j 6=i

qiΦj(
#»ri) +

∑
#»n 6= #»

0

N∑
j=1

qiΦj(ri). (1.67)

So the total electrostatic energy is written as:

E =
∑
i

Ei. (1.68)

In Molecular Dynamics simulations, the distances under consideration are short
(≈ 1 nm), while the electrostatic potential decreases as 1

r . Consequently, this
interaction is of longer range than the Lennard-Jones interaction and thus it
cannot be neglected even in the periodic images of the system.
PPPM is an algorithm developed to compute this energy by applying an idea
proposed by Ewald in reference [40]. The method consists in dividing the
electrostatic interactions into a short range and a long range part. To achieve
this, two charge distributions are created. The true charge distribution ρtrue
is:

ρtrue(
#»r ) =

N∑
i=1

qiδ(
#»r − #»ri). (1.69)

A fictive distribution ρshort that quickly converges in the direct space is intro-
duced:

ρshort(
#»r ) = ρv(

#»r )−
N∑
i=1

qi

(α
π

) 3
2
e−α( #»r− #»ri)

2
, (1.70)

where α is a parameter setting the spatial extension of the function. Note that
if r >>

√
1
α , which implies that the gaussian function is equivalent to a dot
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and that ρshort is almost equal to zero. The gaussian density, ρlong, is defined
as:

ρlong(
#»r ) =

N∑
i=1

qi

(α
π

) 3
2
e−α( #»r− #»ri)

2
, (1.71)

and converges quickly in the reciprocal space. The resulting density expression
reads:

ρtrue = ρshort + ρlong. (1.72)

The potential created by those two distributions can now be computed and the
superposition theorem can be used to get the real potential:

∆Φlong = 4πρlong, (1.73)

∆Φshort = 4πρshort. (1.74)

Eq. 1.73 can be solved using the Fourier transform, which leads to the potential

Elong =
N∑
l=1

∑
j=1

N
∑

#»
k

4πqlqj
L3k2

ei
#»
k .( #»ru− #»rj)− k

2

4α , (1.75)

and corrected by removing the interaction of atom u with itself to obtain:

Elong =
N∑
l=1

∑
j=1

N
∑

#»
k

4πqlqj
L3k2

ei
#»
k .( #»ru− #»rj)− k

2

4α −
(α
π

) 1
2
q2
i . (1.76)

The solution of equation 1.74 can be expressed as:

Eshort =

N∑
i=1

∑
j>i

qiqj
| #»ri − #»rj |

erfc(
√
α| #»ri − #»rj |), (1.77)

where erfc denotes the complementary error function. The distance up to which
this interaction is computed is usually set at 12 Å. The remaining task consists
in choosing the parameter α.
This procedure is called the Ewald method, which is fast but another method,
using the same idea can be faster. It is the Particle-Particle Particle-Mesh
method, or PPPM (or even P3M). The difference with the Ewald method relies
on how the long range potential is evaluated. First, ρlong is computed, second,
the charge density is interpolated on a regular mesh with a imposed resolution.
Finally the Fast Fourier transform algorithm is used to compute the potentials.
Those are then interpolated at the ions positions to compute the forces. This
method is faster than the Ewald algorithm, mainly thanks to the use of the Fast
Fourier Transform. In this thesis, the PPPM algorithm is used to compute the
electrostatic interactions as it is commonly used to simulate organic materials.
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1.3.6 Thermostats

Up to this point, the system was simulated in the microcanonical ensemble
(NVE). No element is able to change the energy, the volume or the number of
particles in the system during the simulation. The Verlet algorithm ensures the
energy conservation, as it is invariant by the reverse time transformation.
However in most cases, the simulations are run in the canonical ensemble or
even in NPT (constant number of particles, constant pressure and constant
temperature). To achieve this goal, several methods have been elaborated and
one of the most common is a thermostating method called Nosé-Hoover [65,
122].
The principle consists in coupling the atoms of the system to a heat bath of
temperature T . The positions are scaled to let the volume V change and reach
a target pressure Pext. The following motion equations were employed with x,
the position, p, the impulsion and F , the force:

ẋ =
p

mV
1
3

,

ṗ = F − (ε+ ζ)p,

with

ζ̇Q =
∑ p2

m
− 3NkBT,

ε̇ =
V̇

3V
,

ε̈ =
(P − Pext)V
τ2kBT

,

where Q is the parameter of the thermostat and τ the one of the barostat.
Hoover has shown [65] that these equations allow recovering the NPT ensemble.

1.4 Computing physical properties using Molecular
Dynamics simulations

The method used to simulate an ensemble of interacting particles was exposed
in the previous section. Those ensembles can be considered as those treated
in statistical physics. This section exposes the definitions of some condensed
matter properties used in this thesis and how they can be expressed in the frame
of statistical physics, mostly using the linear response theory. The method
using these expressions to compute the physical quantities from a Molecular
Dynamics model is then exposed. As a recall, Molecular Dynamics being a
classical method, quantum effects cannot be represented with these simulations.
As a result, only the classical version of statistical physics is useful and the
equipartition of energy is valid as explained in Annexe B.
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1.4.1 Reaching equilibrium

The first step when conducting a Molecular Dynamics simulation is to equili-
brate the system. The first structure imposed via atomic positions has to be
as physical as possible but it remains difficult to a priori find the equilibrium
positions, especially in fluids. During the first steps, the system evolves signifi-
cantly and rapidly towards a final stage. This latter can be reached after a few
nanoseconds but this duration depends on the system and is usually about a
few picoseconds. A relevant technique to verify that the equilibrium is reached
is to check the potential and kinetic energies but other parameters can be of
interest, especially when the volume or the temperature is also relaxing.
Investigations on the physical properties of the system can start only after
equilibrium is reached. This section details how to perform these calculations
for several examples of physical properties.

1.4.2 The radial distribution function

The radial distribution function is a pair correlation of the positions of the par-
ticles present in the system. It carries an information about the structure of an
ensemble of particles and thus, it is widely used in soft matter to caracterise the
phase of a fluid. We present here its definition from the microscopic description
and the method to compute this function using Molecular Dynamics.

1.4.2.1 n-particle density

Let a group of N particles be in canonical ensemble NVT. The partition function
of the microscopic configurations {r1, ..., rN} is given by:

Z =

∫
...

∫
e−

E(r1,..,rN )

kBT d3r1...d
3rN , (1.78)

with E(r1, ..., rN ), the energy of the the configuration {r1, ..., rN}.
Let’s define the probability associated to a partial configuration where only the
first n particles are taken into account:

P (n)(r1, ..., rn) =
1

Z

∫
...

∫
e−

E(r1,...,rN )

kBT d3rn+1...d
3rN . (1.79)

As all particles are identical, all their permutations have the same probability.
There are

(
N
n

)
ways of selected n particles in the system and n! combinations of

them to occupy the positions r1, ..., rn. This allow us to compute the probability
that positions r1, ..., rn are occupied by any particle:

ρ(n)(r1, ...rn) =
N !

(N − n)!
P (n)(r1, ..., rn). (1.80)

This is called the n-particle density.
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Using eq. 1.80 the average 1-particle density 1
V

∫
ρ(1)(r)d3r can be computed:

1

V

∫
ρ(1)(r)d3r =

∫
N !

(N − 1)!V
P (1)(r)d3r

=
N

V Z

∫ (∫
...

∫
e−

E(r1,...,rN )

kBT d3r2...d
3rN

)
d3r

=
N

V Z

∫ ∫
...

∫
e−

E(r1,...,rN )

kBT d3r1d
3r2...d

3rN

=
N

V
=̂ ρ. (1.81)

So the average 1-particle density is equal to the average density N
V , that is

the origin of the name of this function, but it can also be interpreted as the
number of particle in the position r, which is why its integral is N. Actually∫ ∫

ρ(2)(r1, r2)d3r1d
3r2 = N(N − 1), as ρ(2) is the pair density:

ρ(1)(r1) =

〈
N∑
i=1

δ(ri − r1)

〉
{r1...rN}

, (1.82)

and

ρ(2)(r1, r2) =

〈
N∑
j=1

N∑
i=1,i 6=j

δ(rj − r1)δ(ri − r2)

〉
{r1...rN}

. (1.83)

Noticing that in the case of an homogeneous fluid, ρ(1) does not depend on the
position as it is the probability to find a particle at the position r, thus:

1

V

∫
ρ(1)(r)d3r = ρ(1) = ρ. (1.84)

1.4.2.2 The correlation function g(n)

By focusing on the correlation between atoms to extract ρ(n), one defines:

g(2)(r1,...,rN ) =
ρ(2)(r1, r2)

ρ(1)(r1)ρ(1)(r2)
. (1.85)

g(2)(r1, r2) is called the pair correlation function or radial distribution function.
In an homogeneous and isotropic fluid, g(2) depends only on the distance |r2 −
r1|, which allows us to write: g(2)(r1, r2) = ρ(2)(|r2−r1|)

ρ2
=̂g(r).

The probability to find a particle in the position r2 knowing there is an atom
at r1 is expressed by the conditional probability:

ρ(2)(r1, r2)

ρ(1)(r1)
= ρ(1)(r2)g(2)(r1, r2) = ρg(r). (1.86)
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g can also be written the same way as ρ(n), keeping in mind that the particles
are all identical:

g(r) =
1

ρ

〈
N∑
j=2

δ(r − |ri − r1|))

〉
{r1...rN}

=
V (N − 1)

N
〈δ(r − |r1 − r2|)〉{r1...rN} (1.87)

The pair correlation function that is here defined from the microscopic states
can be measured in diffraction experiments (see Annexe C).

1.4.2.3 Computing the radial distribution function from Molecular
Dynamics

Molecular Dynamics simulations allow the computation of the radial distri-
bution function, g, by temporal average, which is equivalent to the ensemble
average in ergodic conditions. g is computed as:

g(r) =
1

4Nρπr2
〈
N∑
i=1

N∑
j=1,j 6=i

δ(r − |ri − rj |)〉

=
1

4Nρπr2

1

T

T∑
t=1

N∑
i=1

N∑
j=1,j 6=i

δ(r(t)− |ri(t)− rj(t)|) (1.88)

(1.89)

This average formula lies in the computation of an histogram of the distances
r = |ri(t) − rj(t)| using all atoms i, j from 1 to N and all time steps from 1
to T . This histogram is then normalized by the surface of the sphere at the
distance r. g is then called the pair correlation function (and sometimes radial
distribution function). This calculation can be done on any system and reflects
its structure. There are two possibilities to take into account the boundaries of
the system here :
• without periodic boundary conditions in the calculation of the histogram,

there are size effects as all atoms miss neighbours, especially the atoms
close to the border of the system. For this reason, a large system is re-
quired so that the number of atoms missing neighbours is small compared
to the core atoms.
• with periodic conditions, the histogram is computed by taking into ac-

count the images of the system due to the periodic boundary conditions.
This method induces errors such as an atom correlated to itself.

An example of the pair correlation function of the oxygen atoms of water us-
ing TIP3P is provided in Figure 1.3 and is in good agreement with previous
calculations in the literature [41].
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Figure 1.3: Radial distribution function and pair correlation function of oxygen atoms
in water at 310 K. Both functions carries the same information but the pair correlation
is normalised by the number of neighbours.
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1.4.3 The dielectric properties

Most of the materials of interest in this report are dielectrics; they therefore do
not contain free charges able to conduct an electrical current. However, they
are made of dipoles that are still sensitive to electric fields. The susceptibility,
χ, is the quantity that links the electric field, ~E, to the polarisation density, ~p,
with ε0, the vacuum permittivity, ε0:

~p = ε0χ~E. (1.90)

Alternatively, the polarisability, α, is the quantity linking the dipole moment
~P = ~pV , to the electric field:

~P = α~E. (1.91)

The polarisability is usually used to describe system at the atomic scale, and
the susceptibility at the macroscopic scale, but their definitions are equivalent
and one can set that ε0χ = α in any system.
The induction field ~D is the electric field inside a material and it is the sum
of the external field ~E and the field induced by the polarisation of the local
dipoles. It can be derived as follows:

~D = ε0 ~E + ~p

= ε0 ~E +
~

ε0χ~E

= ε0(1 + χ) ~E

= (ε0 +
α

V
) ~E

=̂ ε0ε ~E (1.92)
(1.93)

This relation finally defines the dielectric constant of the material, ε.
The polarisability can be extracted from the fluctuations of the polarisation by:

α = β(〈p2〉x=0 − 〈p〉2x=0). (1.94)

The demonstration of this relation is in Annexe D and is in fact not limited to
the dielectric constant.
In general cases, the dielectric constant is frequency dependant and a complex
value. This can be expressed in the frame of the linear response theory using
the fluctuation-dissipation theorem.
The following paragraphs introduce this theoretical frame which the dielectric
properties represent one of the possible applications. A numerical application
for the polarisability is presented in Chapter 4 of this manuscript.

1.4.3.1 The linear response theory

The linear response concerns most of the phenomena and properties described
in this thesis and the application of this theory provides a numerical mean to
compute various quantities such as the dielectric constant.
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The general expression for a linear response X(t) to and external excitation
F (t) is [86]

X(t) =

∫ +∞

−∞
χ(t, t′)F (t′)dt′. (1.95)

But this can already be modified considering that χ does not depend on the
absolute time and that what happens in the future (t′ > t) does not affect the
present. Thus

X(t) =

∫ t

−∞
χ(t− t′)F (t′)dt′. (1.96)

This latter expression includes a convolution product, it is thus easier to use
the Fourier transform of this expression:

X(ω) = χ(ω)F (ω). (1.97)

Let ψ be the relaxation function. In a case of a constant excitation F (t) = F0

applied from t = −∞ to t = 0,

X(t) = F0

∫ 0

−∞
χ(t− t′)dt′ = F0

∫ +∞

t
χ(t′)dt′,

=̂ F0ψ(t) (1.98)

Thus
χ(t) = −h(t)

dψ(t)

dt
, (1.99)

h is the Heaviside step function.

1.4.3.2 The Fluctuation-Dissipation theorem

The general idea of this theory is that the first order response of any system to
an external excitation is linked to the fluctuation of the system at equilibrium.
When the system is perturbed, knowing the equilibrium states quantities, X0

i ,
the equilibrium probability law P 0 and its evolution due to the perturbation x,
it writes

〈X〉(t) =
∑
i

P 0
i X

0
i (t) (1.100)

Leading to

〈X〉(t) = 〈X0〉+ βx[〈X0(0)X0(t)〉 − 〈X0〉(t)X0]. (1.101)

Thus, considering that X is zero at equilibrium, and using the equation 1.98

ψ(t) = β〈X(0)X(t)〉. (1.102)

And then
χ(t) = −h(t)

d〈X(0)X(t)〉
dt

. (1.103)
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Thus the Fourier transform of χ is

χ(ω) = −β
∫ +∞

0
eiωt

d〈X(0)X(t)〉
dt

,

= β〈X(0)2〉iωβ
∫ +∞

0
eiωt〈X(0)X(t)〉dt (1.104)

Thus,

χ′′ = Re
{
ωβ

∫ +∞

0
eiωt〈X(0)X(t)〉dt,

}
= ωβ

1

2

∫ +∞

−∞
eiωt〈X(0)X(t)〉dt, (1.105)

(1.106)

This relation between the dissipation (χ′′) and the fluctuations (〈X(0)X(t)〉)
is known as the fluctuation-dissipation theorem.
A weaker version of this relation can be extracted from the statistical descrip-
tion of the system and this is presented in Annexe D.

1.4.3.3 Applying the fluctuation-dissipation theorem in Molecular
Dynamics simulations

The relation between the dissipation response and the fluctuations of a system
are given by:

χ′′ =
βω

2
PSD(X)(ω),

where

X(t) =

∫ t

−∞
χ(t− t′)F (t′)dt′,

or
X(ω) = χ(ω)F (ω).

The above-mentioned relation is not a tedious task, the main difficulty being
to compute the quantity X and to estimate its power spectral density (PSD).
Computing X really depends on what is X and what is the system but note
that the Wiener-Khintchine theorem links the power spectral density to the
Fourier transform of the autocorrelation function. Defining the power spectral
density:

PSD(X)=̂ lim
T∞

|
∫ T

0 X(t)eiωtdt|2

T
, (1.107)

the Wiener-Khintchine theorem states that:

PSD(X) =

∫ +∞

−∞
〈X(0)X(t)〉eiωtdt. (1.108)
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Thus the relation between the dissipation response and the fluctuations be-
comes:

χ′′ =
βω

2
PSD(X)(ω). (1.109)

This outcome is convenient as it avoids the computation of the autocorrelation
function but there is a limitation to this theorem since it cannot be applied if
the function χ is not continuous. This happens with the dielectric permittivity
for instance and thus this theorem has to be used with care as it will be shown
in Chapter 4.
The only problems are that this formula requires integration up to infinity
and the ensemble average has to be performed. Those drawbacks are balanced
by running simulations over a long enough time to reach convergence. The
ensemble averaging is carried out by running several simulations of the same
system to explore an increasingly larger phase space until the value converges.
This method is simple and and is able to provide a large amount of information
but requires a large number of simulations.

1.4.4 Interface thermal resistance

The thermal conductivity (defined in Annexe E) is not relevant to describe
interfacial heat transport. It is necessary to define a thermal resistance only due
to the interfaces between different materials. Let R be the interface resistance,
or g, the interface conductance, as the quantity linking the flux J through an
interface to the temperature difference between the two sides of the interface,
∆T :

J =
∆T

R
= g∆T. (1.110)

R is called the interface resistance or the Kapitza resistance. This resistance
may appear as an obvious quantity but it was discovered quite recently (1941)
between a copper solid and liquid helium [78], and it was found later at solid/solid
interfaces [128]. This configuration actually includes any kind of interfaces,
solid/liquid, solid/solid or even liquid/liquid. While being negligible for macro-
scopic materials, this resistance becomes increasingly important when the size
of the system decreases because interfaces then become predominant. In specific
structures, it can even become the main resistance.
This quantity can be investigated using Molecular Dynamics and some methods
are presented here for this purpose.

1.4.4.1 ∆T method

This method allows computing the thermal resistance between two interacting
systems. It was introduced and proven by Ali Rajabpour and Sebastian Volz
[133]. This method is summed up here.
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Let us take two systems, 1 and 2 at temperature T1 and T2, interacting with
each other, the heat flux exchange at their interface is:

J = g∆T, (1.111)

with g the thermal conductance between systems 1 and 2 and ∆T = T2 − T1.
The variation of the temperature of each system of heat capacity C1 and C2

can be write as follows:
∂T1

∂t
=

1

C1
g∆T (t), (1.112)

∂T2

∂t
= − 1

C2
g∆T (t). (1.113)

Subtracting equation 1.113 and equation 1.112 leads to

∂∆T

∂t
= −

(
1

C2
+

1

C1

)
g∆T (t). (1.114)

Thus
∂

∂t
(∆T (0)∆T (t)) = −

(
1

C2
+

1

C1

)
g∆T (0)∆T (t), (1.115)

and by taking the ensemble average,

∂

∂t
〈∆T (0)∆T (t)〉 = −

(
1

C2
+

1

C1

)
g〈∆T (0)∆T 〉. (1.116)

Let us defined
A(t) = 〈∆T (0)∆T (t)〉, (1.117)

and

CV =

(
1

C2
+

1

C1

)−1

. (1.118)

Therefore,

CV
∂A

∂t
= gA. (1.119)

The Laplace transform of this expression yields

CV (sL {A}(s)−A(t = 0)) = −gL {A}(s). (1.120)

So at s = 0,
CVA(t = 0) = gL {A}(s = 0). (1.121)

As a result, R = 1
G can be expressed using the definition of the Laplace trans-

form

R =
1

CV

L {A}(s = 0)

A(t = 0)
,

=
1

CV

∫∞
0 〈∆T (0)∆T (t)〉dt
〈∆T (0)2〉

(1.122)
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In a classical system, C1 = kBN1 and C2 = kBN2, (N1 being the number of
degrees of freedom in system 1) leading to

R =

(
1

kBN1
+

1

kBN2

) ∫∞
0 〈∆T (0)∆T (t)〉dt
〈∆T (0)2〉

. (1.123)

This is a method to compute the resistance at the interface between two sys-
tems. This interface is defined energetically as the limit between two ensembles
of particles. This can be different from a geometrically defined interface as
the particles could be mixed or the surface contact between the systems could
unclear. An example of application of this method is given in Chapter 2.

1.4.4.2 Extension of the ∆T method to three systems

The ∆T method is a convenient method to compute interface resistance but it
is limited to two systems interacting with each other only. An extension of this
method to 3 systems interacting with each other is proposed here.
Let be 3 systems with the temperatures T1, T2, T3 and their heat capacity C1,
C2 and C3. Each system is in thermal contact with the two others. Naming gXY
the thermal conductance between the systems X and Y and ∆TXY = TY −TX ,
leads to

C1
∂T1

∂t
= g12∆T12 +G13∆T13, (1.124)

C2
∂T2

∂t
= −g12∆T12 +G23∆T23, (1.125)

C3
∂T3

∂t
= −g13∆T13 −G23∆T23. (1.126)

(1.127)

Those equations can be rewritten as:

∂T (t)

∂t
= g∆T (t), (1.128)

meaning that:

∂
∂t

T1

T2

T3

 =

 g12
C1

0 g13
C1

−g12
C2

g23
C2

0

0 −g23
C3

−g13
C3

∆T12

∆T23

∆T13

 (1.129)

This latter equation can be multiplied byM(0) =

∆T12(t = 0) 0 0
0 ∆T23(t = 0) 0
0 0 ∆T13(t = 0)


and take the phase average of the resulting equation:

∂

∂t
〈T (t)M(0)〉 = g〈∆T (t)M(0)〉. (1.130)
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If CXY (t) refers to the vector 〈X(t)Y (0)〉 (X is a vector and Y a matrix):

∂

∂t
CTM (t) = gC∆TM (t). (1.131)

The Laplace transform leads to:

sL {CTM}(s)− CTM (t = 0) = gL {C∆TM}(s), (1.132)

setting s to zero:

gC∆TM (t = 0) = −L {CTM}(s = 0). (1.133)

This latter relation can be solved for g as only three different components
appear (heat capacities are known in classical systems).
Our derivation cannot be generalized to N systems interacting with N-1 other
bodies. That means there are N(N−1)

2 different components in g and N inde-
pendent equations which can be solved for N ≤ 3 only.
However, if each system only interact with 2 others, G contains N different
components, and equation 1.133 can be solved for any value of N .

1.4.4.3 Application of the ∆T method in Molecular Dynamics

The ∆T method allows one to compute an interface resistance with the relation:

R =

(
1

kBN1
+

1

kBN2

) ∫∞
0 〈∆T (0)∆T (t)〉dt
〈∆T (0)2〉

. (1.134)

In Molecular Dynamics simulations, none of the quantities appearing in this
equation are difficult to compute but the difficulty is the same as the one seen in
the Green-Kubo method. The autocorrelation function must converge and one
has to average a large number of simulations to achieve a reasonable accuracy.
The original publication of the method provides an example of application
[133]. In the end, this method is alike the Green-Kubo method except that the
quantities involved are easier to compute and one especially does not have to
compute the heat flux.

1.4.4.4 Non-Equilibrium Molecular Dynamics

The method described above is an equilibrium method, which means that the
system has identified equilibrium temperature, pressure, energy, etc... However,
non-equilibrium numerical experiments can also be performed. To compute the
response of the system to an external excitation, instead of using statistical
physics, the excitation is applied and the system response is monitored.
For example, a heat flux can be applied on the system to compute the thermal
conductivity. This operation can be achieved by adding energy to the atoms in
one region of the system and removing the same energy in another one of the
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system. When the stationary state is reached, the Fourier’s Law is simply used
to compute the conductivity as the heat flux F and the temperature gradient
can be estimated during the simulation. Their ratio indeed yields the thermal
conductivity:

λ =
−F

|| #            »

grad T ||
. (1.135)

In the case of a system including an interface, the temperature drops ∆T can
be identified at the interfaces and compute the corresponding conductance G
as:

G =
F

∆T
. (1.136)

The application of the method is straightforward, especially on liquids and
systems with short mean free paths.
This method can be used to compute any response function such as viscosity,
permeability, susceptibility and so on. As the system is out of equilibrium,
only the parameter resulting from the constraint can be computed. The con-
straint might also make it difficult to understand or interpret the result. For
instance, when a heat flux is applied in MD, the temperature difference can
be large making difficult the estimation of the temperature at which thermal
conductivity is measured.
Because they are direct, easy to implement and require less theoretical back-
ground, those non-equilibrium methods are often used and serve as validations
for more advance theories.

1.4.5 Viscosity

The present work mostly targets soft materials, which crucial property is the
viscosity quantifying the resistance of the fluid to deformation. This quan-
tity will be at the centre of the work presented in the last chapters of this
manuscript. One way to define the viscosity is to consider two slices separated
by the distance dz as illustrated in Figure 1.4. One slice is moving at the veloc-
ity v+dv in a direction parallel to the plane of the slices. Its movement induces
a force F on the other slice moving at the velocity v due to the viscosity µ and
the contact surface S.

F = Sµ
dv

dz
. (1.137)

The Green-Kubo formula, presented in Annexe E.1, is not limited to the ther-
mal conductivity and can be used to compute the viscosity:

µ =
V

kBT

∫ ∞
0
〈Pxz(0)Pxz(t)〉dt, (1.138)

corresponding to a case where the velocity of the fluid is along the x axis and
the gradient along the z axis, with P referring to the pressure tensor. This
relation is known as the Green-Kubo relation for viscosity.
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Figure 1.4: Definition of the viscosity with the speed gradient in a fluid. The viscosity
is defined as a proportionality coefficient between the force F applied by one part of
fluid on another and the velocity gradient in the fluid dv

dz .

1.4.6 Phase transition

Most materials exist under different phases. This is the case of water of course,
that can exist as solid (ice) liquid or gas (vapour). This is also the case of lipid
bilayers, gold, polymer materials, etc ... However, the phase change might be
different than liquid-gas or solid-liquid transitions. The phase transition is a
way for the system to relax and release energy. In general, phase transitions
are classified into two categories [70]:
• first order phase transitions which involve a latent heat. During the phase

change, the system either absorbs or releases a certain amount of energy.
The melting of water is an example of first order phase transition.
• second order phase transition which is a continuous phase transition; It is

characterized by a divergent susceptibility as in ferromagnetic materials.
The Gibbs free energy G is used to quantify these transitions:

G=̂E + PV − TS = H − TS, (1.139)

where E is the internal energy, P , the pressure, V , the volume, H, the enthalpy,
T , the temperature and S is the entropy. When the first derivative of the Gibbs
free energy is discontinuous, it is a first order phase transition. During second
order phase transitions, the second derivative of G is continuous. This work
mostly tackles first order transitions. Let us recall here that during a first order
phase transition, the heat capacity CP diverges and it will usually be the signal
to measure the phase transition. The heat capacity is indeed defined by:

∂H

∂T
= CP . (1.140)

At the phase transition (first order):

∆H = L, (1.141)

where L is the latent heat. This discontinuity of the enthalpy leads to the
divergence of the heat capacity. A way to highlight the physical origin of
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this latent heat is to consider for instance a solid. When a system is heated
toward its melting point, the heat added will stop being used for increasing
the temperature but will instead break the bonds inside the solid. The system
stays at the same temperature as long as it has not completely melted.
An order parameter is used to characterize the phase transition. It is typically
zero in one phase and non-zero in the other phase. The density can be the
order parameter for the liquid-gas phase transition or the magnetization for
the ferromagnetic-paramagnetic transition.
Let us notice that there is some cases where the system is under conditions
of pressure and temperature in which it should be in another phase and still
does not undergo a phase transition. An example is the well-known surfusion of
water. Water can stay liquid under 0◦C in a metastable state. A perturbation
is needed to initiate the phase transition.
In the following chapters, the phase transition of lipid bilayers will be investi-
gated and discussed. However, this will be done only using experiments and not
simulations but investigations of a phase transition using Molecular Dynamics
are possible. This is why numerical methods for simulating phase change are
presented here.

1.4.6.1 Phase transition in Molecular Dynamics

Molecular Dynamics can also be used to simulate the phase transition of ma-
terials. In principle, this can be achieved either by increasing a parameter that
will make the system go through a phase transition during the simulation or by
implementing several simulations with this parameter set at different values.
In both cases, the order parameter is defined to characterise the transition and
measure, for example, the transition temperature.
In practice, studying the phase transition is difficult because it requires having
an interaction model that can simulate the system in different phases. Then,
the time scale of the Molecular Dynamics simulations is short and the phase
space observe is rather small in such a way that the system can often reach a
metastable state.
As an example, the phase transition of water can be studied by using the TIP3P
model. The transition of water from a liquid to a gas are analysed when the
temperature increases. In this aim, 4000 water molecules using the TIP3P
model described above, at 310K and with a 0.1 fs timestep. First 500 steps
are run in NVE, then 20000 steps in NVT, and 50000 steps in NPT. Finally
300000 time steps in NPT are simulated with a pressure P set to 1 atm but
with T increasing from 310 K to 700 K. The order parameter chosen here is the
density, which is about 1 g.cm−3 and almost zero in the gas phase.
Figure 1.5 shows the evolution of the density as a function of the temperature.
This graph shows that water (black line) vaporises at about 670K, which is a
high temperature but here, only one simulation is used and the temperature
is increased from 310 K to 700 K in 30 ps. This ramp is to steep and a
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Figure 1.5: Density of water as function of the temperature computed during heating
simulations of 30 ps and 50 ps from 310 K to 700 K. This fast heating does not allow
the phase transition to occur at its expected temperature and when the heating is slower
the transition temperature becomes smaller.

metastable state was generated. The system is still liquid at high temperatures
and is vaporised later. If the same simulation is made but with 50 ps to reach
the same final temperature of 700 K, the results reported in the red curves on
Figure 1.5 are obtained. In this situation, the transition temperature is 650 K.
This shows that it can be difficult to achieve a phase transition in a controlled
manner. Thus, when the aim is to compute a precise transition temperature, it
is preferable to run different simulations equilibrated at different temperatures
but in this case the transition itself is not simulated.

1.4.7 Density of vibrational states

The density of vibrational states is defined as the number of modes per fre-
quency interval, N(ω) [33] and thus maps the frequencies present in a system.
It can be expressed from the autocorrelation function of the atomic velocities:

N(ω) =̂

3N∑
j=1

δ(ω − ωj)

=
1

3kBT

∫ ∞
0

∑
n=1..N

mn〈 # »vn(0). # »vn(t)〉eiωt (1.142)
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where N is the number of atoms, # »vn(t) is the velocity of atom n at instant t,
mn, its mass, kB is the Boltzmann constant and T the temperature.
We propose to demonstrate relation 1.142. Let us consider a system that is an
ensemble of point masses coupled via spring forces. The motion equation of a
given atom n projected in a given direction d = x, y or z:

mnünd = −
N∑
k=1

∑
l=x,y,z

cnd,klukl, (1.143)

or
√
mnünd = −

N∑
k=1

∑
l=x,y,z

cnd,kl
√
mn.mk

√
mkukl, (1.144)

When looking for the solutions such as # »un(t) =
# »

u0
ne
iωt, the motion equation

takes the new form:

ω2√mnu
0
nd = −

N∑
k=1

∑
l=x,y,z

cnd,kl
√
mn.mk

√
mku

0
kl, (1.145)

We rewrite the equations as a matrix equation:

ω2U = CU, (1.146)

where U3(n−1)+d =
√
mnu

0
nd (a 3N long vector) and Cnd,kl = cnd,kl√

mn.mk
which is

a symmetrical matrix.
Let us now consider the 3N normalized eigenvectors, U j , and ωj , the square root
of its corresponding eigenvalues. Accordingly the vectors U j are orthonormal:

U j .Uk =
N∑
n=1

∑
d=x,y,z

mnu
0j
ndu

0k
nd = δ(j − k). (1.147)

So the position vector X can be written as:

X =

3N∑
j=1

AjU
j , (1.148)

and for atom n:
√
mn

#»rn(t) =

3N∑
j=1

Aj
√
mn

#   »

u0j
n e
−iωjt. (1.149)

Thus
√
mn

#̇»rn(t) =
√
mn

# »vn(t) =

3N∑
j=1

−iωjAj
√
mn

#   »

u0j
n e
−iωjt. (1.150)
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The sum over the atoms and the direction of the velocity autocorrelation func-
tions:

N∑
n=1

mn〈 # »vn(0). # »vn(t)〉 = 〈
N∑
n=1

ω2
j

N∑
k=1

N∑
j=1

AjAkmn

#   »

u0k
n .

~
u0j
n e
−iωjt〉, (1.151)

However,
Uk.U j = δ(k − j). (1.152)

Therefore,
N∑
n=1

mn

#   »

u0k
n .

#   »

u0j
n = δ(k − j). (1.153)

Combining Eq.1.153 and Eq.1.151,

N∑
n=1

mn〈
# »

vn(0).
# »

vn(t)〉 = 〈
N∑
n=1

3N∑
k=1

3N∑
j=1

ω2
jAjAkmn

#   »

u0k
n .

#   »

u0j
n e
−iωjt〉,

=
3N∑
k=1

3N∑
j=1

ω2
j 〈AjAke−iωjt

N∑
n=1

mn

#   »

u0k
n .

#   »

u0j
n 〉,

=

3N∑
k=1

3N∑
j=1

ω2
j 〈AjAke−iωjtδ(k − j)〉,

=
3N∑
j=1

ω2
j 〈A2

j 〉e−iωjt, (1.154)

The average kinetic energy of each mode j, Kj , can be computed as the ki-
netic energy of the system when all other modes are frozen (the modes are
uncoupled):

〈Kj〉 =

N∑
n=1

1

2
mn〈

# »

vjn
2〉, (1.155)

and thanks to equation 1.150

〈Kj〉 =
1

2
ω2
j 〈A2

j

N∑
n=1

mn

#   »

u0j
n .

#   »

u0j
n 〉. (1.156)

Using the equipartition theorem, each mode, with its 3 components, carries a
total energy of 3kBT , giving for the kinetic energy of mode j:

〈Kj〉 =
1

2
ω2
j 〈A2

j 〉 =
3

2
kBT. (1.157)

Then in equation 1.154,

N∑
n=1

mn〈 # »vn(0). # »vn(t)〉 = 3kBT

N∑
j=1

e−iωjt. (1.158)
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Finally, by taking the Fourier transform of this relation,∫ ∞
0

N∑
n=1

mn〈 # »vn(0). # »vn(t)〉eiωtdt = 3kBT

∫ ∞
0

3N∑
j=1

e−i(ωj−ω)tdt

= 3kBT
3N∑
j=1

δ(ω − ωj). (1.159)

Which directly leads to equation 1.142. This relation is demonstrated in a
system with harmonic bonds, which is not the case in most systems but it will
still be applied on any system, solids or liquids.
In Molecular Dynamics, the density of vibrational states can be computed from
the velocities of the atoms. Several examples of applications will be presented
in chapters 2 and 4.

1.5 Conclusion

In this chapter, the phenomenological definitions of the thermal resistance, the
polarizability and the viscosity have been recalled and the theoretical back-
ground of phase transition phenomena has been introduced. Statistical physics
has been used to define these quantities and behaviour from a microscopic de-
scription. However, the concept of phonon has not been introduced here while
it is central in heat transfer. This is because the work presented in this thesis
focuses on soft matter materials where phonons cannot be properly defined due
to the absence of translational invariance. Only the concept of vibrational re-
laxation stands in what follows. The statistical descriptions of the phenomena
presented here can be applied in analytical models but in the cases of interest
in this thesis, it is required to use a numerical tool to simulate the ensembles
of particles on which the equations of statistical physics will be applied.
Thus, Molecular Dynamics is introduced as a practical tool to simulate an
ensemble of particles and apply statistical physics methods to investigate con-
densed matter transport and structural properties. The characteristics of this
method lead to both advantages and limitations:
• it is classical: the equipartition theorem is valid and the statistical physics

equations are thus simplified but quantum effects cannot be modelled.
• the interaction model relies on empirical interaction potentials: it is sim-

ple to implement but the interaction model depends on the property used
to fit the potential.
• it simulates the time evolution of the system: the spectral information is

accessible but the integration time required to simulate a few nanoseconds
can reach tens of hours.

These characteristics make Molecular Dynamics simulations a perfect tool to
simulate nanoscale systems such as the one studied in the following chapters.
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2.1 Introduction

Metallic nanoparticles are used in several studies ranging from physics to biol-
ogy due to their optical and morphological properties [148, 38, 39, 6, 139]. Ap-
plications can be mentioned in molecular imaging [24] and Raman spectroscopy
[112, 71]. More recently, metallic nanoparticles have attracted an even greater
interest due to their ability to absorb radiations and to turn them into heat
through plasmon resonance [123, 54, 125, 96, 72, 16, 83, 95, 153]. This feature
makes nanoparticles promising candidates for the development of drug deliv-
ery systems [96, 29] and photo-induced hyperthermia to destroy tumor cells
[177, 158]. In this context a precise control of the local heat release into the en-
vironment is sought. Measurements of the heat at the vicinity of nanoparticle is
a difficult problem that has been addressed by experiments where thermosen-
sitive polymers are attached to the surface of the nanoparticles allowing the
measure of the temperature field [139, 99, 140, 129, 46]. Some physical models
have been proposed [54, 8, 56, 113, 140, 175, 68] to describe this temperature
field at the interface between a gold nanoparticle and water and only a few
microscopic models [113] but, while bare nanoparticles are rare in applications,
the effect of the polymer covering has not been addressed. We seek to tackle
this problem as it has great potential for the engineering of nanosystems for bio-
logical applications. The thermal resistance of a gold/water interface is studied
and how it is affected when a polymer is grafted on it. To answer this question,
a Molecular Dynamics model of the interface between a gold nanoparticle and
water has been developed.
The first step of this study is the development of the Molecular Dynamics
model. As mentioned here, our solid/liquid interface is a gold/water interface.
It has been chosen to model a DHLA-Jeffamine for the grafted polymer. This
is a thermosensitive polymer, just like PNIPAAm [29], and its lower critical
solution temperature (LCST) can be tuned by its length. Furthermore, this
polymer can make thiol bonds with the gold atoms of the solid. The process
of experimentally grafting this polymer using this bond is also well handled
[37]. These properties make DHLA-Jeffamine a good candidate to design self-
assembled nanoparticles for photo-induced hyperthermia [37].
This first part of this chapter describes how the Molecular Dynamics model is
implemented with these different subsystems and specifically how the potentials
to make the different elements of the system interact together have been chosen.
In a second part, it is shown that modelling only a plane of water to address
the problem of the heat transfer at the gold/water interface and that it will still
be a relevant model for nanoparticles of sizes above at least 14 nm of diameter.
This is done by comparing the structure of water at the interface with gold of
different radii of curvature.
Then, we detail our numerical calculations and results using the ∆T method
to compute the thermal conductance of the gold/water interface and how the
grafted polymer increases this conductance. We present our interpretation of
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this result by computing the transmission function at the gold/polymer inter-
face and the density of states of each element of our model.

2.2 Modelling

We present here the modelling procedure of our gold/water/polymer system.
These three subsystems will be modelled with three different potentials and we
will first describe these potentials and how they interact with the each other.
Then we describe the five different geometries we have investigated. Three of
them are nanoparticles of different radii of curvature to study its influence on
the water structure and two of them are planar gold surfaces with water, one
of those surfaces has a polymer grafted on it.

2.2.1 Potentials

We model systems made of gold, water and a DHLA-Jeffamine polymer. The
skeletal formula of this polymer is given on Figure 2.1. We chose to use the
TIP3P model for the water (the flexible version) [75, 27, 41], the DREIDING
model for the polymer [110] and the MEAM potential for the gold [11]. These
potentials are presented in Chapter 1. However, here we have to combine those
potentials. Between the atoms modelled by DREIDING and TIP3P, we use
the DREIDING model. This is not difficult as those two models involve the
same potentials only with a different set of parameters. It is more complicated
between the water and the gold but gold/water systems have already been
modelled in Molecular Dynamics and so potentials have already been developed
and tested [113, 147]. It is a Lennard-Jones potential:

E = 4ε

[(σ
r

)12
−
(σ
r

)6
]
,

with
• ε = 0.25584406 kcal.mol−1 et σ = 3.6 Å for the interaction between

oxygen and gold atoms.
• ε = 0.0 et σ = 0.0 Å for the interaction between hydrogen and gold atoms.

About the interactions between the gold and the polymer atoms, there is a thiol
bond between the gold and the sulfur atoms for which the parameters can be
found in the literature [76] for a harmonic bond:

E = K(r − r0)2,

with r0 = 2.531 Å and K = 8.586 kcal.mol−1.Å2 but we can use the equivalent
Morse potential instead:

E = D0

[
e−2α(r−r0) − 2e−α(r−r0)

]
,

with D0 = 0.856 kcal.mol−1, α = 3.16227766 Å−1 et r0 = 2.531 Å.
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Figure 2.1: Skeletal formula of DHLA-Jeffamine polymer. This polymer ends with
sulfur atoms that are bonded to Au atoms of the gold surface by a thiol bond.

To model the long range interaction (van der Waals) between the polymer and
the gold, we used the Lennard-Jones potential and the method proposed in
the DREIDING model to compute the parameters ε and σ (Chapter 1). For
the gold, we used the parameters from the Universal Force Field [135] giving
R0(Au) = 2.934 Å and D0(Au) = 0.039 kcal.mol−1.
The last part is the computation of the local charges of the atoms of the DHLA-
Jeffamine polymer which is done using the Gasteiger algorithm [49] as seen in
Chapter 1. We indicates those charges in Table 2.1.

2.2.2 Details of the systems studied and the simulations

In this chapter, we will study 5 different systems:
• 3 nanoparticles of respectively 6.5 nm, 17 nm and 28 nm of diameter to

study the effect on the curvature of these particles on the structure of the
water at the interface.
To reduce the computational costs, we exploit the symmetries of nanopar-
ticles and we model only an 8th of the particles. To build them, we create
a cubic gold crystal which the edge is half the diameter of the nanoparti-
cle, then we delete all atoms outside of the largest inscribing 1

8

th of sphere
within the gold cube. We then add 50 Å of water molecules around the
nanoparticle to complete the system. We don’t use periodical conditions
in these systems, we thus used reflective walls as described in Chapter 1.
• a planar gold surface in contact with water.

To build this system, we use the same method as for the nanoparticles
but we keep the cubic gold crystal (about 125 nm3) and add 5 nm of
water above. Here we used periodical conditions in the directions parallel
to the gold/water interface plane. The area of the contact between the
gold and the water is 28 nm2.
• a gold surface with a DHLA-Polymer grafted on it, in contact with water.

To build this system, we use the previous system and added the polymer
on the gold surface using, at first, an harmonic potential for the Au-S
bond. The charges computed with the Gasteiger algorithm are given in
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Table 2.1: Atoms of the DHLA-Jeffamine polymer with their partial charges computed
with the Gasteiger algorithm [49] and the atoms they are bonded to.

Bonded to Bonded to
ID Type Partial charge 1 2 3 4 ID Type Partial charge 1 2 3 4
1 H 0.085516632 2 59 H 0.085866632 57
2 C -0.218687368 1 3 4 5 60 H 0.085866632 57
3 H 0.085516632 2 61 H 0.085866632 57
4 H 0.085516632 2 62 O -0.028597368 56 63
5 O -0.052519368 2 6 63 C -0.170242368 62 64 65 66
6 C -0.182448368 5 7 8 9 64 H 0.103807632 63
7 H 0.102002632 6 65 H 0.103807632 63
8 H 0.102002632 6 66 C -0.155060368 63 67 68 72
9 C -0.180900368 6 10 11 12 67 C -0.224421368 66 69 70 71

10 H 0.102092632 9 68 H 0.121653632 66
11 H 0.102092632 9 69 H 0.085866632 67
12 O -0.039567368 9 13 70 H 0.085866632 67
13 C -0.171776368 12 14 15 16 71 H 0.085866632 67
14 H 0.103715632 13 72 O -0.028597368 66 73
15 H 0.103715632 13 73 C -0.170242368 72 74 75 76
16 C -0.155119368 13 17 18 22 74 H 0.103807632 73
17 C -0.224422368 16 19 20 21 75 H 0.103807632 73
18 H 0.121652632 16 76 C -0.155063368 73 77 78 82
19 H 0.085866632 17 77 C -0.224421368 76 79 80 81
20 H 0.085866632 17 78 H 0.121653632 76
21 H 0.085866632 17 79 H 0.085866632 77
22 O -0.028598368 16 23 80 H 0.085866632 77
23 C -0.170242368 22 24 25 26 81 H 0.085866632 77
24 H 0.103807632 23 82 O -0.028666368 76 83
25 H 0.103807632 23 83 C -0.171608368 82 84 85 86
26 C -0.155060368 23 27 28 32 84 H 0.103699632 83
27 C -0.224421368 26 29 30 31 85 H 0.103699632 83
28 H 0.121653632 26 86 C -0.168484368 83 87 88 92
29 H 0.085866632 27 87 C -0.225854368 86 89 90 91
30 H 0.085866632 27 88 H 0.119221632 86
31 H 0.085866632 27 89 H 0.085792632 87
32 O -0.028597368 26 33 90 H 0.085792632 87
33 C -0.170242368 32 34 35 36 91 H 0.085792632 87
34 H 0.103807632 33 92 N -0.074401368 86 93 94
35 H 0.103807632 33 93 H 0.102721632 92
36 C -0.155060368 33 37 38 42 94 C -0.057589368 92 95 96
37 C -0.224421368 36 39 40 41 95 O 0.025455632 94
38 H 0.121653632 36 96 C -0.182861368 94 97 98 99
39 H 0.085866632 37 97 H 0.101644632 96
40 H 0.085866632 37 98 H 0.101644632 96
41 H 0.085866632 37 99 C -0.198523368 96 100 101 102
42 O -0.028597368 36 43 100 H 0.100813632 99
43 C -0.170242368 42 44 45 46 101 H 0.100813632 99
44 H 0.103807632 43 102 C -0.199291368 99 103 104 105
45 H 0.103807632 43 103 H 0.100871632 102
46 C -0.155060368 43 47 48 52 104 H 0.100871632 102
47 C -0.224421368 46 49 50 51 105 C -0.198619368 102 106 107 108
48 H 0.121653632 46 106 H 0.100776632 105
49 H 0.085866632 47 107 H 0.100776632 105
50 H 0.085866632 47 108 C -0.180728368 105 109 110 112
51 H 0.085866632 47 109 H 0.101361632 108
52 O -0.028597368 46 53 110 S -0.018744368 108
53 C -0.170242368 52 54 55 56 111 C -0.198036368 108 112 113 114
54 H 0.103807632 53 112 H 0.100670632 111
55 H 0.103807632 53 113 H 0.100670632 111
56 C -0.155060368 53 57 58 62 114 C -0.180885368 111 115 116 117
57 C -0.224421368 56 59 60 61 115 H 0.101346632 114
58 H 0.121653632 56 116 H 0.101346632 114

117 S -0.018754368 114
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Figure 2.2: Gold/water interfaces with different radius curvature of the gold surface.
The first three systems are 8th of a nanoparticle of the indicated diameter. We only
represent slices of the whole system here. The fourth system is a planar surface (with
periodic boundary conditions in the directions parallel to the gold plane). All those
system are simulated at 310 K.

Table 2.1.
After a first simulation to equilibrate this structure, we change this bond
into a Morse potential and then add water on the structure avoiding the
polymer by 3 Å.

Due to the full atomistic model, where hydrogen atoms are represented, we
need a time step always under 1 fs in the simulations. We used a 0.5 fs time
step during the equilibration run under canonical ensemble. We used a 0.1
fs time step in microcanonical runs. To ensure reaching the equilibrium of
temperature of 310 K and pressure of 1 atm in the canonical ensemble, we ran
the system for 800 ps. Only after this equilibrium is reached, we switch to the
microcanonical ensemble simulation and all the results we present are produced
we data collected during this stage.

2.3 Effect of the curvature on the gold/water inter-
face

We use our four first systems to study the effect of the radius of curvature of
the gold surface on the structure of the water. Those different systems are
presented on the Figure 2.2 (we represent only slices for the nanoparticles).
The larger the radius of curvature, the closer the gold/water interface will be
to the plane model. The simulations allow us to characterise this convergence
in terms of water density profile.
We have calculated the density profiles of the water surrounding the gold to
characterise those interfaces and the results are presented on Figure 2.3. We see
that the water density is maximum a few ångströms away from the gold surface
and is structured up to 1 nm from it. This is true near the plane of gold and the
nanoparticles of at least 17 nm of diameter. Around our smallest nanoparticle,
6.5 nm of diameter, there is no structure in the water and no density pick. A
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Figure 2.3: Density profiles of water at the interface with gold at 310 K for our
different gold geometries. This shows that the density profile of water is very perturbed
by the 6.5 diameter nanoparticle but with nanoparticle of 17 nm of diameter and more,
the density profile of the water on a planar surface is recovered.

closer view of this interface showing the details of this nanoparticle, presented
on Figure 2.4, show that the gold itself in this nanoparticle is unstructured.
This let us think that the interaction force with the gold structures the water
and that this one imitates the crystal structure of the gold.
With the nanoparticle of 17 nm of diameter, Figure 2.3 shows that the gold/water
interface can be correctly approached by a planar surface. Thus the rest of our
studies and therefore the rest of this chapter will be on a planar surface.

2.4 Interface Resistance calculation

2.4.1 Thermal resistance of the bare gold/water interface

On the plane system from Figure 2.2, we calculate the thermal resistance of
the gold/water interface RGW. To achieve this we used an equilibrium method
based on the fluctuations of the temperature difference between the gold and
the water, detailed in Chapter 1 as the ∆T method [133]. We compute the
autocorrelation of Tor-Teau and average the results over ten simulations for
ensemble average. Its integral gives the resistance of our 28 nm2 gold/water
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Gold

Water

Figure 2.4: Close view of the interface between the nanoparticle of 6.5 nm and water
at 310 K. The water shows no structure around the particle and the gold crystal itself
starts to be unstructured.

Table 2.2: Thermal resistances of the interface (in MK.W−1). RXY states for the
resistance between systems X and Y = G (gold), W (water), P (polymer) and RXY/Z
states for the resistance between systems XY=X+Y and Z.

Resistance from eq. 2.1 from MD
RGW 4.59 ± 0.47
RGP 4.07 ± 0.43
RPW 2.99 ± 0.23
RPG/W 3.05 ± 0.11
RWP/G 4.18 ± 0.16
RGW/P 1.73 ± 0.09
Reff 2.78 ± 0.28

interface. The results of this calculation is presented in the Table 2.2, this
will be compared with the resistance between the gold and the water when a
polymer in grafted on the gold surface. The equivalent conductance of this
value is G = 7.8 GW.m−2.K−1 which is higher than the value of G = 150 to
537 MW.m−2.K−1 found in previous calculations on water/gold nanoparticles
using NEMD [113]. The fact that we used different interaction models, as well
as a different geometry and a different computation method can explain that
we find different results but this has not been investigated here.

2.4.2 Effect of polymer grafting on the thermal resistance

We now want to compare this resistance to the resistance of the same gold
surface with a DHLA-Jeffamine polymer grafted on the gold surface via two
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Figure 2.5: Gold/polymer/water interface description. The first layer of water (sw)
is the structured layer seen as the peak of density as in Figure 2.3. The three sys-
tems that are the polymer, the gold and the water all have resistances between each
other. These resistance are noted RGW for the gold/water resistance, RPW for the
polymer/water resistance and RGP for the gold/polymer resistance. Thus adding the
polymer on the gold surface created two more interfaces.

thiol bonds. This is the fifth system we described before. Adding this polymer
on the gold surface creates new interfaces that we present on Figure 2.5.
Our aim here is to compute the effective resistance between the water and the
gold but the method we used previously to compute the resistance RGW, the
∆T method, cannot be apply directly here as this method can only be apply to
compute the resistance between two interacting systems which their ensemble
must be isolated. However in our system there are three interacting systems:
the gold, the water and the polymer. Similarly, the non-equilibrium method
and the Green-Kubo method do not allow us to access to all the resistances
present in the system. Only microscopic methods [21, 94] allow a complete
access to the thermal resistances, but these methods can be difficult to use
on liquids. To achieve our goal, we bypass the problem with the ∆T method
noticing we can apply the method to compute the resistance between the system
gold+polymer and water, RPG/W , as well as the resistance between the system
gold+water and the polymer, RGW/P, and the resistance between the system
water+polymer and the gold, RWP/G. Furthermore, those resistances are linked
to the one we are interested in by:

R−1
GP/W = R−1

GW + R−1
PW

R−1
WP/G = R−1

GP + R−1
GW (2.1)

R−1
GW/P = R−1

GP + R−1
PW.

So that the resistances of the different interfaces of our system presented on
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Figure 2.5, can be extracted indirectly:

R−1
GW =

1

2

(
R−1
GP/W + R−1

WP/G − R−1
GW/P

)
R−1
GP =

1

2

(
R−1
GW/P + R−1

WP/G − R−1
GP/W

)
(2.2)

R−1
PW =

1

2

(
R−1
GW/P + R−1

GP/W − R−1
WP/G

)
.

Thus, we have a method to compute the resistances RGW, RGP and RPW by
Molecular Dynamics simulation using the ∆T method by computing first the
resistances RGP/W, RGW/P et RPW/G. An example of the calculation of the
autocorrelation function of the fluctuations of ∆T is presented on Figure 2.6.
From the three resistances depicted on Figure 2.5, we can compute Reff, the
effective resistance between the gold and the water. This can be computed
considering that there are two heat transfer channels between the gold and the
water, one through the gold/water interface and another through the grafted
polymer. We write:

R−1
eff = R−1

GW + (RGP + RPW)−1. (2.3)

All the resistances computed are presented in the Table 2.2. The effective resis-
tance Reff is 2.78± 0.23 MK.W−1 while RGW reaches 4.59± 0.47 MK.W−1, 1.65
times more. This is explained by the resistances of the interfaces water/polymer
and polymer/gold, respectively 2.99 ± 0.23 and 4.07 ± 0.43, which are both
smaller than the gold/water resistance. This is quite surprising as these in-
terfaces contain fewer atoms than the gold/water interface (28 nm2 contact
area). Thus, the polymer adds an extra thermal relaxation channel which the
resistance is (R−1

GP+R−1
PW)−1=1.72 ± 0.15 MK.W−1.

2.5 Physical analysis of the interfaces

To understand the physical origin of the resistance differences observed in Table
2.2, we have computed the density of vibrational states of the various subsys-
tems. The results are presented on Figure 2.7. This Figure shows that the
cut-off frequency of gold in 8 THz while in the polymer and the water, it
reaches 100 THz. In particular, there is almost no overlap between the gold
and the water spectra, meaning the transfer between the systems is poor due
to the selection rules and that explains the relatively high thermal resistance
of the gold/water interface. At the opposite, the densities of states of the gold
and the polymer largely overlap. This is specifically true with the sulfur atoms
which are bonded to the gold by a thiol bond, a quasi-covalent bond. More-
over, it has been showed that covalent bonding between two systems induces a
weaker thermal resistance [104, 150, 121]. The thiol bonds and the overlap of
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Figure 2.6: Autocorrelation function of the temperature difference fluctuations at
the water/gold+polymer interface (red) at 310 K and its integral (blue) giving the
resistance between the water and the gold+polymer.

the densities of states together explain the weakness of the gold/polymer resis-
tance compared to the gold/water one, where the gold and the water interact
through van der Waals forces only and their densities of states are separated.
Similarly, the density of states of the polymer is very similar to the one of water
and furthermore, the polymer is totally surrounded by water molecules. This
explains the rather weak resistance between the polymer and the water. The
polymer is thus a bridge between the gold and the water. This strategy has
also been used to explain recent measurements partially validating our results
between a gold surface and ethanol with polymers on the gold surface [166].
We have computed the frequency dependent vibrational transmission function
[23, 22] between the gold and the polymer, and more specifically between the
gold and the sulfur atoms which are attached to it. The method we have used
was introduced by Chalopin [21] and allows computing the frequency dependent
transmission between systems A and B interacting with each other in an equi-
librium simulation. Chalopin showed that the transmission can be expressed
with the atomic displacement u (uαi refers to the displacement of atom i in the
direction α ∈ {x, y, z}):

T (ω) =
1

2kBT

∑
i∈A

∑
j∈B

∑
α∈{x,y,z}

∑
γ∈{x,y,z}

kα,γi,j [u̇αi (ω)uδj(ω)− uαi (ω)u̇δj(ω)], (2.4)

with kB the Boltzmann constant, T the temperature, kα,γi,j is the inter-atomic
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Figure 2.7: Transmission function and densities of states in the gold/polymer/water
system at 310 K. The densities of states of the water and the polymer are close favour-
ing the transmission of vibrations. The transmission function between the gold and the
sulfur shows that there is a transmission channel at about 3 THz explaining the rather
small resistance between those two systems.
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force constant between atom i and j of systems A and B respectively.
This expression can be rewritten as:

T (ω) =
1

kBT
Re

 1

iω

∑
i∈A

∑
j∈B

∑
α∈{x,y,z}

∑
γ∈{x,y,z}

kα,γi,j u̇
α
i (ω)u̇

δ
j(ω)

 . (2.5)

In our case, we apply this equation with A being the gold atoms interacting
with the atoms of B, the sulfur atoms of the polymer.
This result of this calculation is also presented on Figure 2.7. This calculation
reveals a major transmission channel at 3 THz. The transmission seems to
diverge at low frequencies, but this is actually an effect of the Brownian motion
of the polymer on the gold surface that drags gold atoms which induces strong
a low frequency correlation. This is similar to what can be found in other liquid
systems from previous studies [27].

2.6 Qualitative analysis by a transient non-equilibrium
method

The analysis of the resistances in our interface model allows understanding some
of the various specifications of the interface that matters in the design of systems
to transfer energy for nanoparticles to their aqueous environment. For instance,
we have seen that the density of states of the systems and the covalent bonding
between the gold and the polymer involved explain the resistance hierarchy.
However, when nanoparticles are used for hyperthermia, they are heated by the
absorption of a laser pulse and then dissipate this energy in their environment
in a transient regime. This is why we realized a transient non-equilibrium
simulation to complete our equilibrium study by observing the spatial and
temporal evolution of the temperature field at the vicinity of an initially hot
gold surface.
We set the initial gold temperature at 1000 K and temperature of the water as
well as the polymer is set at 310 K. We then register the temperature in the
water as function of both the position and time, especially at 5 ps and 22.5
ps. We realise this study with and without the grafted polymer on the gold
surface. The result is indicated on Figure 2.8. We find the result expected
after our interface resistance analysis that the polymer decreases the interface
resistance as it accelerates the thermal relaxation of the gold. This is showed by
the fact that the temperature of water in the system with the polymer is always
higher than in the system without the polymer. This simulation also shows the
order of magnitude of the time constant of the heat transfer involved here. For
instance we see that after 22 ps the water is still heating. This can be compared
to the time necessary to transfer the energy absorbed by the electrons to the
vibrational modes in the case of an irradiated nanoparticle, this transfer takes
about ten picoseconds [100]. This simulation thus shows that we cannot neglect



62 Chapter 2 - Heat transfer at a solid/liquid interface

0 1 2 3 4 5

Distance (nm)

300

350

400

450
T

em
p

er
at

u
re

 (
K

)
without polymer
with polymer

22.5 ps

5 ps

Figure 2.8: Temperature profiles in water at the vicinity of the gold. These profiles
have been compute at two times, 5 ps and 22.5 ps after the start of the exchange
between the gold at 1000 K and the water at 310 K. This is done on the bare gold
system (red) and the grafted gold system (blue). Each time, the temperature profile of
the grafted interface is above the one of the bare interface.

the transfer between the nanoparticle and the water during the thermalization
of the electrons.
To complete Figure 2.8, we compute the isotherms in the water at different
times and plot them in a space-time diagram in Figure 2.9, it illustrates that
the temperature profile in the case with polymer is always above the one without
polymer. In other words, a higher temperature is always firstly reached by the
system with polymer and several picoseconds before it is reached by the system
without polymer.

2.7 Generalization of the results

In our study, only one polymer is present on our 28 nm2, for a density of about
0.04 polymers per nanometer square, and it induces a resistance reduction of
a factor almost 2. We can generalize the equation 2.3 to compute the effective
resistance when the surface polymer density is increased, but only under 2
approximations so that our resistance calculations remains valid:

1. the vibrational properties of the polymers are not affected by the inter-
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Figure 2.9: Space-time isotherm diagram. This figure completes Figure 2.8 by show-
ing the temperature in the water at more time steps. The top part of this Figure is the
system with polymer and the bottom part is without polymer. The frontiers between two
colors represent space-time isotherms (with the errorbars of the corresponding color).
This figure shows that the claim that the temperature is higher in the system with
polymer is true at all time.
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actions between the polymers.
2. the polymers do not screen the water molecules to the gold surface.

These hypotheses are valid until a surface polymer density of 0.7 polymers
per nanometre square, i.e. 20 polymers on the surface of our previous system.
There are two reasons for this:

1. at this density, the average distance between two polymers is 12 Å,
which is the cut-off distance of the van der Waals interactions (mod-
elled by Lennard-Jones potentials) and it is also from this distance that
the Colombian interactions are approximated as they become very weak
[63]. This weakness of these interactions between the polymers separated
by 12 Å justifies the first approximation we made.

2. 0.7 polymers per nanometre square represents a covering of 10% of the
gold surface if the polymer are unfolded (if all the polymers are folded on
the gold surface, the covering reaches 80% of the surface, forming a mono-
layer that would screen the interaction between the gold and the water
and thus would increase the gold/water resistance) but the gold/water
resistance is inversely proportional to the contact surface area, thus the
resistance would be increased by slightly less than 10%, which is accept-
able considering the numerical errors on our resistance calculations (Table
2.2).

This conditions allow to consider that each polymer acts as a thermal relaxation
channel and consider that the gold/water resistance, RGW remains unchanged.
We write an expansion of eq. 2.3:

R−1
eff (N) = R−1

GW + N(RGP + RPW)−1.

This will be a correct assumption up to N = 20 polymers on the surface. We
can write again this to make the surface polymer density, n, appears as well as
the effective surface resistance reff = ReffS and the gold/water surface resistance
rGW = RGWS where S is our surface area, S = 28 nm2. We have:

r−1
eff (n) = r−1

GW + n(RGP + RPW)−1. (2.6)

We plot this function on Figure 2.10 showing the effective resistance as function
of the surface polymer density. At n = 0 polymers per nm2, we find the previous
resistance RGW, then it decreases in 1

n . At the 0.7 polymers per nm2, we find a
resistance of 0.33 MK.W−1 which is about 1

10

ème of the gold/water resistance,
and this is with about 10% of polymer covering ratio of the gold surface. The
function represented on Figure 2.10 decreases as the inverse of the polymer
surface density but when the polymer surface density increases, the average
distance between the polymers decreases. When it becomes too small for water
to fill the fill the room between the polymers, the gold/water relaxation channel
disappears and the gold relaxes only through the polymers. Furthermore, these
polymers are not fully solvated which decreases the polymer/water contact
surface and thus increases the polymer/water resistance. As a result, the multi-
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Figure 2.10: Effective contact resistance extrapolated for higher polymer surface den-
sity on gold. Increasing the number of polymers on the gold decreases the effective
resistance in 1

n with n, the polymer surface density.

channel aspect vanishes to let place to an interstitial material between the gold
and the water. So that the new effective resistance becomes:

R’eff = R’GP + R’PW +
L

λS
(2.7)

where L, S and λ are respectively the thickness, the surface area and the
thermal conductivity of the polymer layer. It not obvious if this would lead
to a greater or smaller effective gold/water resistance and several parameters
could change eq. 2.7 like the hydrophobicity of the polymers or again their
length which, in addition to the curvature of the nanoparticle, could still lead
to some solvation of the polymers.

2.8 Conclusion

A microscopic analysis of heat transfer at the interface between a gold nanopar-
ticle and its aqueous environment has been developed. We first demonstrated
that the curvature of the nanoparticle is negligible if its diameter is above 17
nm and that a planar model can be used. Then, our calculations show that
attaching a polymer on the surface of a nanoparticle creates an extra heat
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relaxation channel that dominates the gold/water interface. As a result, the
total thermal conductance between the nanoparticle and the surrounding water
is decreased from G = 7.8 GW.m−2.K−1 for the bare gold/water interface by
almost a factor of two for a density of 0.04 polymer per nanometre square. The
analysis of the density of states and the transmission between the sub-systems
of the model allows understanding that the decrease of the resistance is due to
the similar relaxation frequencies in water and the polymer and to the covalent
bonding between the gold and the polymer. This study is a first step toward
new promising methods to design nanoscale systems for hyperthermia or drug
delivery. However, this study is limited as the effect parameters of this interface
such as the polymer length or the surface density, have not been investigated.
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3.1 Introduction

In nature, lipids are mostly known because they are part of the living cell
membrane. The lipids are molecules with a hydrophilic head and a hydrophobic
tail. In the context of cell membranes, Gorter and Grendel proposed in 1925
[53] that the lipids are organised in a bilayer structure due to their amphiphilic
characteristic. The hydrophilic head points to water while the tail remains
inside the bilayer. It is now well known that the lipid bilayer constitutes the
main matrix of the cell membrane in which the proteins and ions channels
are embedded. The cell membrane shape is also mechanically supported by
the cytoskeleton. The membrane is thus an ensemble of different materials
and molecules thus all its mechanical, thermal or dielectric properties are the
result of the combination of those different elements. However, the properties
of those constituents are not all known and specifically the thermal properties.
Lipid bilayers being the main component of the cell membrane, their thermal
behaviour is central in the relaxation in all living cells. In this chapter, a state
of the art of the lipid bilayers structure and thermal behaviour is presented as
well as the heat relaxation problem addressed in the following chapters.

3.2 Self-organisation of lipids in water: bilayers, mi-
celles and vesicles

Lipids are amphiphilic molecules, their polar heads are hydrophilic and their
tails are hydrophobic carbon chains. These chains can be of different length
from one lipid to another and can contain several double bonds. As a result,
the lipids in water organise in two layers with their heads toward the water and
the carbon chains are facing each other inside the bilayer. A drawing of this
structure is given on Figure 3.1. In water, depending on their concentration
or on the external conditions, a bilayer is not the only accessible structure.
The most probable structures are micelles and vesicles. Those last ones are
very stable [60] and they are represented in Figure 3.2. To artificially fabricate
proper bilayers in water, one needs to develop specific methods that will be
detailed in further chapters.
As Figure 3.2 shows, micelles are not bilayers while vesicles are lipid bilay-
ers closed on themselves. They can be used when studying lipid bilayers but
only one side of the bilayer is accessible which limits the range of experiments
achievable with vesicles. Different types of system are gathered under the name
of vesicles:
• multilayer vesicles: vesicles of the order of a micrometer with several lipid

layers as a membrane.
• small unilamellar vesicles: vesicles of the order of a few tens of nanometers

form of only one membrane closed on itself as the one represented in
Figure 3.2.
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Figure 3.1: Bilayer structure of lipids. In water, lipids can self-assemble as a bilayer,
their hydrophilic head in contact with the water and the hydrophobic tails in contact
with the tails of the other lipid layer.

Figure 3.2: Micelles and vesicles are the two spontaneously created form of lipid in
water. The vesicles are basically lipid bilayers closed on themselves while micelles are
not a lipid bilayer system.
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• large unilamellar vesicles: unilamellar vesicles of about 200 nanometers.
• giant unilamellar vesicles: unilamellar vesicles of 10 to 50 micrometers.

3.3 Thermal properties of lipid bilayers

3.3.1 The lipid bilayers phases

Bilayers can be found in several phases depending on the temperature and the
lipid types forming the bilayer. The structure of the bilayer depends on the
lipid: the dipole in its head and the length and unsaturation degree of its chains.
The main phases are the gel phase and the liquid phase. The main difference
between those phases is the area per lipid and the thickness of the bilayer.
The gel is thicker than the liquid but the area per lipid is larger in the liquid
phase. In addition to those main organisations other phases are accessible to
the bilayer are [60, 169]:
• a crystalline phase where the lipids are ordered in the three directions. It

is the Lc phase reported on Figure 3.3.
• a gel phase, where the lipids are often tilted by about 30◦, this corresponds

to the Lβ and Lβ’ phases illustrated in Figure 3.3.
• a ripple phase made of a linear combination of gel and liquid phases. It

is represented as the Pβ’ phase in Figure 3.3.
• a liquid phase. The lipids are disorganised and there is no periodicity. It

is the Lα phase depicted in Figure 3.3.
When the bilayer phase is ordered, in common cases, it takes the form of a
two dimensional hexagonal structure. At lower temperatures, a cubic phase
structure also exists. Those structures have been investigated using X-ray or
neutron scattering [170, 181, 182].

Figure 3.3: Lipid bilayers exist in different phases, crystalline (Lc), gel (Lβ’), ripple
(Pβ’) or fluid (Lα) depending on the temperature. The higher the temperature, the
less organised is the bilayer [60].

3.3.2 Thermal behaviour

A phase transition is the result of the reorganisation of the ensemble of the
lipids and a phase transition temperature corresponding to the gel/liquid phase
transition can be defined for lipid bilayer made of only one type of lipid. This
phase transition is a first order phase transitions, as a consequence, the heat
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capacity of the bilayer diverges at the transition temperature as illustrated
on Figure 3.4 [169]. This Figure also shows that the per lipid volume in the
membrane depends on the temperature. The increase of the volume is due to
an increase of the lipid-lipid distance as the bilayer thickness is larger in the
gel phase.
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Figure 3.4: The volume of a DPPC lipid bilayer increases with temperature and at
each phase transition, the heat capacity is maximum and the volume changes rapidly
[169].

The transition temperature varies with the type of lipid constituent the mem-
brane. The more saturated are these lipids, the higher the transition temper-
ature. This mechanism is explained by the double bonds in the carbon chain
in unsaturated lipids. This bond induces angle differences in the carbon chain
preventing perfect stacking of the lipids and leading to more space between
lipids as illustrated in Figure 3.5. As a result, the membrane is more flexible
and "fragile" [136].
However, the melting temperature cannot be deduced from the unsaturation
degree of the lipids because among lipids with the same unsaturation degree,
the transition temperature varies. An example of the temperature values is
provided in Table 3.1. The transition temperature depends on many parameters
[146] such as the position of the double bonds in the chains, the lipid size, the
polar head, etc ...
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Figure 3.5: Unsaturated lipids have rigid angles due to their double bond(s), which
prevents the perfect stacking of the lipids and disturbs the order of the bilayer.

Lipid common name # of -CH2-:# of CH=CH (position) Melting temperature (◦C)
DMPC 14:0, 14:0 23
DPPC 16:0, 16:0 41
DOPC 18:1 (9), 18:1 (9) -20
DLPC 18:2 (9:12), 18:(9,12) -53
POPC 16:0, 18:1 (9) -2
DMPS 14:0, 14:0 35
DMPE 14:0, 14:0 50
DMPA 14:0, 14:0 50

Table 3.1: Melting temperature of different lipids from [146]. Those data show the
effect of the double bond(s) in the lipid tails on the melting temperature. While there
is no general law, there is a correlation between the number of double bonds and the
melting temperature.



Part III - Lipid bilayers 75

3.3.3 Heat conduction

The most un-addressed properties of lipid bilayers are their heat conduction
properties. In most cases when modelling the heat conduction, the bilayer is
neglected which is reasonable but with nanosystems being developed to act
close to the bilayer and at short scale, this approximation can be questioned.
Plus, when nanoparticles are injected into a living body, they often enter in
the cell by being encapsulated into vesicles. Thus, if those particles heats up,
the thermal conductance of the membrane is a part of the model. There is a
Non-Equilibrium Molecular Dynamics simulation on a DPPC lipid bilayer in gel
phase computing the in-plane and cross plane thermal conductivity [119]. The
cross-plane thermal conductivity of the bilayer is found to be 0.25 W.m−1.K−1

and 0.10 W.m−1.K−1, in the in-plane direction. This difference is explained by
the structure of the bilayer and the type of forces between the atoms. In the
plane of the bilayer, the lipid are relatively far apart and interact through van
der Waals and dipole-dipole interactions while in the cross direction, the atoms
are covalently bonded except at the interface between the two monolayers. This
layer-layer resistance is the main thermal resistance in the cross-plane direction.
As a result, lipid bilayers conduct heat less than water and are a thermal barrier
in the cell environment.

3.4 Response to electric field

Lipid bilayers are electric isolator as due to their structure, they are not per-
meable to ions. Their capacitance can be defined and measured experimentally
and is commonly known to be of the order of 0.01 F.m2 [14, 168, 15, 115, 137].
However, electrical fields are known to impact the lipid bilayer structure is the
case of the electroporation, where a voltage induces the formation of holes in
the membrane.

3.4.1 Electroporation

The electroporation consists in applying an electric on the lipid bilayer to in-
crease its permeability. The application of a transmembrane voltage of at least
0.5 to 1 V on the membrane allows large molecules such as DNA to pass through
the bilayer. Electroporation is commonly used to increase the permeability of
cell membranes and introduce new coding DNA in a bacteria for instance [120].
Large molecule passing through the membrane indicates that this phenomenon
is related to the creation of holes of nanometer scale in the bilayer. The mech-
anism proposed in many studies and numerical simulations [152, 151, 161, 162]
is a local reorganisation of the lipids. Some lipids would gradually flip by an
angle up to 90◦ forming a hole in the bilayer but the lipids still face the water
with their hydrophilic head as indicated in Figure 3.6.
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Figure 3.6: Organisation of the lipids in an electroporated bilayer. This structure is
created when the transmembrane voltage is higher than a threshold of 0.5 to 1 V.

3.4.2 Nerve pulse propagation and axon models

The measurement of the effects of electric fields on lipid bilayers is motivated
by the study of the nerve pulse propagation. A nerve is composed of a bundle
of axons. An axon is a projection of a cell called neurone and is responsible of
the transmission of information. Signals are carried by the neurones through
the propagation of an action potential along the axon. This potential was
measured by Cole and Curtis in 1939 on a squid axon [26]. It consists in
a transient potential difference propagating along the axon. This measured
potential is represented in Figure 3.7.
This potential propagation was later described by Hodgkin and Huxley [64]
who considered the role of the ion channels in the propagation of this action
potential. Considering that potassium and sodium channels are distributed
on the membrane along the axon, they open after the voltage pulse and thus
influence the potential in their environment and other channels in their vicinity.
To quantify this process, the electrical model of the axon membrane that is
depicted on Figure 3.8, has been taken from [60], have been introduced. Ion
channels are modelled as resistances (R) or conductances (g), the lipid bilayer is
a conductance and a leakage of ions IL through it is considered. This scheme is
repeated along an axon of radius a and resistance Ri. The equation describing
the nerve pulse is established as follows:

a

2Ri
.
∂2U

∂x2
= Cm

∂U

∂t
+ gK(U − EK) + gNa(U − ENa), (3.1)

where Cm is the conductance of the lipid bilayer, EK and ENa are the poten-
tial difference created by the different concentration of potassium and sodium
respectively. Those quantities and their arrangement are represented in Figure
3.8.
This model is satisfying to describe the potential measurements carried out on
axons but later experiments revealed [142, 163] that heat was released then
absorbed from the axon when the action potential propagates. Experimental
results from [142] are reproduced in Figure 3.9.
The transmembrane voltage is at most 100 mV and is thus smaller than the
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Figure 3.7: Transmembrane voltage measured during the action potential propagation
[26]

Figure 3.8: Electrical model of an axon as introduced in the Hodgkin and Huxley
model for action potential propagation from [60].
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Figure 3.9: Heat released and absorbed during the action potential propagation from
experimental data [142]. This reversible behaviour is similar to what is observed in
phase transitions.



Part III - Lipid bilayers 79

500 mV required for electroporation but this voltage might still change the
structure of the bilayer. The release of heat followed by an absorption hints
that this effect takes root in a reversible behaviour. It is thus plausible that
this phenomenon, which cannot be explained by the Hodgkin-Huxley model, is
due to a voltage-induced phase transition of the lipid bilayer, the voltage being
here the action potential. This problem has been addressed by theoretical and
experimental studies [159, 9] revealing that the electric field induces a change
of the lipid bilayer structure or phase. The difference of energy between the gel
and the liquid phase is ∆H ≈ 30 kJ.mol−1 [60] which can induce a heating of
about 1◦C of the bilayer.

3.5 Conclusion

In this chapter, the structural aspects of lipid bilayers have been presented and
the common forms of those membranes in water have been introduced: small,
large and giant unilamellar or multilayer vesicles. The thermal relaxation of
lipid bilayers is mostly un-addressed. One numerical calculation studied the
heat conduction in a gel DPPC lipid bilayer and has revealed that its cross-plane
thermal conductivity is 0.25 W.m−1.K−1 and thus the membrane constitutes a
thermal barrier in water. The most studied heat relaxation property in bilayer
is the phase transition. The bilayer’s phase depends on the temperature and the
main phase transition occurs between the gel and the liquid at a temperature
that depends on the lipid types that has been tabulated for pure lipid bilayers.
However, the temperature is not the only way to affect the structure of a bilayer
and it is known that electric fields increase their permeability by opening holes.
This mechanism requires a transmembrane voltage of at least 0.5 V. In nature,
the action potential, a transmembrane voltage of about 0.1 V is suspected
to induce a reversible change of the bilayer structure due to a heat release
followed by a cooling observed during the propagation of the action potential.
As a result, the structure of the bilayer could be controlled by the application
of electric fields and the hypothesis of a voltage-induced phase transition of the
lipid bilayer is investigated in the following chapters.
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Double bond

Figure 4.1: Those two lipids are almost identical. The main difference between them
is the double bond in one of the POPC tails (arrow).

4.1 Introduction

The dielectric properties of lipid bilayers have been studied for years as they
play a central role in the membrane ion or protein permeability [2, 34, 62, 50,
52] or in electroporation [127, 155, 151, 152]. Electroporation is an increase
of permeability of the cell membrane by applying an electric field. In these
applications, we actively act on the membrane to allow the drug delivery inside
a cell. The dielectric properties are also involved in the interactions between the
membrane and proteins [34] and thus very important to understand the biology
or to be able to design systems to interact with membrane cell. The systems
that are designed recently aim to deliver drugs or for hyperthermia [51, 157, 177,
111, 158, 73] in which the cell membrane is stimulated by heat or an electric
field, static or not. Previous studies have reported that the static dielectric
permittivity in the bilayer is not uniform [156] and it has been showed that
the structure of the lipid bilayer can be controlled and thus, its permeability
changed [93, 145]. However, there are no theoretical studies reporting the THz
properties of simple membrane models. In this chapter, we build a Molecular
Dynamic model to compute the polarisability of two types of bilayers, one made
of DPPC lipids and the other of POPC lipids. These two lipids have very close
chemical formulas but despite these similarities they self-organise into bilayers
with different structures. This gives us the opportunity to enlighten the link
between the morphology and the dielectric properties of a bilayer. Our results
have been compared with Raman experimental results [98] we a fait agreement.
We then focus on the connexion between absorption picks and the active dipoles
position.

4.2 Model description and calculation method

We have studies two lipid bilayers with different structures. One of those
bilayers is made of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC)
and the other one of 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC). The
skeletal formulas of those two lipids are showed on the Figure 4.1.
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4.2.1 Model description

The main difference between those lipids relies in the double bond at the POPC
lipid tail (see arrow on Fig.4.1). We have modelled the lipid bilayers at an atom-
istic level with the mean of molecular dynamics simulations (MD) by taking
explicitly the interaction of the bilayer with water molecules. The DREIDING
[110] (full atomistic) potential has been accounted for the lipids with an exper-
imentally validated TIP3P interaction model [74] for the water molecules. The
PPPM solver [63] is employed to compute the electrostatic interactions and
the long-range interactions cut-off is 12Å. The nucleus charges of the lipids are
computed according to the Gasteiger algorithm [49]. The relaxation of the bi-
layers has been performed in canonical ensemble (NPT: pressure and constant
temperature) for 400ps to ensure the cohesive energy minimization and using
a Nosé-Hoover thermostat [65] (zero pressure, the target temperature and a
damping parameter of 1000fs). Then, the optical and morphological properties
are extracted from the displacement and velocity fluctuations of the atoms in
the microcanonical ensemble (NVE: constant energy and volume) for 200000
steps with a 0.1fs time step to ensure the validity of the fluctuation/dissipation
theorem (FDT) [87]. Our simulations include 72 lipids (about 50x50Å2) and
6240 water molecules (about 50Å of water above and under the bilayer) from
230 K to 370 K when exploring temperature dependent effects and 310K other-
wise. All the results presented in this work have been ensemble-averaged with
ten simulations to reduce the confidence interval.
Figure 4.2 represents the relaxed bilayers at 310K as they are in our Molecular
Dynamics simulations. They have similar structure as what can be found in the
literature [152, 151, 119]. Qualitatively, this Figure shows that the two bilayers
have different morphologies despite the very similar lipids they are made of
(Figure 4.1). This will allow us to compare the dielectric properties of two lipid
bilayers were the main difference is the structure.

4.2.2 Calculation methods

We apply the fluctuation-dissipation theorem to the dielectric susceptibility
(see Chapter 1) defined by:

~p = ε0χ~E,

where ~p =
∑N

i=1 qi~ri = ~pz + ~p|| is the dipole moment, with N, the number of
atoms in the bilayer, and ~E, the exterior electric field. As suggested by the
symmetries of the bilayer, the polarisation will be split into its perpendicular
and parallel components. We will do the same with the dielectric properties to
follow the anisotropy of the bilayers. As 〈pz〉 = 0, by symmetry of the bilayer.
We apply the fluctuation-dissipation theorem giving:

χz(ω) =
〈p2
z(0)〉

ε0kBT
+

iω

ε0kBT

∫ ∞
0
〈pz(0) · pz(t)〉e−iωtdt.
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Figure 4.2: Atomistic representation of the lipid bilayers at 310 K. One is made of
POPC lipids and the other of DPPC lipids. The DPPC lipids are closer to each other
this explains why the POPC bilayer is wider.

It is important to notice that the susceptibility χz is not a continuous function
of the frequency, so that the Wigner-Khinchin theorem cannot be applied and
we must compute the polarisation directly.
We compute the polarisability of the bilayer along the axis perpendicular to
the plane of the bilayer:

α(ω) =
〈p2
z(0)〉
kBT

+
iω

kBT

∫ ∞
0
〈pz(0) · pz(t)〉e−iωtdt.

The in-plane components of the polarisation are not zero on average. Thus we
can compute the in-plane dielectric components of the lipid bilayer as

εx or y(ω = 0) =
〈px or y − 〈px or y〉〉2

ε0kBT
.

We will split our results into two parts; the first part will focus on the static
part of the dielectric constants (ω = 0) and the second part on the infra-red
domain (THz frequencies).

4.3 Results

We start by the static part (ω = 0) of the polarisability and then we will focus
on its frequency dependant part. It is mainly its imaginary part that is involved
in the radiation absorption.
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Figure 4.3: Size effect on the static polarisability of the lipid bilayer at 310 K. The
static polarisability converges very quickly, at 72 lipids.

4.3.1 Static dielectric properties

4.3.1.1 Size effect

To account for the size effect in our bilayers, we first compute the static polar-
isability as function of the number of lipids. Thus, we build several simulations
with more and more lipids. We used DPPC lipids for this study. We rep-
resented the static polarisability on Figure 4.3. This shows that it converges
with less than 72 lipids. With fewer lipids, the polarisability is very high. As
α(ω = 0) = 〈p2z(0)〉

kBT
, we can think that the perpendicular component of the

dipole moment of the bilayer fluctuates very widely.
The dielectric permittivity in the plane of the bilayer can also be computed as
the average between the εx and εy. We get Figure 4.4. Here we notice that the
static permittivity converges in a way very similar to the polarisability.
As both quantities converge at 72 lipids, we will use this size for the temperature
dependant calculations.

4.3.1.2 Electric capacity and static permeability of the bilayer

We have seen that the static polarisability has converged at 72 lipids; we can
then compute this polarisability as function of the temperature. To be able to
compare our results to experimental data, we can link the polarisability to the
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Figure 4.4: Size effect on the static permittivity in the plane of the lipid bilayer at
310 K. This shows similarly that the permittivity converges at 72 lipids.

electric capacity:

C =
(α(ω=0)

ε0V
+ 1)ε0S

d
,

where d is the thickness of the bilayer, V its volume and epsilon0 the permit-
tivity of vacuum. We have computed both the polarisability and the electric
capacity for both the DPPC and the POPC lipid bilayers and gathered the
results on Figure 4.5. This Figure reveals that the polarisability doesn’t de-
pend on the temperature, for both bilayer, as well as the electric capacity. In
the literature the effect of temperature is not accounted but the electric capac-
ity of lipid bilayers has been found to be between 0.01 F.m2 and 0.03 F.m2

[14, 168, 15, 115, 137] which is compatible with our results. These measures
have been realised on natural lipid bilayers that mixes different lipids and that
explains that we find a range of results. Figure 4.5 tells us that the bilayer
made of POPC lipids has a polarisability twice to three time larger than the
one made of DPPC lipids. This is a first effect of the morphological differences
of between the bilayers that we will explain later.
After the polarisability, we can compute the in plane dielectric permittivity of
the bilayers as function of the temperature. We can plot the Figure 4.6 and we
notice several things there:
• the dielectric permittivity in the POPC bilayer is larger than in the DPPC
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Figure 4.5: Static polarisability and electric capacity of lipid bilayers as function of
temperature. The temperature has no effect on the polarisability but the lipid type as
a large impact as the POPC lipid bilayer as a polarisability thee times higher.

bilayer.
• in both cases, the permittivity is constant or decreases slightly with the

temperature.
We get here an order of magnitude of the in plane permittivity but the error
doesn’t allow us to clearly show its dependence with the temperature.

4.3.2 Dielectric properties in the infra-red domain

The infrared absorption is responsible of the heat transfer by radiation to the
bilayer. We won’t be interested to the radiation above 100 THz (i.e. ≈ 3330
cm−1 ou 3 µm). Indeed, above this value, the absorption is mainly due to
the electrons, no more the atomic dipoles. So this frequency domain is not
accessible to us in Molecular Dynamics where there are no electrons in the
models. To address the absorption, we have calculated the imaginary part of
the polarisability, α′′(ω), in both our bilayers:

α′′(ω) = =
(
iω

kBT

∫ ∞
0
〈pz(0) · pz(t)〉e−iωtdt

)
.

The result is plotted on Figure 4.7 as well as a comparison with Raman spec-
troscopy measurement [98] and the densities of states of the bilayers. We
haven’t find measurements of the absorption spectrum under 40 THz (i.e. ≈
1300 cm−1 or 7.5 µm).
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Figure 4.6: In plane static permittivity of lipid bilayers as function of temperature.
Alike the polarisability, the temperature has no effect but the lipid type plays a role and
the les order POPC lipid bilayer has a higher permittivity.
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Figure 4.7: Absorption spectrum, Raman spectroscopy and densities of states of
DPPC and POPC bilayers at 310 K. We calculated the absorption spectrum and the
density of states and found good agreement with experimental data [98].

Figure 4.7 reveals a very good agreement between our calculations and the
Raman measurements from about 90 THz to 100 THz where the absorption
can be attributed to the dipoles involving the hydrogen atoms, like the C-H
and N-H bonds activated at 85 THz and 100 THz. The agreement between
our calculations and the experimental results is less good in the 50 THz range,
the one where lies the frequencies of the C-C, C-O, C-N and P-O bonds. The
densities of vibration states of the two bilayers are also represented on Figure
4.7, showing the density of states and the absorption spectrum have similar
mode frequencies. This means that all vibration modes are activated in infrared,
this is due to the fact that all atoms in our system are charged. However
we notice that the relative intensities of the modes are different between the
absorption spectra and the densities of states. The absorption spectrum is made
by dipoles while the density of states is driven by the masses and speed of the
atoms. We notice on Figure 4.7 that the absorption is large at low frequencies,
where the largest dipoles of the lipids vibrate, the one located in the heads of
the lipids.
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4.4 The bilayer morphology and its effect on the di-
electric properties

The dielectric properties of the two lipid bilayers we have calculated present
both differences and similarities while the two lipids used to make the two
bilayers are actually very similar, as showed on Figure 4.1. We thus turn to
the bilayer’s structure itself to look for an explanation for the differences in the
dielectric properties and this is what this section is about.

4.4.1 Links between the structure and the electric capacity

We have previously showed in Chapter 4 that the electric capacity of the POPC
lipid bilayer is three time larger than the electric capacity of the DPPC lipid bi-
layer. We have seen it, on Figure 4.2, the lipid organisation is different between
both bilayers. Firstly, we can think that the capacities are different because of
the volume difference, or the thickness difference. Another explanation would
be the dipole distribution.
To quantify the morphological differences, we computed the densities of each
element present in the bilayer along the axis perpendicular to the bilayer plane,
those densities are gathered on Figure 4.8. This let us notice that the DPPC
lipid bilayer presents only a small interdigitation, showed by the small density
drop at the middle of the bilayer (indicated by the arrow) meaning the two
monolayers does not intermix. At the opposite, the density in the POPC lipid
bilayer reaches a maximum at its middle. This interdigitation induces a de-
crease of the thickness in the POPC lipid bilayer that is 5 Å thinner than the
DPPC lipid bilayer, this has already been reported in the literature [79, 174, 91].
Another way to quantify the structure of the bilayer is to compute its radial
distribution function in the bilayer plane. The definition and method to do this
calculation is described in Chapter 1. We represented the distribution functions
for both bilayers on Figure 4.9. They reveal that the POPC lipids are not as
organize as the DPPC lipids. This results into two things visible on Figure 4.9,
for the POPC lipid bilayer, the distance with the first neighbour is larger and
the distribution function converges faster to the averaged density.
These differences can both be explained by the double bond indicated on Figure
4.1 by an arrow on the POPC lipids. This double bond creates an angle in the
carbon backbone preventing those lipids to stack as well as the DPPC lipids.
The distance with the first neighbour becomes larger, the density decreases and
the greater space between the lipids allows an easier penetration of the tails of
the lipids from the other monolayer, creating more interdigitation which reduces
the thickness of the whole bilayer.
However, this morphological difference does not explain the different electric
capacity but it let us presume the mobility of the lipids are different depending
of the bilayer. This is confirmed by the standard deviation of the position of
the lipids 〈(x2 + y2)− (x+ y)2〉 that is larger by a factor 2 in the POPC lipid
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Figure 4.9: Two dimensional radial distribution function of lipid bilayers at 310 K.
In the DPPC lipid bilayer, the two dimensional ordering is observed up to 25 Å while in
the POPC lipid bilayer it is lost after 15 Å. These curves also reveal that the lipid-lipid
distance in a monolayer is larger with POPC lipids than with DPPC lipids.
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bilayer where it is 0.2810Åagainst 0.1762Åin the DPPC lipid bilayers (computed
over 100 ps). If we know go back to Figure 4.8, we can notice the charges
are mostly located in the hydrophilic heads of the lipids. The POPC lipids
being more mobile, we think the angular fluctuations bring those dipoles in
more perpendicular positions than the DPPC lipids. Indeed, when computing
the ratio of the out-of-plane polarisation over the in-plane polarisation,

∣∣∣ pzp|| ∣∣∣
in the monolayers, we find 0.0309 for POPC lipids and 0.0017 for the DPPC
lipids. This difference, due to the space between lipids reducing the dipole-
dipole interaction, explains that the electric capacity is larger with POPC lipids
than with DPPC lipids.
The in-plane dielectric permittivity being larger in the POPC lipid bilayer
(Figure 4.6) means that the fluctuations of the dipoles in the plane of the
POPC lipid bilayer are larger than in the DPPC lipid bilayer. This could also
come from the larger distance between POPC lipids and the smaller the dipole-
dipole interactions, inducing more dipole fluctuations. The slight decrease of
the permittivity with the temperature is a sign that the temperature is screening
the dipole-dipole interactions between the lipids.
Going back to Figure 4.8, we see that the charges, and thus the dipoles are
mostly in the heads of the lipids. Thus according to our analysis of the static
permittivity and the polarisability, we can consider the lipids as big dipoles
interacting with each other. The distance between those dipoles, and thus
their mobility, is driven by the mostly uncharged lipid tails. Those tails give
the general structure of the bilayer that will change the behaviour of the charges
in the lipid heads and thus change the dielectric properties.

4.4.2 The effect of the structure and the infra-red absorption

In the case of the infra-red absorption, Figure 4.7 shows that the absorption
spectra of both bilayers are very similar. This is quite surprising after having
seen the morphological differences of the two bilayers but then where is this
absorption occurring? By computing the absorption spectra as function of the
axis perpendicular to the bilayer’s plane with a 2 Å resolution, we were able to
address this question with Figure 4.10.
The top of Figure 4.10 represents the local absorption averaged on the whole
spectrum part available to our simulation. This Figure shows that the absorp-
tion in the DPPC lipid bilayer occurs mainly in the heads of the lipids (at about
40 and 85 Å), where the curve is maximal but in the bilayer made of POPC,
the absorption is spread more homogeneously. The bottom part of Figure 4.10
represents the absorption at 53 THz as function of the position in the bilayers.
We have chosen this frequency because it is he frequency of the C-C bond,
which lie in the center of the bilayers so that we expect to have more homoge-
neous curves than with the total absorption. This is what we actually find but
with several differences between both bilayers. These curves can be explain by
noticing they mainly follow the charge density represented on Figure 4.8.
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the bilayer.
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4.5 Conclusion

In summary, this work presents a first attempt to theoretically predict the
IR-THz absorption properties of two types of lipid bilayer. We have based
our approach on the fluctuation-dissipation theorem using molecular dynamics
simulations. Our calculations have been compared with experiments. A good
agreement is reported for the static and frequency dependent polarizability for
the range of frequencies available in the literature. In addition, our analysis
provides spectral data at lower frequencies (below 40 THZ) where no experi-
ments have been conducted so far. The physical origin of the polarizability has
been further investigated:
• The temperature is found to have no effect on the static polarizability

that differs by a factor of three between POPC and DPPC layers. This
feature is explained by different structural configurations that allow more
dipole fluctuations at the POPC hydrophilic heads.
• For the case of the IR spectra, both structures exhibit the same broad-

band absorption, ranging from 10 to 100 THz where the full vibrational
spectrum is IR-active. Surprisingly, we found that for the case of the
DPPC bilayer, IR absorption is strongly localized at the hydrophilic heads
whereas for the case of the POPC bilayer, the absorption occurs more
uniformly. This has been explained by the charge distribution. This ap-
proach opens the field to the study of the heating properties of biological
systems when IR radiation plays a dominant role.
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5.1 Introduction

In this chapter, it is intended to show that a phase transition of a lipid bilayer
can be induced by an electric field. The experiment consists in applying dif-
ferent electric field on a bilayer, at different temperatures and characterise the
phase of the bilayer by measuring its viscosity.
Using the cell membrane, such as the one of axons [106, 114, 67, 107, 164], is
the easiest way to get a lipid bilayer, but this system includes different lipids
and proteins. To study the variation of the viscosity with the electric field
or the temperature, it is preferable to use a pure lipid bilayer with systems
created in vitro. An easy technique is to dissolve lipids in water and let them
self-organise into micelles or vesicles. Another system is the supported lipid
bilayer which is made of deposited lipids on a surface. This system is ideal
for force microscopy experiments [48]. A third technique was developed by
Mueller in 1962 [118, 117], and then called the "painting method". Mueller
described a method to create a suspended lipid bilayer in a hole, also called
black lipid membrane. In this geometry, electrodes can be placed on both sides
of the bilayer. This is why this technique has been widely used for electric
capacity measurements [7, 179, 141] and also to study ions channel activities
[61, 30, 124, 25, 134].
This system was chosen to conduct the experiments because of this advantage.
The first step is the measurement of the viscosity by fluorescence lifetime imag-
ing microscopy at different temperatures. Those results will be detailed in the
first part of this chapter. Very surprising results were found as the viscosity of
the bilayer increases with the temperature. The opposite trend was found in
other lipid systems [183]. The hypothesis is that this behaviour is due to the
presence of the solvent in the bilayer. This is tested by molecular dynamics
simulations presented in the second part of this chapter.

5.2 Experimental investigations

The viscosity of the lipid bilayer is measured with a molecular rotor. The
fluorescent lifetime of this molecule depends on the viscosity of its environment.
As a result, measuring its fluorescent lifetime gives access to the viscosity of
the bilayer. The phase transition is detected as the viscosity suddenly changes
with the temperature.
To conduct these experiments, two microscopy techniques were used:
• phase contrast microscopy.
• fluorescence lifetime imaging microscopy (FLIM).

This part will first introduce those two microscopy techniques, then, the prepa-
ration of the suspended lipid bilayer and finally the FLIM results.
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Figure 5.1: Sketch of a phase contrast microscopy set-up. The principle of phase
contrast microscopy is to make the light scattered by the sample (red) interfere with
the background light (green).

5.2.1 Phase contrast microscopy

When observing an object, by eye or with a camera, one sees the amplitude of
the light emitted by this object. The amplitude varies if the object scatters or
absorbs the light but the phase of the wave is normally not observable while it
is also affected by the medium observed. This information is neglected even if
it is more relevant than the amplitude.
The principle of phase contrast microscopy is to observe the phase difference
of waves that went through different materials by turning it into brightness
differences. The set up phase contrast microscopy is described on Figure 5.1.
The incident light on the sample passes through a ring shape hole and then
focused on the sample by the condenser. Part of this light is scattered and phase
shifted by the sample but most of it is unaffected. The unaffected (background)
light’s phase is then shifted by +90◦ by a phase shift ring. Then a gray ring
reduces its intensity to one comparable to the intensity of the scattered light.
When both light are recombined, they interfere and create a brightness contrast.

5.2.2 Fluorescence Lifetime Imaging Microscopy (FLIM)

Fluorescence-lifetime imaging microscopy (FLIM) consists in imaging a fluo-
rescence lifetime instead of fluorescence intensity. A pulsed laser excites fluo-
rophores on the sample, and then they emit a photon according to their fluo-
rescence lifetime. Each of those photons when received by the detector is reg-
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Name T Pulse-200 from Amplitude Systemes
Type femtoseconde oscillator
Gain media Yb:KYW (Ytterbium-doped tungstate crystal)
Repetition rate 10 MHz
Pulse width 407 fs
Output power 2.5 W at 1030 nm
Second harmonic generation in β-BaB2O4 at 515 nm
Power in experiments a few hundred µW at 515 nm

Table 5.1: Specifications of the laser used in all the fluorescence lifetime imaging
microscopy measurements. 515 nm excitation corresponds to the absorption of the
BODIPY and the power on the sample was decreased to a few hundreds of µW (de-
pending on the fluorescence intensity of the sample).

istered along with its time of arrival and position. This is repeated with each
laser pulse and after a chosen exposure time, the fluorescence decay at different
position in the sample is extracted. From this decay, the fluorescence lifetimes
are computed and displayed on a two dimensional image. This technique needs
a long exposure time (up to several tens of minutes). The measurements were
performed at different temperatures applied with a hot sample holder in the
microscope and then measured with a thermocouple in contact with the sample.
The specification of the laser used in the experiment is given in Table 5.1. The
set-up is presented on Figure 5.2.

5.2.3 Molecular rotor for fluorescent lifetime imaging microscopy

The molecular rotor used in the experiments is a BODIPY (boron-dipyrromethene)
developed by Dr. Marina Kuimova [66, 88]. Figure 5.3 shows its skeletal for-
mula. This molecule is hydrophobic so it is present inside the lipid bilayers and
not in the surrounding water.
This rotor’s fluorescence lifetime depends on the viscosity of its environment
and Dr. Kuimova published a study calibrating this dependence, the results
from her paper are reproduced on Figure 5.4. This represents a bijective func-
tion that can be used to get the viscosity of any system the rotor is in.

5.2.4 Preparation of the suspended lipid bilayer

This experiment is conducted on suspended lipid bilayers made of DPPC lipids
(bought at AVANTI polar lipids inc.). Its skeletal formula is presented on
Figure 5.5. The lipids (powder) are solvated in decane with a concentration of
20 mg.ml−1. If the lipids are in chloroform, they are evaporated before adding
the decane. The skeletal formula of the decane is given on Figure 5.6. The
molecular rotor is added to this solution in concentration of 1 for 800 lipids
[88]. This solution is then injected in the chip depicted on Figure 5.7. This
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Figure 5.2: Set-up of the FLIM experiments.

Figure 5.3: Skeletal formula of the BODIPY made by Marina Kuimova. Its fluores-
cence lifetime depends on the viscosity [88].
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Figure 5.4: Fluorescence lifetime of the BODIPY as function of the viscosity pub-
lished by Kuimova [88].

Figure 5.5: Skeletal formula of a DPPC lipid.

chip is made of a pool (1) with a parylene bottom (2) pierced by a hole (3)
(usually 50 to 200 µm wide). This hole communicates with a channel (4) that
runs under the pool. This channel can be filled from two extremities (5 and
6) far from the central pool (1). The different parts of this chip were made
separately and glued by hand.
The procedure of the painting method exploits the amphiphilic properties of the
lipids. When the lipid solution is in contact with water, the hydrophilic heads of
the lipids will gather between the water and the decane. If the decane is then
replaced by water, the lipid rearrange in a bilayer structure. The procedure
with the chip is depicted on Figure 5.8:

1. filling the top central pool with water (phosphate buffered solutions (PBS)).
2. inserting some of the lipid solution in the channel beneath.
3. pushing the lipid solution under the pool with the PBS solution
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Figure 5.6: Skeletal formula of decane used as an organic as solvent.

Figure 5.7: Description of the chip for suspended lipid bilayers. This chip is made
of a pool (1), a parylene membrane (2) pierced by a hole (3) and a channel (4) open
at its extreminties (5 and 6).
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Figure 5.8: Procedure of the painting method.

4. when the parylene hole is surrounded by water, a lipid bilayer has formed.
Once the lipid bilayer is formed at the center of the hole in the parylene it
can be observed in phase contrast or fluorescence microscopy. Figure 5.9 (left)
is the phase contrast image and shows that the hole is filled by a reservoir
surrounding the lipid bilayer. The fluorescence image, Figure 5.9 (left), shows
that the reservoir host the highest concentration of fluorophore. This is because
it is made of the lipid solution and is thick compared to the central bilayer. Its
fluorescence intensity decreases with the distance from the boundary of the hole
because it becomes thinner. At the center, the bilayer is about 5 nm thin. As
a result it hosts less BODIPY per surface area and is darker than the reservoir
on the images. This system did not bleach which suggests that the fluorescent
molecules in the reservoir come in the bilayer to replace the fluorophores. With
this system, electrodes can be placed on both sides of the bilayer to apply a
voltage. Checking that the current through the hole is zero has confirmed the
presence of the bilayer.

5.2.5 FLIM results

FLIM image of the suspended bilayer allows us to map four regions in this
system. They are depicted on the FLIM image on Figure 5.10. The colors
on this image represent the different fluorescence lifetimes and the brightness
represents the fluorescence intensity.
The regions identified on this image are:

1. a part not illuminated by the laser that does not fluoresce.
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Figure 5.9: Phase contrast image and fluorescence image of the hole in the parylene
with a bilayer showing the parylene, the reservoir containing lipids and decane and the
lipid bilayer itself in the center on the hole. The bilayer is darker because it is thinner
and thus holds less BODIPY.

2. the illuminated parylene that fluoresces with a homogeneous lifetime.
3. the reservoir around the lipid bilayer in the parylene hole. (Its fluores-

cence comes from the dissolved BODIPY.)
4. the lipid bilayer. The light from this part comes from the BODIPY

dissolved in the bilayer.
The fluorescence decay of the fluorophores in the area #4 of Figure 5.10 is
plotted on Figure 5.11 for different temperatures. This Figure shows how many
photons are received from area #4 as function of time after the laser pulse. To
extract the fluorescence lifetime, the curves are usually fitted by an exponen-
tial function but here, the fit requires a bi-exponential function with different
lifetimes τ1 and τ2:

Ae
− t
τ1 +Be

− t
τ2 . (5.1)

The presence of two decays can originate from two populations of BODIPY in
the bilayer. These occupy two distinct locations in the lipid structure mean-
ing the BODIPY measure the viscosity of two different environments. In the
following, τ1 will be smaller than τ2.

5.2.6 Experimental results analysis

The two lifetimes from Figure 5.11 can be extracted and plotted as function
of the temperature on Figure 5.12. This shows that both lifetimes increase
with the temperature. Considering that when the lifetime increases it means
that the viscosity increases ([88]), this result is surprisingly the opposite of
the expected tendency. Indeed in most fluids, and in lipid bilayers [183], the
viscosity decreases with the temperature.
Using Kuimova’s calibration [88] with τ1 (τ1 is main lifetime as A is about ten
times larger than B), the viscosity of the lipid bilayer is computed on Figure
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Figure 5.10: FLIM image of a suspended lipid bilayer. The colors on this image
represent the different fluorescence lifetimes and the brightness represents the fluores-
cence intensity. On this image (1) is the area that is not excited by the laser, (2) is
the parylene in the excited region, (3) is the reservoir made of the solvent, lipids and
the BODIPY and (4) is the lipid bilayer.

5.13. The viscosity given by this lifetime is about 60 cP which correspond
to the liquid phase viscosity of 90 cP [184, 81]. This could mean that the
bilayer is in fluid phase but the other lifetime measured gives a viscosity of
about 650 cP which is compatible with a gel phase. The viscosity depends
on the environment of the BODIPY and the difference between the viscosities
measured must originate from the different positions of the two populations of
fluorophore. Figure 5.13 also shows that the viscosity tends to increase, but it
is also shows that its dependence is not linear. It decreases after 310 K after
increasing from 300 K to 310 K. Finally, there is a large variation between
305 K and 310 K, first decreasing, then increasing up to the maximum of the
curve. This is the signature of the phase transition of the DPPC lipid bilayer
(tabulated at 314 K). It is thus possible to consider that the increase of the
viscosity is due to the phase transition. The bilayer is a gel at low temperatures
and a liquid at higher temperatures. The viscosity at the transition varies
oppositely to what is expected.
To check the validity of the experiments, the same measurements are performed
on other lipid bilayer systems.
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Figure 5.11: Fluorescence decay in the lipid bilayer presenting a bi-exponential be-
haviour. This plot reveals that the fluorescence lifetime increases when the temperature
increases.
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Figure 5.12: Fluorescence lifetimes of the BODIPY in the lipid bilayer computed by
fitting Figure 5.11 with a bi-exponential function.
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Figure 5.13: Fluorescence lifetime with the corresponding viscosity using the calibra-
tion of Kuimova 5.4. The fluorescence lifetime tends to increases with the temperature
and thus the measured viscosity of the bilayer varies oppositely to the expected varia-
tion.
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5.2.7 Comparison with the fluorescence lifetime of the BOD-
IPY in various lipid bilayer systems

The same experiments were conducted on three other lipid systems:
• a lipid multilayer deposited on a glass surface. The procedure is to deposit

the lipid solution on a glass surface and evaporate the solvent (decane or
cholesterol).
• vesicles solvated in water. To grow them, the lipid solution is deposited

on the bottom of a glass recipient, the solvent is evaporated and then the
recipient is filled with water. It is then exposed to ultrasound to release
the lipids in the water and they self-rearrange in vesicles.
• giant unilamellar vesicles (GUV). GUV are vesicles of several microns or

tens of microns. The growing method is explained in Chapter 6.
The organic solvent is absent in those three systems.
The fluorescence lifetime of the BODIPY is measured in those three systems
and the results are gathered in Figure 5.14. For all these three systems, the
fluorescence decay was fitted with a bi-exponential function but unlike on Fig-
ure 5.13, the fluorescence lifetime in those three systems decreases when the
temperature increases. The signature of the phase transition is also visible as
a drop of the fluorescence lifetime.
The conclusion is that the increase of the fluorescence lifetime in the suspended
bilayer is due to the presence of the solvent in the final configuration. The
BODIPY diffuses from the reservoir to the bilayer and it is plausible that decane
molecules diffuse as well in the bilayer. Previous studies on suspended lipid
bilayers have also showed that they are not solvent-free [18, 180, 3, 59]. As
a result, the decane could modify the bilayer’s viscosity. The concentration
of decane in the bilayer varies when the temperature changes resulting in the
decreasing of the viscosity. In the following, this hypothesis is tested using
Molecular Dynamics simulations.

5.3 Variation of the decane concentration in the bi-
layer from Molecular Dynamics simulations

For the viscosity to increase, the concentration of decane in the bilayer must
decrease with the temperature. This could be explained by considering that
when the temperature increases, the interdigitation between the two layers of
the lipid bilayer increases which shoos away the decane molecules. Molecular
Dynamics simulations are performed to investigate this possibility.
In this part is divided in three parts:
• the computation the work required to split the bilayer.
• the calculation of the size of the decane molecule (its gyration radius)

inserted in the bilayer.
• the occurrence of a decane molecule getting in between the lipid layers.
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Figure 5.14: Fluorescence lifetime of the BODIPY in three different systems: vesi-
cles, layers of lipids deposited on glass and Giant Unilamellar Vesicles. In those three
systems the fluorescence lifetime of the BODIPY decreases with the temperature.
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Figure 5.15: Forces between the layers of a DPPC lipid bilayer as function of their
gap at different temperatures.

This is achieved at different temperature to extract the variation of the decane
concentration with the temperature.

5.3.1 Calculation of the splitting work

To compute the splitting work, the force between the two layers of the lipid
membrane is extracted as function of the distance separating them. The same
Molecular Dynamics model of the DPPC lipid bilayer as described in previous
Chapters 4 was used. A static force of 1 kcal.Å.mol−1 is applied to split the
bilayer. During the expansion, the force between the two layers is computed.
This force is defined as the sum of all the forces between an atom from one layer
and an atom from the other layer. It includes both van der Waals and coulombic
interactions. The force between the layers when compressed is computed using
the same method but with an opposite force.
These simulations were performed at several temperatures and the results av-
eraged over three simulations are gathered on Figure 5.15.
This figure shows that the interlayer force is zero at long distance and close
to the equilibrium position (the one at the start the simulation) which is at
negative distances (there is interdigitation of the layers.).
The extracted equilibrium gap ∆zeq at which F (∆zeq) = 0 give the equilib-
rium interdigitation of the layers. There are represented as function of the
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Figure 5.16: Equilibrium distance between the two layers of the DPPC bilayer as
function of the temperature extracted from Figure 5.15. These values are negative
because the monolayers are slightly interdigitated. The error bars are the standard
deviation from three different simulations.

temperature Figure 5.16.

5.3.2 Concentration of decane as function of temperature

The workW required to split the layers by ∆z is expressed from the equilibrium
gaps and the force profiles F as:

W (∆z)

S
=

∫ z=∆zeq+∆z
z=∆zeq

F (z)dz

S
, (5.2)

with S the contact surface between the layers.
The probability P (∆z) to get a gap ∆z on a surface s can be expressed using
this calculated work:

P (∆z) ∝ e−
W (z)s
SkBT . (5.3)

Figure 5.17 displays this probability for different temperature (with here s =
6.25Å2). Finally, the probability to get enough space between the two layers
to have a decane molecule can be extracted if its size is known.
The size of a decane molecule in the bilayer is computed from a Molecular
Dynamics model of a solvated decane molecule inside a lipid bilayer. The
decane molecule is modelled using the DREIDING potential [110] and its partial
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Figure 5.17: Probability to split the bilayer as function of the created gap for different
temperatures.

charges computed with the Gasteiger algorithm [49], see Table 5.2. After 400 ps
in NPT to equilibrate the system, the gyration radius in the three directions is
extracted in NVE at different temperatures. The surface, s, and the thickness,
e, of the decane molecule are derived from these data. Figure 5.18 shows the
corresponding values. The thickness decreases with the temperature and the
surface decreases with a jump at 310 K. The DPPC lipid bilayer has a phase
transition at about 310 K which can explain the variations of the curves on
Figure 5.18.
This distance and surface are injected in equation 5.2 to compute the work
needed to insert a decane molecule in between the bilayer. The results of these
calculations are displayed on Figure 5.19. Finally the probability, see equation
refPwork, can be computed giving the curve on Figure 5.20.
This curve reveals that the probability increases with the temperatures, which
does not explain the measurements. However, this curve is not monotonous
and between 280 K and 310 K (the temperatures of the measurements), the
probability decreases. Considering the errorbars, the conclusion is not clear
and the probability could be increasing slowly.
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Bonded to
ID Type Partial charge 1 2 3 4
1 H 0.083885 2
2 C -0.237246 1 3 4 5
3 H 0.083885 2
4 H 0.083885 2
5 C -0.210169 2 6 7 8
6 H 0.098432 5
7 H 0.098432 5
8 C -0.201005 5 9 10 11
9 H 0.09997 8
10 H 0.09997 8
11 C -0.20009 8 12 13 14
12 H 0.100026 11
13 H 0.100026 11
14 C -0.200055 11 15 16 17
15 H 0.100027 14
16 H 0.100027 14
17 C -0.200055 14 18 19 20
18 H 0.100027 17
19 H 0.100027 17
20 C -0.20009 17 21 22 23
21 H 0.100026 20
22 H 0.100026 20
23 C -0.201005 20 24 25 26
24 H 0.09997 23
25 H 0.09997 23
26 C -0.210169 23 27 28 29
27 H 0.098432 26
28 H 0.098432 26
29 C -0.237246 26 30 31 32
30 H 0.083885 29
31 H 0.083885 29
32 H 0.083885 29

Table 5.2: Atoms of the decane with their partial charges computed with the Gasteiger
algorithm [49] and the atoms they are bonded to.
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Figure 5.18: Thickness and surface of a decane molecule computed as the radius of
gyration of the decane molecule embedded in a lipid bilayer.
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Figure 5.19: Work needed to insert a decane molecule inside the bilayer.
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Figure 5.20: Probability to insert a decane molecule inside a lipid bilayer computed
with the data from Figure 5.19 normalised by the partition function computed from
Figure 5.15.

5.4 Prediction of the fluorescence lifetime variation

In the experimental system, the decane molecules are located in the reservoir
and diffuse into the bilayer. The higher the probability of a decane molecule
to enter between the layers, the easier it is to diffuse in the bilayer. As a
results, the concentration of decane in the bilayer increases with the probability.
In first approximation, it is assumed to be proportional to the probability at
temperature T , P (T ):

C = AP (T ). (5.4)

A viscosity η is thus computed by composition of the viscosity of the bilayer
(90 cP [184, 81]) and the decane (from about 4 cP at 250 K to 0.4 cP at 370 K
[44]):

η ∝ AP (T )ηdecane + (1−AP (T ))ηbilayer. (5.5)

The results on Figure 5.21 allow predicting the fluorescence lifetime of the
BODIPY hypothetically dissolved in the bilayer. The simulations can thus
be compared to the experimental results of Fig.5.13. As the probability on
Figure 5.20 decreases, the viscosity decreases with the temperature. However,
between 280 K and 310 K this decrease is slowed down and could be reversed
but considering the errorbars of the calculations, this result is unclear.
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Figure 5.21: Predicted viscosity of a mixing of decane and DPPC lipid bilayer and
the corresponding fluorescence lifetime of the BODIPY. This is computing by using
the expected variations of the viscosity of both the lipid bilayer and the decane with the
temperature. It overall decreases but the simulations reveal that the decrease is slower
between 280 K and 310 K.

5.5 Conclusion

In summary, an investigation of the viscosity of a lipid bilayer as function of
the temperature has been conducted using both FLIM experiments on a sus-
pended lipid bilayer and Molecular Dynamics calculations. The experimental
results show that the suspended bilayer’s viscosity increases with the tempera-
ture, and especially at the phase transition temperature occurring at about 310
K. This unexpected result can be explained if the solvent molecules localised
in the bilayer are shooed due to the increase of the interdigitation with the
temperature. This hypothesis was assessed using a Molecular Dynamics simu-
lations based on the computation of the work to insert decane molecule in the
bilayer. This calculation allows computing the variation of the concentration of
the solvent in the bilayer and the results are in agreement with the experimen-
tal measurements. The phenomenon highlighted in this chapter reveals that
suspended lipid bilayers are not the good system to investigate the viscosity of
lipid bilayers as function of the temperature and voltage. To measure the influ-
ence of an electric field on the bilayer, another lipid system, Giant Unilamellar
Vesicles, have been selected and the experiments conducted are detailed in the
next chapter, Chapter 6.
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6.1 Introduction

The gel/liquid phase change of lipid bilayers occurs at a temperature that
depends on the lipid structure [146]. This chapter addresses the issue of voltage-
induced phase transitions of the bilayer. Such effect of the voltage on a bilayer
could explain the thermal behaviour observed on axons [106, 114, 67, 107,
164]. It has been observed that the action potential induces a release of heat
followed by a cooling. The action potential is a transmembrane voltage and if
that induces a phase transition of the bilayer, heat would be released in the
environment. When the voltage becomes zero again, the membrane reverses
phase and absorb heat.
The first step in demonstrating this is to prove that an electric field can change
the phase of the bilayer. This chapter presents a measure of the viscosity of a
lipid bilayer as function of the temperature and the voltage to detect its phase.
The systems chosen to perform such experiments are Giant Unilamellar Vesicles
(GUV). Like all vesicles, they are stable lipid bilayer systems in water. Vesicles
formed artificially have a typical diameter smaller than 100 µm [10, 13]. They
can be as large as a few hundreds of nanometers in the case of Large Unilamellar
Vesicles (LUV) [183]. GUV are large vesicles of tens of µm and thus the lipid
bilayer can clearly be seen in optical microscopy. They are extensively used
as cell membrane models [28, 5, 172, 108]. Their large size is convenient to
visualize the bilayer and study the phase separation of lipids [178, 144]. The
diffusion of proteins in the GUV’s membrane can be tracked [85, 77]. The
effect of high frequency AC electric fields as also been studied and can change
the shape of the vesicles [109, 36, 35]. The first part of this chapter presents
the method to synthesise the GUV called the electroformation [4]. This GUV
embed the same BODIPY as in Chapter 5. Then, two experiments conducted
on the formed GUV are presented:
• an investigation on the position of the BODIPY in the bilayer.
• FLIM measurements as function of the temperature and the voltage ap-

plied on the GUV.

6.2 Fabrication of the Giant Unilamellar Vesicles: the
electroformation

Giant Unilamellar Vesicles are synthesised using electroformation [4] with the
procedure developed by Mauroy [109]. The principle is to deposit the lipids at
the bottom of a recipient filled with water. A voltage is then applied on this
lipid sediment for several hours to form the GUV. This is done in a recipient
formed of two superposed glass slides separated by a seal. These elements are
depicted on Figure 6.1. Two recipients are formed at once as the seal is drilled
by two holes.
The material needed for the electroformation procedure is:
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Figure 6.1: The different parts of the electroformation system. It is formed by su-
perposing the two ITO glass slices separated by the seal. The lipids are deposited on
the ITO surface (green circles) and must correspond with the holes in the seal. An
electrode made of copper ribbon is then taped on each of the ITO surface.

• two glass slides with one face covered with Indium Tin Oxide (ITO glass).
• a silicone seal thick of 3 mm.
• lipids (powder or dilute in chloroform).
• chloroform.
• the same fluorescent BODIPY as in Chapter 5.
• copper ribbons to make electrodes on the ITO surface.
• Milli-Q water concentrated at 240 mmol.L−1 of sucrose.
• a generator to apply sinusoidal and square voltage.

The first step is to add the electric contacts on the ITO glass slides by tap-
ing copper ribbons on the conductive surface. The second step is to prepare
the lipid solution: chloroform solution concentrated at 500 µg.mL−1 of DPPC
lipids. The same BODIPY in the same proportion as in Chapter 5 (1:800) is
added in this solution. 15 µL of this solution is then homogeneously deposited
on the glass covered with Indium Tin Oxide (ITO) with a Hamilton syringe
(the solution is deposited on the conductive face). Circular patterns are used
to form a sediment that follows the shape of the holes in the seal (Figure 6.1
in green). To remove the chloroform and prevent the lipid to oxidise, the two
slides are then placed under vacuum for about one hour.
The next step is to superpose the two slides and keep them separated by the
seal. The sediment of lipid must be in the holes of the seal and inside the
formed recipient. The seal is open on one side to introduce the syringe and fill
the recipient with the sucrose Milli-Q water.
Finally, the recipient is heated up to 50◦C (above 41◦C, the transition tem-
perature of DPPC lipid bilayer). A ramp of sinusoidal voltage at 8 Hz is then
applied between the electrodes of this system. This voltage starts at 50 mV
peak to peak and is increased up to 2450 mV by adding 200 mV every 5 min-
utes. The system is maintained under these conditions for one night (minimum
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Figure 6.2: Phase contrast image of a GUV (filled with the 240 mmol.L−1 sucrose
solution) in water concentrated at 260 mmol.L−1 of glucose, 1 mmol.L−1 of Hepes .

4 hours).
To prevent the water inside the recipients from drying, the seal (Figure 6.1)
must be carefully closed after the water is injected. The holes in the seal
are made only by cutting the seal which allow to close the recipient almost
completely and hermetically. The chamber was kept closed by putting a weight
on the glass to prevent it to open during the electroformation. At the end of the
formation, a square 2450 mV voltage at 4 THz is applied for 1 hour to take the
vesicles down. The inner solution can be recovered with the Hamilton syringe.
The vesicles formed this way are more stable than to the suspended bilayer and
can be conserved in a fridge for days. There is no organic solvent in the final
form of the sample: the lipid bilayers are pure.

6.3 Imaging method

The vesicles are diluted in another solution: water concentrated at 260 mmol.L−1

of glucose and 1 mmol.L−1 of Hepes as recommended by Mauroy [109]. The
vesicles are observed using phase contrast imaging in a chamber made with
plain glass slides separated by a silicone seal. Figure 6.2 shows a vesicle in
phase contrast image.

6.4 Mapping the orientation of the BODIPY in the
bilayer: an experimental approach

In Chapter 5, the FLIM measurements revealed a bi-exponential decay of the
fluorescence of the BODIPY. GUV can be used to check that this is explained
by the presence of two populations of BODIPY located differently in the bilayer.
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GUV being at least 10 µm thick, their membrane can be seen in fluorescence
microscopy. This can be exploited to precise the orientation of the BODIPY
by polarising the excitation light and measure the fluorescence anisotropy.
The fluorescent molecules aligned with this polarisation will absorb and thus
re-emit more. As a result, a correlation between the location of the fluorophore
and its orientation can be extracted. The GUV being a sphere, its membrane
is seen under different orientations. Thus, the intensity contrast on the GUV
edge is correlated to the orientation of the BODIPY regarding the bilayer.
First, the principle of fluorescence anisotropy is detailed, followed by static mea-
surements on the GUV. The last part presents a FLIM anisotropy measurement
on a GUV.

6.4.1 Fluorescence anisotropy principle

A fluorescent molecule can absorb a photon only if the electric field of the light is
oriented in a specific direction [92]. The emitted photon’s polarisation will also
have a specific orientation. This orientation is defined by the transition dipole
of the molecule. The probability of absorption or emission is proportional to
cos2 Φ where Φ is the angle between the polarisation and the transition dipole
of the molecule. This phenomenon is called photoselection.
The fluorescence anisotropy, r, is defined as the difference between the emit-
ted intensity polarised as the exciting light, I�, and the emitted intensity po-
larised perpendicularly, I⊥, divided buy the total intensity, Itot: The fluores-
cence anisotropy r is defined by:

r =
I� − I⊥
Itot

=
I� − I⊥
I� + 2I⊥

. (6.1)

To realise such measurement, the incident and emitted light are polarised either
vertically (V) or horizontally (H). The measured intensities will thus be noted
IXY with X= V or H, the polarisation of the incident light and Y = V or H,
for the emitted light. As a results,

r =
IVV − IVH
IVV + 2IVH

. (6.2)

Detector used to measure the intensity can introduce a bias by having different
sensitivities for different polarisations. It is corrected by a factor, G, defined by
the ration of the sensitivity to vertical polarisation and the one of horizontal
polarisation. Thus,

r =
IVV −GIVH
IVV + 2GIVH

. (6.3)

This anisotropy is related to the orientation of the fluorophore population by
[92]:

r =
3〈cos2 θ〉 − 1

2
, (6.4)
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with the probability density

p(θ) = sin θ cos2 θ, (6.5)

where θ is the angle between the transition dipole and the vertical polarisation.
If the distribution of the fluorophore is random, r = 0.4. If all the transition
moments are aligned with the polarisation, θ = 0, and r=1. These derivations
are made under the assumption that the transition dipole of the absorption and
emission are collinear. In most cases, there is an angle α between those two
transition dipoles. The fluorescence anisotropy finally becomes:

r =
3〈cos2 θ〉 − 1

2

3 cos2 α− 1

2
. (6.6)

6.4.2 Fluorescence anisotropy experimental results on a GUV

The fluorescence microscopy set up is the same as in Chapter 5. The signal
on the GUV bleaches as there is no BODIPY reservoir in this system. The
absorption transition dipole is indicated on Figure 6.5 [80].
Figure 6.3 shows the four measurements with different polarisations used to
measure the fluorescence anisotropy of the system. The photoselection on these
images reveals the orientation of the BODIPY in the bilayer. On the HH image,
the right and left sides of the GUV are extinguished. The VV image shows the
opposite: the left and right sides bright while the upper and lower edges of the
GUV are extinguished. The VH and HV images however are alike. As a result,
the transition dipoles are horizontal in the top and bottom edges and vertical on
the sides’ edges: the BODIPY lie parallel to the membrane plane. This claim
is compatible with the position dependent fluorescence anisotropy computed
using eq. 6.3 and Figure 6.3. This calculation is represented on Figure 6.4.
The anisotropy in the central part on the GUV (green) is 0.2. It reaches 0.6
on the sides of the GUV and -0.3 on the top. Assuming that the transition
dipoles are in the plane of the bilayer on the top of the GUV (θ = 90◦), eq. 6.6
gives cos2 α ≈ 0.73. Injected into the same equation on the sides of the GUV
(θ = 0◦), this gives r = 0.6 which is consistent with the measured fluorescence
anisotropy. The BODIPY are lying parallel to the membrane. Kuimova et
al.[183] stated that 10-15 % of the BODIPY lie on the membrane surface. As
the majority is still in a parallel direction, the other 85-90 % are located in
between the layers of lipids.

6.5 Temperature and voltage dependent viscosity of
the bilayer from FLIM experiments on GUV

To measure the voltage-induced phase transition of the lipid bilayer with the
GUV, the viscosity of the GUV will be measured as function of the voltage on
the membrane (transmembrane voltage) through the fluorescence lifetime of an
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Figure 6.3: The fluorescence of the GUV depends on the polarisation of the laser
(first letter, H for horizontal and V for vertical). The second letter is the polarisation
of the emitted light received by the detector. The most intense areas on the image HH
are located at the upper and lower part of the GUV while in the VV image, they are
on the left and on the right. This indicates that the BODIPY is mostly oriented in
the plane of the bilayer. The anisotropy can be computed from these images and is
represented on Figure 6.4.
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Figure 6.4: Fluorescence anisotropy on a GUV computed with eq. 6.3. The
anisotropy in the central part on the GUV (green) is 0.2. It reaches 0.6 on the sides of
the GUV and -0.3 on the top. These measurements are consistent with the transition
dipoles of the BODIPY being parallel to the plane of the bilayer.

Figure 6.5: BODIPY used as fluorescent molecule. The red arrow indicates the
transition dipole [80].



Part III - Lipid bilayers 127

embedded BODIPY. In liquid phase, the viscosity is smaller than in the gel
phase. The fluorescence lifetime of the fluorophore is thus smaller in the liquid
phase as seen in Chapter 5.
First, the method to apply a transmembrane voltage on the GUV without the
possibility to place electrodes on both sides of the lipid bilayer is detailed. The
second part here focuses on the results of FLIM measurements on a GUV. This
is done at different transmembrane voltages and at 30◦C, 35◦C and 44◦C.

6.5.1 Method to apply a transmembrane voltage and temper-
ature on the GUV

Electrodes cannot be placed inside the vesicle but transmembrane voltages can
still be applied [109, 36, 35]. A GUV in water under an electric field accumulates
charges on its surface and can be assimilated to an electric capacitor. These
charges create in a transmembrane potential. The GUV can be modelled as a
hollow dielectric sphere subjected to uniform field E0 (Figure 6.6). A square
field being applied on the GUV, the transmembrane potential ∆V at position
(r, θ) is given by [82]:

∆V = 1.5r cos θE0(1− exp−
t
τ ), (6.7)

with t is the duration of the impulsion of the square field and τ is the charging
time of this capacitor. τ depends on the geometry and the electric conductances
inside (λ1) and outside (λ2) the sphere [82]:

τ =
Cmr(λ2 + 2λ1)

2λ1λ2
. (6.8)

Here, λ2 = 85 µS.cm−1, λ1 = 17 µS.cm−1 and Cm = 0.01 F.m−2 (as calculated
in Chapter 4 and presented on Figure 4.5). As a result, τ ≈ 82µs for a vesicle
of 40 mum of diameter.
In the experiments, the voltage was applied in a direction parallel to the obser-
vation plane. The vesicles were deposited between the gold electrodes of a chip
depicted on Figure 6.7. The voltage applied on the vesicle is a square voltage at
50 kHz and all mentions of the voltage values in this part are the peak-to-peak
voltage applied on the electrodes. The temperature is applied with a hot plate
in contact with the sample. It is then measured with a thermocouple in contact
with the chip. The measurements presented here are performed on only one
vesicle. Figure 6.8 presents a phase contrast image and a fluorescent image of
this GUV. The diameter of this GUV is 31 µm and it is between two electrodes
separated by 300 µm. The transmembrane voltage ∆V applied on this GUV
as function of the voltage on the electrodes U can be computed using Eq. 6.7:

∆V ≈ 0.055U cos θ. (6.9)

It has been showed that when the transmembrane potential is higher than
a threshold, the membrane becomes permeable and the model used here to
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Figure 6.6: Sketch of a GUV of radius a in water between two electrodes. When
a voltage is applied between the electrode, and electric field E0 is created in the water
and is applied on the GUV.

compute the transmembrane voltage has to be modified [109]. The threshold for
DPPC lipid bilayer is 210-225 mV [165, 132]. In the following experiments, the
measurements are done at 30◦C, 35◦C and 44◦C. The inter-electrode voltages
vary from 0 V to 8 V peak to peak.

6.5.2 FLIM results

The fluorescence decay observed is bi-exponential like i Chapter 5. It is fitted
using the equation:

Ae
− t
τ1 +Be

− t
τ2 . (6.10)

The fitting parameters are gathered in Table 6.1 and reveal that the two life-
times have comparable statistical weight. The smallest lifetimes are about 1.7
ns (which corresponds to 120 cP). The largest lifetimes are about 4.5 ns (about
1200 cP). In the following, the pondered averaged lifetimes is considered and
they are gathered in Figure 6.9.
These data validate that when the temperature increases, the fluorescence life-
time of the BODIPY in the bilayer drops from 4.15 ns at 30◦C and 35◦C with
0 V to 3.8 ns. The same effect is observed here when the voltage increases as
the lifetime of the GUV at 30◦C drops from 4.15 ns with no field to 3.65 ns
with 8 V. At 35◦C, the same dependence is observed (4.15 ns with no field and
3.7 ns with 8 V).
Using the calibration from Figure 5.4, the fluorescence lifetime from Figure 6.10
and eq. 6.9, the viscosity can be computed as a function of the transmembrane
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Figure 6.7: Chip to apply voltage on the GUV (right) and close-up on the region
used to hold the GUV. The pattern on this chip is in gold and the GUV are put in
between the electrodes. The electrodes on the pattern are not always separated by the
same distance which allows to have different electric field with the same voltage.

Figure 6.8: Phase contrast image (right) and fluorescence image (left) of the GUV.
It is in a 260 mmol.L−1 glucose solvent with 1 mmol.L−1 of Hepes and is filled with
the 240 mmol.L−1 sucrose solution. It is on a glass slide between two gold electrodes
separated by 300 µm.
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Figure 6.9: FLIM images of a GUV at different temperatures and voltages. The
voltage indicated here is the peak to peak voltage applied at the contact of the chip. The
electrodes are separated by 300 µm. When the temperature increases, the fluorescence
lifetime decreases and the same effect is observed when the voltage increases.
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Temperature Peak to peak voltage A τ1 B τ2

30◦C 0 V 3551.28 1.72014 6274.97 4.65224
35◦C 0 V 3639.58 1.78713 5790.07 4.69298
44◦C 0 V 4822.38 1.81982 5452.71 4.52057
30◦C 3 V 3674.42 1.60184 6194.65 4.61938
35◦C 4 V 4594.06 1.74951 6446.38 4.62137
44◦C 4 V 7368.93 1.70763 6811.91 4.28419
30◦C 6 V 4061.63 1.39409 5586.07 4.47237
30◦C 8 V 5057.46 1.26364 4473.4 4.42373
35◦C 8 V 6450.91 1.68979 5810.19 4.52032

Table 6.1: Fitting parameters of the fluorescence decay on the GUV.
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Figure 6.10: Average fluorescence lifetime as function of the peak-to-peak voltage
on the electrodes. At 30◦C, 35◦C and 44◦C, the fluorescence lifetime decreases with
the voltage applied.
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voltage (Figure 6.11). The DPPC lipid bilayer phase transition temperature is
tabulated at 41◦C in the literature. This Figure thus reveals that the viscosity
in the gel phase (30◦C and 35◦C with 0 V) is 930 cP and drops to 790 cP in
the liquid phase (at 44◦C with 0 V). This means a decrease of 15 % on 9◦C.
However, this viscosity is still very large for a liquid phase viscosity known to
be around 90 cP [60], thus the phase transition might not be totally achieved.
The transmembrane voltage also decreases the viscosity of the GUV and the
effect is seen to depend on the phase, for instance:
• at 35◦C (gel phase), a 50 mV transmembrane voltage induces a 6 %

decrease of the viscosity.
• at 44◦C (fluid phase), 50 mV induces a 15 % decrease of the viscosity.

However, at 30◦C and 35◦C, a 140 mV transmembrane voltage has the same
effect on the viscosity (22-23 % drop). The viscosity’s dependence on the trans-
membrane voltage is not linear, however, the electric energy added to the sys-
tem is expressed by E = CU2. The viscosity as function of this energy can
be plotted (Figure 6.12). This reveals that the viscosity depends linearly of
this energy in the gel phase. To compare the effect of the temperature and the
voltage, the energy difference between the gel phase and the fluid phase is 5
10−20 J per lipid [60]. Thus the effect of the electrical energy here is very small
compare phase energy difference but only about 410−22 J per lipid (140 mV)
decreases the viscosity by 23 % at 30◦C to a value smaller than the value at
44◦C with no field on.
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Figure 6.11: Viscosity as function of the transmembrane voltage on the GUV at
30◦C, 35◦C and 44◦C calculated from the fluorescence lifetime (Figure 6.10) using the
calibration (Figure 5.4) and eq. 6.9.
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Figure 6.12: Viscosity as function of the electrical energy on the bilayer. In the gel
phase (T<41◦C), the viscosity depends linearly on the electrical energy. For compar-
ison, the energy difference between the gel and liquid phase of the bilayer is about 5
10−20 J per lipid.
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6.6 Conclusion

To conclusion, the voltage-induced phase transition has been investigated on
Giant Unilamellar Vesicles by FLIM measurements. The method is validated
by the recovering of a phase transition temperature compatible with the 41◦C
tabulated in the literature. Fluorescence anisotropy and photoselection exper-
iments exploiting the spherical geometry of the vesicles demonstrated that the
BODIPY embedded in the bilayer lie oriented horizontally with regard to the
bilayer. The fluorescence lifetime of the embedded fluorophore in the bilayer
has been measured with transmembrane voltage from 0 to 140 mV, those mea-
surements reveal the voltage can decrease the viscosity of the bilayer by a 23
% while heating the system from 35◦C to 44◦C decreases its viscosity by only
15 %. The structure of the membrane is thus altered but to understand the
change of structure, further investigations are required. Molecular Dynamics
have proven to be able to reproduce structural changes of bilayer in the case
of electroporation [127, 155, 151] and could be used to investigate the effect of
a smaller electric field as the one applied here and even compute the viscosity
variations.





Conclusion

The introduction of nanotechnologies in biology promises more localized and
effective medical applications with fewer side effects and that might cure lethal
diseases. A large part of these applications take root in the thermal transfer
at the nanoscale. However, despite the extensive studies performed worldwide,
most of the heat relaxation properties of nanoscale biological materials remain
incompletely addressed. There are two types of nanoscale systems of biological
interests:
• nanoscale objects designed to interact with biological materials.
• biological materials themselves.

In this thesis, the case of a nanoparticle designed for local plasmonic hyperther-
mia has been addressed from a numerical point of view. This object is among
the best candidates for local hyperthermia applications. A microscopic analysis
of the heat transfer at the solid/liquid interface has been proposed in this work
with a vibrational analysis and transmission calculations concluding to that
polymer grafting reduces the overall solid/liquid resistance by creating addi-
tional relaxation channels. The largest part of the work presented here concerns
lipid bilayers that are the main constituent of cell membranes. Such material
is thus widely studied but heat relaxation problems remain un-addressed such
as the voltage-induced phase transition that has been investigated here. A nu-
merical study of the electrical capacity and infrared absorption of this system
has been proposed here showing that the absorption spectra do not depends on
the bilayer structure but the localisation of the absorption is strongly impacted
by the phase: it occurs mostly in the heads of the lipids in the a gel phase,
while in a liquid phase, the absorption is more homogeneous. To show a voltage-
induced phase transition, fluorescence lifetime imaging microscopy experiments
have been conducted on two lipid systems: suspended lipid bilayers and giant
unilamellar vesicles. In the first case, the experimental results show that the
suspended bilayer’s viscosity increases with the temperature, and specially at
the phase transition temperature at about 310 K. This unexpected result can
be explained by solvent molecules localised in the bilayer being shooed due
to the increase of the interdigitation with the temperature. This hypothesis
was assessed using Molecular Dynamics simulations. The numerical model al-
lows to compute the variation of the concentration of the solvent in the bilayer
and the results are in agreement with the experimental measurements. The
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suited systems found for the investigation of the voltage-induced phase transi-
tion are giant unilamellar vesicles. The spherical geometry of this system allows
performing fluorescence anisotropy measurements that demonstrated that the
fluorophore embedded in the membrane lie horizontally oriented with regard to
the bilayer. The measure of the viscosity as function of the temperature and
voltage were performed using fluorescence lifetime imaging microscopy. A vari-
ation of the viscosity by 15 % is found at the tabulated transition temperature
of the bilayer and an even larger variation of 23 % is found with 140 mV of
transmembrane voltage. However a sharp variation of the viscosity with the
voltage is not found thus the measures reveal a structure change in the bilayer
but not a first order phase transition and further calculations and experiments
are required to conclude.
The work that have been presented in this thesis reveals the complexity of
thermal relaxation in biological nanosystems that involves heat conduction,
convection, radiation and phase transition at the same time. The complexity
of the system studied leads to very unexpected results and the numerical tool
was required to understand the measurements. This thesis illustrates the need
to make experimental measurements interact with numerical simulations and
model in order to address the nanoscale energy transfer problems in biological
environments.



Appendix A

An example of non-ergodic
system: the 1D harmonic chain

Let us consider a chain of three particles interacting through spring forces as
depicted on Figure A.1. With m the masses of the particles, x1, x2 and x3 their
positions, a the equilibrium length of the springs and k the spring stiffness, the
atomic motion equations are:

mẍ1 = k(x2 − x1 − a), (A.1)
mẍ2 = −k(x2 − x1 − a) + k(x3 − x2 − a), (A.2)
mẍ3 = −k(x3 − x2 − a). (A.3)

By using u1 = x1 and u2 = x2 − a and u3 = x3 − 2a,

mü1 = k(u2 − u1), (A.4)
mü2 = −k(u2 − u1) + k(u3 − u2), (A.5)
mü3 = −k(u3 − u2). (A.6)

Figure A.1: Coupled spring systems or harmonic polymers are an example of non-
ergodic system. It can be shown that they can be trapped in a part of their phase
diagram.
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Let us define ω0 =
√

k
m ,

ü1 = ω2
0(u2 − u1), (A.7)

ü2 = −ω2
0(u2 − u1) + ω2

0(u3 − u2), (A.8)
ü3 = −ω2

0(u3 − u2). (A.9)

Assuming monochromatic wave solutions uj = u0
je
iωt and using

U =

 u0
1

u0
2

u0
3

 ,
and

M =

 ω2
0 − ω2 −ω2

0 0
−ω2

0 2ω2
0 − ω2 −ω2

0

0 −ω2
0 ω2

0 − ω2

 ,
the resulting equation writes

MU = 0. (A.10)

This latter equation has non-trivial solutions only if its determinant is zero,
that is

det M = ω2(ω2 − ω2
0)(ω2 − 3ω2

0). (A.11)

Therefore there are three frequencies for which it exists non trivial solutions for
U, ω = 0, ω = ω0 and ω =

√
3ω0. Which leads to the solution vector, A

0
−A

 ,
for ω = ω0, and  B

B
2
B

 ,
for ω =

√
3ω0.

If the system put in one of those eigenstates as a starting condition, it will stay
in this mode as it is a solution of its motion equations, but there is a case in
which the second atom does not move. Hence it is clear that the system will
not explore a domain of its phase space if placed in this mode, no matter how
long its evolution. As a conclusion, this system is not ergodic.
Another famous example of non-ergodic system is the Fermi-Pasta-Ulam prob-
lem [43], a non linear chain that was proven to be non ergodic because of its
dimensionality with important consequences in physical systems [138].
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Classical approximation and
equipartition theorem

In all the cases addressed in this thesis, we use the classical approximation.
In the frame of this approximation, the difference of energy between two con-
secutive states is small enough that a continuum of states can be considered.
Meaning we can write

∏
i

∫
dxidyidzidpxidpyidpzi

(2π~)3
instead of a discrete sum.

As a result, we are in the conditions of application of the equipartition theorem.
This theorem links the temperature to the energy in ergodic systems at equi-
librium imposing that each mode carries the same amount of energy, 1

2kBT . It
can be written as

〈Xi
∂H

∂Xj
〉 = δijkBT. (B.1)

H refers to the Hamiltonian of the system and Xi is a generalized coordinate.
We can straightforwardly prove this relation in the canonical ensemble

〈Xi
∂H

∂Xj
〉 =

1

Z

∫
Xi

∂H

∂Xj
e−βHdX6N

=
−1

βZ

∫
Xi

∂

∂Xj
e−βHdX6N

=
−1

βZ


∫

[Xie
−βH ]Xi=+∞

Xi=−∞︸ ︷︷ ︸
=0

dX6N−1 −
∫

∂Xi

∂Xj
e−βHdX6N︸ ︷︷ ︸

=δ(i−j)Z


= δijkBT. (B.2)





Appendix C

Radial distribution function in
diffraction experiments

The radial distribution function is very important because it characterises the
microscopic structure of a material but also because it can be measured by
diffraction experiments.
In our N particles system, we can define the function f(r) =

∑N
i=1 δ(r− ri) for

any time. All those particles are considered as diffusers that can move. We can
rewrite the temporal (or ensemble) average of the diffused radiations intensity
〈I〉 as function of the Fourier transform of f :

〈Ĩ(k)〉 ∝ 〈|f̃(k)|2〉

∝

〈(
N∑
u=1

eikru)

)(
N∑
v=1

e−ikrv
)〉

∝

〈
N∑
u=1

N∑
v=1

e−ik(rv−ru)

〉
=̂NS(k) (C.1)

(C.2)

We name S the structure factor, we write:
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S(k) =
1

N

〈
N∑
u=1

N∑
v=1

e−ik(rv−ru)

〉

= 1 +
1

N
+

〈
N∑
u=1

N∑
v=1,v 6=u

e−ik(rv−ru)

〉

= 1 +
1

N

〈∫
e−ikr

N∑
u=1

N∑
v=1,v 6=u

δ(r − (rv − ru))d3r

〉

= 1 +
1

N

∫
e−ikr

〈
N∑
u=1

N∑
v=1,v 6=u

δ(r − (rv − ru))

〉
d3r

= 1 +

∫
e−ikr(N − 1)〈δ(r − |r2 − r1|)〉d3r

= 1 +

∫
e−ikrρ2g(r)〉d3r

= 1 + ρg̃(k) (C.3)
(C.4)

Thus we can measure the Fourier transform of the pair correlation function by
diffraction. This method is often used in soft matter. We can show that g can
even be linked to the effective two-body force between the nanoparticles by:

g(r) = e−
E(r)
kBT . (C.5)



Appendix D

Link between susceptibility and
fluctuations

In a more general frame, when the system exchanges a work dW = xdX, with
X a quantity exchanged with an external reservoir, the following additional
constraint can be written: ∑

i

PiXi = 〈X〉. (D.1)

Thus we have

Pi =
e−βEi+βxXi

Z
, (D.2)

with x = −T ∂S
∂〈X〉 and Z =

∑
i e
−βEi+βxXi . It can also be shown that 〈X〉 =

1
β
∂ lnZ
∂x .

If the work x.〈X〉 << kBT , we can develop Z:

Z =
∑
i

e−βEi+βxXi ,

≈
∑
i

e−βEi [1 + βxXi +
1

2
(βxXi)

2],

≈ Zx=0[1 + βx〈X〉x=0 +
1

2
β2x2〈X2〉x=0] (D.3)

Thus,

〈X〉 =
1

β

∂ lnZ

∂x
,

≈ 1

β

∂

∂x
[1 + βx〈X〉x=0 +

1

2
β2x2〈X2〉x=0],

≈ 〈X〉x=0 + βx〈X2〉x=0

1 + βx〈X〉x=0 + 1
2β

2x2〈X2〉x=0
, (D.4)



146

Thus, at the first order in x,

〈X〉 ≈ (〈X〉x=0 + βx〈X2〉x=0)(1− βx〈X〉)
≈ 〈X〉x=0 + β(〈X2〉x=0 − 〈X〉2x=0)x (D.5)

Thus the susceptibility χ of the system can be identified as

χ = β(〈X2〉x=0 − 〈X〉2x=0). (D.6)

This latter expression introduces the general idea that the response of a system
(the susceptibility) can be expressed with the fluctuations of the unperturbed
system. For example, if x is an exterior electric field, and the response is X = p,
the polarisation, then

α = ε0χ = β(〈p2〉x=0 − 〈p〉2x=0). (D.7)
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Thermal conductivity

To describe the thermal transfer in a bulk material, the Fourier law has proven
to be particularly robust. It describes the relation between the heat flux

#»

F ,
and the temperature gradient

−−→
grad T [45] :

~J = −λ
−−→
grad T. (E.1)

This equation defines λ, called the thermal conductivity which is intrinsic
to a given material and also depends on the temperature. It reaches 2200
W.m−1.K−1 in diamond at room temperature, and up to 3320 W.m−1.K−1

in synthetic doped diamond [176, 90], but the thermal conductivity is much
smaller in liquids and polymer material having a value of 0.6 W.m−1.K−1 in
water and even a smaller one in gases and it becomes zero in vacuum.
To understand those differences, it is usually considered that in solids, the
thermal conductivity at the microscopic scale is due to: :
• the transmission of the atom vibrations, it is the phonon contribution
λph,
• the movement of the electrons or holes, it is the electronic contribution
λe.

The total conductivity is the sum of both contributions, λ = λph+λe. However,
in most materials studied in this thesis do not have the crystalline periodicity
needed to use the concept of phonon. They still have atomic vibrations being
carried over but they are not phonons, they do not exhibit wave properties. Free
electrons (or holes) are not considered, but the atoms or even the molecules in
gels and liquids can move and transport energy, the mobility of the molecule
significantly contributes to the thermal transport and is the origin of convection.

E.1 The Green-Kubo relations

The Green-Kubo formulae express the transport coefficients as a function of flux
fluctuations. For instance the Green-Kubo formula for thermal conductivity is:
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λ =
V

3kBT 2

∫ +∞

0
〈 #»

J (0)
#»

J (t)〉dt, (E.2)

where
#»

J is the heat flux expressed as:

#»

J =
∑
i

ei
#»vi −

1

2

∑
i

∑
j 6=i

( #»rj − #»ri)[
#  »

Fij .
#»vi], (E.3)

with ei as the energy of atom i, ri, its position, vi, its speed and
#  »

Fij the force
applied on atom i by atom j.
This formula for the heat flux can be demonstrated as follow. The heat flux
can be written by considering ei as the energy of atom i and ri, its position, as
[42]

#»

J =
∑
i

∂ei
dt

#»ri

=
∑
i

ei
#»vi +

∑
i

#»ri
∂ei
∂t
.

With

ei =
1

2
mi

#»v 2
i +

∑
j 6=i

Uij ,

U = 1
2

∑
i

∑
j 6=i Uij is the potential energy of atom i, so using the equation of

motion with
#»

Fi =
∑

j 6=i
#  »

Fij , the force applied on atom i:

dei
dt

= mi
#̇»vi

#»vi +
∑
j 6=i

dUij
dt

,

=
#»

Fi.
#»vi +

∑
j 6=i

dUij
dt

,

=
#»

Fi.
#»vi +

∑
j 6=i

#  »

Fij .(
#»vj − #»vi)
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So
#»

J =
∑
i

ei
#»vi +

∑
i

#»ri(
#»
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#»vi) +
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∑
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∑
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E.2 Applying the Green-Kubo formula in Molecular
Dynamics

The Green-Kubo relation seems rather straightforward to be applied based on
Molecular Dynamics outputs. Indeed, it only includes volume, temperature
and heat flux, which was presented in Chapter 1 but this calculation is actually
quite difficult to handle in practice.
The first difficulty is to compute the heat flux, the formula from Chapter 1
does not include the three-body and four-body interactions [42] and adding
those contributions can be a difficult task. The second difficulty is that the
simulations have a finite duration, thus the integration can only be done up to
a finite time in which the convergence must be reached.
Finally, the ensemble average of the autocorrelations has to be performed. The
first point is that in each of the simulations, only a limited part of the phase
space accessible to the system is explored. To explore a sufficient region of the
phase space, a sufficient number of simulations has to be run and averaged.
The number of simulations and their durations depend on the system.
The example of a bulk water system is given here. It consists in 4000 water
molecules using the TIP3P model as described above at 310K with a 0.1 fs
time step. The simulation is run for 500 steps in NVE, then 20000 steps in
NVT, and 50000 steps in NPT. Finally, 150000 time steps in NVE are run
compute the heat flux. Only ten simulations are carried out here and the ten
heat flux autocorrelations are computed using the Wiener-Khinchin theorem,
as reported in Figure E.1. The average of those autocorrelations is the black
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Figure E.1: Autocorrelation functions of the heat flux in water for ten simulations
and their average (black line) at 310 K. These curves show that the autocorrelation is
converged at a time of about 1 ps.

line. The curves converge after a time of about 1 ps, after which mostly noise
occurs. The averaging decreases this noise and the averaged autocorrelation
appears as more accurate.
The integral of this autocorrelation, multiplied by the factor V

kBT 2 is then com-
puted for each simulation and showed in Figure E.2. Again the black line is
the average of the ten simulations. Almost none of the thermal conductivity
integrals converge. Several seem to diverge and others even become negative.
However their average is flatter and one can find the value of the thermal con-
ductivity equal to the value of the plateau. The autocorrelation in Figure E.1
reveals that the averaged curve has converged at time 1 ps. Thus the average of
the thermal conductivity after this 1 ps is taken and a value of 0.7534+/-0.0924
W.m−1.K−1 is obtained. It is possible to increase the number of simulations to
reach a better accuracy.
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Figure E.2: Thermal conductivity of water for ten simulations and their average
(black line). This thermal conductivity is computed as the integral of the autocorrela-
tion of the heat flux. The thermal conductivity integral is supposed to be converged at
a time of 1 ps after which variations are assumed to be noise.
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Résumé : En médecine, les nanotechnologies 
permettent le développement de nouvelles 
techniques de soin comme l'hyperthermie local 
ou la délivrance ciblée de médicaments. Ces 
applications impliquent de nouveaux défis 
scientifiques concernant la conception de 
nanosystems et les propriétés de leur 
environnement biologique. Dans cette thèse, 
nous avons analysé plusieurs aspects de la 
relaxation thermique de tels systèmes. Nous 
avons mise en œuvre la fois des simulations de 
Dynamique Moléculaire et des mesures 
expérimentales de microscopie d'imagerie en 
temps de vie de fluorescence. Nous présentons 
une étude numérique du transfert thermique de- 

puis une nanoparticule en solution aqueuse et 
montrons qu'attacher un polymère à sa surface 
permet de réduire la résistance thermique entre 
la particule et son environnement. Nous avons 
modélisé des bicouches lipidiques pour calculer 
leurs propriétés diélectriques et leur viscosité a 
été étudiée par microscopie de fluorescence. 
Ces expériences sont réalisées sur des 
membranes suspendues et des vésicules 
unilamellaires géantes et démontrent que la 
viscosité des bicouches lipidiques diminue avec 
la température et l'application d'une tension 
transmembranaire induisant un changement de 
structure. 
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Abstract: In medicine, nanotechnologies give 
the opportunity to create new care practices 
such as local hyperthermia and targeted drug 
delivery. These applications imply new 
scientific challenges concerning the design of 
nanodevices and the properties of their 
biological environment. In this thesis, we have 
analysed several aspects of heat relaxation of 
such systems. We have used both Molecular 
Dynamics numerical simulations and 
Fluorescence-lifetime imaging microscopy 
experiments. We present a study of heat 
transfer from a solvated nanoparticle and show  
 

that attaching a polymer on its surface reduces 
the thermal resistance between the particle and 
its aqueous environment. We have modelled 
lipid bilayers to compute their dielectric 
properties and their viscosity have been 
investigated by fluorescence imaging. The 
experiments conducted on both suspended lipid 
membrane and giant unilamellar vesicles show 
that the viscosity decreases when the 
temperature increases and when a 
transmembrane voltage is applied to inducing a 
structural change. 
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