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Introduction

The unprecedented large quantity of data collected by the LHCb experiment at the Large
Hadron Collider LHC at CERN allows for the first time to study in details the rare decay
B°— K*Out . This decay has a strong potential to unveil the presence of new physics beyond
the Standard Model of particle physics, or at least to constrain the alternative models. Indeed,
the decay proceeds, in the Standard Model, via a flavour changing neutral current, described
by box diagrams and loop diagrams called « electroweak penguins ». Yet undiscovered particles
could appear in the loops, modifying for example the final state particles angular distributions
predicted by the Standard Model.

The LHCD collaboration performed a first measurement of the angular distributions with 1
fb~! of data ' -2. A good agreement with the Standard Model has been observed for all the
angular observables, except one, called Pf. This is different from the prediction by 3.7 standard
deviations in one ¢ bin. Several interpretations of the discrepancy have been proposed, some of
them involving the presence of a new interaction mediated by a new vector boson Z’. Therefore,
the analysis is currently, and for the next years with more data to come, at the core of the LHCh
physics program and of the theoretical discussions.

This thesis presents in the first part the most recent angular analysis of the B® — K*0putp~
decays performed by LHCb, using the whole dataset collected during the first run of the LHC,
corresponding to an integrated luminosity of 3 fb~!. The analysis is presented in all its aspects.
From an extensive description of the differential decay rate and the observables of the B? —
K*0u% 1~ decay that can be seen in Sec. 1.3. A brief description of the LHCb experiment and
its different sub-detector is presented in Chap. 2. The new strategy for selecting the signal
events, based on a improvement on the vetoes of some background from exclusive decays of b
hadrons and a significant improvement on the multivariate selection used in the combinatorial
background suppression is described in Chap. 3. Then the angular analysis strategy, with a
description of the maximum likelihood fit and the modeling of signal and background angular
and invariant mass distribution, is detailed in Chap. 4. The systematic uncertainties and the
results of this angular analysis are presented in Chap. 5, including an overview of their first
theoretical interpretation. The main focus, though, is put on those parts of the analysis in
which I was mainly involved, namely the combinatorial background rejection via a multivariate
selection, the evaluation of the impact of low mass di-muon resonances, the parametrisation of
the invariant mass distribution of the B candidates used in the likelihood fit, the study of the
background angular distributions.

The second part of the thesis presents another analysis based on the B® — K*0ut ™~ decay:
the status of the measurement of the ratio Rx+. This measurement is a test of the lepton flavour

'LHCD collaboration, R. Aaij et al., Differential branching fraction and angular analysis of the decay B>
K*utp~

2LHCb collaboration, R. Aaij et al., Measurement of Form-Factor-Independent Observables in the Decay
BO—>K*0,U+,U«7
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universality, which is of particular interest nowadays, after that some experimental results have
shown hints of a possible violation of it. This is the case, for example, of the recent observation of
a 2.6 standard-deviations difference from unity of the ratio Rx = B(BT — K" u*u~)/B(B*T —
K*eTe™) 3. It is worth to note that some theoretical approaches relate the deviation in PZ to the
one in the Rx measurement, as being to manifestations of a common source of new physics*-?

The measurement of Ry+, confirming or not the Ry deviation, will be shedding more light
on this puzzle. It will be performed in three regions of ¢?, that are sensitive to different type
of physics. Since the analysis is currently still ongoing, no results will be shown in this thesis.
Nevertheless, the main analysis procedure will be described in Chap. 6, with a focus on the low
¢? region and on the aspects on which I am directly involved.

3LHCb collaboration, R. Aaij et al., Test of Lepton Universality Using Bt — KT¢7¢~ Decays,

w. Altmannshofer, S. Gori, M. Pospelov, and I. Yavin, Quark flavor transitions in L, — L+ models

SA. Crivellin, G. D’Ambrosio, and J. Heeck, Explaining h — }LiTi, B k¥~ and B — Kutp=/B—
KeTe™ in a two-Higgs-doublet model with gauged Ly—Lr
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This chapter describes the theoretical motivation for studying the electroweak penguin decays
and more specifically the B®— K*0u+ = decay. A brief description of the Standard Model will
In the Section 1.2, a description of the Flavour Changing Neutral
Currents (FCNC) will be given. Finally a description of the B®— K*?uT 1~ decay can be seen
in Section. 1.

be given in Section 1.1.

3

1.1 Standard Model

The Standard Model (SM) of particle physics is based on a quantum field theory and is
described by a SU(3)c x SU(2)r, x U(1)y gauge symmetry. The SU(3)c describes the quarks

3



Theoretical contest of particle physics

and the strong interactions, while SU(2)r, x U(1)y unifies the electromagnetism and the weak
interaction. Additional fields, representing the bosons, appear since these groups have to be
locally gauge invariant. This requirement implies massless boson and fermion fields.

The dynamics of the SM particles can be expressed by the following Lagrangian:

(1.1)

where Lpw describes the electroweak sector, Lqocp the flavour sector and the final component

Lsm = Lew + Lqep + LHiggs

is the Higgs mechanism responsible for the mass of the fermions.

The particles contained in the Standard Model are summarised in Fig. 1.1. The fermionic
matter particles are split into two categories: the quarks, sensible to all interactions and the
leptons, which are not sensible to the strong interaction. These two categories are arranged
in three generations of increasing mass. For the leptons, each generation contains a massive
particle, (the electron, the muon or the tau) and a corresponding massless neutrino!. We also
have in addition to the fermions, the gauge bosons, vector of the different interactions and the
Higgs boson which gives masses to the particles.

mass = =2.3 MeV/c? =1.275 GeV/c? =173.07 GeV/c? 0 =126 GeV/c?
charge = 2/3 2/13 2/3 ] 0 H
spin > 112 LI/ 12 (;/ 112 L 1 ‘ 0
Higgs
up charm top gluon bos&n
=4.8 MeV/c? =95 MeV/c? =418 GeV/c? 0
-1/3 -1/3 -1/3 0
112 ¢ 112 Sj 112 b 1 a
down strange bottom photon
0.511 MeV/c? 105.7 MeV/c? 1.777 GeVic? 91.2 GeV/c®
-1 e -1 'p- -1 T 0 a
112 . 1/2 142 . 1 (7))
r > _
=
electron muon tau Z boson @)
wn
m <22 eV/c? <0.17 MeV/c® <15.5 MeV//c? 80.4 GeVic® 8
= 0 0 0 +1
L
E 1/2 -I)% 12 .I)I'/l 1/2 -I)-E 1 w g
o
electron muon tau
“ | neutrino neutrino neutrino W boson g

Figure 1.1: List of Standard Model particles.

IThe observation of neutrino oscillation have implied that neutrinos have masses. Extension to the Standard

Models, as the See-Saw mechanism, are needed to obtained massive neutrinos

4



1.1 Standard Model

1.1.1 Electromagnetism

The electromagnetic interaction is described in the quantum field theory by the Quantum
ElectroDynamics (QED).
In quantum field theory a fermion field 1, of mass m, is obeying to the Dirac equation:

(70— ) =0 (1.2)
where v corresponding to Dirac matrices. Leading to the following Lagrangian:

L=ipy"Oup —mapyp,  with ¢ =1pT4° (1.3)

The Lagrangian is invariant under global gauge transformation. But in quantum field theory,
interactions are introduced via a local gauge transformation keeping the physics invariant. In
the case of the U(1) symmetry, the gauge transformation is defined as :

() > ¢ (@) = ()
Y(a) = ¢ (z) = ()
where «(x) is an arbitrary function describing the local transformation. The Lagrangian (1.3)

is not invariant under this transformation. Therefore a covariant derivative and a vector field
A, of spin 1, are introduced to restore the invariance:

(1.4)

D, =0, —ieA, (1.5)

where A, is the field representing the photon.
This vector field transforms under the U(1) as:

1
Ay = Ayt~ 0 (1.6)

The dynamics of this electromagnetic gauge boson, are given by the Lagrangian:

1

£: _iFﬂl’FMV (17)
where F),, is the Faraday tensor defined as:
F.,=0,A,-0,A, (1.8)

Finally, the complete QED Lagrangian is described by:

- . _ 1 "
EQED = w(l’yuf% - m)lb + ew’Y“%bAu - EFM F,LLl/ (1'9)

It’s important to notice that a mass term for the photon, of the form m?YAuA“, would break
the local gauge invariance. As a consequence, the U(1) symmetry implies that the photon is
massless.

1.1.2 Weak interaction

The weak interaction is described by a gauge theory based on the SU(2); symmetry, where
L indicates that only left handed fermions are sensitive to the the weak interaction. Left and

5



Theoretical contest of particle physics

right-handed fermions are indicated by the 1 and g fields respectively. To conserve this
symmetry, a new quantum number is defined: the weak isospin, I. The left-handed fermions
are represented in SU(2) as doublets of weak isospin I = 3:

[ eL mr TL
KL - ) ) )
Ve,L Vu,L Vr L
(1.10)
ur, cr, tr,
QL dL ) SL 9 bL )

While the right-handed fermions, un-sensitive to the weak interaction, are represented by SU(2)
singlets with a null weak isospin (I = 0):

CR = €R, LR, TR, V(e,R)sV(1,R)+ V(r,R)>

(1.11)
4R = UR,dR,CR,SR,bR, R
The SU(2)r, symmetry transforms the left-handed doublets as:
Y — €T (1.12)

where o; (i=1,2,3) are the Pauli matrices and 6; is function of the position. To keep the La-
grangian locally invariant, a covariant derivative is build and defined as:

Dﬂzau—z‘g%wﬁ (1.13)

where W;L are the three gauge fields of SU(2) and g the weak coupling constant. These WfL are
transformed under SU(2) as:

i i 1 i ijk nj
Wi = W, =08 +ekgIGE (1.14)

where €% are the structure constants of the SU(2); group. The dynamics of these fields are

described by the —3 W[, W/ term, with W}, defined as:
Wi, =0, W) —0,W} + ge?*Wiw} (1.15)

Finally, the complete weak interaction Lagrangian is described by:

_ _ 1
Ly = (iv"Ou )+ gyt oy W, — ZW;VWiW. (1.16)
The mass term ma1) is not present since it should be written as min) = m(T/_fRiﬁL b r), which
is not invariant under the SU(2); symmetry. This implies that fermions should be massless.
The Higgs mechanism described in Section 1.1.5 will introduce the mass of the fermions.

1.1.3 Electroweak sector

In the 1960s the electromagnetism and the weak interaction have been unified, by Glashow,
Weinberg and Salam, under the same theory: the electroweak theory. The result is a group
of symmetry SU(2)r, x U(1)y, were the SU(2)y, is the symmetry group for the weak isospin I,

6



1.1 Standard Model

described in Section 1.1.2, and Y is the weak hypercharge defined as :
Y =2(Q—1I5) (1.17)

where Q is the electric charge and I3 = £1/2 is a projection of the weak isospin.

In a similar way as the QED introduced the vector field A, to be gauge invariant, the
gauge invariance associated to U(1)y introduces the vector field B,,, while the gauge invariance
associated to SU(2)r implies the presence of a triplet of vector fields Wﬁ, described in the
Section 1.1.2. The Lagrangian invariance under the SU(2)r x U(1)y group is insured by the
creation of two covariant derivatives:

O Y

D#,L:8M+zg§zW;+zg'§Bﬂ (1.18)
Y

DH;R:aﬂA_'_Zg,?BM (119)

where g and ¢’ are the coupling constants of the SU(2);, and U(1)y symmetries respectively.
Finally, the complete electroweak Lagrangian is described by:

1

BB (1.20)

- . 1 )
Lew = MﬁL’Y'MDu,LdJL + 1¢R7uDu,R¢R - ZWZ,VW’L'MV

In this representation, the «, Z° and W bosons are described by the following fields:

Ay = By cosfy + WS sinfy (1.21)
Z, = =By sinfy + W} cosy (1.22)
1
+ 1 - 2
Wi =—=(W;FiW2) (1.23)

V2

where 0y is the Weinberg or weak mixing angle.
The electromagnetic coupling constant «., can be derived by the following equation:

o, = gsinfy = ¢’ cosby (1.24)

The Weinberg angle could also be expressed with the coupling constants g and ¢’ by:

/

9

9

cosbOy = and sinfy = (1.25)

1.1.4 Strong interaction

The strong interaction is described in the quantum field theory by the Quantum Chromo-
Dynamics (QCD). This interaction acts between quarks and gluons. The QCD has been build
on the base of the QED by Gell-Mann and Zweig in the 1960s. This theory is based on gauge
invariance associated to the SU(3) gauge group and each of the quarks form a colour triplets,

9= 149G | (1.26)
aB

where R,G and B are the three colour indices for red, green and blue respectively.
To insure the gauge invariance, a covariant derivative is defined as:

7



Theoretical contest of particle physics

Aa
Dy = 9u—igs 3Gy (1.27)

where A, are the Gell-Mann matrices and G, are the eight gauge fields corresponding to the
gluons. These fields transform under SU(3) as:

1
Gy = Gy = -0u0" + e (1.28)

where f#7 are the structure constants of the SU(3) group.
The dynamics of the gluon field is described by the tensors:

G%, = 0,GS — 8,G + g, faﬁvcﬁ(;;z (1.29)

Since SU(3) is a non-commutative group, the kinetic term has a component multiplying two
G, describing the self-coupling between the gluons.
Finally the QCD Lagrangian is given by:
— (il — « 1 QY
Locp =) (Qf(w Op—m)qy + gsqsy /\anGu) —1GwGa (1.30)
f

where f represent the quarks flavour.
The mass term for the gluon breaks the SU(3) gauge invariance, which explains why the
gluons are massless.

1.1.5 The Higgs mechanism

The gauge invariance of the SU(2), x U(1)y leads to the fact that the four gauge bosons, as
well as the fermions, are massless. Nevertheless we know experimentally that the W+ and Z°
bosons, the quarks and the charged leptons are massive.

The Higgs mechanism is a way to solve this problem. It generates the particles masses
dynamically, through spontaneous symmetry breaking of the SU(2)r x U(1)y symmetry.

Starting with a SU(2), doublet of complex scalar defined as:

_ L [o1+ige
o=z (o) an

we can define a Lagrangian which preserves the SU(2)z x U(1)y symmetry:

Liiggs = (Du9)'(D¢) — (A(816)* + 1207 ¢), (1.32)

where —(DMQS)T(D“qﬁ) is the kinetic term for a scalar particle, A > 0 the coupling of a four particle
vertex and y represents the mass of the field for y? > 0. In the case where p? < 0, the potential
V($) = M¢T¢)2 4+ pu?pT ¢ reaches its minimum for ¢ values of:

2
6] = \/g: vz" (1.33)

where v is the vacuum expectation value, measured to be v = 246GeV. This represents a
degenerate ground state. We can choose one of the minima as the vacuum without loss of
generality, since any other minima could be reached by a gauge transformation:

8



1.1 Standard Model

1 0
¢= ﬁ<y+h($)>, (1.34)

where h(z) is a perturbative expansion around the minimum value, a real scalar field which
corresponds to a spin 0 boson: the Higgs boson.

The mechanism by which this particular field is chosen from the degeneration of the ground
state is called spontaneous symmetry breaking.

Developing the kinetic term of the Equation. (1.36), (D,¢)!(D*¢), we can obtained the mass
terms of the gauge bosons:

ma =0
gu
my =5 = my cos Oy, (1.35)
_YV Ja e
mz=3\9 +g

Introducing in the Lagrangian the Yukawa couplings between fermions and the Higgs field,
a mass term for the fermions appears. As example the Lagrangian of the electron is defined as:

L=-Nrdvr+vrod'YrL)

=2 oo, Jowsenome(*)

L=— )\\/eg(éLeR-FéReL) - %(éLeR+éR€L)H’

(1.36)

_ Me _
L =—mc.ee— —eeH,
v

where )\, is the Yukawa coupling of the electron. The first term of the Lagrangian gives the mass

to the electron m, = i‘/ﬁg while the second term defines the coupling, =<, between the Higgs field

and the electron. Note that the Higgs couples to fermions proportionally to their masses.

The mass of the Higgs boson is given by:

my =/ —2u? = V22 (1.37)

The A parameter is free in the SM, so the mass of the Higgs boson is not predicted by it. The
4th of July 2012 the ATLAS and CMS collaborations have announced the detection of a new
boson with a mass of around 125 GeV/c?. In March 2013, the measurement of the total angular
momentum and the parity of this new particle have been presented: they are in agreement with
those predicted for the Higgs boson: J¥ =07.

1.1.6 The CKM mechanism

The description of the electroweak interaction presented in Section 1.1.3, doesn’t explain
the couplings between the different quarks generations. This mixing is taken into account by
rewriting the charged current in the weak interaction Lagrangian as:

92 (@i Vigdy W, + dfy"Vigul W, ) (1.38)
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where Vi; = (UlUy,);; corresponds to the element of the Cabibbo-Kobayashi-Maskawa (CKM)
matrix [1,2]:

Vud Vus Vub
Vekm = | Vea Ves Ve (1.39)
Viae Vis Vi

This 3 x 3 matrix represents the change of basis between the quark mass eigenstates and the
quark interaction eigenstates. It matrix can be parametrised by three angles and one complex
phase.

C12 8126i5 0 1 0 0 C13 0 813616
V= —812671'6 C12 0]l x10 23 8236i5 X 0 1 0 (1.40)
0 0 1 0 —8236_16 23 —5136_26 0 C13

where, i,j =1,2,3 with i # j, ¢;j = cos(;;) and s;; =sin(6;;). The 0 is the irreducible complex
phase and the 6;; are the three angles of the parametrisation. The 612, responsible of the u-s
quark mixing, is known as the Cabibbo angle and measured to be s1o = 0.22.

The CKM matrix can also be written in terms of the Wolfenstein parametrisation [3]:

1— )‘; A AX3(p—in)
Vo = —A Sy AN? +0O(\Y) (1.41)
AN(1—p—in) —AN? 1

where A, \ and p are the real parameters and n the imaginary part which is responsible for the
only source of CP violation in the SM.

1.1.7 Success of the Standard Model and its limits

Considering, the discovery of the Z° and W¥ bosons and of the twelve fermions, the obser-
vation of the CP violation and recently the Higgs boson discovery, the Standard Model has been
a very predictive theory. But despite its success, it has also some limits:

e The Standard Model has 19 free parameters, namely the 9 fermions masses, the 3 coupling
constants, the Z° and Higgs Boson masses, the 4 parameters from the CKM matrix and
the strong phase describing the CP violation in the strong sector. This large number of
parameters are not predicted and have to be measured experimentally.

e The Standard Model has no explanation for the values of the masses and their huge
difference between the families, neither has an explanation for the number of families
observed.

e Neutrino are massive particles, as demonstrated by the observation of their oscillation,
while no mechanism can give masses to neutrinos in the Standard Model.

e The measured mass of the Higgs boson implies, a huge cancelation between the mass and
the quantum corrections. This issue leads to a motivation for a New Physics at the TeV
scale, which will provide a natural correction of the fine-tuning problem.

o Gravity is not described by the Standard Model.

10



1.2 Flavour changing neutral currents

o The observed matter, described by the model, represent only 4.8 % of the total mass of
the universe.

e The amount of CP violation is ten orders of magnitude lower that what is needed to
produce the matter-antimatter asymmetry of the universe after the Big Bang.

All these reasons lead many physicists to think that the Standard Model is a part of a more
global model, but, for the moment no manifestation of this "New Physics" has been found. The
study of the B® — K*%uT i~ and the measurement of Ry, described in this thesis, are a way
to search for manifestation of beyond Standard Model phenomenon.

1.2 Flavour changing neutral currents

Flavour-changing neutral currents (FCNCs) are processes involving a quark transition be-
tween two up-type or two down-type quarks, i.e. a change of quarks families without a change
in electric charge. These FCNC processes are predicted to be rare within the SM, since they
occur only at loop level where the mediating W= bosons are virtual. Measurements of FCNCs
processes are model-independent tests of any new physics model which modifies the properties
of the decay. Indeed, new particles could appear as virtual particles in the loops, causing such
modifications respect to the Standard Model predictions.

The b — s transitions are an example of FCNC decays, where a photon or dilepton is produced
within a box or a penguin diagram as shown on Figure. 1.2

q q q q

Figure 1.2: Lowest order penguin (left) and box (right) SM diagrams of a b — s¢™ ¢~ transition.

1.2.1 Effective field theory in flavour physics

The formalism of b decays can be expressed with the Operator Product Expansion (OPE),
which integrates out all degrees of freedom above some energy scale u. This approach is valid
if p is larger than the relevant energy scale of the decay, which for the B physics is around 5
GeV/c?. This formalism is similar to Fermi’s effective theory of weak decays, in which box or
penguin diagram is interpreted as a four point interaction.

11
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The matrix element for a high energy process of an effective hamiltonian is defined as:

< [ Hegli >= 3" Cs(us) < J10(us) i > (1.42)
J

where the C;, named Wilson coefficients, are complex numbers which encapsulate the high energy,
short distance contribution, while the O; are local operators to particular gauge structure which
encode the low energy contribution from quarks. The scale ug is the renormalisation scale where
the operators and the Wilson coefficients are evaluated. The advantage of this formalism is that
Wilson coefficients are independent of the underlying process and can include contributions from
new physics models.

The effective Hamiltonian for a b — s¢7¢~ decay [4] is:
4GF Qe
= — YV TS () O 1.4
Heff \/5 ‘/ib‘/tsélﬂ' - C (:u‘ )O(:u ) ( 3)

where Gp is the Fermi constant, V;; are CKM matrix elements, «. the fine structure constant.
The local operators important for these b electroweak penguin decays are :

O7 = 2561 PRbF,,, 0L = "b5om PLbE,,,
e e
Oy =57, PLbl"?, Og = 57, Prblr*1,
010 = 57, PLblA 5L, Ol = 57, Prbly" 50,

where Pr, p = (1F5)/2 are a left /right handed chiral projection.

The Or is the electromagnetic operator, corresponding to the emission of a photon. The Oy
and Oy are operators describing the Z penguin and W box diagrams. The O’ operators refer
to right-handed couplings, obtained by replacing Pj, <+ Pr in the O; operators and conducts, in
the SM, to a ms/my, suppression for the Wilson coefficients C/ with respect to the C;.

1.3 The B'— K*0u* 1~ decay

The BY - K*(— Km)utp~ decay is a b — s transition mediated by a flavour changing
neutral current, and the relative Feynmann diagrams are shown in Figure 1.2 at leading order.
It is a particularly interesting decay due to the large number of Wilson coefficients to which
it is sensitive. Indeed, while decays such as B — K*y or By — uTp~ 2 can access to one

Wilson coefficient only |, C’él) or C{g respectively, the B® = K*0u* ;= decay allows to measure

C’él) in the very low-¢? region, a mixture of C’él) — é/) in the low-¢? region and C’é/) and C’fg
dominating the high-¢? region. Moreover, from an experimental point of view, channels with
muons are easier to trigger on at LHCb, which makes easier to reconstruct this decay respect to
B® — K*(— Kn)ete™, the corresponding decay with electrons in the final state instead of muons.
This provides a larger number of events available to measure a multiplicity of observables: total
and differential branching fraction as function of ¢?, CP asymmetries [5], isospin asymmetries [6],
and especially many observables related to the angular distributions of the four particles in the
final-state. Theoretical predictions in the Standard Model framework are available for all these

()

2The Bs — w ™ decay can also test non-Standard Model Wilson coefficient C¢'p

12
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observables. The experimental measurements can be compared with the predictions to search
for hints of new physics.

The measurement of these angular observables is the main topic of the first part of this thesis
and they will be described in this section.

1.3.1 The angular basis

Different definitions of the decay angles exist in theory and experiment. Details on the
differences between the convention chosen by a majority of the theory publications [4,7] and
the convention adopted by LHCDb for the analysis presented in this thesis and the previous
publications [8,9] are given in Ref. [10].

The angular basis used in the analysis is illustrated in Fig. 1.3.

e The angle 0, is defined as the angle between the direction of the u™ (™) in the dimuon
rest frame and the direction of the dimuon in the B° (B°) rest frame, explicitly for the

B:
o= ()G ) = ) () .

and for the B? decay:

costly = (p(“_“ )) (ﬁfﬁ?_) ((“_“ )> ( ]555’;0“ )), (1.45)

o The angle Ok is defined as the angle between the direction of the kaon in the K*0 (K*?)
rest frame and the direction of the K** (K*0) in the B° (BY) rest frame.

cosly = (pg{:o)) . (ﬁgﬁ?) = (13%{:0)) : <—ﬁgg*o)> (1.46)
for the BY and
cosly = (p%(_*o)) (ﬁgi?) (pg(_*o)) ( ﬁgg*o)) (1.47)

for the BY decay.

e The angle ¢ is the angle between the plane containing the p* and p~ and the plane
containing the kaon and pion from the K*°. The definition of the angle ¢ for the B is

given by:
cosd = (57 x p7) - (BZ) x o) | (1.48)
o [ (B, A(BY) 589 pBMN] . pBY 1.49
sin ¢ Dt XD~ Pr+’ XD, — Preso (1.49)
for the BY and by:
coso= (87 %) (6 %5 | (1.50)
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ﬁKﬂ' ~
Pt
-
K+ V T
ﬁKﬂ' @
ut
(b) ¢ definition for the BY decay
~ 7¢LI(7'r
Pu—pt
-

o K~ “' mt
o ut M//////// ® Prr

(c) ¢ definition for the B° decay

Figure 1.3: Graphical representation of the angular basis used for B — K*Oyt ;= and B® — K*Oputpu—
decays in this paper. The notation 7, is used to represent the normal to the plane containing particles
a and b in the BY (or B?) rest frame:

R0 RO RO RO RO
sing = [(55 <) % (A2 <52 -HE (151)
for the B decay.
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1.3 The B® — K*utpu~ decay

The ﬁg}/) are unit vectors describing the direction of a particle X in the rest frame of the
system Y. In every case the particle momenta are first boosted to the B% (or BY) rest frame.
In this basis, the angular definition for the B° decay is a CP transformation of that for the B°
decay.

1.3.2 The differential decay rate

The differential decay rate of B — K*9u* = and B — K*Out = decays, in terms of ¢? and
the three angles, 0k, 6; and ¢, is given by:

d4F EO F*O +
[B° = K p~] Z Ji(q
dcosegdcosﬂquﬁdq 327

2 fi(cos By, cos Ok, @) (1.52)

=550 {Jlsm 0K+chos O +
J5sin? O cos 260, + JS§ cos® O cos 20, +
Jysin? O sin® 0y cos 2¢ + Jy sin 20 sin 26, cos ¢ +
Jssin 20 sin 0 cos ¢ + J§ sin? Oy cos By +

J7sin 20k sin @ sin ¢ 4 Jg sin 20 sin 20, sin ¢ +

Josin? O sin? 0, sin 2¢

Here, the ¢? dependent angular observables J;(¢?) are given by:
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Jj = (2+52)[\A 12+\A 2+ AR +1AF }+4;n2’%8%e(AﬁA +AfAf)
Jf:|A0L|2+|A I+ UA [+ 2Re (AT AF)]
J3 = |A |2+|A|\| + AT+ 14
:=—ﬂ3ﬁA5F+wA§F]
J3 = - ||AL P — A7 1P + AT - |4
Jy= \B/i{%e(ALA” )+ Re(ARAI) (1.53)

Js = V2B, [&ee(AOLAﬁ*) — Re(AFAT)

JE =28, [?Re(A Al) —Re(Af AT

J7=\/§5#{%m(14 AL*) — Sm(AR AT )]
2
Jo= 22 [Qmak ALy 4 Sm(ARAT)

Al
Jo = f, [\sm(A A+ Sm(Af* AT

with ﬁi = (1—-4m(p)?/q¢?). The angular distribution therefore depends on 7 ¢*> dependent
complex amplitudes (AL R Aﬁ R AL R and Ay) corresponding to different polarisation states of

the B— K*V* decay. The K*° is on-shell and has three polarisation states, ¢(+, —,0). The V* is
off-shell and has 4 possible states, ¢(+,—,0,t). The amplitude A; corresponds to a longitudinal
polarisation of the K*? and time-like polamsation of the dimuon system. It is suppressed and
can be safely neglected, leaving six complex amplitudes.

The labels L and R refer to the chirality of the dimuon system. In the limit that the decay
is dominated by a vector current Aﬁ o= Af 1 o> J5,6,7 =0 and the angular expression collapses

to the expression for B® — J/jp K*0:
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1.3 The B® — K*utpu~ decay

d3T[B° — Jhy K*°]
dcosfydcosOx do

_ 9 2,020 o2

= 3on [2|A0| cos“ Ok sin“ 0, +
1 2 2) win2 2
5(|AH| + AL [?) sin O (1 + cos? 0;) +
1
— <|AL|2 — |A|||2) sin2c9Ksin2 Oycos2¢ +

(1.54)
fﬂfﬁe(AoA“ )sin 20 sin 26, cos ¢ +

ﬁg(AOAD sin 20 sin26,sin ¢ +

3(44%1) sin? 0 sin? 0 sin 24

In the limit of ¢* > 4m(u)? the factor 52 — 1 and :

dr
a2 = AL+ AP +1AG P + [ATP +1ATP + 145
In this limit, J§ = —Jf{ and J5 = J; /3. While the differential decay rate in Eq. (1.52) is defined
for the decay of the B” meson, the decay of the BY is given in complete analogy by

d4F[BO BN K*O,LL+M
dcosfydcosOx dpdg?

= 397 ZJ ) fi(cosBy,cosOk, ). (1.55)

The identical form of this equation compared to Eq. (1.52) is a consequence of our angular
definition described in Sec. 1.3.1. Following Ref. [4], it is customary to define CP-averaged
observables S; and CP-violating observables A; according to

_ Ji+J;

- (ar+dr) /dg? (1.56)
Ji—Ji

_ (i) g (1.57)

The normalisation condition implies 3 (2554 5¢) — 1 (255 +55) = 1. In the limit of massless
leptons, the CP-averaged observables are related by S§= —S¢ and S5 = S5 /3 as discussed above.

Often, the forward-backward asymmetry App, and the longitudinal (transverse) polarisation
fraction Fy, (Fr) are referred to in the literature. These quantities are related to the CP-averaged
observables S; according to:

3 S

AFB == ZSG
F=S¢=—85

Fr =485,

In the CP-averaged basis, the BY — K*°u*~ angular distribution is given by,
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1 3T +T) 9 [3 ) )
= = |2(1— F)sin®0x + Fpcos?0 1.
d(T+T)/dg? dcosbydcosfx dp 32w = Fr)sin®0x + Frcos™0rc + (1.58)
1

~(1— Fy)sin? 0 cos 20, — F7, cos? 0 cos 20, +

4

S5 sin? O sin® 0y cos 2¢ + Sqsin 20 sin 20, cos ¢ +
4

S5sin 20 sinf,cos ¢ + gAFB sin? 0 cos 0, +

S7sin 20 sin Oy sin ¢ 4 Sg sin 20 sin 20, sin ¢ +

Sosin? 0 sin® 0 sin 2¢

1.3.3 Interference with other K7~ states

Eq. 1.58 is valid if the KT7~ system is in a P-wave configuration, as is the case for the
K*9(892) vector meson. If the K7~ system is in a S-wave configuration or in a configuration
with higher angular momentum up to Jpyax, the substitutions:

Jmax

AT =15 vL(0k,0) ZALR Y2(0x,0) and (1.59)
Jmax

A(J = )”l Y(0k,0) ZA Y (0k,0) (1.60)

need to be made, where the Y;"(fx) are spherical harmonics. The relevant spherical harmonics
for S, P and D-wave are

Y (0) = 5=

1 /3
Y (0k) = 2\/:0039;{

Y (0 ) = 111\/?(300826;(—1)
_ 1 /3
Y H0k) = Vs sinfg

1 /15
YQ_I(GK) = 5\/% sinfg cosf.

1.3.3.1 S-wave interference

For the decay BY— J/i K*V the S-wave fraction was determined to be (6.440.341.0)% in
a mass window of £70MeV around the known K*° mass using 1fb~! of LHCb data [11]. In
the previous publications [8,9] the presence of an S-wave contribution in B® — K*0u*pu~ was
accounted for by assigning a systematic uncertainty. In this analysis, the S-wave parameters
are included in the maximum likelihood fit and treated as nuisance parameters. Therefore,
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1.3 The B® — K*utpu~ decay

Eq. (1.52) needs to be modified according to

. air
S+P dcosfydcostx dpdqg? | p

dir
dcosfpdcosfx dedg?

_l’_

9
397 [J’i—l—J"icosQK +J'5cos20, +J"5cosO cos26, +

J'4sin20,sinfx cos¢ + J'5sinf,sinfx cosgp +

J'7sinfysinfg sing + J'gsin 20, sinfx sin ¢

(1.61)
with
c_ 1 1
= g\AgzoP + g’A}}:o’Z
c 2
T = o [RelAlo k) + Re(4]_AF")]
/c 1 L 2 1 R 2
Js=- g’AJ:O| +§|AJ=0|
c 2 * *
5= 2 Rl f) + Re(AT0AE)
y ) ; . . (1.62)
J'y= \/;{me(AJ—OfH T)+Re(A704 *)]
2
=22 Rl A Rec AT
2
T =22 [om(al_pat) - sm(af 4]
2
J's = \/; [%mM?:oAﬁ*) +Sm(Af AT
and
dIi dI'p dI'g
= e 08— [|A ol AT o A P AT 1P+
(1.63)
ATl + AT o + ATy I+ 14T L
The fraction of longitudinal polarisation is given by
1
Fo—|AL 2. % 1.64
S | Jfo‘ dF/dq2 ( 0 )
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In the CP-averaged basis, the B® — K*0u* = angular distribution needs to be changed to
include both the S-wave and interference between S- and P-wave, resulting in

1 d(C+T) (- Fy) 1 d(r+T)
d(T'+T)/dq? dcosb dcosfx de Sip d(I'+T)/dg? dcosydcos dp b
+% [Fs sin? 6, + Sg sin’ 6y cos O
+ Sg98in260,sinfx cos ¢
+ Ss3sinfysin ) K cos ¢
+ Sg4sinfysin by sin ¢
+ Sg58in260,sinfk sin @).

(1.65)

1.3.4 Less form-factor dependent observables

The angular observables can be reparametrized such that leading form-factor uncertainties
cancel to first order. The authors of Ref. [12] propose the basis consisting of F1, (or App) and

the observables PZ-(/) that can be calculated from the observables S; according to:

S3
P =2
Ly oY
1 S5 2 Apg
Py== z
21—F, 31-F
9
Py=—
ST - R
S
P, = &
(- F)
S
Pl = >
FL(l-F)
P = 51
FL(1-F)
S
P= :

1.4 Ry~ measurement

In the SM, the gauge bosons couple equally to the different flavours of lepton. The Higgs
boson instead couples differently and is responsible for the mass spectrum of the leptons. Hiller
and Kriiger [13] proposed to test this lepton universality measuring the ratio Ry of the decay
rates of B mesons into final states with leptons.

_T[B—Hut ]

= 1.
R I'[B— Hete| (1.66)

where H can be an inclusive state containing a s quark (X;) or a s quark resonance: ¢, K, K*.
These ratios are expected to be Ry = 1, in the case of massless leptons. Taking into account

2
the lepton mass, giving an effects of order %, the prediction [13, 14]of the SM in the full ¢
range are: ’
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1.4 Rg+ measurement

Ry =1.0003+£0.0001,
Ry~ =0.991£0.002

Given the high precision of the predictions, the measurement of the Ry allows to search in a
model independent way the existence of non Standard Model scalar and pseudo scalar interac-
tions with couplings depending on the lepton flavour.

After the previous measurement from BaBar [15] and Belle [16], in 2014 the LHCb experi-
ment, has measured Ry [17] in the 1 < ¢% < 6 range:

Ri[1,6] = 0.74575:02) (stat) 4 0.036(syst),

which differs from the SM prediction by 2.60, as shown in Figure 1.4.

-o-LHCb -m-BaBar —a—Belle

R e L

LHCDb

p—
N
LI | LI

0.5

o—_ )
0 5 10 15 20

> [GeV¥cH]

Figure 1.4: Rp ratio measurements by the LHCb (black dot), BaBar (red square) and Belle
(blue triangle) experiments.

This result is not an evidence of presence of new physics by itself, but can be related with the
results from BaBar on B — D™ 7v decays [18,19] which have also shown hints of a violation of
lepton universality. A recent measurement of R(D*) by the LHCb experiment [20] has confirmed
the deviation of 2.10 from the SM seen by BaBar. These results have led to many theoretical
speculations. In this context, a measurement of the Ry« ratio is expected to confirm or not these
hints of lepton non-universality and will help to distinguish between alternative New Physics
models [21]. At the moment the analysis is being performed at LHCb with 3 fb=! of data, and
the current status is presented in Chapter 6. The meauserement is done in three ¢? regions. This
choice is related to the different diagrams contributing in each region. At low ¢, the b — s¢* ¢~
decays are dominated by the photon pole and the C; Wilson coefficient. In the central bin,
1 < ¢* <6 GeV?/c*, the decay is dominated by an interference between C7 and Cy. On the
high-¢? region, we have a mixture of Cy and Cfg.
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The measurement of Ry in each g*-region will be obtained by the following formula:

fq?nax dB(B'—K*0utp™)
q

2 d 2
2 2 _ min q 2
RK* (Qm1n7Qmax) - q?nax dB(BO%K*Oe""e—) dq
f2 d 2
T min q

The C7 Wilson coefficient has been also largely tested through measured of B — K*~, [22]
and is in good agreement with the SM. So we do not expect large effects of new physics to show
up in the first ¢2 bin, but the measurement in the low ¢? region will anyway constitute a solid
validation of the analysis technique for the other regions.
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The LHCDb experiment at the Large Hadron Collider LHC of the CERN laboratory is a
international collaboration of more than 1121 physicists from 68 institutions and 16 different
countries. In France five laboratories of the IN2P3 institute are involved in the project. The
experiment participates in the challenge of finding answers to the fundamental particle physics
open questions, with a particular focus on the problem of the matter-antimatter asymmetry and
on the indirect searches for new physics effects in b and c-hadrons decays. After recalling the
main features of the LHC accelerator and the summary of its operation during the first period
of the data taking, this chapter will present the experimental apparatus used to collect the data
on which the analyses presented in this thesis have been performed.

2.1 The LHC

The Large Hadron Collider (LHC) is currently the biggest and most powerful particle ac-
celerator in the world. This circular accelerator is based at CERN (European Organisation
for Nuclear Research), in the French-Switzerland border, near Geneva. The LHC uses the 27
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kilometres underground ring that was holding the Large Electron Positron collider (LEP) in the
90’s. It has been conceived to accelerate protons up to an energy reaching 6.5 TeV per nucleon,
in two beams of opposite directions which collide in four different points inside the tunnel, where
the main experiments are localized:

o two general purpose detectors, ATLAS [1] (A Thoroidal Lhc ApparatuS) and CMS [2]
(Compact Muon Solenoid), have been conceived to search for the Higgs boson, accomplish
some precision measurements of the standard model and also look for phenomenon beyond
the standard model.

o the detector LHCD [3](LHC beauty), optimized to study the flavour physics.

o the detector ALICE [4] (A Large Ion Collider Experiment), dedicated to the study of the
quark-gluon plasma in the heavy ions collisions.

Three additional experimental facilities, smaller in size, are installed. TOTEM is an experiment
dedicated to the measurement of total cross section, elastic scattering and diffractive processes
at LHC energies. LHCf (LHC-forward) is dedicated to measure the production cross section
of neutral particles in the forward direction in pp and heavy ions collisions, to better constrain
models of energetic showers. MoEDAL (Monopole and Exotics Detector At the LHC) is ded-
icated to the search for magnetic monopole and other highly ionizing stable massive particles,
and is installed inside the LHCb pit. A schematic overview of the experiments, the LHC and
the CERN accelerator complex is given in the figure 2.1.

2.1.1 Summary of the first period of work (Run I)

The first data taking period has started in 2010 and has lasted until the beginning of 2013.
LHCbD has recorded a luminosity of 1.1 fb~! at a centre-of-mass energy of /s'= 7TeV (2010-
2011), and 2.08 fb~! at /s'=8TeV (2012). During the Run I, LHCb measured with the 2011
dataset the cross-section at v/7 TeV to be 284 +20+49 ub [5]. A total of 26 x 10'° of bb and
59 x 10! ¢¢ pairs were produced within the LHCb acceptance.

2.2 The LHCDb detector

The LHCb [3] detector is a single-arm forward spectrometer designed to perform precision
measurements of b and ¢ hadrons decays. LHCb has an angular coverage in the [10 mrad, 300
mrad (250 mrad)] range in the bending (non-bending) plane, corresponding to a pseudorapidity’
region of 2 < 1 < 5. This geometry is adopted since the bb pairs are mostly produced in the
forward (and backward) direction at the LHC, as shown by PyTHIA simulation in Fig.2.2.

The layout of the LHCb detector can be seen in Fig. 2.3. The right-handed coordinate
system adopted by LHCDb is defined has the z axis along the beam axis and the y axis along the
vertical.

The LHCb detector includes several sub-detectors providing measurement of the trajectory
of the particles (vertex locator, trackers ) and their identifications (RICH, calorimeters and
muon chambers). The whole detector is describe in this section as well as the trigger system.

IThe pseudorapidity is defined as n = —In[tan g], where 6 is the angle between particle momentum and the
beam axis.
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Figure 2.3: Layout of the LHCb detector, with the different sub-detectors and the right-handed
coordinate system.
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2.2 The LHCDb detector

2.2.1 The tracking system

In LHCD the tracking system is composed of five subsystem: the VErtex Locator (VELO)
placed around the region where the beams collide, a magnet, the Trigger Tracker (TT) in front
of the magnet and three tracking stations (T1-T3) behind the magnet. The VELO and TT are
silicon microstrip detectors, while T1-T3 use silicon microstrip in their inner parts and straw
tubes in their outer parts.

2.2.1.1 The VErtex LOcator

The VELO is the sub-detector which is closest to the interaction point. It is conceived to
provide a precise primary and secondary vertex determination. This determination allows to
measure the decay lifetimes 7, of the b and ¢ hadrons decays (approximately 10~'? s for B
mesons and 0.5 —1x 1072 s for D mesons ). The VELO is composed of 21 stations of silicon
modules (Figure. 2.4 ) placed along the beam direction. Each station has 2 types of modules : R-
sensors to measure the radial distance to the beam axis, and ¢-sensors to measure the azimuthal
coordinates of the charged particles. Two additional pile — up stations are placed upstream of
the interaction point to allow a fast determination of the number of primary vertices as well as
the backward charged tracks multiplicity. Each sensor has an external radius of 42 mm and an
internal one of 8 mm, and they are made up of 2048 silicon strips. The two halves of the VELO
are retractable, allowing to have a larger opening, up to 6 cm, to protect the sensor during the
beams injection. During normal condition, they overlap for alignment purposes, and cover an
acceptance of 1.6 <1 < 4.9.

R sensors | 1m
$ Sensors
; O
cross section at y=0 S «
O
I ® 60 mrad
| 11 1313 F L
' :-.-:. :. " 15mrad
N i ?\ |
VETO interaction region
stations view of g=53cm
most upstream
WELO station
y
X

VELO fully closed VELO fully open
(stable beam)

Figure 2.4: Cross section in the (x,y) plane of the VELO silicon sensors, at y =0, with the
detector in the fully closed position. The two drawings on the bottom illustrate the closed and
open positions. The two pile-up veto stations are located upstream of the VELO sensors.
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2.2.1.2 The tracking system and magnet
The magnet

The dipole magnet of LHCb, shown in Figure 2.5, is a non superconducting dipole with an
integrated field of 4 Tm, required for high momentum resolution. It’s composed of two identical
coils of conical saddle shape, placed mirror-symmetrically to each other in the magnet yoke.

TR B
800 1000

0 200 400 600
z (cm)

Figure 2.5: Picture of the LHCb dipole mag- Figure 2.6: Magnetic field B, along the z axis
net installed in the cavern. for both magnet polarities.

A magnetic field mapping measurement has been performed for the three spatial components.
In Figure 2.6 it is shown for the y component of the field as an example, for both polarities. The
non-uniformities of the field are at the order of 1%. The polarity of the magnet can be reversed
in order to study systematics effects due to possible left-right detection asymmetries.

The silicon tracker: Tracker Turicensis and Inner Tracker

The silicon tracker is the generic name for two detectors: the Tracker Turicensis (T'T) located
upstream of the magnet and the Inner Tracker (IT) located downstream of the magnet. Scheme
of an IT and a TT detector layer are shown in Figure 2.7 and 2.8 respectively. They both use
silicon microstrip sensors with a strip pitch of about 200 um providing a 50 um single hit spatial
resolution. Each station has four layers disposed along the x —u — v — x axis, where x refer to
the vertical and the v and v are tilted around the z axis by —5° and +5° respectively.

The TT is composed of four tracking station layers located upstream of the magnet and
downstream of the RICH1 detector. It is a rectangular area of 150cm wide and 130cm high,
covering the full LHCb acceptance.

The IT systems is located downstream of the magnet covering the inner region of the three
tracking stations T1, T2 and T3. They are 120cm x 40cm cross-shaped planes.

Outer Tracker

The Outer Tracker (OT) is a drift time system for precise momentum measurement and track
detection, Figure 2.9. The three stations T1, T2 and T3 are placed downstream the magnet
in the same plane as the I'T. Each station is made of four layer of 64 gas-tight straw-tubes of
4.9mm of diameter. The four layer are also disposed along the x —u —v — 2z geometry used by
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Figure 2.7: Scheme of an IT station. Figure 2.8: Layout of a TT detector module

the other tracking stations. The gas in the straw-tubes is a mixture of 70% Argon and 30% COs
which provides a fast drift time, below 50 ns, and a good drift-coordinate resolution of 200 wm.

Figure 2.9: Arrangement of OT straw-tube modules in layers and stations (cyan) around the

IT stations (purple).

2.2.2 The particle identification system

2.2.2.1 The RICH detector

The precise particle identification, mainly needed to discriminate between the different
hadronic channels, is performed by two dedicated Ring Imaging Cherenkov (RICH) systems.
For tracks with low momentum range, 1 —60GeV/¢, the particle identification is provided by the
first RICH detector (RICH1), Figure 2.10, which is located upstream the magnet. Instead, for
higher momenta particles from ~ 15 to 100GeV/¢, is the second RICH (RICH2), Figure 2.11,
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located downstream the magnet, that gives the particle identification information. The RICH1
is made of aerogel and fluorobutane C4F19 while the RICH2 uses CF,4 as radiator material. The
choice of the radiators is illustrated in Figure 2.12. The RICH2 has a limited acceptance in com-
parison with the LHCb detector, 15 mrad to 120mrad (100 mrad) in the bending (non-bending)
plane, but covers the area where the high momentum particles are located.

A charged particle passing through the radiator with a velocity ¢3 greater than the speed of
light ¢/n in the material, emits Cherenkov photons in shape of a cone around the direction of
propagation. The angle of the cone, called Cherenkov angle, is expressed as cosfcherenkov = %
and is related to the mass and momentum of the particle. In both RICH1 and RICH2, the
Cherenkov light emitted by the particle is reflected by a combination of mirrors and directed
to the Hybrid Photon Detectors (HPDs) installed outside the LHCb acceptance, where it is
collected.

Photon

Magnetic Detectors 20 mrad.- e
Shield N |
v ‘
I' - 'zzph ical e — Central tube
Aerogel T pherica R
- \ AT /"’f Mirror 1 Y .
T CaF / | Spherical mirror
et aF10 5 . y | |
- 1 eam pipe ‘
. "‘ { .
veto — .- ! ek : Z T
exit window . ? .
| ~F~__carbon Fiber { /
Exit Window
Mirr Iy Quartz plane

Mirror Y Magnetic shielding

Figure 2.10: Side view schematic layout of the Figure 2.11: Side view schematic layout of the
RICH1 detector RICH2 detector

2.2.2.2 The calorimeters

The LHCb calorimeters are conceived to identify the electrons, photons and hadrons and to
measure their energies and direction. The calorimeters are also used in the hardware trigger to
select particles with high transverse energy. Four subsystems compose the LHCb calorimeter:
a Scintillator Pad Detector (SPD), a PreShower detector (PS) and finally an Electromagnetic
(ECAL) and Hadronic (HCAL) calorimeters, shown in Figure 2.13. All the four detectors work
with the shashlik technology: they are sampling devices using scintillator material, and the
scintillating light is transmitted to photomultiplier tubes (PMT) by wavelength-shifting (WLS)
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Figure 2.12: Cherenkov angle as function of the particle momentum for different RICH radiators
and different particle masses.

fibres. The electronics of this system of sub-detectors is design to be as fast as possible for
trigger purposes.

The SPD and PS

The SPD and PS are the first component of the calorimeters. They are composed of a single
15 mm thick scintillators pads with a Pb layer equivalent to 2.5X( placed in between them. To
match the ECAL segmentation, the SPD and PS are divided into three regions: Inner (composed
of 3072 cells), Middle (3584) and Outer (3376). The WLS fibres are read out by multianode
photomultiplier tube (MAPMT), which makes them fast multi-channel detectors.

gl =—
s —
b= HliH]

SPD b PRS ECAL HCAL

h

Figure 2.13: Shower development in the calorimeter system for different particle types.

The ECAL

The ECAL is placed at 12.5m of the interaction point, it is 7.8m wide and 6.3m high. Is
made of 66 successive layers of 2mm thick lead and 4mm thick scintillator. It is 84 cm deep,
equivalent to 25 radiation lengths, which guarantees full containment of high energy photon
showers. As the hit density is a function of the distance to the beam pipe, and it varies by two
order of magnitude over the calorimeters, this sub-detector is divided into three regions. Close
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to the z axis, where the particle multiplicity is highest, the detectors cells are smallest, in the
Outer region the cells are largest. This design choice provides a modest energy resolution, but on
the other hand ensures fast response, uniformity, acceptable radiation resistance and reliability.

The energy resolution of the ECAL is % = (9107\/?5)% @ (0.840.2)%, where E is expressed in GeV.

The HCAL

The HCAL is placed at 13.33m of the interaction point, it is 6.8 m wide and 8.4m high and
1.65m depth, equivalent to 5.6 interaction lengths. It employs a non-typical structure where
the scintillating tiles are arranged parallel to the beam axis and it is transversally segmented
in two regions, with double cell size in the Outer region with respect to the Inner one. The
HCAL uses 1cm thick tiles of iron alternated with 3mm thick scintillator layers. The resolution

is 7% = (6%\/%)% @ (9+2)%, where E is expressed in GeV.

Outer section :

121.2 mm cells Outer section :
262.6 mm cells

2688 channels
Middle section :

608 channels

60.6 mm cells

1792 channels

(a) ECAL (b) HCAL

Figure 2.14: Cell sizes for the ECAL (left) and for the HCAL (right)

2.2.2.3 The muon chambers

The LHCb muon system provides an essential trigger information as well as offline particle
identification. There are five rectangular-shaped muon chamber, placed along the beam axis.
The M1 station is located upstream of the SPD, to provide a better transverse momentum
measurement at the trigger level, while M2-M5 are downstream of the HCAL. Iron absorbers of
80cm thickness are placed between the four last stations in order to select penetrating muons.

To have a rather constant particle flux and channel occupancy over the muon detector surface,
each station is divided in four regions (R1,R2,R3,R4), with segmentation scale ratios of 1:2:4:8.
They are all multi-wire proportional chambers (MWPC), except the R1 regions in M1, which
use triple-GEM detectors. Muon stations allow muons to be reconstructed with a 20 % of pr
resolution, sufficient for the LO trigger. Trajectories from the tracking stations are extrapolated
to the muon system and if hits in the muon chambers are found, such tracks are identified as
muon candidates. In 2012 the muon identification efficiency was excellent: 97% with only 1-3%
pion-to-muon mis-identification probability.

2.2.3 'Trigger

The trigger system reduces the rate of the events written on tape from 40 MHz down to few
kHz, and it is based on two main levels: the Level-0 trigger (L0), which is hardware based, and
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Figure 2.15: (left) Side view of the muon stations. (right) Logical pad arrangement

the High Level Trigger (HLT), which is software based. The scheme of LHCb trigger system
adopted in the 2011-2012 data taking period is presented in Figure 2.16.

The trigger uses the kinematics properties of b hadron decays to identify events in which
bb pairs are produced. The rate of muon production in pp interactions is considerably smaller
than that of hadrons. Muons have also higher efficiency than hadrons. Therefore, the trigger
strategy for the B® — K*%; "~ analyses discussed in this thesis is based on the muons.

2.2.3.1 First level

Most of the detector components of LHCb can be read out at a maximum rate of 1 MHz,
while the proton bunch crossing frequency is 40 MHz. The Level-0 (LO0) is a hardware trigger
based on custom made front-end electronics. It operates synchronously with the 40 MHz bunch
crossing frequency and reduces the rate to 1 MHz. The L0 exploits the fact that heavy b hadrons
have large masses, so their decay products are particles with large transverse momentum (pr) or
transverse energy (Et). The LO trigger reconstruct and select the highest Ep hadron, electron
or photon in the calorimeter systems and the two highest pr muons in the muon chambers.

The calorimeter trigger system uses all calorimeter stations, forms clusters by adding 2 x 2
cells and computes the transverse energy of these clusters and select the highest Er candi-
dates. The transverse energy threshold is Fr > 3.5 GeV for hadrons and Er > 2.5GeV for an
electromagnetic shower.

The muon hardware trigger requires one muon with pr > 1.48 GeV/c or two muons with
VP11 P2 > 1.296 GeV/c and there are no requirement that the two muons have opposite
charges.

The thresholds mentioned before refer to the 2011 data taking period. In 2012 the thresholds
had to be changed to adapt to the higher collision energy and higher luminosity. They were
raised to: 3 GeV for the hadronic trigger, 3 GeV for the electromagnetic trigger, 1.76 GeV/c for
the single muon trigger and 1.6 GeV/c for the di-muon trigger.

In addition, a few global quantities are extracted by the L0, as the total number of tracks
which is obtained counting the number of hits in the SPD
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Figure 2.16: Scheme of the different trigger used during 2011 (2.16(a)) and 2012 (2.16(b)) data
taking period.

2.2.3.2 HLT level

The software trigger consists of a C++ application reducing the 1MHz output rate of the
LO trigger to 5kHz to be stored on disk. It is subdivided into two main components, HLT1 and
HLT2, to optimise the use of the computation power of the computer farm.

HLT1

The first level of the software trigger (HLT1) performs a partial event reconstruction by using
the information from the VELO reconstruction algorithm realizing a full 3D pattern recognition.
Tracks are selected according to their impact parameter (IP) and their track quality. Then the
selected tracks are extrapolated to the tracking stations, where their momentum are determined
and a minimum momentum cut is applied. The output rate at this stage is around 30 kHz.

HLT2

After the HLT1 trigger the output rate is low enough to perform a full event reconstruction.
VELO tracks are built using a seeding algorithm, and their measured momentum from the
tracking stations is required to be p > 5 GeV/c with pr > 0.5 GeV/c. An identification algorithm
is applied for electrons and muons by matching tracks in ECAL and muon stations. In the HLT2,
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the event rate is sufficiently low to run topological triggers, which look for 2-,3- or 4-body objects
using the track quality, the IP and the distance of closest approach (DOCA). The HLT2 contains
a series of lines, each of them selecting a particular types of events. The bandwidth granted
to each line is the main constraint in their design, and is modulated according to the LHCb
physics program priorities. This flexibility is one of the strong points of this highly performant
trigger. In 2012 the so-called "deferred HLT", Figure 2.16(b), was implemented: the idea was
to take profit of the time between two LHC fills to process the data in the HLT trigger. This
increase the computing resources available over time and so allows to increase the output trigger
rate. About 20 % of the data selected by the L0 trigger in a fill were temporary written to disk,
waiting to be processed by the HLT during the next inter-fill period.

2.2.3.3 Categories of the trigger decisions: TIS, TOS, Dec

At any level of the trigger, an event can be classified in three non-exclusive categories:

o Trigger On Signal (TOS) : Event which are triggered in the signal decay independently of
the presence of the rest of the event. The TOS criterion is satisfied if there exists at least
one trigger object all of whose tracks have overlap with the signal.

o Trigger Independent of Signal (TIS) : Events which are triggered independently of the
presence of the signal. In order for an event to be TIS, there must exist at least one
trigger object which does not have any overlap with the signal. TIS events are trigger
unbiased except for correlations between the signal decay and the rest of the event.

o Trigger Decision (Dec): Events which are triggered either by signal trigger (TOS) or by
the trigger independent of the signal (TIS) without separating these two categories.
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Selection of events for the B® — K*0u% ;= angular analysis

The first part of the analysis measuring the angular observables described in Section 1.3.2
is the search for B — K*0u%;~ candidates among all the events collected by the detector. It
is important to elaborate an efficient event selection procedure that, while keeping the most
of signal events, rejects most of the background events, as they are expected to pollute the
angular distribution and to potentially affect the angular measurements. Here we describe
this selection procedure, comprising several steps. The first is the choice of trigger lines that
allowed to register the interesting events during the data taking, described in Section 3.2. It
is followed by a generic loose preselection, named “stripping”, presented in Section 3.3, aimed
to reduce the amount of data to be analysed with a very high efficiency, and common to a
different analyse with two muons in the final state. A set of additional loose requirements
constitutes the preselection described in Section 3.4, common to the angular analysis [1] and
the S-wave analysis [2]. After these preliminary and more generic steps, the selection focuses
on reducing as much as possible the two main background categories affecting the identification
of B — K*0u* ;= decays: the peaking background and the combinatorial background. The
peaking background comes from exclusive b-hadron decays that are badly reconstructed and
follow into the signal region: dedicated particle-identification criteria and invariant mass cuts
can reduce their amount, as shown in Section 3.5. Instead, a multivariate technique combining
a set of kinematic and identification variables, described in Section 3.6, is used to considerably
reduce the level of the combinatorial background, which originates from random combinations of
tracks faking the signal. This selection of events, also described extensively in Ref. [3], improves
the performances of the selection strategy of the previous analysis [4].

3.1 Data and simulation

The angular analysis described in this thesis is based on data corresponding to an integrated
luminosity of 3fb~!, collected by the LHCb experiment in pp collisions. The dataset comprises
1fb~! of data collected at /s =7 TeV in 2011 and 2fb~! of data collected at /s =8 TeV in
2012.

Monte Carlo simulated B® — K*0u% 1~ events, generated according to a phase-space model,
are used to determine the efficiency of the selection and reconstruction. The ratio of possible
sources of pollution from peaking backgrounds are estimated using several simulated samples of
exclusive b-hadron decays. The simulated samples have an approximately equal mix of events
generated using PYTHIA 6 [5] and PyTHIA 8. The samples used in this analysis are summarised
in Tab. 3.1.

3.2 Trigger

Candidates are required to pass the trigger requirements listed in Table 3.2, where:

o LOmuon: requires at least one muon with transverse momentum pr > 1.48 GeV (in 2011)
and pr > 1.76 GeV (in 2012) .

e H1t1TrackAllLO: requires a good quality track with pr > 1.6 GeV and displaced from the
primary vertex (PV).

e Hlti1TrackMuon: requires a good quality track with pr > 1 GeV, displaced from primary
vertex (PV) and passing the muon identification criteria.
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3.3 Stripping

Decay Number of events
(a) BY— K*u*u~ (phase-space) 5.5M (stripped)
(b) BY— Jip K*¥ (benchmark sample) 2M
(c) B°— K*®u*u~ (benchmark sample) 1M
(c) AY— A(1520)utp~ M
() A)—pK utup~ 2M
() BY— outu~ 0.6M
(¢) BT Ktutu~ 1M

Table 3.1: List of the simulated samples used in the analysis. Sample (a) is used for deriving
the effiency correction: the number of events in this case corresponds to the size of the dataset
after the stripping procedure. Sample (b) is used to derive data-simulation corrections. Samples
(b-c) are used to assess exclusive backgrounds levels.

e H1t2Topo[2,3,4]BodyBBDT or H1t2TopoMu[2,3,4]1BodyBBDT: they combine different vari-
ables e.g. the minimum transverse momentum of the tracks p7™, invariant mass of the

candidates , distance of closest approach (DOCA), using a boosted decision tree.

« H1t2SingleMuon: has trigger Hlt1TrackMuon and additionally a track x? < 2, pr > 1.3
GeV, impact parameter IP>0.5 mm and x2(IP) > 200.

e H1t2DiMuonDetached: the di-muon system has a mass below 1 GeV, a pr > 1.5 GeV and
the muons have x?(IP) > 9 and a decay length significance (DLS) >7.

At all stages the offline-candidates are required to be triggered on signal (T0S), i.e. the trigger
decision is due solely to the presence of the candidate in the event. No significant advantage was
found by allowing candidates triggered independently from signal (TIS), or extra trigger lines.

3.3 Stripping

In order to reduce the size of the data sample used in the rest of the analysis, the events
need to pass a set of very loose cuts. This step of the selection is called "Stripping" within the
LHCb experiment, and might be common to many different analyse sharing common features.
Candidates for the decays B®— K*°u* =~ and B — J/ip K*0 are required to pass the stripping
requirements, where a good quality for the B°, the di-muon and the K*¥ verteces are required,
as well as reasonable invariant mass window. The complete set of the stripping requirements
are outlined in Table A.1.

Stage Triggers
LO LOMuon
HLT1 H1t1TrackAllLO or
Hlt1TrackMuon

HLT 2 H1t2Topo[2,3,4]1BodyBBDT,
H1t2TopoMu[2,3,4]BodyBBDT,
H1t2SingleMuon or
H1t2DiMuonDetached

Table 3.2: List of triggers used in the analysis
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3.4 Pre-selection

Candidates passing the stripping line are additionally required to satisfy other criteria, as cuts
on the primary vertex position or hadrons particle identification (PID) requirements. The whole
pre-selection is detailed in Table A.2. Differently from the stripping, which could be common
to many channels, the pre-selection uses requirements more specific to the decay channel under
study to further reduce the data sample to be analysed.

For example in the present case, additional requirements are made on the K7 invariant mass,
M. For the angular analysis, [1] an interval of 100MeV/c? around the nominal mass of the
K*(892)° is employed:

795.9 < Mg < 995.9MeV/c?. (3.1)

Actually, in order to correctly evaluate the contribution of the S-wave in the K7 system, a
dedicated analysis has been done [2]. In this analysis, it has been shown that a wider K7 mass
window is needed [6]:

633 < My < 1200 MeV/c? (3.2)

The multivariate selection described in Section 3.6 has been optimised using the largest window,
so that it can be used for both the angular and the S-wave analyses.

3.5 Backgrounds from exclusive decays of b hadrons

This section describes how to reject the background from exclusive decays of b hadrons
passing the trigger, stripping and preselection criteria. These backgrounds usually enter the
signal region because a wrong mass hypothesis is assigned to one or more tracks or because one
or more random tracks are added to a genuine B decay in the reconstruction. A special case
is the charmonium resonances decaying in two muons, detailed in Sec. 3.5.1, which give exactly
the same final state that the signal decay B° — K*°u* =~ but with a greatest decay rates.

The main strategy in order to reduce these backgrounds consists in using specific vetoes on
some regions of the phase space. Simulated events have been used to estimate the efficiency of the
pre-selection and of the specific veto cuts. The yields of each background have been estimated
using the bb cross-section and the branching ratio of the different decays. The expected yields of
each decay channel (in 3fb~!) are summarised in Tables 3.3. The distributions from simulated
events of invariant masses, angular variables and ¢® for each of the backgrounds and for the
signal, is shown in Figure 3.1

More details on the different vetoes could be found in Ref. [7,8].

3.5.1 Background from charmonia resonances

The tree-level decays B — J/(— ptu™)K*® and BY — (29)(— pp~)K*, have exactly
the same final state as B — K*Out 1~ under study, though proceeding via charmonia resonances.
Their contributions are large but can be suppressed requiring a cut on the di-muon invariant
mass, ¢°. The bin ¢? € [8.0,11.0]GeV?/c* (containing the B® — J/ip K*O resonant decay mode)
and the bin ¢% € [12.5,15.0] GeV?/c* (containing the B® — 1(259) K*? resonant decay mode) have
been removed from the data samples before training the MVA. These vetoes have been used in
Ref. [9] and are shown in Figure 3.2, where the contribution of the two channels is evident.
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Figure 3.1: The distributions of the peaking backgrounds and of the signal in simulated samples
is shown as stacked histograms, scaled to the expected number of candidates in 3 fb™!. The
distributions are: ¢? (top left), cosfk (top right), cos@; (middle left), ¢ (middle right), mg,
(bottom left), and B candidate mass, My, (bottom right). The channels shown are: BY—
K*®uTp~ (signal) in cyan; signal mode with hadron swaps in pink; B? — ¢uu in ;
BT — K*tu*u~ in red; and samples of A) — pK ™ ptp~ and A) — A*(1520)°uF ™ in black.
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after preselection, before vetoes after vetoes and selection
Channel | Estimated events % signal Estimated events % signal
A — A*(1520)%°uTp~ | (1.0£0.5) x 103 19+38 51425 1.04+0.4
A)— pK—ptp~ | (1.0£0.5) x 102 1.9+0.8 5.74+2.8 0.1140.05
BT — Ktutu~ 28 £ 7 0.55+0.06 1.6+0.5 0.03140.006
BY— ¢ptp~ | (3.241.3) x 102 6.2+2.1 1747 0.334+0.12
signal swaps | (3.64:0.9) x 102 6.9+0.6 33+9 0.64+£0.06
B — Jip K*9 swaps | (1.340.4) x 10? 2.6+0.4 2.7+£2.8 0.0540.05
BY — Jjp K*0 70422 1.3540.28 59419 1.14+0.26
BT — K*utu~ 0 0 0 0

Table 3.3: Estimated yields, and percentage relative to estimated signal yield, of peaking back-
ground events before and after the vetoes. The dominant uncertainty contributing to these
numbers is in 0,5 and the estimate of B [A) — A*(1520)u" ],

3.5.2 The contribution of the resonances in the low ¢> region

The angular distribution of our signal can be modified by decays with the same final state but
proceeding via intermediate resonances. The case of the two charmonium resonances, J/1(15)
and ¢ (25), has just been discussed previously (Section 3.5.1 ) and vetoes are imposed to remove
their contributions. On the low ¢? region, some lighter di-muon resonances could also exist:
w, p and ¢. The study of these low mass resonances is based on the previous study [10] of
BY — K*%¢Te™ decays at low ¢2, and has been adapted for the B — K*u* 1~ mode.

The contribution of the w, p and ¢ resonances is assessed estimating the branching ratios
of B — K*V(V — p*p™), (with V= p,w,¢) and comparing it with the branching ratio of the
non-resonant channel B® — K*0u* ;. In the following calculations, the branching ratios of
V— eTe™ are used, since they are known to a better precision than those for V— p*p~, and a
correction factor takes into account the difference between the electron and the muon channels.
This correction factor is defined as:

2 2

m m
(1+2—)4/1-4— (3.3)
my my

The correction turns out to be small and equal to 0.998 for both p(770) and w(782) and 0.9993
for ¢.

The branching ratios of the resonant decays can then be computed as follows:
B(By— K*p(p— utp™)) = B(Bg — K*%p) x B(p — eTe™) x 0.998
= (3.941.3) x107% x (4.72£0.05) x 1075 x 0.998
= (1.84+0.61) x 1019

B(By — K*w(w — pTp™)) = B(By — K*%w) x B(w — eTe™) x 0.998
= (2.0£0.5) x 1076 x (7.28 +:0.14) x 1075 x 0.998
= (1.45+0.36) x 101°

44



3.5 Backgrounds from exclusive decays of b hadrons

o? [GeV?/c]

10*

10°

10?

IIIIII| Illllll IIIIIIII| -
~
o
2

6500 7000
My MEV/C?]
Figure 3.2: The putp~ versus Kmpu® ™ invariant mass distribution of B® — K*9u* i~ candidates
in data after pre-selection. The J/1(1S) and 1 (2S5) vetoes are indicated by the red lines. The
B% — K*0u* 1~ decay is visible within the black lines.

B(Bg— K*¢(¢p — put ™)) = B(Bg — K*°¢) x B(¢ — eTe™) x 0.9993
= (1.00£0.05) x 107° x (2.954+0.03) x 10~* x 0.9993
= (2.95+0.15) x 107?

For a precise estimation of the contributions the resonances to the non-resonant channel,
one has to compare the branching ratios integrating them in the same interval, for example a
2I" region around the mass of the resonance, where I' is the natural width of the resonance. The
branching ratio for the p resonance in that region is 1.55 x 10710 while the branching ratio of
BY— K*0u* 1~ (estimated from the B®— K*%¢te™) is 1.5 x 10~7 within the same interval. This
results in a p resonance contribution of 0.1% with respect to the non resonant channel. Similarly
one can compute the w resonance contribution, which is found to be 1.4% with respect to the
non resonant channel. For the ¢ resonance the results turn out to be different. The resonant
branching ratio in the 42I" interval around the ¢ nominal mass is 2.4 x 1079, which is of the
same order as the non resonant branching ratio. Therefore, the ¢ could be observable in our
dataset.

The evaluation would not be complete if we were not taking into account the impact of
the interference between the resonant channel and the non resonant one. This interference will
depend on the relative phase of the two corresponding diagrams. Since this is unknown, we aim
to estimate the maximum possible effect, which corresponds to a phase difference of /2. In
this most conservative scenario, it is the imaginary part B of the Breit-Wigner describing the
resonance that gives the maximum interference. It can be evaluated from the following relation:

/mv+2F {A B 2 J ( 4)
4 2 , 3.
my—or L 1+ (q—my)2/(Ty2)2) 4%
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giving the interference term:

4AB

my +2I'y 1
[ dq=4AB xT'y x arctan(4) (3.5)

1+(qg—my)?/(Tv/2)?

my —2I'y

where, my and I'yy are the mass and the width of the resonances, while the first term % is the
non resonant term.

The A term can be calculated using the value of the non resonant branching ratio in the 2I"
interval:

mpt2lp A2 2T
for p : / TS 24dg = 24%I (mVJF> —15%x107= A=3.0x10"4
mp—2T, q my — 21

me+2Tw A2

for w : / —52qdq=58x10"" = A=255x10""
me—20 q

for ¢ : —52¢dg=24x10"" = A=268x10""
mg—2Iy (

The imaginary part of the Breit-Wigner, B, can be computed from the known branching
fractions of the resonant channels By — K*V x B(V — utpu™):

() B 12
f :/ [ 2qdg=1.84x10"1"= B=3.18x10"%
LAY N N s ey T w0 ol Bt * *
o0 B 12 10 7
f ;/ [ 2¢dg=1.45x10""= B=1.18x 10~
T Jo T (g—mn)2/ Ty /22 1 ) )
00 B 12
f :/ 2qdg=2.95x10""= B=6.55x10""
Oy T (- mg) B T2 ] 2%

Finally, substituting A and B in Eq 3.5, we obtain the contribution of the interference in
the conservative scenario. For the p it is 7.54 x 107?, which represents a contribution of 5%
with respect to the non resonant channel. The same computation for the w resonance gives an
interference contribution of 1.36 x 10™?, corresponding to 16% with respect to the non resonant
channel. Even if more sizeable because of the interference effect, the contributions of these two
resonances are still too small to be seen with the current dataset. For this reason they are safely
neglected and no veto is applied to suppress them.

For the ¢ resonance, the non interfering term alone, gave a contribution from the ¢ at the
level of 2.4 x 107, so to avoid any risk of polluting the angular distribution with events coming
from the By — K*°¢(¢ — ppu~) decay, it has been decided to veto the ¢ region by removing
the ¢ € [0.98,1.1] GeV?/c?* region.

Indeed, among the three resonances under study, only the ¢ resonance has been seen on
data, as shown in Fig. 3.4

3.5.3 The contribution of A) — pK ~pu"u~
The peaking background from Ag — pK~puTp~ decays arise when the p is reconstructed

as either of the hadron candidates. The dominant contribution to the pK~pu*pu~ final state
is expected to be from the A*(1520)° — pK ~ resonance. We veto these events by using an
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Figure 3.3: Computation of the branching ratio of the ¢ resonance without interference with the
di-muon non resonant channel (left) and with a maximal interference (right). The interference
can lead to triple the number of events expected from the decay involving the ¢ resonance.

alternative mass hypotheses and removing events in regions of mass and the particle information
of the proton, DLL, , as detailed below. The specific background can occur in two ways.

The simplest is when the p is reconstructed as the “7™” candidate. In this case, changing the
hypothesis of the 7 track, from the pion mass to the proton mass, and computing accordingly the
invariant mass, mx_p) i, should be consistent with AY). The contribution from these events
is removed by vetoing events with m._, )k, around the nominal Ag mass with a proton-like
DLL,, e.g. candidates are removed if:

< 5665) MeV/c? (3.6)
DLL,(7) > 0

(5575 < M(rop)Kpp

The second way Ag — pK =t~ decays can contribute is when the p is reconstructed as
the “K+” candidate and the K~ is reconstructed as the “7~”. In this case, both hadron track
mass hypotheses need to be changed. The resulting invariant mass, m g _p)(x—s x)uu, should be
consistent with Ag. This contribution is removed by a similar requirement on m g _p)(r—K)uu
and that the pion candidate has a kaon-like DLLg . That is:

(B575 < MK —sp) (s K e < D665) MeV/c? (3.8)
DLL g (7) >0 (3.9)

3.5.4 Mis-identified B* — K*0u*p~ and B°— Jh) K*¥ decays

The decay B — K*0utp~ itself constitutes a peaking background if the K+ is misiden-
tified as a 77 and the 7~ is misidentified as a K~. These misidentified candidates can be
separated from correctly identified signal candidates since, if the 7~ and K mass assignments
are swapped, the K invariant mass (mg,) should then be consistent with that of a K*V, so
candidates are rejected if the kaon and pion satisfy:

DLL g, (K)+10 < DLLg(7) (3.10)
(795 < My r < 995) MeV/c?. (3.11)
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Figure 3.4: ¢ resonance seen with the 3fb~! of data.

In addition, a requirement is made of the difference in the hadrons’ DLL g, variables.
DLL g, (K) —DLLg () > 0. (3.12)

This removes remaining hadron PID swaps. The cut is usually referred to as “diagonal”; forming
a diagonal exclusion region in the DLL g, (K )-DLLg,(7) plane, as shown in Figure 3.5.

Another way in which the B — J/i) K*¥ decay contributes as a peaking background, is if
the 7~ (K™) is misidentified as a u~ (u™) and the u~ (u™) is misidentified as a 7= (K™T).
This is a so-called ‘double-swap’. Candidates for which the 7~ and p~ are misidentified can
be separated from signal candidates as, if the 7= and p~ mass assignments are swapped, the
7 invariant mass mr_,,, should be consistent with that of a J/i). The equivalent quantity
for candidates where the K+ and p* are misidentified, the Ky invariant mass mg_, ), is
calculated by swapping the K+ and u™ mass assignments. The candidates are rejected if

3036 < M () < 3156 MeV/c? (3.13)
and the pion satisfies either the IsMuon criteria or DLL,; > 5.0; or if
3036 < Mgy, < 3156 MeV/c? (3.14)

and the kaon satisfies either the IsMuon criteria or DLL,, > 5.0.
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KDLL,,

Figure 3.5: The effect of the “diagonal” cut. For the angular analysis the exclusion boundary is
formed by the line y = x in this plane. This is Eqn 3.12.

3.5.5 The contribution of B?— ¢utpu~

The decay BY — ¢(— KTK " )uTp~ (hereafter denoted B? — ¢utp~) contributes to the
peaking background if the K~ is misidentified as a 7~. If the reconstructed 7~ is assigned the
nominal mass of a K, the K invariant mass (mr— )k ) should then be consistent with that
of a ¢. Similarly, the Kmuu invariant mass (m(r—x)kpu) should then be consistent with that
of a BY. Candidates are rejected if

(5321 < Moy i)y < 5411) MeV/? (3.15)

and either :
(1010 < m(r_, gy < 1030) MeV/c? (3.16)

and the pion satisfies DLLgy > —10, or
(1030 < m(r_y k) < 1075) MeV/c? (3.17)

and the pion satisfies DLLg 7 > 10. These two vetoes are defined in separate regions of m;_ i)k
to reduce the number of B — K*°ut i~ decays that are removed. The effect is shown in Fig. 3.6.

3.5.6 The BT™— KTutu~ decay with an additional slow 7~

A background contribution can be formed if a 7~ from elsewhere in the event is added to
a genuine BT — KTutu~ decay to form a four-track final state. Given that BT — Ktputpu~
decays accumulate at the nominal B? mass, this background can only contribute to the upper
Mk mass sideband. These candidates are typically asymmetric in cosfk, due to a momentum
imbalance between the kaon and pion. This modifies the cosfk distribution of candidates in the
upper mass sideband, potentially causing a mis-measurement of the angular observables. The
candidates are removed by requiring m gy, > 5380MeV/c* and (5220 < mi, < 5340) MeV/c?,
where mf,, is the K pp invariant mass.

3.5.7 Other sources of peaking background

The decay BT — K*Tutu~ contributes to the background when a 7~ from elsewhere in the
event is added to the K*T — Kt 70 decay, where the 7 is not reconstructed, to form a four-track
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Mg, , gx MeV/c?)

Figure 3.6: A plane showing the BY — ¢ut ™ vetoed regions described in Section 3.5.5. This
figure shows data candidates that fulfill Eqn 3.15, namely those candidates in the swapped
hypothesis mass mr_, kK, falling inside a window around the nominal B? mass. The excluded
regions described in Eqns 3.16 and 3.17 are visible in the upper left-hand corner.

final state. These candidates cannot be distinguished from B®— K*°u* ;™ decays by imposing
requirements on invariant mass distributions or DLL quantities. Therefore, no veto criteria are
imposed to remove this background. Its contribution is expected at the level of 1.5% of the
signal yield accross the full m g, range and 0.5% within the signal mass window [7].

The B° — p%(— ntn)uTp~ (hereafter denoted B — p°ut ™) decay contributes to the
peaking background if the 7 is misidentified as a Kt. The decay proceeds by the same process
as the B — K*0uTu~ decay, but it, is further suppressed by the ratio of CKM factors

2
=~ 0.05 and

2

Ve ~0.05 (3.18)

cd Via

cs ts

for the resonant and non-resonant decays, respectively. Taking the rate of m— K mis-identification
as 10% [11], the contribution of B®— p°uT 1~ decays is calculated to be about 1% of the signal
yield, and is therefore neglected.

3.6 Combinatorial background suppression by a multivariate se-
lection

The combinatorial background originates from random combination of tracks in the event
passing the trigger, stripping and preselection requirements and falling inside the invariant mass
region under study. It is the most abundant background, but it can be highly reduced using
the discriminating power of a number of variable exploiting the kinematics of the decay and the
particle identification power of the detector. The simplest approach is to apply cuts on each of
these variables one by one (rectangular cuts). But more powerful techniques exist, exploiting
also the correlations between the variables. Indeed the most efficient way to use these variables
is to combine them, making use of a multivariate approach (MVA) like, for example a Boosted
Decision Tree (BDT). A visual comparison between the strategy of multivariate algorithms and
rectangular cuts is shown in Figure 3.7.

The multivariate analysis presented here takes as a baseline the work performed for the
previous LHCb analysis [12], and improves its performances while reducing the number of input
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3.6 Combinatorial background suppression by a multivariate selection

variables needed, in order to minimise the systematic uncertainties. The presentation of the
classifier chosen for this analysis is given in Section 3.6.1. The input variables are described in
section 3.6.3, while section 3.6.4 shows the comparison done among several MVAs in order to
select the optimal.

-
-

Figure 3.7: Illustration of (left) rectangular cut and (centre and right) multivariate algorithms,
for two variable x; and z;. Blue and red points represent the signal and background samples.

3.6.1 The Boosted Decision Tree classifier

The Decision Tree [13] with Boosting technique [14] has been first used by the MiniBooNE
collaboration [15]. The decision tree technique is a binary tree-structure, starting with a root
node: a requirement that splits in two the variable space for both input samples. The input
samples and each part of the variable space is then represented by a sub-node in the tree. One
of the nodes is enriched with signal candidates while the other is enriched with background, as
shown in Figure 3.8. During the “splitting” process, in each node, multiple requirements on
each variable are tried, and one requirement on one variable is chosen to maximise the increase
in separation between signal and background. This choice is made by comparing the Gi,; index
at the node to the sum of the Gj,; indices at the two sub-nodes. The G;,; index is defined as :

b
s+b s+b

where s (b) is the amount of signal (background) at a given node.

Gini = (purity) x (1 — purity) = (3.19)

The splitting process is repeated at each node until no improvement in separation is obtained
or it stops once it has reached the minimum number of candidates in a “leaf” (node without
splitting) or the tree depth, specified in the configuration.

FEach leaf node represent a hypercube in the variable space and each of these leafs node is
identified as “signal” or “background” depending on the class to which the majority of the events
belongs. A background (signal) candidate in a leaf that the Decision Tree classifies as signal
(background) is "misclassified".

A limitation of the Decision Tree is the fact that it is not robust against statistical fluctu-
ations in the input data samples. A "boosting" procedure can be used to avoid this limitation.
The boosting consists of a combination of several decision trees, to obtain a more performant
classifier. Boosting is applied by giving a higher weight to misclassified events in the decision
trees. At each iteration, misclassified events are weighted more heavily.
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Figure 3.8: Illustration of a Decision Tree.

In the case of the Adaptive Boost (AdaBoost) [14], the boost weight, a,, is calculated from

the misclassification rate, g, = %, of the previous tree at the iteration n:
O

1—e,

an, = [log (3.20)

En

where wy,. is the sum-of-weights of all misclassified events, wy, is the sum-of-weights of all
events, and § a tunable boosting-strength parameter.

The weights are then renormalised such as the sum-of-weights remains constant. Then the
BDT response T(x) for the event x is defined as :

N
T(z)= Zantn(x), (3.21)
n=1

where T(x) is a weighted sum of weak classifiers ¢, (z). The boosting adjusts the parameters
to minimise the difference between the model response T(x) and the true value X, using a loss
function, L(T,X). In the AdaBoost case, the loss function is defined by an exponential:

L(T,X) = e T@X (3.22)

For another boosting method used during this thesis, the Gradient Boost [16], the loss function
is defined as binomial log-likelihood :

L(T,X) = In(1+ e 2T@)X) (3.23)

An important issue that needs to be taken care of is the risk of overtraining. It could happen
that a multivariate classifier "learns too much’, in the sense that it gets optimised on statistical
fluctuations rather than on the general pattern of the data. In order to check overtraining, the
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3.6 Combinatorial background suppression by a multivariate selection

BDT input samples are split into two sub-samples. One is used to train the BDT, referred to
as "training sample'. The second one, called "test sample", is not used for the training and the
BDT response is just applied to it to test the results. A comparison of the final distributions
for signal and background, obtained in the test and training samples is made to check if the
procedure was overtrained. An example is shown in Figure 3.9.

TMVA overtraining check for classifier: baseline

3 'signal (test sample) | ' | | o Signal (training sample) ' | '
% 2.5 [7/) Background (test sample) | | « Background (training sample) |
E :Kolmogorov-Smirnov test: signal (background) probability = 0.531 (0.512) i
S 2L -

B 18

1.5 — —3

B e

- e

- 1=

1 -3

L e

- 1e

0.5 —a

B 13

- 18

- H9

=)

-0.8 A 06 -04 -0.2 0 0.2 04 0.6 0.8
baseline response

Figure 3.9: Example of a check for overtraining for the signal (blue) and background (red) sam-
ples. The good agreement between test and training sample and the result of the Kolmogorov-
Smirnov test guarantee that there was no overtraining.

3.6.2 Selection of input samples

As previously mentioned, the MVA method needs calibration samples in order to be trained.
For the signal sample we use data candidates from our control channel, the B — J/ K*° decay,
described in Sec.3.6.2.1. For the background sample we use the upper mass sideband in our
BY— K*0u* i~ data, described in Sec. 3.6.2.2

3.6.2.1 Signal proxy: the s —weighted B°— J/i) K*° candidates

The sPlot technique [17] is employed to weight stripped B — J/i) K*¥ candidates. This
procedure statistically removes the background contribution such that the B — Ji) K*¥ data
sample can be considered to be “pure” signal. The result of the sPlot technique, after the fit to
the un-weighted B? — Jp K *0 candidates, can be seen in Fig. 3.10, where a clear peak shows

up.
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Figure 3.10: Invariant mass of the B®— J/i) K*? candidates with sWeight applied.

3.6.2.2 Background proxy: events in the upper mass sideband

The combinatorial background sample is extracted directly from the B® — K*°utpu~ data.
On the left and right side of the signal mass window, one can define two sidebands composed
exclusively of background events. Events from partially reconstructed BY mesons populate the
low mass sideband. This removes the possibility to use this part as a calibration sample for
the combinatorial background. Therefore, only events in the upper mass sideband are used
as a proxy for the combinatorial background in the MVA training. The mass range used is
M rup € [5350,7000] MeV/ c2, as shown in the Figure 3.11. A comparison of the input variables
distributions, between the smaller upper mass sideband (m gy, € [5350,5780] MeV/c?), used in
the previous analysis [4], and the present one has been performed. No differences have been
found, as shown in Figure 3.12. The new upper mass sideband constitutes an improvement with
respect to the previous analysis as it allows to almost double the number of background events

available for the MVA training.
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Figure 3.11: Invariant mass of the B® — K*9utpu~ candidates with the cut at 5350 MeV/c?
defining the lower bound of the upper mass sideband.
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Figure 3.12: Distributions of several input variables for the old upper mass sideband window
M rup € [5350,5780] MeV/c? (in black), and the new mass window m gy € [5350,7000] MeV/c?
(in red). The distributions are in good agreement.
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3.6.3 Discriminating variables

The choice of the discriminating variables used as input for the BDT takes as a starting
point the list of those adopted in the previous analysis [4]. In order to minimise the systematic
uncertainties, we choose to keep only some of them. We selected the variables having a reason-
able agreement between data and simulation, the highest discriminating power and the lower
correlation among them.

First of all we selected a set of 5 kinematic/topological variables and 2 PID variables. The
kinematic/topological variables are :

o the BO lifetime

o the Kmuu vertex quality (x?)

« the momentum of the BY meson

« the transverse momentum of the B° meson

« the cosine of the angle between the momentum and the direction of flight from the primary
to the decay vertices (DIRA).

The PID variables are:
e the DLLg, for the pion and the kaon
e the DLL,, for the muon tracks

The correlation between the different input variables is shown in Fig. 3.13, and can be seen to
be rather low.

Correlation Matrix (signal) Correlation Matrix (background)

uminus_PIDmu aminus_PIDmu

Muplus_PIDmu Muplus_PIDmu
PLPIDK

PI_PIDK.

K_PIDK

nnnnnnnnnnnnnnnnnnnnn

80 .80 1, 80 1,80 p 80 p Mup, Mup . Kao, Pioy K oy Pi py Mup, M 80 1. 80 1,580 r, 80 p B0 p Mup, Muy . Kao, Pioy . K pyp Pi py Mup, M
‘Loi,a}r‘qu"\s,vbggp 0_pyrMupr,g I"m/,,u_:o';\,»%‘;n\,\,ﬁpl_o,( L Pipy bt ;’f,""nus 'Lo,-,aA‘L rAL,”\sNDng 0_pyrMupy,g /:m/,,u:on\,so?n\,%f/o,\. LPipy ol g/m,,,us
"9le Rrey ~"SlatignSolggtion tion ~ "My, ~Pip,, KN R, ~"OlatignSolggtion  tion =Dy, ~PIDy,
ey, L v ton_), .y, n_y, ton ),
12 15 -2 15 "2 15 ~215

Figure 3.13: Correlation matrices of the input variables used in the BDT training for the signal
(left) and background (right) samples.
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This preliminary set of input variables was further improved, first introducing the isolation
variables, described in section 3.6.3.1, and then using the Neural Network based PID variables,
named "ProbNN", described in section 3.6.3.2.

3.6.3.1 Isolation variables

The isolation variables definition is based on the isolation used in the BY — * p~ analysis [18]
and were used for B® — K*0u+ 1~ decays for the first time. More details about the optimisation
of these isolation variables can be seen in Ref. [19].

We call non-isolating tracks the tracks in the event, other than those belonging to the
selected B® — K*Ou* = candidate, that can form a vertex with a signal candidate track. We
denote in the following as track one of the tracks belonging to the signal candidate (designated
by h in Fig. 3.14). The isolation variables is built counting how many non-isolating tracks in
the event satisfy all the followings conditions, based on the variable described in Fig. 3.14:

o Minimum distance between the non-isolating track and the PV : pvdist € [0.5,40] mm

« Minimum distance between non-isolating track and the BY — K*9uT = vertex : svdist
€ [-0.15,30] mm

e DOCA between the track and the non-isolating track : DOCA < 0.13
o Track Impact Parameter (IP) significance : ips > 3
e Angle between the track and the non-isolating track : § < 0.27

e The quantity

‘?h + ?m{\(\,”'“k/’\»"'

fc —
‘ﬁh + ﬁtrk‘ +Prp+ Pr ik

<0.6, (3.24)

where o757V g the angle, in radian, between the track and the non-isolating track

candidate, Prj and Pr .. are the transverse momenta with respect to the beam line.

The distribution of the isolation variable when the track h is the pion, the kaon and the
muons can be seen in Figure 3.15.

For the specific case of the muons, the isolation variable was further optimized employing a
multivariate approach. To do this the quantities described above, for each track in the event,
are fed into a MVA, together with the three following variables:

o Track IP
e Track pr
e Track x?/ndof

For training the MVA a simulated signal sample with a phase space model and an inclusive di-
muon background sample were used. The best performance was obtained using a BDT classifier,
which is henceforth referred to as BDTiso. The distribution of the new muons isolation variable
is shown in Figure 3.16

The performance of a BDT can be represented in a plane showing the background rejection
vs. the signal efficiency for various cut on the MVA classifier. Such a plot is called a Receiver
Operating Characteristic (ROC) diagram, and can be used to compare the performances of
different BDTs.
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Figure 3.14: A diagram showing the variables used in the isolation variable of the track "h".
Description is given in Section 3.6.3.1.

Different sets of isolation variables were added to the kinematic variables for training different
BDTs and test their performances. The ROC diagram in Figure 3.17 shows that adding the
isolation variables clearly improves the separation between signal and background comparing to
using only the kinematic variables.

3.6.3.2 Particle Identification variables

In the previous analysis [4], among the particle identification variables available, only the
one for the hadrons was used as input in the MVA. This variable is defined as:

PIDK = ALLg /x = In(L(K)/L(r)), (3.25)

were L(K) and L(7) are the products of the likelihoods provided by the different sub-detectors:
L(h) = L(h)RICH x [(non €)“4L0 x L(non u)MUON  with h being a kaon or a pion.
In the same way one can actually build the muon particle identification:

PIDmu = ALL,,/z = In(L(p)/L(m)), (3.26)

with L(u) = L(p)*CH x L(non e)“ALO x L(u)MUON The distribution of the PID variables, can
be seen in Figure 3.18.

In this analysis the PIDmu variable, as well as new hadron particle identification variables,
called the ProbNN, were tested as input variable in the MVA. The ProbNN variables are the
result of a combination of the ALL variables in an artificial neural network (ANN), making use
of additional information about the tracks, such as the Pr, the x?/ndf, as well as the DLLe, the
DLLy and other inputs from the sub-detectors (RICH, ECAL and HCAL). The distributions of
the ProbNN variables are shown in Figure 3.19.

The comparison between the different sets of PID and ProbNN variables is shown in the
ROC curve of Figure 3.20. Despite the better performance of the ProbNN variables, we chose to
use the PID variables as input for our MVA, since at that time the ProbNN distributions were
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TMVA Input Variables: kaon_isolation TMVA Input Variables: pion_isolation
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Figure 3.15: Distribution of the kaon and pion (top) and muons (bottom) isolation for signal
(in blue) and background (in red) events.

not very well reproduced in the simulation, compared to the PID variables, and this would have
led to a larger systematic uncertainty.

3.6.4 k-Folding of the data sample

When adopting an MVA approach, it is not possible to use in the analysis the same data
sample used for the training procedure, as there is the risk to introduce a bias in the measure-
ment. In order to be able to use the full data sample recorded by LHCDb in 2011 and 2012, the
k-Folding technique was used [20].

First of all, to avoid any bias due to the variations in the detector running conditions (e.g.
different running energy, magnet polarities) the ordering of the events in the dataset is ran-
domised; the data is then divided in k = 10 samples of equal sizes, both for the full background
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TMVA Input Variables: Muplus_isolation_V2_15 TMVA Input Variables: Muminus_isolation_V2_15
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Figure 3.16: Distribution of muon isolation variables for signal (in blue) and background (in
red) events.

sample, B = |J; B%, and for the full sWeighted B — J/) K*0 sample used as a signal proxy,
S =;S"

Then, ten classifiers are trained, each using nine signal and nine background samples. More
formally, the i*" classifier uses | i i BJ and | i it S7 training samples. The obtained i*" classifier
is then applied to the i signal (S?) and background (B?) samples that were omitted from its
training, as illustrated in Figure 3.21.

Such a training has several advantages compared to a standard procedure where the data
sample is divided in two halfs only:

e The i*" and the j** classifier have % common events, which makes the classifiers responses
more similar, reducing the systematic uncertainty (see Ref. [20] for a mathematical proof)

e The training samples are increased in size, as the 10-Folding technique allows to use 90%
of the data for the training, compared to 50% in the standard case, which also leads to a
better optimisation of the classifier.

After the training, each fold has its own BDT response. All the BDTs have similar responses,
as expected and desired. After applying the different BDTs on the different datasets the BDT
output values assigned to all the candidates in the all dataset are treated in the same way,i.e.
a unique and identical cut on all the BDT responses is applied. The comparison of the ten
classifiers responses is shown on Figure 3.22.

For simulation samples, which anyway were not used for training, the following quantity is
used as a BDT estimator: 0
i—1 BDTRold

10 ’
where BDT)ic is the response for a simulated event, and BDTgq4q ; is the response for the
simulated event using the i*? fold’s classifier.

BDTyc =

(3.27)
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Background rejection versus Signal efficiency

g 0-98 __!___I T T [ I [ T ___|_____|_____!_____|_____|_____[____l_____!_____l____| T T I I I | __|_____!_____|_____|_____|______|___!:
8096 | e U e g
2 - R s | N i
ko] Len - 4
5092 -
2 o9 e -
g D MVA Method: 4
m 0.88 — fracks woldfion pi T )
0.86 :_ fracks isolation . _:

- muon isolation opti H

0.84 - adron isolation T 3
0.82 :_i_ ________________________ I!....m&t_o_n__i_s_qlqliq:t! _____________________________________ _;

C _" BO_Kinemam%'s ; I

0-8 __i_ | | | | | | | "-I ----- | i- -"-I ----- I-"--I-“";""] ----- | -“-I | | | | | | -“"-Ji" \ -_I:-I---I_‘_—I—

0.7 0.75 0.8 0.85 0.9 0.95 1

Signal efficiency

Figure 3.17: ROC curves for different set of input variables: 5 kinematic variables from B° meson
(in black), 5 B variables and hadron isolation (in red), 5 B? variables and muon isolation (in
blue), 5 BY variables and the muon isolation variable (in zreen), 5 BY variables with the 4 final
state particle isolation variables (in cyan), and 5 B? variables with the 4 final state particle
optimised isolation variables (in purple),.
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TMVA Input Variables: K_PIDK TMVA Input Variables: Pi_PIDK
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Figure 3.18: Distribution of hadron (top) and muon (bottom) PID variable for signal (in blue)
and background (in red) events.

63



Selection of events for the B® — K*Ou* =~ angular analysis

TMVA Input Variables: K_ProbNNk TMVA Input Variables: Pi_ProbNNpi

m 10 T T T I T T T I T T T I T T T I T T T L m 16 T T T I T T T I T T T I T T T I T T T l_
© i © C ]
('{l’ 5 1R 3 14 I 1se
S g 18 ° F S
o 8 i 1o o L (=)
5 0 128 s
—_ ; X = 10 2 X
< 7 s £ - S
-— S - 8 =)
S 6 r S
Z 4r )
4 - 3
= 2 =
© o
2 0 )
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
K_ProbNNk [F] Pi_ProbNNpi [F]
m N T T T T T T T T T T T T T T T T T T T |_ m T T T T T T T T T T T T T T T T T T T T
© 5 — © .
Q [ 1= & 1
S r 12 < i1
o B 1< o 1°
= 4Ar 1 = s
Z F 12 =2 1
] - 1= © 13
—_— B 1R —_— 1R
z 3 s Z S
- - o - o
N L °.. — o.
2F e e
: 2 2
14 Y =
% K k)
. © o
0 ) =}
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Muplus_ProbNNmu [F] Muminus_ProbNNmu [F]

Figure 3.19: Distribution of hadron (top) and muon (bottom) ProbNN variable for signal (in
blue) and background (in red) events.
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3.6 Combinatorial background suppression by a multivariate selection

Background rejection versus Signal efficiency
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Figure 3.20: ROC curve for different sets of input variables. In black, the result for a BDT using
5 kinematic variable from B° meson, which is the baseline for assign the impact of adding the
PID variables. The other curves shows the improvement on top of the baseline when adding:
the hadron PID (in red); the muon PID (in green); the 4 final state particles PIDs (in blue); the
hadron ProbNN (in purple); the muon ProbNN (in cyan); the 4 final state particles ProbNNs
(in light green).
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Figure 3.21: A schematic diagram of the 10-Folding technique. Arrows indicate the direction of
the data “flow”. The data is split randomly into 10 sub-datasets (A—J). The MVA for sample
J (MVAj) is trained and tested on samples A-K, then this response is evaluated on sample J
only. This way, 90% of the dataset is used for every BDT training in an unbiased way.
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Figure 3.22: Performances of the ten classifiers (left) and the 10 classifiers response distributions
(right), the signal (background) events are in the right (left) peak.
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Figure 3.23: ROC curves of BDTs using different input variables. In black, the BDT trained
with the 5 kinematic variables of the B meson and the PID information for the kaon and the
pion. In red (light green) the isolations variables (in particular BDTiso for the muon isolation)
of the final state particle are added to the training. In dark blue the PID information of the
muons are added. In pink the training uses the 5 kinematic variables of the B® meson and the
ProbNN information for the kaon and the pion and the isolations variables. In cyan the ProbNN
information of the muons are added to the BDT training. In green the muon isolation variables
are replaced by the BDTiso isolation variables.
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3.6.5 Training results

A summary of the different BDTs trained with the 10-folding technique and the different
sets of input variables can be seen in Figure 3.23. The final choice, considering all the criteria
discussed in the previous sections is the one for a BDT containing the following variables:

e the BY lifetime
o the Kmuu vertex quality (x?)
e the momentum and transverse momentum of the B® meson

« the cosine of the angle between the momentum and the direction of flight from the primary
to the decay vertices.

e the DLLg, for pion and kaon
e the DLL, for the muons
e the isolation variables of the pion, the kaon and the muons

and can be seen in the Figure. 3.23 with the dark blue line.
nSigE’BT

The cut on the BDT has been optimized using the following figure of merit :

\/nSigE}?T—i—angEET' ’

For each BDT cut, the signal yield in a window m g, € (5230,5330) is estimated by fitting
B — Jhp K*9 events and scaling the yield obtained by the ratio of the total selection efficiency
(apart from the BDT cut) obtained from simulation, and the ratio of branching fractions ob-
tained from the PDG, between B — K*0u*p~ and BY— Jhp K*0:

eme x B(BY— K*0pt )

x B(BY— J/ih K*0) x B(J/h — ptp)

nSigEBT = nSigJB/%T X <ic

€I/

The background yield is estimated by fitting a part of the lower and upper mass sideband regions
of B® = K*%u* 1~ events and extrapolating the yield into the signal region (angEET). The
upper mass sideband is defined as my,, € (5500,7000) MeV/c? and the lower mass sideband
is M, € (5000,5180) MeV/c2. Although the upper mass sideband does have a slight overlap
with the final analysis sample, it helps in the stability of the fit in the two regions. Two Gaussian
distributions with common mean and common left side power law tail (double Crystal-Ball) are
used for the fits to B®— J/i) K*0 signal events and a double exponential is used for the fit to the
background sidebands, example of these fits is shown in Figure 3.24. The fit quality is sufficient
to obtain a realistic estimate of the background within the signal region.

The distribution of the significance as a function of the BDT cut is shown in Figure 3.25.
There is a cluster of points between 0.1 and 0.2, all with effectively the same figure of merit.
The tightest cut out of this cluster at 0.2 is chosen in order to keep background levels and
therefore potential systematic effects under control. In addition, a tighter cut is preferable
for the ¢ region [1,6]GeV/c? which has a lower signal over background ratio. The optimal
working point for the BDT at 0.2 gives a signal efficiency of 85%, evaluated on B® — J/) K*0
candidates, and a background rejection rate of 97% in the B®— K*Ou* 1~ upper mass sideband.
These performances are evaluated on the data sample for which the full remaining selection was
applied.
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Figure 3.24: Example fits to B?— J/i) K*9 (left) and BY— K*9utpu~ sidebands (right) used in
the optimisation of the BDT cut as described in the text.
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3.6.6 Dependence of the BDT response on mgy,, and the angular distribu-
tion

The BDT is not directly given any information on the momenta of the daughters of the
B? meson. Nevertheless several variables are correlated with these, such as PID or isolation
variables, and can potentially give an indirect dependence of the BDT response on mgyy,. This
effect is studied by looking at the data events in the upper and lower mass sideband regions
passing all the selection criteria apart from the BDT cut. Figure 3.26 shows the 2D plot of the
BDT output versus the mgryuy across a wide mgzyy region including both lower and upper mass
sidebands. A profile of the BDT response as a function of mgzy, is also shown. A small linear
dependence of the response on My, is observed with no evident structure above or below the
signal mass region. Figure. 3.27 shows the 2D and profile plots for the upper mass sideband
only. The efficiency of the BDT cut as a function of mgnyy, is also shown. The correlation of
MKmuu With the BDT cut in this region is 6%. Given the fact that we use a parametric model
for the background, the dependence is smooth across the full mass region, and as the angular
distribution of the background factorises with m gy, this small correlation is acceptable.

Q)
Pt o
B 5200. .5400. .5600. .5800. l .600'0 = .5500. =
Mgy (]“IEV) mK,Wl (MeV)

Figure 3.26: (left) The BDT response versus ms,. (right) Profile of the mean (points) and
RMS (error bars) of the BDT response in bins of m .

Finally, a comparison of the efficiency of the 10 BDTs responses has been made for the three
decay angles, cos@), cosfk, ¢, and q2 and the KTn~ invariant mass. No differences is observed

between the BDTs responses and a flat efficiency across the Ko~ invariant mass can be seen
in Fig. 3.28.
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Chapter 4

Angular analysis of the B'— K*'y ™~
decay
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The candidates passing the selection requirements detailed in the previous chapter have been
fit to measure the angular observables of interest for the BY — K*0u* ;= decay. An overview of
the fit strategy is given in Section 4.1. The expression for the angular distribution is recalled
in Section 4.2. The background angular distribution is discussed in Section 4.3, with a focus on
the cross check performed to validate the analysis approach. In order to correctly describe the
shape of the invariant mass of B®— K*0;* 1~ signal events, some parameterisations, described in
Section 4.5, have been studied. The mass model chosen enters directly the maximum likelihood
fit of the angular distributions of the decay, helping to discriminate the residual background
among the selected events. Finally, a possible contribution from a K7 S-wave is accounted for
in Section 4.6.

4.1 The angular analysis strategy

The angular analysis of the decay B? — K*Out ;= presented here determines the angular
observables S; (or A;) in bins of ¢? using an unbinned maximum likelihood fit of the reconstructed
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B mass, m, and the decay angles Q= (cosB;,cosbf,¢). The observables and the different
variables are defined in Sec. 1.3. This analysis has measured, for the first time, a complete set
of CP-averaged observables using a global unbinned maximum likelihood fit. Thanks to this,
the correlations between the observables can be computed, so that the measurements can be
included in the global fits to theoretical models in a statistically correct way. This was not
possible in the previous analysis [1,2], since it was performed on a smaller dataset and so had
to use some angular foldings of the data.

The analysis describes the signal and background components using probability density func-
tions (PDFs) depending on the mass m and the angles Q. The total PDF is given by:

Prot = fsigpsig(ﬁym) + (1 - fsig)Pbkg(ﬁ7m)- (4'1)

Both for signal and background, the mass and angular components are assumed to factorise:

—

Piaig(2,m) = Paig () X Paig (m) (4.2)
Pokg (,m) = Prig () X Pieg (m). (4.3)

The reconstruction and selection cause a distortion of the angular distributions of the final
state particles. This angular acceptance effects are taken into account in the signal PDF| de-
scribed in Section. 4.4. To determine the angular observables, a negative logarithmic likelihood
is built from the PDF:

- 10g£ = - Z 10g Ptot (667 Mme ’XphyS7 Xnuisance) (44)

events e

and is minimised with respect to the physics parameters Xphys, which are the angular observables,
and the nuisance parameters Xnuisance. The minimisation is performed using the MINUIT software
package. Uncertainties on the parameters can be either determined using the second derivative
matrix (HESSE) or the —2Alog £ =1 rule (MIN0Ss), which allows asymmetric uncertainties.

It has to be noted that, in order to correctly determine the angular observables, the con-
tribution from a Km S-wave has to be accounted for. The strategy, described in detail in
Section 1.3, makes use of a simultaneous fit of the mass and the angles distributions with the
Mg, distribution.

Throughout the analysis, the tree-level decay BY — J/p K*¥ is used as a control-channel. It
is an important cross-check for the description of the fit strategy.

The angular fit has measured the 8 CP-averaged observables: Fy, App and 53457389, de-
scribed by Eq. 1.56, and the 7 CP-asymmetries A3 456,789 defined in Eq. 1.57. The form-factor
independent observables P") have also been measured.

These measurements have been performed in bins of ¢2. With the increase of data available
for the analysis, the traditional ¢ binning scheme used by the B-factories [3,4] has been aban-
doned, and a new finer binning has been adopted. This has been decided on the basis of the
available number of events in each region, the vetoes on the ¢ (Section 3.5.2) and on the charmo-
nium resonances (Section 3.5.1) and recommendations from theoreticians. A 2 GeV?/c* binning
scheme, shown in the Table 4.1, is chosen for the maximum likelihood approach described here.
Two larger ¢ bins, ¢% € [1,6] GeV?/c? and ¢? € [15,19]GeV?/c* have also been used, as some
theory groups provide their predictions in these wider regions. It is worth mentioning here that
another approach for the angular analysis has been performed within the LHCb collaboration,
which is not described in this thesis: the method of moments. For this approach a 1 GeV?/ ct
binning scheme, described in the Table 4.2, is used.
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4.2 The signal angular distributions

Bin ¢*[GeV?

]

1 [0.1,0.98]

2 [1.1,2.0]

3 [2.0,3.0]

4 [3.0,4.0]

5 [4.0,5.0]

Bin  ¢*[GeV?] 6 [5.0,6.0]
1 [0.1,0.98] 7 [6.0,7.0]
2 [L1,2.5] 8§  [7.0,80]
3 [2.5,4.0] 9 [11.0,11.75]
4 [4.0,6.0] 10 [11.75,12.5]
5 [6.0,8.0] 11 [15.0,16.0]
6 [11.0,12.5] 12 [16.0,17.0]
7 [15.0,17.0] 13 [17.0,18.0]
8 [17.0,19.0] 14 [18.0,19.0]

Table 4.1: The 2GeV? ¢? binning scheme. Table 4.2: The 1GeV? ¢? binning scheme.

4.2 The signal angular distributions

The angular description of the signal component of the PDF is given by the differential decay
rate in Eq. 1.52. The data are binned in ¢?, thereby effectively averaging the observables over
the width of the ¢? bins. The resulting three-differential decay rate is given by

1 d(T+T) — 9 [3(1- Fy)sin’ (4.5)

= = or
AT +T)/dg? deostydeostic do r + Fy cos® O + i(l — ) sin? O cos 26,
— Fy, cos? 0k cos20; + S sin? O sin? 6; cos 2¢
+ 54 sin 26 i sin 20; cos ¢ + S5 sin 20 i sin 6; cos ¢
+ %AFB sin? O cos0; + Sy sin 20k sin §; sin ¢

+ Sg sin 20 sin 26; sin ¢ + Sg sin? O ¢ sin? O sin 2¢] .

As discussed in Sec. 1.3.3.1, the inclusion of an S-wave contribution, where the K7~ system
is in a spin 0 configuration, leads to additional angular terms. The PDF needs to be changed
as described by the Eq. 1.61

4.3 Study of the background angular distributions
In this analysis, the background angular component in the maximum likelihood fit is modeled
using Chebyshev polynomials. The angular parametrisation of the background is assumed to

factorise in each of its components. Using Chebyshev polynomials T; of second order and lower,
the PDF for the angular parametrisation of the background is given by

2
Prkg(cos ), cosOf, ¢) = lZCiTi(COSHZ)] X
i=0

2 2
ZCjTj(COSHK)] X [Z cka(¢)] (4.6)
=0 k=0
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The coefficients are determined from the fit in the whole region. It assumes that events in
the upper mass sideband have the same angular distribution as those in the signal region.
To test and to validate this assumption, the ABCD method [5] is used as a crosscheck. A
comparison between the background angular distribution determine from the PDF 4.6 and the
ABCD method is made in this section.
4.3.1 Parametrisation cross check using the ABCD method
The ABCD method exploits different regions of the BDT versus B° mass plane. Namely:

A: BDT > 0.2 and m(Ktn~ ptp™) < 5350 MeV/c?

B: BDT > 0.2 and m(K+tn~ ptp™) > 5350 MeV/c?

C: BDT < —0.4 and m(K T~ pTp~) < 5350 MeV/ 2

D: BDT < —0.4 and m(K Tr—ptp™) > 5350 MeV/c?

The goal of the ABCD method is to infer the distribution of the background in the region
A, referred as "the the signal region”, using the distributions from three control regions (B - D),
where the region B to the commonly called "upper mass sideband region".

02 BDT

-0.4

-0.55

5170 5350 5800
m(B%) (GeV/c?)

Figure 4.1: 2D plane defining the different regions of the ABCD method.

The distribution in the region A is obtained from the distribution of the regions B, C and D
by:
BxC
D
were here A, B, C and D represent the angular distribution for each region.

A= (4.7)
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4.3 Study of the background angular distributions

The advantage of the ABCD approach is that there is no assumption that the angular
distribution of the background is the same in the sideband and in the signal mass window. The
ABCD method can then be used to test this assumption.

The method relies on two hypothesis:

1. the regions B, C, D contain only background events;

2. there is no correlation between the BDT variable and the reconstructed mass of the can-
didate.

To ensure that the first hypothesis is true, events in a safety zone are excluded from the regions
B and D, this zone being defined by an interval in the MVA response from —0.4 to 0.2. The
leakage of signal events into region B is then at most one event in every ¢ bin.

Concerning the second hypothesis, unfortunately, when the BDT requirement is relaxed, there
can be a correlation between the BDT response and the mass of the candidate. To take into
account this correlation, a correction to the angular distribution in the A region is applied. The
correction factor is computed as the following:

_ExH
 FxG

where E,F,G and H are the number of events of subsets of the region D, defined as:

(4.8)

—0.55 < BDT < —0.4 and 5350 < m(K 7~ putpu~) < 5800 MeV/c?;
—0.55 < BDT < —0.4 and m(K 7~ utp~) > 5800 MeV/c?;

BDT < —0.55 and 5350 < m(K 7~ putp™) < 5800 MeV/c?;

and BDT < —0.55 and m(K 7~ ptpu~) > 5800 MeV/ 2.

The correction factors for the different ¢? bins are given in Table 4.3. It has been checked
that this correction factor has a negligible angular dependence, see Appendix. C.1.

The comparison of the background angular distributions in the A region, obtained from
the ABCD method, to that from the upper mass sideband is shown for the three angles in
Figs. 4.2, 4.3, 4.4, and 4.5. The same comparison has also been done for the smaller binning
scheme and is shown in Appendix. C.2. The distributions are in excellent agreement, and this
study gives confidence on the description of the background angular distributions used in the
analysis.
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qQ[GeVZ] Correction factor R QQ[Gevz] Correction factor R
[0.1,0.98] 1.304 [0.1,0.98] 1.034
[1.1,2.0] 1.584 [1.1,2.5] 1.517
[2.0,3.0] 1.259 [2.5,4.0] 1.301
[3.0,4.0] 1.366 [4.0,6.0] 1.282
[4.0,5.0] 1.281 [6.0,8.0] 1.304
[5.0,6.0] 1.276 [11.0,12.5] 1.206
[6.0,7.0] 1.324 [15.0,17.0] 1.176
[7.0,8.0] 1.282 [17.0,19.0] 0.968
[11.0,11.75] 1.435
[11.75,12.5] 1.007
[15.0,16.0] 1.438
[16.0,17.0] 0.994
[17.0,18.0] 1.057
[18.0,19.0] 0.902

Table 4.3: Correction factor R within the two ¢? binning schemes: (left) 1GeV?/c? scheme and
(right) 2GeV?/c* scheme.
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Figure 4.2: Comparison of the cos(f) background distributions obtained from the ABCD
method (blue) and simply from the upper mass sideband (red) in the 2 GeV2/c?* binning scheme.
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Figure 4.3: Comparison of the cos(6;) background distributions obtained from the ABCD method
(blue) and simply from the upper mass sideband (red) in the 2 GeV2/c? binning scheme.
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Figure 4.4: Comparison of the ¢ background distributions obtained from the ABCD method
(blue) and simply from the upper mass sideband (red) in the 2 GeV2/c? binning scheme.
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Figure 4.5: Comparison of the ¢? distribution for the ABCD method (blue) and simply from
the upper mass sideband (red) in the 2 GeV2/c* binning scheme.
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distributions obtained from the ABCD method (blue) and simply from the upper mass sideband
(red) in the large bin 1-6 GeV?/c*.
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4.4 Impact of the selection acceptance on the angular distributions

4.4 Impact of the selection acceptance on the angular distribu-
tions

The reconstruction, trigger and the selection cuts distort the angular distributions of the
signal and need to be accounted for in the fit when measuring the angular observables. For
example, the cut on the pr of the muons leads to a drop in the cos(f;) distribution for values
around #1 in the first ¢* bin; another example is the observed asymmetric distribution of the
cos(f) variable, related to the pr cuts having a different impact on the kaon and the pion, due
to their different mass.

The shape of the acceptance of the full selection for the three decay angles and ¢* is shown
by the distribution in Figure 4.7, obtained from a phase space Monte Carlo simulation. These
acceptances can be parameterised using multidimensional polynomials:

5(C080€,COS€K,¢,Q2) = Z Ck,l,m,np(cosef,k)P(COSHK>Z)P(¢7m)P(q2vn)' (49)

k,l,m,mn

where the terms P(x,i) are Legendre polynomials of order i and the ¢y, coefficients are
determined using a moment analysis of B — K*?u*u~ phase space simulated events. For ¢?
a seventh order polynomial is used, for cosfy a polynomial of fifth order, while for both ¢ and
cosfk polynomials of sixth order. The solid lines in Figure 4.7 give the projections of the four-
dimensional polynomial parametrisation of the acceptance. The determination of the polynomial
coefficients and the resulting angular description is discussed in Sec. 77.

The acceptance can be included in the fit in two ways: either by performing a weighted fit,
in which the events are weighted by 1/¢; or by including the effect in the signal PDF.

In the first option, the distributions are effectively unfolded, therefore the original signal
PDF without acceptance can be used. It should be noted that the background component will
be weighted in the same way. The per-event weight is included in the likelihood as follows

L=— Z We X logP(ﬁe,me)
event e

1 .
= — Z TX]Og'P(Qe,me).

event e E(qea e

Special care needs to be taken for the estimation of the parameter uncertainties, since weighted
fits in general are not guaranteed correct coverage. However, an approximate methods exists.
The corrected covariance matrix V' for the weighted fit can be calculated according to

V' =vCcTly,

where V is the covariance matrix calculated with the weights w, and C' the covariance matrix
calculated using the squared weights w? [6]. The unfolding using acceptance weights is the
preferred approach for the large ¢? bins 1.1 < ¢? < 6 GeV?2/c* and 15 < ¢? < 19 GeV?/c?*, since
the method can account for possible variation of the acceptance with ¢?. Furthermore, the
expected signal yield in these bins is sufficiently large to reduce possible fluctuations from the
weighting procedure.

The second option requires to include the efficiency in the signal PDF. The main difficulty
with this approach is the correct determination of the normalization of the signal component
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Figure 4.7: The efficiency of the full selection on the decay angles and ¢? as determined using
fully simulated B® — K*°u* i~ events. The solid line gives a four-dimensional parametrisation
of the efficiency using Chebyshev polynomials. The total scale is arbitrary.
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4.4 Impact of the selection acceptance on the angular distributions

which will be affected by the acceptance®. This normalization Nsig willl be given by
-/\[Slg = / Q Pag )
:/G(q aﬁ)gz&fi(ﬁ)dg
1 7 41
R Z Sikild (4.10)

with & = [€(¢2, Q) fi(Q)dD, and where € = (cosf,cosb,¢) and the angular terms f;(Q) are
defined by the Eqs. 4.5 and 1.65. This is the preferred approach for the 2GeV?/c? ¢? bins, where
the acceptance does not change too much inside each bin.

!'Note that the factor e(q27§) in the numerator can be omitted when determining —log L.
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Angular analysis of the BY — K*0u* = decay

4.5 Parameterisation of the signal invariant mass distribution

Even after the selection procedure described in the previous chapter, some background events
are still included in the dataset on which the angular analysis is performed. In order to better
disentangle the contribution of the signal and from background in the angular distributions,
we multiply the angular PDF by a Kwup invariant mass PDF, as described in Section 4.1.
Since the final background discrimination rely on this term, it is crucial to provide a precise
parameterisation of the mass. The strategy for modeling the Kmuu invariant mass shape of the
By — K*%up candidates is to exploit the large sample of B?l — J/¢K*® in data. Monte Carlo
(MC) simulated By — K*°puu and By — J/9K*0 events are then used to study (and correct for)
possible ¢? dependence of the mass shape parameters.

The following Sections 4.5.2 and 4.5.3 will present the different mass models that have been
tested. The model currently used in the angular analysis will be presented in the Section 4.5.4.
The event yields for the two ¢? binning schemes will be presented in Section 4.5.5.

4.5.1 The Crystal Ball distribution

All models tested for the Kmup invariant mass were based on a Crystal Ball (CB) func-
tion [7], named after the Crystal Ball Collaboration. This distribution describes an invariant
mass spectrum with a peak and a radiative tail. The analytical expression of the Crystal Ball
is given by:

_l(m—u)Q m—
e 20 Tl > o
'PCB(WL‘,LL,O',OZ,TL) =N x a mzu <« ) (411)
-(=4))" -
where:
( n ) 1,2
R e ¢
||
~—lal .
| | (4.12)
N= _lal?
- ((wl + f(uerf(la')))
In practice, the Crystal Ball is a Gaussian distribution above m = —«o, and a power law function
below.

4.5.2 First parametrisation: two Crystal Ball functions with opposite tails

We first tested a sum of two Crystal Ball functions (DCB) with common mean (u) but
different widths and tails parameters, since it tends to correctly reproduce the Kwup distribution
in simulated events( see Fig. 4.8 ). Explicitly, the reconstructed By mass was parameterised as:

,Psig(m‘x) = fCOI‘ePCB(m’N7O-17a17n1) + (1 - fcore),PCB(m’l%O'QvaZ?nQ)- (413)

where feore is the relative fraction of candidates falling in the first Crystal Ball function.

In order to study the ¢? dependence of the parameters of the DCB, we first applied individual
fits in narrow g2 bins on B®— K*%u 1~ MC events, and we plot the results for each parameter
as a function of the ¢? of the bin. Then, we fit the results for each parameter with a linear
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Figure 4.8: Fit with a DCB function to Kmupu mass distribution of By — J/¥K*? simulated
events.

function:

X =Ax xq¢®>+ By, (4.14)

Here X represents a parameter of the Double Crystal Ball, while Ax and Bx are the coefficients
to be determined that are describing the ¢? dependence of the parameter X.

As an alternative approach, we also performed a simultaneous fit over the different q? bins.
The comparison of the g dependencies obtained for the individual-bin fits and the simultaneous
fit, for each of the parameters, are shown in Figure 4.9. The results of this comparison can be
summarized as follows:

e there is a good agreement in the q?-dependency parameters found by the individual and
simultaneous fit;

e the simultaneous fit has smaller uncertainty, due to the fact that it exploits the full data
sample, leading to a more precise determination of the parameters in each bin;

e the yields are stable and in agreement among the two methods.

4.5.3 Second parameterization: a modified Crystal Ball function

In order to reduce the number of parameters needed to model the Kwpup invariant mass,
another parametric function has been tested. This function was inspired from the Double Crystal
Ball, and has a gaussian core and a right and left power-law functions to describe the tails :

M2
e_%(_ag)
)RR’LE_‘}E“‘%‘L

TH.L

—lag| <=7 <=|ag|
(s, , (4.15)

(BBL—lans(m2))
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Figure 4.9: Double Crystal Ball parameters as a function of g>. The measurements in black are
the values obtained in the fits in each individual g* bin on simulated events. The lines and error
bands in red are the result of the fit of these individual measurements. It has to be compared
to the blue line giving the result of the simultaneous fit.

Following the methodology described in the previous Section 4.5.2, individual bin fits and a
simultaneous fit have been performed to extract the 6 parameters of our model. The results of
the simultaneous fits, represented for the data in only one of the bins, can be seen in Figure B.1
as example (the result for all the other bins are in the Appendix B). The ¢g*-dependency of the
parameters is shown in Figure 4.11 for both individual bin and simultaneous fits.

Due to the small number of events in some of the bins, some deviation appears between
the value of an individual fit in these bins and the one obtained by the simultaneous fit. These
deviations are due to the correlation between the a and n parameter and this has been confirmed
by fixing the a parameter in the problematic bins and comparing the new value for the n
parameter from the individual fit with the one from the simultaneous fit, which now are in
agreement (see blue dots in Figure 4.11).

Comparing the results from fits on the individual bins and the simultaneous fit, we end up
with the same conclusion as for the previous parametrisation: the results of both fits are in
agreement, but the simultaneous fit has a smaller error and provides a better control of the
correlations between the parameters, leading to a more stable fit.

Since the MC does not take into account the detector resolution, we cannot directly apply
the ¢ dependencies previously found in the fit to data. To overcome this issue we evaluate a
scale factor for each parameter using the control decay B°— J/i1) K*? and as a cross check the
second charmonium resonance: ¥(2S5). In these fits of the regions containing charmonia in data,
the combinatorial background is described by an exponential distribution and a second signal
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Figure 4.10: Results of simultaneous fit, in one of the ¢ bin, on the Kmuu mass distribution fit
of By — K*%uu simulated events.

component is included for the BY — J/¢K*0 or B? — 4(25)K*0 decays, expressed with the
same signal parametrisation but with a shift on the mean (u) by Am = m(Bs) —m(B°). The
scale factor obtained in the J/1 region gives a good result on the ¥(25) region, validating the
scaling approach (see Figure 4.12).

This parameterisation seems to work well. Nevertheless, some concerns are given by the
fact that the right tail could be overestimated in presence of the By — J/¢K*9 decay. For this
reason, a more conservative approach has been chosen, described in the following section. In
spite of this, the present study has clearly shown the need for scaling at least the widths of the
CB as a function of ¢?.

4.5.4 Third parametrisation: a Double Crystal Ball with widths depending
2
on ¢

For the angular analysis, we have finally chosen to describe the Kmwpuy invariant mass, m, by
the sum of two Crystal Ball functions with a common mean (x) and tail parameters (« and n)
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Figure 4.11: Parameters of the modified Crystal Ball as a function of g2. The green squares are
the value for the fits in each individual g> bin on simulated events. The green band is the result
of the simultaneous fit. The new value of the n parameter in an individual fit when « is fixed
to the result of the simultaneous fit is superposed with blue dots.

but different widths. Explicitly, the reconstructed By mass is parameterised as
Psig(m|X) = feorePcB(m|p,01,,n) + (1 — feore) PcB(m|p, 02, a,n). (4.16)

The parameters to describe the BY — K*uu signal mass shape, are determined from a fit to
the control decay By — J/¢K*?, which is shown in Fig. 4.13, where the invariant distribution
of the background is described by an exponential distribution and where the B? — J/¢K*0
decay is expressed with the same signal parametrisation and a shift on the mean () by Am =
m(BY?) —m(BY). The resulting mass parameters for the angular analysis of the signal decay
BY — K*%up are given in Tab. 4.4.

To account for possible changes of the signal mass shape with g2, we include a single scaling
factor s, for every g® bin. This is applied to both the widths o and oy. The scaling factor is
determined from a fit to MC simulated B — K*°upu signal events. Its behaviour is shown in
Fig. 4.14 while the numerical values are given in the Tab. 4.5.

4.5.5 Event yields

The K mpp invariant mass distribution of B§ — K*9uu candidates for the different g2 bins are
shown in Fig. 4.15, Fig. 4.16, together with the results of the fits. Table. 4.6 lists the signal and
background yields in each ¢? bin for the two binning schemes. In total, 2390 signal candidates
are seen within the range 0.1 < g% < 19 GeV?/ct.
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4.5 Parameterisation of the signal invariant mass distribution

Figure 4.12: Parameters of the modified Crystal Ball as a function of g2. The green squares are
the value for the fits in each individual ¢? bin on simulated events. The green band is the result
of the simultaneous fit. The results of the individual fits in the J/¢(1S) and (2S) regions,

used for the data-MC rescaling, are shown in red.

Parameter Value
acy 1.5334+0.033
n 4.23+0.6
o1 15.36 +0.19
o9 25.85 £0.82
Jeore 0.704 +0.031
B4 mass () 5284.3391+0.043
Am 87.21+£0.83
exp. slope —0.006319 +0.0001
Nsig 343763 1822
Np, 4199 + 162
Nbkg 26877 649

Table 4.4: Value of the fit to the control channel Bg — J /¢ K*.
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Figure 4.13: Fit to the control channel Bg — J/¢¥K *0_ The signal component is in red dash-line.
the Bg — J/¢K*® component is in red dotted-line and the combinatorial background in cyan.

¢*[GeV?] Scaling factor ¢*[GeV?] Scaling factor
[0.1,0.08] 0.982 [0.1,0.98] 0.082
[1.1,2.0] 0.997 [1.1,2.5] 0.996
[2.0,3.0] 0.989 [2.5,4.0] 0.992
[3.0,4.0] 0.996 [4.0,6.0] 0.996
4.0,5.0] 0.999 [6.0,8.0] 1.000
[5.0,6.0] 0.992 [11.0,12.5] 1.007
[6.0,7.0] 0.998 [15.0,17.0] 1.049
[7.0,8.0] 1.003 [17.0,19.0] 1.074
[11.0,11.75] 1.002
[11.75,12.5] 1.001
[15.0,16.0] 1.050
[16.0,17.0) 1.050
[17.0,18.0] 1.074
[18.0,19.0] 1.049

Table 4.5: Scale factor s, for the 2 GeV?2 ¢ binning scheme (left) and 1GeV? binning scheme
(right).
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Figure 4.15: The Knpup invariant mass distribution of By — K*Ouu candidates in the first 8 bins
in the 1 GeV?2/c? ¢? binning scheme.
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Figure 4.17: The Kt~ p*p~ invariant mass distribution of B — K*9uTu~ candidates in the
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4.5 Parameterisation of the signal invariant mass distribution

signal yield

background yield

[11.75,12.5
[15.0,16.0
[16.0,17.0
[17.0,18.0
18.0,19.0

339.1£19.6
113.0£12.2
126.3+£13.3
106.4£12.8
123.1£13.9
156.6 £14.6
150.3£14.5
194.2£16.7
162.5+14.7
166.9£15.0
219.5+16.7
229.8+16.9
184.1+15.4
114.9+£12.2

58.9+10.3
82.0£10.9
103.7+£12.4
144.6 £14.2
169.9£15.5
130.4£13.7
146.7+14.4
197.8£16.8
96.5+12.2
116.1£13.2
102.5£12.8
87.1+£12.0
75.9+£11.5
69.1+10.2

¢*[GeV?

signal yield

background yield

]
[0.1,0.98]
[1.1,2.5]
[2.5,4.0]
[4.0,6.0]
[6.0,8.0]
[11.0,12.5]
[15.0,17.0]
[17.0,19.0]

339.1+19.6
179.7£15.4
165.4+£15.9
279.5+20.2
344.3£22.1
329.8£21.0
449.2£23.8
299.9+19.8

58.9+10.3
124.44+13.5
206.6£17.1
300.4+£20.7
344.8+22.1
212.1+18.0
189.8+17.5
144.1+15.3

Table 4.6: Signal and background yields with the two ¢? binning schemes: (top) 1GeV?/c* and

(bottom) 2GeV?/c?.
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Angular analysis of the BY — K*0u* = decay

4.6 Contraining the S-wave contribution using the mpg, distri-
bution

Including the S-wave contribution results in a reduction of sensitivity to the physically
interesting P-wave observables. This is because, according to Eq. 1.65, all P-wave parameters
are scaled by the factor (1 — Fg) which is not known a priori. Neglecting the S-wave in the fit and
correcting the P-wave parameters using Fg from the dedicated S-wave analysis in preparation is
problematic since it partially uses the same data distributions (m gy, and cosfk). A possibility
to circumvent these difficulties is to include the m g, projection in a simultaneous fit. Since the
P-wave is peaking in m g, while the S-wave contribution is relatively flat, this gives an additional
constraint on Fg and therefore also allows a better determination of the P-wave observables.
Ref. [8] gives details on the dependence of the decay amplitudes on mg,. To parameterise the
myr dependence of the P-wave a Breit-Wigner distribution is used

q )LK*
MK

Lp
b
Ap(mir) = /pq x B, (p,po,d) <mB> x By . (4,q0,d) <

1
2 2

X B )
M — Mg —imp=T(mgs)

(4.17)

where p (¢q) denotes the K*0 (KT) momentum in the B% (K*) rest frame, pg (go) is the cor-

responding quantity at the resonance peak. Lp (Lg~) is the orbital angular momentmum and

By, (BY,..) the Blatt-Weisskopf function given in Ref. [9]. For the S-wave component the LASS
K*

parameterisation [10] is used

p \"* g \"
A = x By (p,po,d (> x B ,qo,d ( )
s(mrr) = /pqd X By, (p,po,d) . Li (¢,90,d) p—
1 2i6 1 >

X | ——— B — ), 4.18
<cot(53i+e cotdp —1 ( )
where cotdp = a—lq +1rq and cotép = (m%{0 —m%ﬁ)/(ngI‘o(mKw)). Accounting for the my,

dependence, Eq. 1.65, integrated over the three decay angles cos#;, cosfx and ¢, becomes

1 d(T+T)
d(T+T)/d¢g? dmgx

9
= (1-Fs) Y 5265 | Alp ()|
S+P i=1

+ 105 [Fs&rg| A (mer)[?
+ (Ss1€s1 + Ss2€s2 + Ss3s3) R (Ag(mpcr) Ap(miy))
+ (Ssa€sa + Ss5Es5) S (As(mpcr) Ap(min))] (4.19)

where {(gy; denote the angular integrals & g); = [ €(cosf),cos0k, ) f()i(cosb;,cos HK,qb)dQ and
the amplitudes are appropriately normalised according to

App(micz) = 2ol :
\/ [9959 MeV/c

795.9Mev/c2 |AP(MEr)?dmy

As (mKﬂ'>

As(mir) = \/ -

995.9MeV/c2
f795.9Mei///cc2 |As(mgr)|*dmgnx
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4.6 Contraining the S-wave contribution using the mpg, distribution

In the case of flat acceptance the integrated terms £g1.. 5 evaluate to £g1..5 = 0 such that the
interference terms drop out. For the nominal acceptance these terms are of the order of a few
percent and are included for completeness.

The simultaneous fit of the angles and the mg, projection is tested using the control decay
BY — Jjp K*0. Table 4.7 gives the results of a fit of the full 3fb~! data sample in the m g, mass
region £100MeV around the K*Y mass. Fig. 4.18 shows the corresponding projections on the
decay angles, m g, and M.
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Angular analysis of the BY — K*0u* = decay
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Figure 4.18: Angular, mg,, and mg, projections after the fit of the full BY — Jip K*0 data
sample. The fit is performed as described in Sec. 4.6, simultaneously in the decay angles and
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4.6 Contraining the S-wave contribution using the mpg, distribution

Table 4.7: Result of the simultaneous fit of the decay angles, mgr,, and mg, for the full
B — J/ip K*V data sample.

parameter value
S1s 0.3309+0.0010
Ss 0.0015+0.0018
Sy —0.27574+0.0020
Ss —0.0023 +£0.0019
Sés 0.001740.0016
Sy 0.0008 +0.0020
S —0.0503 +0.0020
So —0.0866 +0.0019
Fs 0.0793 +£0.0028
Ss1 —0.2286 +0.0034
Sso 0.0009 4+ 0.0022
Ss3 0.0025+0.0021
Ss4 0.0013+0.0021
Sss —0.0653 +0.0023
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Chapter 5

Results and systematic uncertainties
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In the first part of this chapter a brief description of the different sources of systematics
uncertainties affecting the measurements of the angular observables is provided (Section 5.1).
Some of these uncertainties are related to the measurement of the analysis acceptance, as de-
scribed in Section 5.1.1. Uncertainties associate to the modeling of the backgrounds are reported
in Section 5.1.2 and mainly concerns the peaking backgrounds estimation and the background
angular distributions. Effects related to the signal invariant mass modeling ( Section 5.1.3) and
invariant mass of the K7 system (Section 5.1.4) are also taken into account as well as possible
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Results and systematic uncertainties

asymmetries in the production of B mesons and in the detection ( Sections 5.1.5 and 5.1.6
respectively). A summary of the different systematic uncertainties for each set of observables is
provided in Section 5.1.7.

In the second part, the results of the measurement of the angular observables, determined
using the angular maximum likelihood fit described in Section. 4.1 on the 3 fb~! of data collected
during the first run of LHC are are given in the Section 5.2, together with a short overview of
possible theoretical interpretations (Section 5.3) and of future experimental tests (Section 5.4)
that could help in understanding these results.

5.1 Systematics

Systematics uncertainties are computed as the variation between the results of fits on high
statistics pseudo-experiments using once the nominal and once the systematically varied models.
Each toy uses a larger number of events compared with the data in order to eliminate any
statistical uncertainty in the systematic error evaluation.

5.1.1 Systematic errors concerning the acceptance
5.1.1.1 Statistical uncertainty of the four-dimensional acceptance

The four-dimensional acceptance described in Section 4.4 relies on the determination of
the Legendre coefficients from a sample of simulated B® — K*9u%;~ phase-space events. To
determine the effect of the limited size of the simulated sample, the covariance matrix of the
coefficients is determined alongside their numerical values. High statistics toy studies are then
performed, where the events are generated with an acceptance that is varied according to the
(inverse) covariance matrix. These simulated events are then fit using both the varied and
the nominal acceptance. Figure 5.1 gives the distributions for 500 toy experiments for the ¢?
bin in the range 0.1 < ¢®> < 1.0GeV?/ct. The observed deviations of the parameters are fit using
Gaussian functions. The distributions are centered around 0, their widths are used as systematic
uncertainties due to the statistical uncertainty of the acceptance. The Appendix D.1, Table D.1
gives the systematic uncertainties for all ¢> bins. They are negligible compared to the expected
statistical uncertainties.

5.1.1.2 Differences between data and simulation

The determination of the acceptance relies on an accurate simulation of the signal decay
B — K*%u*;~. The control decay B® — J/p K*° is used to cross-check if the distributions in
data are reproduced properly. Ref. [1] describes the procedure used to correct the unsatisfactory
simulation of the transverse momentum of the signal B, as well as the BY vertex y? and the
track multiplicity in the event. The effect of these corrections on the acceptance is evaluated
by redetermining the acceptance correction without the reweighting. The results are given in
Tables D.2, D.3 and D.4. All deviations seen are negligible.

In addition, there are small differences for the kinematic variables of the BY daughter parti-
cles. Figure 5.2 shows the (transverse) momentum for the signal kaon and pion for both truth-
matched simulated events as well as BY — J/i K*9 events from data. The distributions for data
are extracted using the sWeighting technique. To minimize the influence of pollution from an
S-wave component which is not simulated in data, the window for invariant mass of the K7~
system is reduced from the nominal +£100MeV/c? to £20MeV/c?. From the two-dimensional
distributions of K and 7~ in data and simulation a correction factor is determined. This
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Figure 5.1: Distributions of the deviations of the observables from toy experiments for the first
¢ bin in the range 0.1 < ¢? < 1.0GeV?/ct. Events are generated with an acceptance varied
according to its statistical uncertainty and then fit back using the nominal acceptance.

correction factor, depending on the particles momentum and transverse momentum is shown
in Figure 5.3. The systematic uncertainty from the modeling of the signal decay is then evalu-
ated using toy studies where the acceptance is redetermined using the reweightings. Tables D.5
and D.6 give the resulting systematic uncertainties for the reweighting of both kaon and pion.
While the reweighting of the kaon has a negligible effect, there is an, albeit small, systematic
uncertainty for the reweighting of the pion.
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5.1 Systematics

5.1.1.3 Impact of the fixed ¢ value per bin in the four-dimensional acceptance

Since a weighted fit of the data is less stable in narrow bins', given their lower number
of events, the efficiency has been included in the PDF in the fit. The PDF used to fit the
observables is in itself not ¢?> dependent, therefore the four-dimensional efficiency is evaluated
for a fixed ¢?>. The nominal setting is to use the mean of the ¢ in the bin to determine the
efficiency used for the specific bin.

To evaluate a possible systematic bias from this choice, toy experiments are used to determine
the deviation in the observables when fixing ¢? at the mean value in the bin, ¢2,.,,,, respect to the
value at the edge of the bin. More explicitly, the toys use the acceptance at ¢2,, + %AqQ, where
the ¢? bin is given by [¢2.can — AG%, G2 ean + A¢%]. The largest deviation is taken as systematic
uncertainty and given in Table. D.7 for all observables and ¢? bins. While this approach likely
overestimates the systematic effect, the resulting systematic uncertainties are small compared
to the expected statistical errors.

5.1.1.4 Higher order acceptance model

There is some choice in the maximum order of the Legendre polynomials used to model the
four-dimensional acceptance. While higher orders generally will be able to describe details in
the acceptance better, more coefficients also will lead to higher computational requirements.
Therefore, the lowest order polynomials that describe the acceptance sufficiently well has been
chosen. A higher order parametrisation is used to determine a systematic uncertainty on this
choice.

The nominal choice is to include Legendre polynomials of order four and lower for cos#,
order five for cos@), and ¢2, and order six for the angle ¢ as described in Section 4.4. In addition,
the acceptance is assumed to be even in ¢, resulting in only non-zero coefficients of even order
for these polynomials. The projections of the four-dimensional acceptance determined with
these settings provide a very good description of the angles cos; and ¢ (See Figure 4.7). Small
deviations are observed for low ¢ and large cosf. To estimate the effect of these imperfections
on the angular observables, we determine an acceptance including higher order polynomials for
the description of cos#}, and ¢2, choosing a maximal order of seven for both. Table D.8 gives the
result of the angular fit of the control decay B° — .J/i» K*° using this higher order acceptance and
for comparison the nominal result. No deviation of a significant size for the angular analysis of
the signal decay is seen. This gives again confidence in the choice of the acceptance description.

To determine the systematic uncertainties properly, high statistics toys are performed, where
events are generated using the higher order acceptance model and fit with the nominal one. The
resulting deviations are given in Table D.9, and they are negligible for all bins.

5.1.2 Background related systematics
5.1.2.1 Systematic error on the peaking backgrounds

Several peaking backgrounds are able to mimic the signal decay. An overview is given in
Table 5.1 taken from [1], where the peaking background processes are discussed in more detail.
To determine the effect of neglecting the peaking backgrounds in the angular analysis, high
statistics toy studies are performed. In addition to the signal and combinatorial background
component, peaking background events are added according to their expected fraction. The

!The unfolding can be used for the larger q2 bins 1 < q2 < 6Ge\/2/c4 and 15 < q2 <19 GeV2/c4.

107



Results and systematic uncertainties

deviation of the fitted angular observables from their nominal values when neglecting these
peaking background events in the fit are then taken as systematic uncertainties.

after preselection, before vetoes after vetoes and selection
Channel | Estimated events % signal Estimated events % signal
AY— A*(1520)%uF = | (1.0£0.5) x 10° 19+8 51425 1.04+0.4
A)— pK—ptp~ | (1.040.5) x 10? 1.940.8 5.7+2.8 0.114+0.05
Bt — Ktutp~ 28 +7 0.5540.06 1.64+0.5 0.031+0.006
BY— ¢utp~ | (3.2£1.3) x 10 6.2+2.1 1747 0.33+0.12
signal swaps | (3.640.9) x 102 6.9+0.6 33+9 0.6440.06
B — Jip K* swaps | (1.340.4) x 10? 2.6+0.4 2.7+2.8 0.05+0.05
BY— Jhy K*0 70422 1.3540.28 59419 1.144-0.26
BT — K*tutpu~ 0 0 0 0

Table 5.1: Estimated yields, and percentage relative to estimated signal yield, of peaking back-
ground events before and after the vetoes. The dominant uncertainty contributing to these
numbers is in o,; and the estimate of B(A) — A*(1520)%u*p™).

The distributions of the peaking background events in reconstructed B® mass, decay angles
and ¢? are taken from data. To select these peaking background events, specific selections are
applied. The explicit vetoes against the peaking backgrounds are removed and the criteria
listed in Table 5.2 are applied instead. Since the nominal BDT used to suppress combinatorial
background includes particle identification criteria, the nominal BDT cut is removed. Instead,
a new BDT, trained without particle identification criteria, is applied to remove combinatorial
backgrounds.

mode selection criteria
A — pKptp~ ProbNNk(K) > 0.3
ProbNNp(w) > 0.3
IMp Ky — mAg| < 50MeV/c?
BY — outp ProbNNk(K,7) > 0.3
Imk K —mg| < 20MeV/c?
‘mKKMN — mBQ| < 5OM6V/C2
BY -t~ ptp~  ProbNNpi(K,w) > 0.3
ProbNNk(K,7) < 0.1
| My —mpo| < 50MeV/c?

Table 5.2: Particle identification criteria and mass ranges to explicitly select specific peaking
backgrounds.

The selected peaking backgrounds AY) — pKutp~, BY — ¢utp~ and B® — nta—putu~, as
well as K7 swapped B® — K*0u% 1~ events, are given in Figure D.1. Here, the standard charmo-
nium vetoes are applied. In addition, Figure D.2 gives the corresponding high statistics charmo-
nium modes AY — JiypK, BY — Jip ¢, B® — Japnta~ and B — Jip K*0 swaps, where ¢ is in
the range [8,11] GeV?/ct. The selected peaking background yields are 109 (A — pKu*u~), 156
(BY = ¢putp~) and 92 (B® — 7Fn~put ™) events. As expected, the charmonium decays have
much larger yields with 9,000 (A — J/ypK), 24,100 (BY — J/ip ¢) and 9,000 (B® — J/pratr™)
events.
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5.1 Systematics

Two different methods are employed to determine the angular distributions of the peaking
background events. The first is to simply sample events randomly from the high statistics
b — J/p X decays, using the ¢? distribution of the corresponding rare modes to determine the
fraction of background events expected in the different ¢ bins. The second approach is to use
a kernel density method to describe the distributions, using only the low statistics b — Xy~
modes. This method uses Gaussian kernels according to

R 1
P eakin, (mKﬂ' ,COS@[,COS@k,(ﬁ) = X7
P & e Nevegizl 271'40(008Gl)a(cosﬂk)a(qﬁ)a(m;(ww)

Xexp | — (MEKrpp — mK,rWﬂ-)2 B (cosB; — cos 01’7;)2
202(MKrpup) 202(cosb;)
(cos@k;—cos@;(’i)2 (6 —¢;)?
X exp [ 202 (cos 0z 202(0) |’ (5.1)

where o(cosf)) = o(cosfy) = 0.2, o(¢) = 7/5rad and o(mrp,) = 10.6MeV/c?. Events near the
borders of the cos); and cosf}, distributions are handled by folding back the PDF. Figure D.3
shows the angular distributions for b — Xpu™u~ decays in black. Overlayed are the angular
distributions of the b — J/i X decays in blue and the results from the kernel method in red.
The results from the kernel method follow the data smoothly, the angular distributions from
the charmonium modes seem to be statistically compatible with the rare decays. The most
interesting feature is certainly the cos6; dependence of the BS — ¢~ and BY — J/p ¢ decays
which strongly peak towards cosf; = —1. This is due to the mass of the ¢ resonance being just
above the KK~ threshold.

In addition to the peaking backgrounds from misidentified A) — pKputp=, BY - Kt K~ ptu~
and B — K+tn~putpu~ decays, there are 2% of B? — K*r_ut ™ decays originating from
B% — K*9,% 1~ decays, where the 7~ was replaced by a random pion in the event. The distri-
butions of this background source are modelled using B® — K**(— K7y pu~ decays.

The resulting deviations from high statistics toys containing the appropriate fraction of A) —
pKutp=, B - KTK-p"u~ and B — KTn—putpu~, as well as B — Kt ,u"p~ peaking
background events sampled from the charmonium decays are given in the Table D.10. The
corresponding results from the kernel method are given in Table D.11. The peaking background
systematics uncertainty is defined as the biggest uncertainty between the kernel density method
and the high statistics charmonium mode for each observables and each ¢? bins.
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Results and systematic uncertainties

5.1.2.2 Angular background modeling

The nominal background parametrisation uses Chebyshev polynomials of second order and
lower to describe the decay angles. To estimate the systematic effect of this choice of angular
background model, the high mass sideband (m g, € [5355,5700] MeV/c?) is fit with Chebyshev
polynomials of forth order and lower instead. To have enough combinatorial background events
to fit the Chebyshev coeflicients, the BDT requirement is removed for the fit. Figure D.4 shows
the fitted angular distributions in bins of ¢?. To determine the systematic effect of only fitting the
background with polynomials of order two and lower, high statistics toy MC are used. The toy
MC is generated using the forth order angular background description using the nominal signal
fraction. Then the toys are fitted once with the fourth order and once with the second order
angular background description. The observed difference is taken as systematic uncertainty and
is given in Table D.12. The systematic effect is negligible.

5.1.3 Signal mass modeling

To determine the systematic error related to the choice of signal mass model, described in
Section 4.5, a double Gaussian is used as alternative model. The parameters of the double
Gaussian are determined from a fit to B® — J/ip K*0 events. A high statistics toy MC is then
generated using the double Gaussian mass model and fitted twice, once using the double Gaus-
sian and once using the nominal Crystal Ball parametrisation. The observed difference is given
in Table D.13 and used as systematic uncertainty.

5.1.4 mp, related systematic uncertainties

The nominal fit uses the m g, distribution to constrain Fg as described in Section 4.6. Three
possible sources of systematic uncertainties connected to the mg, distribution are studied: the
parametrisation of the S-wave component, the parametrisation of the background in mg,, and
the effect of an my, dependent efficiency which is neglected in the nominal fit.

To evaluate the systematic uncertainty due to using the LASS shape as nominal model for the
S-wave contribution, the effect of using the ISOBAR model instead is evaluated. The ISOBAR
model consists of the sum of two amplitudes modelling the fggp and the K§0(1430) mesons,

A1s0BAR (Mxr) = |7 fg00 \eiargéfgoo Afgoo (Mrcr) + (1= |7 f500 ’)AK30(1430) (mKx),

where Ajyo, (mir) and Ago(1430) (micr) are Breit-Wigner amplitudes as in Eq. 4.17. The masses

and widths of the resonances are set to m(fsoo) = 682MeV/c? and T'(fgo0) = 547MeV/c? for the
fsoo contribution and m(K3°(1430)) = 1.425GeV/c? and T'(K(°(1430)) = 0.270GeV/c? for the
K(9(1430) [2]. The parameters |rgoo| and dggp are determined from a fit to the MK rpp and My
distributions of B® — J/) K*© decays. An high statistics toy Monte Carlo is generated using the
ISOBAR model and fit twice, once using the ISOBAR, and once the nominal LASS model. The
observed deviations for the angular observables are used as systematic uncertainties and given
in Tab. D.14.

To evaluate the systematic uncertainty due to the background parametrisation of mp, a first
order Chebyshev polynomial is compared to a fourth order parametrisation. The fourth order
coefficients are determined from B® — J/ K*°. High statistics toy Monte Carlo is generated
using the fourth order parametrisation and fit using both the fourth order and the nominal
first order parametrisation. The observed deviations for the angular observables are used as
systematic uncertainties and given in Table. D.15.
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5.1 Systematics

For the nominal fit the efficiency over the mg, range of the angular analysis, [795.9,995.9]
MeV/c?, is assumed to be flat. The systematic effect of this assumption is quantified using high
statistics toy Monte Carlo, including an additional my, dependent efficiency. This efficiency is
parametrised using a linearly rising or falling function with a variation of £5% at the borders of
the mg, mass range. The additional efficiency is applied on top of the usual four-dimensional
efficiency described in Section 4.4. The angular observables are then determined using the nomi-
nal fit, and the largest deviations from the generated values are taken as systematic uncertainties
and given in Table. D.16.

5.1.5 Production asymmetry

The production of B and B° mesons is known to be asymmetric at the LHC, due to the
non-charge symmetric initial state in pp collision. The production asymmetry Ap;oq, defined as
N(B®) - N(B)

N(B%) —N(B%)’

Aprod =

is measured to be (—0.35+0.76 +0.28)% [3]. This affects both the measured CP asymmetries
and the C'P-averaged observables, according to

Aimeas =A;— Si(’Q-Aprod)u
S = 8 — Aj(KAprod),

where £ is a dilution factor due to B? — B? mixing. For B mixing, & is calculated via

et e(®)e M cos(Amgt)dt
N Jole(t)eTtde ’

with T'=1/74 =1/1.519ps~! and the mixing frequency Amg = 0.510ps~! [2]. The decay time
dependent efficiency €(t) is given in Figure. 5.4. The calculation results in a factor of k = 35.2%.

0.8

€(t) arbitrary scale

0.6

0.4

0.2

0A\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\
0 1 2 3 4 5 6 7 8 9 10

t [ps]

Figure 5.4: The decay time dependent selection efficiency €(t).
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5.1.6 Detection asymmetry

Similarly to the production asymmetry, the measurement can also be affected by the K7~
detection asymmetry
e(Ktn)—e(K— ™)
e(Ktn—)+e(K—nt)’

-Adet =

according to

A" = Ay — S Adet,
S = 8 — Aj Adet.-

The K7~ detection asymmetry is known to be driven by the kaon detection asymmetry, which
is momentum dependent. The kaon detection asymmetry, in bins of kaon momentum, is given
in Table. 5.3, which is taken from Ref. [4] and was used in Ref. [5]. Since the momentum spectra
for the hadrons depend on ¢?, the detection asymmetry is determined for all ¢? bins, and given
in Tab. 5.3.

¢ bin [GeV?/c]  Aget [%]

p(K) [GeV/(] Adet [%] 0.1<¢2<0.98 —0.010
0<p(K)<10 —1.37+0.11 L.1<¢*<25 —0.011
10<p(K)<175 —1.2+0.10 25<¢*><40 —0.011
175 <p(K) <225 —1.1540.11 40<¢*<6.0 —0.011
22.5 <p(K)<30 —1.09+0.12 6.0<¢><80 —0.011
30<p(K)<50 —0.8840.16 11.0<¢* <125  —0.011

50 < p(K) <70 —0.7140.29 15.0<¢®><17.0  —0.012

70 < p(K) <100 —0.3340.30 17.0<¢®><19.0  —0.012
100 < p(K) <150  0.1840.45 1.1<¢*<6.0 —0.011

15.0<¢><19.0 —0.012

Table 5.3: (Left) kaon detection asymmetry, depending on kaon momentum. (Right) resulting
K*+7~ detection asymmetry Age for the different ¢? bins.
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5.1 Systematics

5.1.7 Summary of the systematic uncertainties

An overview of the systematic uncertainties for all the angular observables S; in all the
bins of ¢? is given in Tables 5.4, 5.5, 5.6, 5.7 and 5.8. The different systematic sources and
their contribution to the total systematic uncertainty are shown. The total systematic un-
certainty is calculated as quadratic sum of the individual contributions. The statistical un-
certainty from a fit of the data, evaluated using HESSE, is given as well for comparison. The
Tables 5.9, 5.10, 5.11, 5.12 and 5.13 provide the corresponding systematic uncertainties for the
Pi(/) basis. Tables 5.14, 5.15, 5.16, 5.17 and 5.18 give the systematic uncertainties for the C'P
asymmetries A;.

For the C' P-average observable Fi, the highest systematic uncertainty is the w-reweighting in
almost every ¢>-bins, for the other observables the peaking background systematic uncertainty
is the biggest in almost each ¢?-bins, while systematic uncertainties related to mg, follow right
after. For the C'P asymmetries and P/ observables the systematic uncertainty on the peaking

(2
backgrounds is again the main contribution to the total systematic uncertainty.
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1.1<¢? <6.0GeVZ/c?

o Fi, S3 Sa S5 Arp S7 Sg S9
Ostat. 0.0307 0.0375 0.0497 0.0457 0.0294 0.0460 0.0500 0.0405
T reweighting 0.0139 0.0004 0.0001 0.0011 0.0023 0.0002 0.0001 0.0001
K reweighting 0.0000 0.0000 0.0013 0.0000 0.0001 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0032  0.0000 0.0002 0.0001 0.0005 0.0000 0.0000 0.0000
X%, reweighting  0.0005 0.0001 0.0003 0.0003 0.0000 0.0000 0.0000 0.0000
Niracks Teweighting ~ 0.0000 0.0002 0.0011 0.0003 0.0004 0.0000 0.0000 0.0000

higher order acc. 0.0001  0.0000 0.0006 0.0001 0.0001 0.0014 0.0011 0.0007
6(q2) 0.0000  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0063 0.0032 0.0012 0.0041 0.0058 0.0055 0.0066 0.0037
angular bkg. model  0.0021 0.0010 0.0017 0.0005 0.0013 0.0002 0.0001 0.0004
sig. mass 0.0017 0.0001 0.0003 0.0005 0.0001 0.0003 0.0002 0.0001
M, isobar 0.0003 0.0000 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000
mg ., bkg. 0.0042 0.0001 0.0013 0.0026 0.0004 0.0006 0.0001 0.0000
mg . eff. 0.0001 0.0017 0.0027 0.0002 0.0018 0.0007 0.0041 0.0021
acc. stat. 0.0012 0.0011 0.0016 0.0018 0.0007 0.0001 0.0001 0.0000
Adet 0.0000 0.0008 0.0001 0.0005 0.0002 0.0005 0.0005 0.0004
Aprod 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001 0.0001 0.0000
Osyst. 0.0165 0.0040 0.0044 0.0054 0.0067 0.0058 0.0079 0.0043

15.0 < ¢° < 19.0GeV?/c?

o F1, Ss3 Sy Ss Arp Sv Sg So
Ostat. 0.0267 0.0335 0.0364 0.0349 0.0279 0.0414 0.0425 0.0402
T reweighting 0.0040 0.0021 0.0009 0.0015 0.0017 0.0000 0.0000 0.0000
K reweighting 0.0003 0.0004 0.0000 0.0001 0.0003 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0029 0.0002 0.0003 0.0004 0.0015 0.0000 0.0000 0.0000
X%, reweighting  0.0011 0.0004 0.0003 0.0003 0.0003 0.0000 0.0000 0.0000
Niracks Teweighting ~ 0.0003  0.0002  0.0003 0.0002 0.0005 0.0000 0.0000 0.0000

higher order acc. 0.0003 0.0010 0.0002 0.0002 0.0004 0.0050 0.0003 0.0002
e(q2) 0.0000  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0046  0.0050 0.0037 0.0032 0.0056 0.0025 0.0014 0.0012
angular bkg. model  0.0005 0.0008 0.0015 0.0010 0.0000 0.0001 0.0000 0.0007
sig. mass 0.0017  0.0037 0.0005 0.0019 0.0027 0.0000 0.0000 0.0001
M, isobar 0.0003 0.0011 0.0009 0.0013 0.0011 0.0000 0.0000 0.0000
mg . bkg. 0.0013 0.0042 0.0035 0.0048 0.0042 0.0000 0.0000 0.0000
mg . eff. 0.0016 0.0034 0.0036 0.0060 0.0036 0.0031 0.0026 0.0008
acc. stat. 0.0029 0.0039 0.0023 0.0031 0.0022 0.0001 0.0001 0.0000
Adet 0.0000 0.0004 0.0009 0.0004 0.0013 0.0005 0.0003 0.0007
Aprod 0.0000  0.0000 0.0001 0.0000 0.0001 0.0000 0.0000 0.0001
Osyst. 0.0079  0.0095 0.0071 0.0094 0.0090 0.0065 0.0030 0.0018

Table 5.4: Summary of systematic uncertainties for the CP-averaged observables S; in the ¢?
bins 1.1 < ¢? < 6.0GeV?/c* and 15.0 < ¢? < 19.0GeV?/ct.
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0.1<¢? <0.98GeV?/ct

o Fi, S3 Sy S5 Arp S7 Sg So
Ostat. 0.0436  0.0608 0.0658 0.0569 0.0563 0.0580 0.0738 0.0576
T reweighting 0.0139 0.0010 0.0005 0.0030 0.0003 0.0003 0.0000 0.0001
K reweighting 0.0035 0.0010 0.0003 0.0010 0.0008 0.0002 0.0001 0.0001

pr(B°) reweighting  0.0009 0.0002 0.0003 0.0004 0.0003 0.0000 0.0001 0.0000
X3, Teweighting  0.0019  0.0001  0.0019 0.0004 0.0019 0.0002 0.0000 0.0001
Niracks reweighting  0.0010  0.0000 0.0005 0.0003 0.0022 0.0001 0.0002  0.0000

higher order acc. 0.0037  0.0007 0.0042 0.0162 0.0004 0.0036 0.0003 0.0017
€(q2) 0.0025 0.0014 0.0037 0.0014 0.0028 0.0001 0.0003 0.0000
peaking bkg. 0.0064 0.0023 0.0039 0.0040 0.0062 0.0038 0.0066 0.0030
angular bkg. model  0.0003 0.0010 0.0007 0.0002 0.0001 0.0001 0.0000 0.0006
sig. mass 0.0009 0.0001 0.0000 0.0008 0.0005 0.0000 0.0000 0.0000
M, isobar 0.0002 0.0000 0.0001 0.0004 0.0001 0.0000 0.0000 0.0000
mg ., bkg. 0.0004 0.0000 0.0003 0.0009 0.0003 0.0001 0.0000 0.0000
mg . eff. 0.0007 0.0008 0.0025 0.0011 0.0005 0.0019 0.0033 0.0009
acc. stat. 0.0029 0.0038 0.0040 0.0045 0.0038 0.0003 0.0001 0.0000
Adet 0.0000 0.0001 0.0007 0.0000 0.0013 0.0008 0.0003 0.0003
Aprod 0.0000  0.0000 0.0001 0.0000 0.0001 0.0001 0.0000 0.0000
Osyst. 0.0168 0.0051 0.0086 0.0177 0.0085 0.0057 0.0074 0.0036

1.1<¢? <25GeVZ/ct

o F1, Ss3 Sy Ss ArB Sv Sg So
Ostat. 0.0679 0.0744 0.0939 0.0872 0.0596 0.0883 0.0977 0.0741
T reweighting 0.0149 0.0002 0.0017 0.0006 0.0077 0.0001 0.0001 0.0001
K reweighting 0.0006 0.0002 0.0006 0.0004 0.0004 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0028 0.0000 0.0002 0.0005 0.0014 0.0000 0.0000 0.0000
X%, reweighting  0.0004 0.0001 0.0001 0.0006 0.0003 0.0000 0.0000 0.0000
Niracks Teweighting  0.0002  0.0002  0.0010 0.0003 0.0000 0.0000  0.0000  0.0000

higher order acc. 0.0108 0.0015 0.0007 0.0065 0.0020 0.0030 0.0030 0.0013
e(q2) 0.0088 0.0005 0.0029 0.0005 0.0043 0.0001 0.0001 0.0000
peaking bkg. 0.0035 0.0029 0.0012 0.0040 0.0075 0.0011 0.0034 0.0042
angular bkg. model  0.0033 0.0031 0.0004 0.0010 0.0009 0.0005 0.0004 0.0013
sig. mass 0.0021  0.0001 0.0001 0.0006 0.0011 0.0005 0.0001 0.0001
M, isobar 0.0004 0.0000 0.0000 0.0002 0.0001 0.0001 0.0000 0.0000
mg . bkg. 0.0024 0.0000 0.0002 0.0011 0.0009 0.0003 0.0001 0.0000
mg . eff. 0.0022 0.0006 0.0003 0.0029 0.0006 0.0009 0.0008 0.0003
acc. stat. 0.0018 0.0015 0.0025 0.0026 0.0013 0.0002 0.0001 0.0001
Adet 0.0000 0.0004 0.0025 0.0012 0.0004 0.0009 0.0005 0.0000
Aprod 0.0000 0.0001 0.0003 0.0001 0.0000 0.0001 0.0001 0.0000
Osyst. 0.0216 0.0049 0.0052 0.0089 0.0121 0.0036 0.0047 0.0047

Table 5.5: Summary of systematic uncertainties for the CP-averaged observables S; in the ¢?
bins 0.1 < ¢? < 0.98GeV?/c* and 1.1 < ¢ < 2.5GeV?/c?.
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2.5 < q? <4.0GeV?/ct

o Fi, S3 Sy S5 Arp S7 Sg So
Ostat. 0.0857 0.0694 0.1162 0.0952 0.0661 0.1017 0.1124 0.0847
T reweighting 0.0118 0.0005 0.0007 0.0017 0.0043 0.0003 0.0002 0.0002
K reweighting 0.0001 0.0001 0.0010 0.0000 0.0001 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0027 0.0001 0.0005 0.0001 0.0009 0.0001 0.0001 0.0000
X%, reweighting  0.0005 0.0001 0.0003 0.0004 0.0001 0.0000 0.0000 0.0000
Niracks Teweighting  0.0003  0.0002 0.0010 0.0001 0.0005 0.0000 0.0000  0.0000

higher order acc. 0.0022 0.0003 0.0017 0.0025 0.0000 0.0005 0.0009 0.0012
6(q2) 0.0089 0.0002 0.0002 0.0019 0.0034 0.0002 0.0002 0.0001
peaking bkg. 0.0024 0.0048 0.0052 0.0051 0.0033 0.0050 0.0048 0.0060
angular bkg. model  0.0013 0.0024 0.0003 0.0010 0.0014 0.0002 0.0002 0.0019
sig. mass 0.0022 0.0003 0.0003 0.0007 0.0003 0.0001 0.0000 0.0002
M, isobar 0.0004 0.0000 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000
mg ., bkg. 0.0050  0.0002 0.0011 0.0024 0.0006 0.0005 0.0001 0.0001
mg . eff. 0.0010 0.0034 0.0023 0.0025 0.0031 0.0020 0.0033 0.0025
acc. stat. 0.0013 0.0012 0.0018 0.0022 0.0009 0.0001 0.0001 0.0000
Adet 0.0000 0.0012 0.0001 0.0001 0.0002 0.0003 0.0008 0.0024
Aprod 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0001 0.0003
Osyst. 0.0165 0.0066 0.0065 0.0076 0.0074 0.0055 0.0059 0.0073

4.0 < ¢?> <6.0GeVZ/c?

o F1, Ss3 Sy Ss ArB Sv Sg So
Ostat. 0.0513 0.0646 0.0802 0.0747 0.0493 0.0785 0.0878 0.0674
T reweighting 0.0126 0.0011 0.0021 0.0020 0.0020 0.0002 0.0002 0.0002
K reweighting 0.0004 0.0001 0.0010 0.0004 0.0001 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0032 0.0001 0.0004 0.0005 0.0005 0.0000 0.0000 0.0000
X%, reweighting  0.0004 0.0001 0.0002 0.0000 0.0001 0.0000 0.0000 0.0000
Niracks Teweighting ~ 0.0004  0.0000 0.0008 0.0001 0.0006 0.0000 0.0000 0.0000

higher order acc. 0.0033 0.0003 0.0015 0.0020 0.0011 0.0001 0.0006 0.0008
e(q2) 0.0089 0.0005 0.0009 0.0020 0.0013 0.0002 0.0000 0.0001
peaking bkg. 0.0041 0.0050 0.0069 0.0085 0.0013 0.0037 0.0032 0.0014
angular bkg. model  0.0010 0.0022 0.0010 0.0010 0.0005 0.0002 0.0002 0.0033
sig. mass 0.0013 0.0004 0.0004 0.0013 0.0007 0.0001 0.0001 0.0004
M, isobar 0.0002 0.0000 0.0001 0.0004 0.0000 0.0000 0.0000 0.0000
mg . bkg. 0.0035 0.0003 0.0020 0.0047 0.0006 0.0004 0.0001 0.0000
mg . eff. 0.0033 0.0028 0.0002 0.0012 0.0012 0.0023 0.0031 0.0016
acc. stat. 0.0012 0.0012 0.0015 0.0018 0.0008 0.0001 0.0000 0.0000
Adet 0.0000 0.0018 0.0018 0.0006 0.0002 0.0004 0.0000 0.0007
Aprod 0.0000 0.0002 0.0002 0.0001 0.0000 0.0001 0.0000 0.0001
Osyst. 0.0174 0.0067 0.0082 0.0107 0.0035 0.0044 0.0045 0.0041

Table 5.6: Summary of systematic uncertainties for the CP-averaged observables S; in the ¢?
bins 2.5 < ¢? < 4.0GeV?/c* and 4.0 < ¢% < 6.0GeV?/ct.
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6.0 < ¢°> <8.0GeVZ/c?

o Fi, S3 Sa S5 Arp S7 Sg S9
Ostat. 0.0442 0.0551 0.0606 0.0574 0.0390 0.0647 0.0682 0.0571
T reweighting 0.0130 0.0014 0.0020 0.0010 0.0058 0.0001 0.0001 0.0001
K reweighting 0.0008 0.0002 0.0008 0.0004 0.0001 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0039 0.0001 0.0001 0.0005 0.0016 0.0000 0.0000 0.0000
X%, reweighting  0.0004 0.0000 0.0001 0.0001 0.0002 0.0000 0.0000 0.0000
Niracks reweighting ~ 0.0007  0.0001  0.0006 0.0001 0.0006 0.0000 0.0000 0.0000

higher order acc. 0.0034 0.0010 0.0014 0.0021 0.0021 0.0009 0.0013 0.0020
6(q2) 0.0043 0.0003 0.0001 0.0004 0.0020 0.0001 0.0001 0.0001
peaking bkg. 0.0023 0.0100 0.0097 0.0082 0.0040 0.0009 0.0057 0.0016
angular bkg. model  0.0012 0.0039 0.0016 0.0034 0.0008 0.0003 0.0001 0.0018
sig. mass 0.0006 0.0006 0.0006 0.0019 0.0011 0.0002 0.0002 0.0002
M, isobar 0.0001  0.0000 0.0002 0.0004 0.0001 0.0000 0.0000 0.0000
mg ., bkg. 0.0016  0.0005 0.0019 0.0047 0.0014 0.0003 0.0001 0.0000
mg . eff. 0.0031 0.0016 0.0030 0.0054 0.0019 0.0023 0.0018 0.0034
acc. stat. 0.0013 0.0013 0.0012 0.0018 0.0009 0.0001 0.0000 0.0000
Adet 0.0000  0.0007 0.0004 0.0014 0.0005 0.0004 0.0005 0.0012
Aprod 0.0000  0.0001 0.0000 0.0002 0.0001 0.0000 0.0001 0.0001
Osyst. 0.0153 0.0111 0.0109 0.0120 0.0083 0.0027 0.0061 0.0048

11.0 < ¢ < 12.5GeV?/c?

o F1, Ss3 Sy Ss Arp Sv Sg So
Ostat. 0.0420 0.0434 0.0676 0.0613 0.0363 0.0689 0.0636 0.0581
T reweighting 0.0108 0.0015 0.0002 0.0016 0.0066 0.0000 0.0000 0.0000
K reweighting 0.0012 0.0001 0.0002 0.0002 0.0008 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0046  0.0005 0.0006 0.0009 0.0028 0.0000 0.0000 0.0000
X%, reweighting  0.0010 0.0000 0.0001 0.0001 0.0006 0.0000 0.0000 0.0000
Niracks Teweighting  0.0003  0.0007  0.0003 0.0005 0.0002 0.0000 0.0000  0.0000

higher order acc. 0.0032 0.0005 0.0003 0.0028 0.0018 0.0014 0.0023 0.0008
e(q2) 0.0013  0.0009 0.0005 0.0005 0.0009 0.0001 0.0002 0.0000
peaking bkg. 0.0018 0.0031 0.0080 0.0058 0.0022 0.0047 0.0042 0.0051
angular bkg. model  0.0007 0.0011 0.0014 0.0024 0.0021 0.0003 0.0002 0.0034
sig. mass 0.0011 0.0014 0.0005 0.0019 0.0019 0.0000 0.0000 0.0000
M, isobar 0.0001  0.0001 0.0002 0.0005 0.0003 0.0000 0.0000 0.0000
mg . bkg. 0.0006 0.0012 0.0021 0.0044 0.0027 0.0000 0.0000 0.0000
mg . eff. 0.0006 0.0013 0.0013 0.0023 0.0005 0.0017 0.0020 0.0019
acc. stat. 0.0017 0.0017 0.0012 0.0019 0.0012 0.0000 0.0000 0.0000
Adet 0.0000 0.0015 0.0011 0.0003 0.0003 0.0001 0.0002 0.0006
Aprod 0.0000  0.0002 0.0001 0.0000 0.0000 0.0000 0.0000 0.0001
Osyst. 0.0126  0.0050 0.0087 0.0092 0.0089 0.0052 0.0052 0.0065

Table 5.7: Summary of systematic uncertainties for the CP-averaged observables S; in the ¢?
bins 6.0 < ¢? < 8.0GeV?/c* and 11.0 < ¢ < 12.5GeV?/ct.
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Results and systematic uncertainties

15.0 < ¢> < 17.0GeV?/c?

o I, S3 Sy Ss ArB S7 Sy Sy
Ostat. 0.0371 0.0402 0.0475 0.0469 0.0351 0.0547 0.0552 0.0501
T reweighting 0.0059 0.0020 0.0006 0.0018 0.0031 0.0000 0.0000 0.0000
K reweighting 0.0008 0.0002 0.0000 0.0000 0.0005 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0032 0.0001 0.0001 0.0005 0.0017 0.0000 0.0000 0.0000
X%, reweighting  0.0010 0.0002 0.0003 0.0004 0.0004 0.0000 0.0000 0.0000
Niracks reweighting  0.0010  0.0001  0.0002 0.0004 0.0006 0.0000 0.0000 0.0000

higher order acc. 0.0018 0.0013 0.0009 0.0022 0.0004 0.0016 0.0018 0.0024
6(q2) 0.0034 0.0033 0.0030 0.0024 0.0014 0.0002 0.0002 0.0001
peaking bkg. 0.0034 0.0018 0.0049 0.0068 0.0054 0.0050 0.0025 0.0034
angular bkg. model  0.0011 0.0002 0.0012 0.0005 0.0002 0.0000 0.0000 0.0004
sig. mass 0.0013 0.0039 0.0003 0.0019 0.0023 0.0000 0.0001 0.0001
M, isobar 0.0003 0.0007 0.0006 0.0010 0.0008 0.0000 0.0000 0.0000
mg ., bkg. 0.0006 0.0013 0.0012 0.0018 0.0015 0.0000 0.0000 0.0000
mg . eff. 0.0020 0.0017 0.0009 0.0012 0.0007 0.0010 0.0010 0.0013
acc. stat. 0.0025 0.0030 0.0021 0.0028 0.0020 0.0000 0.0000 0.0000
Adet 0.0000 0.0004 0.0008 0.0009 0.0010 0.0012 0.0006 0.0011
Aprod 0.0000  0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
Osyst. 0.0093 0.0071 0.0066 0.0089 0.0076 0.0055 0.0033 0.0045

17.0 < ¢° < 19.0GeV?/c?

o F1, Ss3 Sy Ss Arp Sv Sg So
Ostat. 0.0453 0.0642 0.0538 0.0527 0.0445 0.0682 0.0656 0.0576
T reweighting 0.0021 0.0019 0.0010 0.0011 0.0005 0.0000 0.0000 0.0000
K reweighting 0.0002 0.0006 0.0001 0.0002 0.0001 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0024 0.0005 0.0005 0.0003 0.0011 0.0000 0.0000 0.0000
X%, reweighting  0.0013 0.0007 0.0004 0.0002 0.0002 0.0000 0.0000 0.0000
Niracks Teweighting  0.0015  0.0001  0.0009 0.0001 0.0016 0.0000 0.0000  0.0000

higher order acc. 0.0084 0.0025 0.0002 0.0031 0.0059 0.0112 0.0027 0.0015
e(q2) 0.0226  0.0102 0.0062 0.0044 0.0063 0.0000 0.0000 0.0000
peaking bkg. 0.0037 0.0049 0.0061 0.0038 0.0074 0.0037 0.0043 0.0033
angular bkg. model  0.0003 0.0059 0.0002 0.0001 0.0002 0.0001 0.0002 0.0018
sig. mass 0.0022 0.0072 0.0011 0.0020 0.0034 0.0003 0.0000 0.0001
M, isobar 0.0010 0.0035 0.0024 0.0026 0.0024 0.0000 0.0000 0.0000
mg . bkg. 0.0004 0.0015 0.0010 0.0011 0.0010 0.0000 0.0000 0.0000
mg . eff. 0.0008 0.0015 0.0014 0.0009 0.0013 0.0056 0.0007 0.0020
acc. stat. 0.0044 0.0067 0.0037 0.0046 0.0037 0.0000 0.0000 0.0000
Adet 0.0000 0.0007 0.0009 0.0001 0.0016 0.0006 0.0003 0.0005
Aprod 0.0000 0.0001 0.0001 0.0000 0.0002 0.0001 0.0000 0.0001
Osyst. 0.0252 0.0170 0.0102 0.0089 0.0130 0.0131 0.0051 0.0045

Table 5.8: Summary of systematic uncertainties for the CP-averaged observables S; in the ¢?
bins 15.0 < ¢% < 17.0GeV?/c* and 17.0 < ¢? < 19.0GeV?/ct.
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5.1 Systematics

1.1<¢* <6.0GeV?/c?

g Pl P2 P3 P4 P5 P6 Pg
Ostat. 0.2418 0.0643 0.1307 0.1074 0.0987 0.0997 0.1081
m reweighting 0.0016 0.0008 0.0003 0.0040 0.0034 0.0009 0.0002
K reweighting 0.0004 0.0002 0.0001 0.0029 0.0001 0.0000 0.0000

pT(BO) reweighting  0.0004 0.0002 0.0001 0.0004 0.0014 0.0002 0.0000
X%/tx. reweighting 0.0010 0.0001 0.0000 0.0005 0.0004 0.0001 0.0000
Niracks reweighting  0.0014  0.0010  0.0000 0.0025 0.0006 0.0000 0.0000

higher order acc. 0.0007 0.0000 0.0026 0.0013 0.0000 0.0031 0.0030
e(q2) 0.0000  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0426 0.0076 0.0149 0.0076 0.0104 0.0199 0.0084
angular bkg. model  0.0022 0.0052 0.0019 0.0034 0.0002 0.0005 0.0005
sig. mass 0.0019 0.0020 0.0002 0.0010 0.0021 0.0006 0.0001
M, isobar 0.0001 0.0002 0.0000 0.0003 0.0005 0.0001 0.0000
mg . bkg. 0.0021 0.0027 0.0002 0.0037 0.0065 0.0016 0.0002
mpn eff. 0.0029 0.0007 0.0061 0.0035 0.0003 0.0035 0.0019
acc. stat. 0.0081 0.0018 0.0001 0.0036 0.0044 0.0002 0.0001
Adet 0.0049 0.0003 0.0011 0.0003 0.0010 0.0010 0.0011
Aprod 0.0006  0.0000 0.0001 0.0000 0.0001 0.0001 0.0001
Osyst. 0.0440 0.0100 0.0165 0.0119 0.0138 0.0205 0.0092

15.0 < ¢* < 19.0GeV?/c?

[ Pl PQ P3 P4 P5 P6 Pg
Ostat. 0.1006 0.0264 0.0611 0.0769 0.0743 0.0872 0.0896
m reweighting 0.0031  0.0008 0.0000 0.0001 0.0012 0.0000 0.0000
K reweighting 0.0016 0.0001  0.0000 0.0002 0.0004 0.0000 0.0000

pT(BO) reweighting  0.0031  0.0003 0.0000 0.0018 0.0006 0.0000 0.0000
X%/tx. reweighting 0.0003 0.0004 0.0000 0.0002 0.0001 0.0000 0.0000
Niracks reweighting — 0.0008  0.0004  0.0000 0.0005 0.0005 0.0000 0.0000

higher order acc. 0.0036  0.0002 0.0002 0.0008 0.0003 0.0099 0.0005
e(q2) 0.0000  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0120 0.0077 0.0047 0.0035 0.0093 0.0047 0.0075
angular bkg. model  0.0016 0.0004 0.0015 0.0035 0.0021 0.0002 0.0001
sig. mass 0.0094 0.0022 0.0003 0.0018 0.0046 0.0000 0.0003
Mg isobar 0.0031 0.0009 0.0000 0.0022 0.0030 0.0000 0.0000
mg, bkg. 0.0134 0.0040 0.0000 0.0092 0.0127 0.0001  0.0000
mpn eff. 0.0120 0.0033 0.0013 0.0081 0.0086 0.0028 0.0018
acc. stat. 0.0111 0.0013 0.0001 0.0049 0.0066 0.0002 0.0002
Adet 0.0013 0.0010 0.0011 0.0020 0.0009 0.0010 0.0006
Aprod 0.0001 0.0001 0.0001 0.0002 0.0001 0.0001 0.0001
Osyst. 0.0270  0.0098 0.0052 0.0147 0.0201 0.0114 0.0077

Table 5.9: Summary of systematic uncertainties for the Pi(/) in the ¢2 bins 1.1 < ¢® < 6.0GeV?/c?
and 15.0 < ¢% < 19.0GeV?/c*.
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Results and systematic uncertainties

0.1 <¢? <0.98GeV?/c?

g Pl P2 P3 P4 P5 P6 Pg
Ostat. 0.1649 0.0510 0.0780 0.1498 0.1302 0.1317 0.1673
m reweighting 0.0027  0.0017 0.0001 0.0055 0.0036 0.0003 0.0001
K reweighting 0.0028 0.0009 0.0000 0.0011 0.0002 0.0003 0.0002

pT(BO) reweighting  0.0005 0.0004 0.0000 0.0009 0.0001 0.0000 0.0001
X%/'tx. reweighting 0.0004 0.0015 0.0000 0.0014 0.0002 0.0004 0.0001
Niracks reweighting  0.0000 0.0017  0.0000 0.0019 0.0001 0.0001 0.0002

higher order acc. 0.0025 0.0009 0.0021 0.0118 0.0435 0.0079 0.0007
e(q2) 0.0038 0.0024 0.0000 0.0093 0.0031 0.0004 0.0007
peaking bkg. 0.0057 0.0041 0.0044 0.0127 0.0249 0.0114 0.0052
angular bkg. model  0.0028 0.0000 0.0006 0.0018 0.0008 0.0002 0.0000
sig. mass 0.0007  0.0000 0.0002 0.0005 0.0029 0.0002 0.0001
M, isobar 0.0000 0.0001 0.0000 0.0004 0.0012 0.0001 0.0000
mg . bkg. 0.0000 0.0001 0.0000 0.0005 0.0015 0.0001 0.0000
mpn eff. 0.0037 0.0022 0.0043 0.0026 0.0021 0.0042 0.0041
acc. stat. 0.0101 0.0035 0.0001 0.0097 0.0119 0.0008 0.0002
Adet 0.0002 0.0009 0.0004 0.0016 0.0000 0.0018 0.0007
Aprod 0.0000 0.0001 0.0001 0.0002 0.0000 0.0002 0.0001
Osyst. 0.0139 0.0070 0.0065 0.0231 0.0519 0.0147 0.0067

1.1<¢% <25GeV?/c?

g Pl PQ P3 P4 P5 P6 Pg
Ostat. 0.4388 0.1330 0.2237 0.1982 0.1858 0.1891 0.2071
T reweighting 0.0014 0.0035 0.0003 0.0032 0.0047 0.0009 0.0001
K reweighting 0.0012 0.0001 0.0001 0.0015 0.0010 0.0000 0.0000

pT(BO) reweighting  0.0000 0.0008 0.0000 0.0005 0.0004 0.0002 0.0000
X%/tx. reweighting 0.0004 0.0001 0.0001 0.0003 0.0014 0.0000 0.0000
Niracks reweighting  0.0013  0.0003  0.0001  0.0023 0.0007 0.0000 0.0000

higher order acc. 0.0103 0.0104 0.0046 0.0027 0.0170 0.0054 0.0069
e(q2) 0.0032 0.0026 0.0001 0.0052 0.0029 0.0008 0.0003
peaking bkg. 0.0224 0.0214 0.0118 0.0175 0.0100 0.0093 0.0175
angular bkg. model  0.0233 0.0062 0.0042 0.0008 0.0013 0.0010 0.0004
sig. mass 0.0013  0.0059 0.0003 0.0005 0.0022 0.0005 0.0004
Mg isobar 0.0000 0.0009 0.0000 0.0001 0.0005 0.0002 0.0000
mg, bkg. 0.0004 0.0060 0.0000 0.0006 0.0032 0.0010 0.0002
mpn eff. 0.0143 0.0056 0.0071 0.0034 0.0074 0.0039 0.0143
acc. stat. 0.0098 0.0020 0.0002 0.0054 0.0060 0.0004 0.0002
Adet 0.0026 0.0006 0.0001 0.0052 0.0026 0.0019 0.0010
Aprod 0.0003 0.0001 0.0000 0.0006 0.0003 0.0002 0.0001
Osyst. 0.0384 0.0270 0.0151 0.0207 0.0232 0.0117 0.0237

Table 5.10: Summary of systematic uncertainties for the Pi(/) in the ¢ bins 0.1 < ¢ <
0.98GeV?/ct and 1.1 < ¢ < 2.5GeV?/ct.
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5.1 Systematics

2.5 < ¢? <4.0GeV?/ct

g Pl P2 P3 P4 P5 P6 Pg
Ostat. 1.1432 0.5744 0.8633 0.4373 0.2902 0.3215 0.3429
T reweighting 0.0031 0.0013 0.0006 0.0047 0.0042 0.0013 0.0001
K reweighting 0.0007 0.0004 0.0001 0.0026 0.0000 0.0001 0.0001

pT(BO) reweighting  0.0004 0.0004 0.0001 0.0001 0.0021 0.0003 0.0000
X%/tx. reweighting 0.0012 0.0003 0.0000 0.0006 0.0007 0.0001 0.0000
Niracks reweighting  0.0023  0.0012  0.0001  0.0027 0.0006 0.0000 0.0000

higher order acc. 0.0022 0.0028 0.0056 0.0030 0.0077 0.0015 0.0021
e(qz) 0.0001 0.0006 0.0004 0.0044 0.0013 0.0010 0.0005
peaking bkg. 0.0009 0.0103 0.0186 0.0214 0.0151 0.0111 0.0248
angular bkg. model  0.0248 0.0027 0.0090 0.0003 0.0022 0.0004 0.0003
sig. mass 0.0017 0.0046 0.0017 0.0022 0.0037 0.0009 0.0004
M, isobar 0.0002 0.0006 0.0000 0.0004 0.0007 0.0002 0.0001
mg . bkg. 0.0023 0.0081 0.0004 0.0051 0.0091 0.0022 0.0007
mg . eff. 0.0292 0.0042 0.0086 0.0021 0.0083 0.0056 0.0029
acc. stat. 0.0117 0.0023 0.0002 0.0046 0.0054 0.0004 0.0002
Adet 0.0192 0.0009 0.0197 0.0002 0.0002 0.0011 0.0023
Aprod 0.0022 0.0001 0.0023 0.0000 0.0000 0.0001 0.0003
Osyst. 0.0448 0.0154 0.0305 0.0241 0.0226 0.0129 0.0252

4.0 < ¢* <6.0GeV?/c?

g Pl PQ P3 P4 P5 P6 Pg
Ostat. 0.3327 0.0844 0.1737 0.1642 0.1528 0.1613 0.1808
m reweighting 0.0060 0.0040 0.0004 0.0021 0.0073 0.0006 0.0000
K reweighting 0.0006  0.0006 0.0000 0.0025 0.0006 0.0000 0.0000

pT(BO) reweighting  0.0001  0.0011 0.0001 0.0007 0.0017 0.0002 0.0000
X%/tx. reweighting 0.0008 0.0000 0.0000 0.0003 0.0004 0.0000 0.0000
Niracks reweighting — 0.0002  0.0013  0.0000 0.0016 0.0002 0.0000 0.0000

higher order acc. 0.0025 0.0051 0.0031 0.0051 0.0074 0.0001 0.0013
e(q2) 0.0020 0.0030 0.0003 0.0023 0.0032 0.0005 0.0004
peaking bkg. 0.0108 0.0017 0.0104 0.0152 0.0136 0.0068 0.0093
angular bkg. model  0.0184 0.0005 0.0124 0.0014 0.0011 0.0006 0.0008
sig. mass 0.0028 0.0002 0.0009 0.0016 0.0037 0.0001 0.0002
Mg isobar 0.0003 0.0003 0.0000 0.0005 0.0011 0.0001 0.0000
mg, bkg. 0.0033 0.0040 0.0001 0.0060 0.0137 0.0011 0.0004
mpn eff. 0.0068 0.0057 0.0164 0.0072 0.0035 0.0024 0.0011
acc. stat. 0.0098 0.0020 0.0001 0.0031 0.0044 0.0002 0.0001
Adet 0.0094 0.0003 0.0017 0.0036 0.0013 0.0009 0.0001
Aprod 0.0011  0.0000 0.0002 0.0004 0.0001 0.0001 0.0000
Osyst. 0.0274 0.0105 0.0233 0.0198 0.0233 0.0074 0.0095

Table 5.11: Summary of systematic uncertainties for the Pi(/) in the ¢2 bins 2.5 < ¢? < 4.0GeV?/c?
and 4.0 < ¢? < 6.0GeV?/c*.
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Results and systematic uncertainties

6.0 < ¢” <8.0GeVZ/c?

g Pl P2 P3 P4 P5 P6 Pg
Ostat. 0.2626  0.0593 0.1362 0.1227 0.1164 0.1312 0.1383
T reweighting 0.0053 0.0034 0.0004 0.0002 0.0052 0.0003 0.0001
K reweighting 0.0013  0.0006 0.0000 0.0019 0.0005 0.0000 0.0000

pT(BO) reweighting  0.0000 0.0011 0.0001 0.0009 0.0010 0.0001 0.0000
X%/tx. reweighting 0.0002 0.0000 0.0000 0.0002 0.0004 0.0000 0.0000
Niracks reweighting  0.0001  0.0004  0.0000 0.0010 0.0002 0.0000 0.0000

higher order acc. 0.0048 0.0003 0.0056 0.0018 0.0063 0.0018 0.0027
e(q2) 0.0009 0.0009 0.0001 0.0011 0.0015 0.0002 0.0002
peaking bkg. 0.0132 0.0094 0.0083 0.0074 0.0155 0.0108 0.0045
angular bkg. model  0.0164 0.0001 0.0061 0.0022 0.0058 0.0006 0.0003
sig. mass 0.0029 0.0031 0.0004 0.0010 0.0041 0.0006 0.0000
M, isobar 0.0002 0.0004 0.0000 0.0004 0.0010 0.0001 0.0000
mg . bkg. 0.0029 0.0048 0.0002 0.0050 0.0121 0.0007 0.0004
mpn eff. 0.0061 0.0046 0.0056 0.0006 0.0083 0.0022 0.0037
acc. stat. 0.0073 0.0011 0.0001 0.0025 0.0038 0.0002 0.0001
Adet 0.0033 0.0006 0.0028 0.0008 0.0028 0.0008 0.0009
Aprod 0.0004 0.0001 0.0003 0.0001 0.0003 0.0001 0.0001
Osyst. 0.0248 0.0126 0.0133 0.0101 0.0244 0.0113 0.0065

11.0 < ¢* < 12.5GeV?/c?

[ Pl PQ P3 P4 P5 P6 Pg
Ostat. 0.2808 0.0384 0.1152 0.1271 0.1162 0.1385 0.1285
m reweighting 0.0012 0.0012 0.0000 0.0021 0.0005 0.0000 0.0000
K reweighting 0.0007 0.0001  0.0000 0.0003 0.0001 0.0000 0.0000

pT(BO) reweighting  0.0000 0.0005 0.0000 0.0003 0.0005 0.0000 0.0000
X%/tx. reweighting 0.0003 0.0001 0.0000 0.0003 0.0004 0.0000 0.0000
Niracks reweighting — 0.0025 0.0001  0.0000 0.0005 0.0009 0.0000 0.0000

higher order acc. 0.0005 0.0005 0.0013 0.0001 0.0047 0.0028 0.0047
e(q2) 0.0035 0.0000 0.0001 0.0013 0.0015 0.0002 0.0002
peaking bkg. 0.0082 0.0014 0.0075 0.0127 0.0091 0.0055 0.0016
angular bkg. model  0.0040 0.0032 0.0058 0.0030 0.0049 0.0004 0.0005
sig. mass 0.0049 0.0013 0.0000 0.0007 0.0039 0.0001 0.0002
Mg isobar 0.0005 0.0003 0.0000 0.0005 0.0011 0.0000 0.0000
mg, bkg. 0.0033 0.0022 0.0001 0.0036 0.0077 0.0000 0.0000
mpn eff. 0.0051 0.0018 0.0026 0.0013 0.0028 0.0025 0.0008
acc. stat. 0.0057 0.0005 0.0000 0.0024 0.0038 0.0000 0.0000
Adet 0.0059 0.0003 0.0013 0.0023 0.0006 0.0002 0.0003
Aprod 0.0006  0.0000 0.0001 0.0002 0.0001 0.0000 0.0000
Osyst. 0.0152 0.0049 0.0100 0.0143 0.0151 0.0067 0.0050

Table 5.12: Summary of systematic uncertainties for the Pi(/) in the ¢2 bins 6.0 < ¢® < 8.0GeV?/c?
and 11.0 < ¢? < 12.5GeV?/c.
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5.1 Systematics

15.0 < ¢* < 17.0GeV?/c?

o P P> P3 Py P5 P6 P8
Ostat. 0.1196 0.0316 0.0768 0.0994 0.1012 0.1149 0.1158
T reweighting 0.0023  0.0008 0.0000 0.0010 0.0010 0.0000 0.0000
K reweighting 0.0013 0.0000 0.0000 0.0002 0.0003 0.0000 0.0000

pT(BO) reweighting  0.0018 0.0004 0.0000 0.0011 0.0005 0.0000 0.0000
X%/'tx. reweighting 0.0000 0.0002 0.0000 0.0001 0.0003 0.0000 0.0000
Niracks reweighting — 0.0003  0.0001  0.0000 0.0001 0.0003 0.0000 0.0000

higher order acc. 0.0028 0.0008 0.0036 0.0013 0.0037 0.0034 0.0038
e(q2) 0.0078 0.0008 0.0000 0.0046 0.0029 0.0002 0.0001
peaking bkg. 0.0031 0.0042 0.0039 0.0123 0.0128 0.0042 0.0018
angular bkg. model  0.0004 0.0005 0.0011 0.0033 0.0021 0.0000 0.0000
sig. mass 0.0113 0.0015 0.0005 0.0012 0.0044 0.0000 0.0002
M, isobar 0.0020 0.0006 0.0000 0.0014 0.0022 0.0000 0.0000
mg . bkg. 0.0049 0.0015 0.0000 0.0036 0.0055 0.0000 0.0000
mpn eff. 0.0018 0.0016 0.0016 0.0056 0.0035 0.0025 0.0027
acc. stat. 0.0091 0.0010 0.0000 0.0043 0.0063 0.0000 0.0000
Adet 0.0012 0.0008 0.0017 0.0018 0.0019 0.0026 0.0012
Aprod 0.0001  0.0001 0.0002 0.0002 0.0002 0.0003 0.0001
Osyst. 0.0182 0.0054 0.0059 0.0160 0.0174 0.0065 0.0051

17.0 < ¢% < 19.0GeV?/c?

g Pl PQ P3 P4 P5 P6 Pg
Ostat. 0.2002 0.0436 0.0890 0.1148 0.1127 0.1424 0.1371
T reweighting 0.0038 0.0007 0.0000 0.0011 0.0014 0.0000 0.0000
K reweighting 0.0016  0.0002 0.0000 0.0002 0.0004 0.0000 0.0000

pT(BO) reweighting  0.0040 0.0002 0.0000 0.0024 0.0005 0.0000 0.0000
X%/tx. reweighting 0.0007 0.0005 0.0000 0.0002 0.0001 0.0000 0.0000
Niracks reweighting  0.0019  0.0008  0.0000 0.0011  0.0009 0.0000 0.0000

higher order acc. 0.0012 0.0014 0.0022 0.0039 0.0031 0.0238 0.0058
e(q2) 0.0079 0.0056 0.0001 0.0016 0.0016 0.0002 0.0002
peaking bkg. 0.0104 0.0016 0.0063 0.0094 0.0084 0.0081 0.0036
angular bkg. model  0.0162 0.0004 0.0028 0.0003 0.0001 0.0001 0.0003
sig. mass 0.0193 0.0020 0.0002 0.0036 0.0054 0.0003 0.0001
Mg isobar 0.0095 0.0019 0.0000 0.0055 0.0059 0.0001 0.0000
mg, bkg. 0.0070  0.0014 0.0000 0.0041 0.0044 0.0000 0.0000
mpn eff. 0.0031  0.0007 0.0031 0.0039 0.0043 0.0006 0.0058
acc. stat. 0.0195 0.0025 0.0000 0.0080 0.0097 0.0001 0.0001
Adet 0.0021 0.0012 0.0008 0.0018 0.0002 0.0012 0.0006
Aprod 0.0002 0.0001 0.0001 0.0002 0.0000 0.0001 0.0001
Osyst. 0.0371 0.0074 0.0079 0.0161 0.0168 0.0252 0.0090

Table 5.13: Summary of systematic uncertainties for the Pi(/) in the ¢? bins 15.0 < ¢% <
17.0GeV?/ct and 17.0 < ¢® < 19.0GeV?/ct.
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Results and systematic uncertainties

1.1<¢? <6.0GeVZ/c?

o As Ay As Ag Az Ag Ag
Ostat. 0.0375 0.0497 0.0457 0.0294 0.0460 0.0500 0.0405
T reweighting 0.0004 0.0001 0.0011 0.0031 0.0002 0.0001 0.0001
K reweighting 0.0000 0.0013 0.0000 0.0001 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0000 0.0002 0.0001 0.0007 0.0000 0.0000 0.0000
X3, Teweighting  0.0001  0.0003 0.0003 0.0000 0.0000 0.0000  0.0000
Niracks reweighting ~ 0.0002  0.0011  0.0003 0.0005 0.0000 0.0000 0.0000

higher order acc. 0.0000 0.0006 0.0001 0.0001 0.0014 0.0011 0.0007
e(q2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0032 0.0012 0.0041 0.0078 0.0055 0.0066 0.0037
angular bkg. model  0.0010 0.0017 0.0005 0.0018 0.0002 0.0001 0.0004
sig. mass 0.0001 0.0003 0.0005 0.0001 0.0003 0.0002 0.0001
Mg isobar 0.0000 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000
mg . bkg. 0.0001 0.0013 0.0026 0.0006 0.0006 0.0001 0.0000
mg . eff. 0.0017 0.0027 0.0002 0.0023 0.0007 0.0041 0.0021
acc. stat. 0.0011 0.0016 0.0018 0.0010 0.0001 0.0001 0.0000
Adet 0.0001 0.0016 0.0002 0.0011 0.0008 0.0003 0.0007
Aprod 0.0000 0.0002 0.0000 0.0001 0.0001 0.0000 0.0001
Osyst. 0.0039 0.0047 0.0054 0.0090 0.0058 0.0078 0.0044

15.0 < ¢° < 19.0GeV?/c?

o As Ay As Ag Az Ag Ag
Ostat. 0.0335 0.0364 0.0349 0.0279 0.0414 0.0425 0.0402
T reweighting 0.0021  0.0009 0.0015 0.0023 0.0000 0.0000 0.0000
K reweighting 0.0004 0.0000 0.0001 0.0004 0.0000 0.0000 0.0000

pr(BP) reweighting  0.0002  0.0003 0.0004 0.0019 0.0000 0.0000 0.0000
X3¢, reweighting  0.0004 0.0003 0.0003 0.0004 0.0000 0.0000  0.0000
Niracks Téweighting  0.0002  0.0003  0.0002 0.0007 0.0000 0.0000  0.0000

higher order acc. 0.0010 0.0002 0.0002 0.0006 0.0050 0.0003 0.0002
e(q2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0050 0.0037 0.0032 0.0074 0.0025 0.0014 0.0012
angular bkg. model  0.0008 0.0015 0.0010 0.0000 0.0001 0.0000 0.0007
sig. mass 0.0037 0.0005 0.0019 0.0036 0.0000 0.0000 0.0001
Mg isobar 0.0011 0.0009 0.0013 0.0015 0.0000 0.0000 0.0000
mg, bkg. 0.0042 0.0035 0.0048 0.0056 0.0000 0.0000 0.0000
mg . eff. 0.0034 0.0036 0.0060 0.0047 0.0031 0.0026 0.0008
acc. stat. 0.0039 0.0023 0.0031 0.0030 0.0001 0.0001 0.0000
Adet 0.0020 0.0034 0.0039 0.0057 0.0006 0.0003 0.0006
Aprod 0.0002 0.0003 0.0004 0.0006 0.0001 0.0000 0.0001
Osyst. 0.0097 0.0078 0.0102 0.0132 0.0065 0.0030 0.0018

Table 5.14: Summary of systematic uncertainties for the CP asymmetries A; in the ¢ bins
1.1 < ¢?<6.0GeV?/c* and 15.0 < ¢% < 19.0GeV?/c?.
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5.1 Systematics

0.1<¢? <0.98GeV?/ct

o As Ay As Ag Az Ag Ag
Ostat. 0.0608 0.0658 0.0569 0.0563 0.0580 0.0738 0.0576
T reweighting 0.0010 0.0005 0.0030 0.0005 0.0003 0.0000 0.0001
K reweighting 0.0010  0.0003 0.0010 0.0011 0.0002 0.0001 0.0001

pr(B°) reweighting  0.0002 0.0003 0.0004 0.0004 0.0000 0.0001 0.0000
X%, Teweighting  0.0001  0.0019 0.0004 0.0025 0.0002 0.0000 0.0001
Niracks reweighting ~ 0.0000  0.0005 0.0003 0.0029 0.0001 0.0002 0.0000

higher order acc. 0.0007 0.0042 0.0162 0.0005 0.0036 0.0003 0.0017
e(q2) 0.0014 0.0037 0.0014 0.0037 0.0001 0.0003 0.0000
peaking bkg. 0.0023 0.0039 0.0040 0.0082 0.0038 0.0066 0.0030
angular bkg. model  0.0010 0.0007 0.0002 0.0001 0.0001 0.0000 0.0006
sig. mass 0.0001  0.0000 0.0008 0.0007 0.0000 0.0000 0.0000
Mg isobar 0.0000 0.0001 0.0004 0.0002 0.0000 0.0000 0.0000
mg . bkg. 0.0000 0.0003 0.0009 0.0004 0.0001 0.0000 0.0000
mg . eff. 0.0008 0.0025 0.0011 0.0007 0.0019 0.0033 0.0009
acc. stat. 0.0038 0.0040 0.0045 0.0051 0.0003 0.0001 0.0000
Adet 0.0004 0.0008 0.0018 0.0000 0.0002 0.0008 0.0009
Aprod 0.0000 0.0001 0.0002 0.0000 0.0000 0.0001 0.0001
Osyst. 0.0051 0.0086 0.0178 0.0112 0.0056 0.0074 0.0037

1.1<¢? <25GeVZ/ct

o A3 A4 A5 A6 A7 AS A9
Ostat. 0.0744 0.0939 0.0872 0.0596 0.0883 0.0977 0.0741
T reweighting 0.0002 0.0017 0.0006 0.0103 0.0001 0.0001 0.0001
K reweighting 0.0002 0.0006 0.0004 0.0005 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0000 0.0002 0.0005 0.0018 0.0000 0.0000 0.0000
X3¢, reweighting  0.0001  0.0001 0.0006 0.0004 0.0000 0.0000  0.0000
Niracks Téweighting  0.0002  0.0010  0.0003 0.0001 0.0000 0.0000  0.0000

higher order acc. 0.0015 0.0007 0.0065 0.0027 0.0030 0.0030 0.0013
e(q2) 0.0005 0.0029 0.0005 0.0057 0.0001 0.0001 0.0000
peaking bkg. 0.0029 0.0012 0.0040 0.0100 0.0011 0.0034 0.0042
angular bkg. model  0.0031 0.0004 0.0010 0.0011 0.0005 0.0004 0.0013
sig. mass 0.0001 0.0001 0.0006 0.0014 0.0005 0.0001 0.0001
Mg isobar 0.0000 0.0000 0.0002 0.0002 0.0001 0.0000 0.0000
mg, bkg. 0.0000 0.0002 0.0011 0.0012 0.0003 0.0001 0.0000
mg . eff. 0.0006 0.0003 0.0029 0.0008 0.0009 0.0008 0.0003
acc. stat. 0.0015 0.0025 0.0026 0.0017 0.0002 0.0001 0.0001
Adet 0.0008 0.0008 0.0014 0.0027 0.0023 0.0010 0.0013
Aprod 0.0001 0.0001 0.0002 0.0003 0.0003 0.0001 0.0001
Osyst. 0.0049 0.0046 0.0089 0.0163 0.0042 0.0048 0.0048

Table 5.15: Summary of systematic uncertainties for the CP asymmetries A; in the ¢ bins
0.1 < ¢?<0.98GeV?/ct and 1.1 < ¢% < 2.5GeV?/ct.
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Results and systematic uncertainties

2.5 < q? <4.0GeV?/ct

o As Ay As Ag Az Ag Ag
Ostat. 0.0694 0.1162 0.0952 0.0661 0.1017 0.1124 0.0847
T reweighting 0.0005 0.0007 0.0017 0.0057 0.0003 0.0002 0.0002
K reweighting 0.0001 0.0010 0.0000 0.0001 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0001  0.0005 0.0001 0.0013 0.0001 0.0001 0.0000
X3, Teweighting  0.0001  0.0003 0.0004 0.0001 0.0000 0.0000  0.0000
Niracks reweighting ~ 0.0002  0.0010 0.0001  0.0006 0.0000 0.0000 0.0000

higher order acc. 0.0003 0.0017 0.0025 0.0000 0.0005 0.0009 0.0012
e(q2) 0.0002 0.0002 0.0019 0.0045 0.0002 0.0002 0.0001
peaking bkg. 0.0048 0.0052 0.0051 0.0044 0.0050 0.0048 0.0060
angular bkg. model  0.0024 0.0003 0.0010 0.0019 0.0002 0.0002 0.0019
sig. mass 0.0003 0.0003 0.0007 0.0003 0.0001 0.0000 0.0002
Mg isobar 0.0000 0.0001 0.0002 0.0001 0.0000 0.0000 0.0000
mg . bkg. 0.0002 0.0011 0.0024 0.0008 0.0005 0.0001 0.0001
mg . eff. 0.0034 0.0023 0.0025 0.0042 0.0020 0.0033 0.0025
acc. stat. 0.0012 0.0018 0.0022 0.0012 0.0001 0.0001 0.0000
Adet 0.0004 0.0025 0.0002 0.0017 0.0007 0.0003 0.0010
Aprod 0.0000 0.0003 0.0000 0.0002 0.0001 0.0000 0.0001
Osyst. 0.0065 0.0070 0.0076 0.0100 0.0055 0.0059 0.0070

4.0 < ¢?> <6.0GeVZ/c?

o As Ay As Ag Az As Ag
Ostat. 0.0646 0.0802 0.0747 0.0493 0.0785 0.0878 0.0674
T reweighting 0.0011 0.0021  0.0020 0.0027 0.0002 0.0002 0.0002
K reweighting 0.0001 0.0010 0.0004 0.0002 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0001  0.0004 0.0005 0.0006 0.0000 0.0000 0.0000
X3¢, reweighting  0.0001  0.0002 0.0000 0.0002 0.0000 0.0000  0.0000
Niracks Téweighting  0.0000  0.0008 0.0001  0.0008 0.0000 0.0000  0.0000

higher order acc. 0.0003 0.0015 0.0020 0.0015 0.0001 0.0006 0.0008
e(q2) 0.0005 0.0009 0.0020 0.0017 0.0002 0.0000 0.0001
peaking bkg. 0.0050 0.0069 0.0085 0.0017 0.0037 0.0032 0.0014
angular bkg. model  0.0022 0.0010 0.0010 0.0006 0.0002 0.0002 0.0033
sig. mass 0.0004 0.0004 0.0013 0.0009 0.0001 0.0001 0.0004
Mg isobar 0.0000 0.0001 0.0004 0.0001 0.0000 0.0000 0.0000
mg, bkg. 0.0003 0.0020 0.0047 0.0008 0.0004 0.0001 0.0000
mg . eff. 0.0028 0.0002 0.0012 0.0015 0.0023 0.0031 0.0016
acc. stat. 0.0012 0.0015 0.0018 0.0011 0.0001 0.0000 0.0000
Adet 0.0004 0.0023 0.0015 0.0003 0.0002 0.0018 0.0003
Aprod 0.0000 0.0003 0.0002 0.0000 0.0000 0.0002 0.0000
Osyst. 0.0064 0.0083 0.0108 0.0047 0.0044 0.0048 0.0041

Table 5.16: Summary of systematic uncertainties for the CP asymmetries A; in the ¢ bins
2.5 < ¢? < 4.0GeV?/c* and 4.0 < ¢? < 6.0GeV?/ct.
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5.1 Systematics

6.0 < ¢°> <8.0GeVZ/c?

o As Ay As Ag Az Ag Ag
Ostat. 0.0551 0.0606 0.0574 0.0390 0.0647 0.0682 0.0571
T reweighting 0.0014 0.0020 0.0010 0.0077 0.0001 0.0001 0.0001
K reweighting 0.0002 0.0008 0.0004 0.0002 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0001  0.0001 0.0005 0.0022 0.0000 0.0000 0.0000
X3, Teweighting  0.0000  0.0001  0.0001  0.0003 0.0000 0.0000  0.0000
Niracks reweighting ~ 0.0001  0.0006 0.0001 0.0008 0.0000 0.0000 0.0000

higher order acc. 0.0010 0.0014 0.0021 0.0028 0.0009 0.0013 0.0020
e(q2) 0.0003 0.0001 0.0004 0.0027 0.0001 0.0001 0.0001
peaking bkg. 0.0100 0.0097 0.0082 0.0053 0.0009 0.0057 0.0016
angular bkg. model  0.0039 0.0016 0.0034 0.0010 0.0003 0.0001 0.0018
sig. mass 0.0006 0.0006 0.0019 0.0015 0.0002 0.0002 0.0002
Mg isobar 0.0000 0.0002 0.0004 0.0002 0.0000 0.0000 0.0000
mg . bkg. 0.0005 0.0019 0.0047 0.0018 0.0003 0.0001 0.0000
mg . eff. 0.0016 0.0030 0.0054 0.0025 0.0023 0.0018 0.0034
acc. stat. 0.0013 0.0012 0.0018 0.0012 0.0001 0.0000 0.0000
Adet 0.0005 0.0032 0.0027 0.0022 0.0005 0.0009 0.0003
Aprod 0.0001 0.0004 0.0003 0.0002 0.0001 0.0001 0.0000
Osyst. 0.0111  0.0113 0.0123 0.0113 0.0027 0.0062 0.0047

11.0 < ¢ < 12.5GeV?/c?

o As Ay As Ag Az Ag Ag
Ostat. 0.0434 0.0676 0.0613 0.0363 0.0689 0.0636 0.0581
T reweighting 0.0015 0.0002 0.0016 0.0088 0.0000 0.0000 0.0000
K reweighting 0.0001 0.0002 0.0002 0.0010 0.0000 0.0000 0.0000

pr(BP) reweighting  0.0005 0.0006 0.0009 0.0038 0.0000 0.0000 0.0000
X3¢, reweighting  0.0000 0.0001 0.0001 0.0009 0.0000 0.0000  0.0000
Niracks Téweighting  0.0007  0.0003  0.0005 0.0002 0.0000 0.0000  0.0000

higher order acc. 0.0005 0.0003 0.0028 0.0024 0.0014 0.0023 0.0008
e(q2) 0.0009 0.0005 0.0005 0.0012 0.0001 0.0002 0.0000
peaking bkg. 0.0031 0.0080 0.0058 0.0030 0.0047 0.0042 0.0051
angular bkg. model  0.0011 0.0014 0.0024 0.0028 0.0003 0.0002 0.0034
sig. mass 0.0014 0.0005 0.0019 0.0025 0.0000 0.0000 0.0000
Mg isobar 0.0001  0.0002 0.0005 0.0004 0.0000 0.0000 0.0000
mpn bkg. 0.0012 0.0021 0.0044 0.0037 0.0000 0.0000 0.0000
mg . eff. 0.0013 0.0013 0.0023 0.0007 0.0017 0.0020 0.0019
acc. stat. 0.0017 0.0012 0.0019 0.0016 0.0000 0.0000 0.0000
Adet 0.0021  0.0032 0.0037 0.0048 0.0016 0.0001 0.0000
Aprod 0.0002 0.0003 0.0004 0.0005 0.0002 0.0000 0.0000
Osyst. 0.0052 0.0092 0.0099 0.0128 0.0055 0.0052 0.0065

Table 5.17: Summary of systematic uncertainties for the CP asymmetries A; in the ¢ bins
6.0 < ¢®> <8.0GeV?/c* and 11.0 < ¢% < 12.5GeV?/c.
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Results and systematic uncertainties

15.0 < ¢> < 17.0GeV?/c?

o Ag A4 A5 AG A? AS A9
Ostat. 0.0402 0.0475 0.0469 0.0351 0.0547 0.0552 0.0501
T reweighting 0.0020 0.0006 0.0018 0.0042 0.0000 0.0000 0.0000
K reweighting 0.0002 0.0000 0.0000 0.0007 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0001  0.0001 0.0005 0.0023 0.0000 0.0000 0.0000
X3, Teweighting  0.0002  0.0003 0.0004 0.0006 0.0000 0.0000  0.0000
Niracks reweighting ~ 0.0001  0.0002 0.0004 0.0007 0.0000 0.0000 0.0000

higher order acc. 0.0013 0.0009 0.0022 0.0005 0.0016 0.0018 0.0024
e(q2) 0.0033 0.0030 0.0024 0.0019 0.0002 0.0002 0.0001
peaking bkg. 0.0018 0.0049 0.0068 0.0072 0.0050 0.0025 0.0034
angular bkg. model  0.0002 0.0012 0.0005 0.0003 0.0000 0.0000 0.0004
sig. mass 0.0039 0.0003 0.0019 0.0031 0.0000 0.0001 0.0001
Mg isobar 0.0007 0.0006 0.0010 0.0010 0.0000 0.0000 0.0000
mpn bkg. 0.0013 0.0012 0.0018 0.0020 0.0000 0.0000 0.0000
mg . eff. 0.0017 0.0009 0.0012 0.0009 0.0010 0.0010 0.0013
acc. stat. 0.0030 0.0021 0.0028 0.0026 0.0000 0.0000 0.0000
Adet 0.0017 0.0038 0.0037 0.0065 0.0007 0.0000 0.0002
Aprod 0.0002 0.0004 0.0004 0.0007 0.0001 0.0000 0.0000
Osyst. 0.0072 0.0076 0.0096 0.0120 0.0054 0.0032 0.0043

17.0 < ¢° < 19.0GeV?/c?

o As Ay As Ag Az Ag Ag
Ostat. 0.0642 0.0538 0.0527 0.0445 0.0682 0.0656 0.0576
T reweighting 0.0019 0.0010 0.0011 0.0006 0.0000 0.0000 0.0000
K reweighting 0.0006 0.0001 0.0002 0.0001 0.0000 0.0000 0.0000

pr(B°) reweighting  0.0005 0.0005 0.0003 0.0015 0.0000 0.0000 0.0000
X3¢, reweighting  0.0007 0.0004 0.0002 0.0002 0.0000 0.0000  0.0000
Niracks Téweighting  0.0001  0.0009 0.0001  0.0021 0.0000 0.0000  0.0000

higher order acc. 0.0025 0.0002 0.0031 0.0079 0.0112 0.0027 0.0015
e(q2) 0.0102 0.0062 0.0044 0.0084 0.0000 0.0000 0.0000
peaking bkg. 0.0049 0.0061 0.0038 0.0098 0.0037 0.0043 0.0033
angular bkg. model  0.0059 0.0002 0.0001 0.0003 0.0001 0.0002 0.0018
sig. mass 0.0072 0.0011 0.0020 0.0045 0.0003 0.0000 0.0001
Mg isobar 0.0035 0.0024 0.0026 0.0032 0.0000 0.0000 0.0000
mg, bkg. 0.0015 0.0010 0.0011 0.0013 0.0000 0.0000 0.0000
mg . eff. 0.0015 0.0014 0.0009 0.0018 0.0056 0.0007 0.0020
acc. stat. 0.0067 0.0037 0.0046 0.0049 0.0000 0.0000 0.0000
Adet 0.0023 0.0032 0.0039 0.0050 0.0005 0.0002 0.0011
Aprod 0.0002 0.0003 0.0004 0.0005 0.0001 0.0000 0.0001
Osyst. 0.0171  0.0106 0.0097 0.0179 0.0131 0.0051 0.0046

Table 5.18: Summary of systematic uncertainties for the CP asymmetries A; in the ¢ bins
15.0 < ¢* < 17.0GeV?/c* and 17.0 < ¢% < 19.0GeV?/c?.
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5.2 Results

5.2 Results

5.2.1 The previous measurements of the B" — K*0 7~ angular observables

The study of the BY— K*°u* 1~ angular observables started with the B-factories, BaBar [6]
and Belle [7], which published, in 2008 and 2009 respectively, the measurements of the F1, and
App observables. In 2011, the CDF collaboration published their measurement adding two new
angular observables, A2T and A, [8]. In 2013, using the first collected 1fb~! of data, the LHCb
experiment entered the game first publishing the most precise measurements of the Fi,, Apg,
S3, Sy, Ag, A% and A%e observables [9], and then measuring for the first time a set of less form
factor independent observables, the P/ [10]. All the measurements of the angular observables
agreed with the Standard Model, except for the P., which showed a discrepancy of 3.7 standard
deviations from the prediction in one ¢ bin. The collaborations ATLAS [11] and CMS [12] have
also published their results on the Fi, and App observables. All these results, compared with
the theoretical predictions, are shown in Figures. 5.5 and 5.6.
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Figure 5.5: On the top, comparison of the measurements of the App (left) and Fy, (right) angular
observables performed by different collaborations.The Standard Model predictions, in blue bands
and red boxes, are explained in Ref. [13]. On the bottom, the S3 and A%e measurements from
LHCb with 1fb~! are shown.

Recently, using the data recorded at a centre-of-mass energy of /s'=8 TeV, the CMS
collaboration has published an update of its measurement of the Fy, and App observables [15].
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Figure 5.6: Measurements of the P! observables by LHCb with 1 fb~! of data. The Standard
Model predictions from [14] are shown in light blue boxes.

5.2.2 The new LHCb measurement based on 3 fb~! of data

The angular analysis presented in this thesis makes use of the whole dataset collected by the
LHCDb collaboration during the first run of the LHC, corresponding to an integrated luminosity
of 3 fb~!. Due to a larger number of events available respect to the previous publication, the
analysis has been performed on a larger number os smaller ¢ bins, giving the opportunity to
have a better handling on the ¢? dependencies of the angular observables. Moreover, this larger
number of events allows for the first time to extract the full set of angular observables without
using folding techniques, and so it enables the extraction of the correlations between the different
observables. These correlations are important for a correct treatment of the experimental results
in a global fit.

The projections of the fitted probability density function on the decay angles, the recon-
structed BY mass and m g, are given in Figures. 5.7 to 5.10 for different ¢> bins. The projections
for the two large ¢2 bins, 1.1 < ¢? < 6GeV?/c* and 15 < ¢? < 19GeV?/c* are given in Figures 5.11,
where a weighted fit approach is used, since the acceptance significantly varies over these large
bins.

The results of the fit for the CP-averaged observables in each ¢? bin are reported in Table 5.19
and in Figure 5.12. There is a good agreement with the Standard Model predictions for every
observables. It should be noted, though, that the measured value of Apg has the tendency to
be lower than the prediction by about 1o in the 1.1<¢? <6 GeV?/c?* region.

A measurement of the CP-asymmetries observables, A3 456.73,9, has also been made and the
results, given in Table 5.20, are all compatible with Standard Model expectations.

130



5.2 Results

Finally, the results for the less form factor dependent Pi(/) observables described in Sec-
tion. 1.3.4 are given in Table. 5.21. The result of the P, observable is particularly interesting
and shown in Figure. 5.13. The new analysis on 3 fb~! of data confirms the deviation seen
in the previous analysis [10] at the same level: indeed, a local discrepancy of the order of 2.9
standard deviations is observed in each of the 4 < ¢®> < 6 GeV?/c* and 6 < ¢> <8 GeV?/c* bins.
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Results and systematic uncertainties

0.1 < ¢?<0.98GeV?/ct
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Figure 5.7: Projections of the fitted probability density function on the decay angles, mg, and
the reconstructed BY mass in bins of ¢2.
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Figure 5.8: Projections of the fitted probability density function on the decay angles, mg, and
the reconstructed BY mass in bins of ¢2.
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Figure 5.9: Projections of the fitted probability density function on the decay angles, mg, and
the reconstructed BY mass in bins of ¢2.
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Figure 5.10: Projections of the fitted probability density function on the decay angles, mg, and
the reconstructed BY mass in bins of ¢2.
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Figure 5.11: Projections of the fitted probability density function on the decay angles, mg, and
the reconstructed BY mass in bins of ¢2.
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0.1 <¢%<0.98GeV?/ct

1.1< ¢? <2.5GeV?/c?

2.5 < ¢° <4.0GeV?/c?

Obs. Value Obs. Value Obs. Value

A, 0.26370-0°00 £0.017  Fy, 0.66070053£0.022  Fy, 0.87670 000 +£0.017
Sy —0.036T0033+£0.005 Sz —0.077T59T£0.005 53 0.03570 bos £0.007
Sy 0.08270098£0.009 Sy —0.077T1154£0.005 Sy —0.23470 137 £0.006
Ss 0.17010-:929 +0.018 S5 0.13710:099+£0.009 S5 —0.02270159 £0.008
App  —0.003T0032+£0.009  App  —0.19175098 +0.012  App  —0.1187) 552 +£0.007
Sz 0.01570:030 +£0.006 S —0.21975%%+0.004 S 0.068™5-129 +0.005
Ss 0.07970078 £0.007  Ss  —0.098T8 155 +0.005  Ss 0.0307 5157 £0.006
Sg  —0.083T088+0.004 SS9  —0.119759%7+0.005 Sy —0.09270192 +0.007

4.0 < ¢Z <6.0GeVZ/cT

6.0 < ¢°> <8.0GeVZ/c?

11.0 < ¢ < 12.5GeV?/c?

Obs. Value Obs. Value Obs. Value

A, 0.61170-052£0.017  Fy, 0.5797 0010 £0.015  Fy, 0.49370-070+£0.013
Ss 0.03570008 £0.007 S5 —0.042F50%8£0.011 S5 —0.18970 532 +0.005
Sy —021970880+0.008  Ss —0.20675092+0.011 Sy —0.283T0 552 +0.009
Sy —0.146T0Y7T+0.011 S5 —0.249T00%0+0.012 S5 —0.32770 575 +0.009
App 002570951 +0.004  App 015270011 £0.008  Apg  0.31870 578 +0.009
Sz —0.016T0055+£0.004 Sy —0.04715008 +£0.003 7 —0.14170072+0.005
Ss 0.16770091£0.004 Ss  —0.085T9072+£0.006 Sy —0.00770 570 +0.005
Sg  —0.03270571+0.004 SS9  —0.024T50%0+£0.005 Sy —0.004T0 578 +0.006

15.0 < ¢% < 17.0GeV?/ct

17.0 < ¢> < 19.0GeV?/c?

1.1< ¢% <6.0GeV?/c?

Obs. Value Obs. Value Obs. Value

A, 0.34970035+0.009  Fj, 0.35470 079 +0.025  F, 0.69075-03% +0.017
S3  —0.14270898 +0.007  S3  —0.188T5 00 +0.017 53 0.01270-038 +0.004
Sy —032170858+0.007 Sy —0.26675095+£0.010 Sy —0.155T083% +0.004
S5 —0.316T0031+£0.009 S5  —0.32379003+0.009 S5 —0.023700%0 £0.005
App 04117053 +0.008  App 030575010 4£0.013  Apg  —0.07570432 +0.007
Sz 0.06110-028 +0.005 57 0.044700734£0.013  S;  —0.07715-029 +0.006
Ss 0.00310-057 +£0.003  Sg 0.01370-078 £0.005  Ss 0.02875-058 +0.008
Sy —0.019T0832+0.004 Sg  —0.094T5095+0.004 Sy —0.064T051 +0.004

15.0 < ¢° < 19.0GeV?/c?

Obs. Value

A, 0.344 75025 +0.008
S3  —0.163T0 b33 +£0.009
Sy —0.284T00%% +0.007
S5 —0.325T0030+£0.009
App  0.35570°957 +0.009
Sy 0.0480-093 +0.006
Ss 0.02870-092 +0.003
Sy —0.053T00% +0.002

Table 5.19: Results for the C'P-averaged observables S;.
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0.1 < ¢’ <0.98GeV?/c?

1.1<¢? <25GeVZ/ct

2.5 < ¢° <4.0GeV?/c?

Obs. Value Obs. Value Obs. Value

As 0.00670-082£0.005 A 0.04270097£0.005 Az —0.11175 957 +0.006
Ay —0.068T05TE +0.009 Ay 0.23510185+£0.005 Ay —0.0070 150 £0.007
As 0.001700%8 £0.018 A5 —0.11475992£0.000 A5 —0.00570 107 +0.008
Ag 0.12270070 £0.011  Ag 0.03770007 £0.016  Ag 0.02270 562 £0.010
Az 0.0761000L £0.006 A7 —0.087T0092+£0.004 A7 —0.032751V2 £0.005
As  —0.03170871 +0.007  As  —0.044751%8+£0.005  As  —0.07170121 +£0.006
Ag 0.03070002£0.004 A9 —0.004T85092+0.005 A9  —0.228T0-112 +0.007

4.0 < qZ <6.0GeVZ/c?

6.0 < g% <8.0GeV?/c?

11.0 < ¢ < 12.5GeV?/c?

Obs. Value Obs. Value Obs. Value

Az —0.17370070+0.006 A3 0.06479007+0.011 A3 0.13275-072 +0.005
Ay —0168T0585+0.008 Ay —0.037T50T3+£0.011 Ay —0.10070 552 +0.009
As  —0.059T051 +0.011  As 0.12070-00T +0.012  Aj 0.02770-07% +0.010
Ag  —0.023T0082+£0.005  Ag 0.04715:002 £ 0.011  Ag 0.02475-092 +0.013
Az 0.04110-08% +0.004 A7 0.03510:092+£0.003 A7 —0.008T0073 £0.005
Ag 0.00470093£0.005 As  —0.04375070+0.006  As 0.01475-072 +0.005
Ag 0.06270075 +£0.004  Ag 0.1107003 £0.005 A9 —0.057F5-057 +0.006

15.0 < ¢% < 17.0GeV?/ct

17.0 < ¢> < 19.0GeV?/c?

1.1< ¢% <6.0GeV?/c?

Obs. Value Obs. Value Obs. Value
As —0.03470050 £ 0.007 A3 —0.05679 072 +£0.017  Aj —0.0727 5038 +0.004
Ay —0.07115-001 +£0.008 Ay —0.071T0873 +0.011 A4 0.01270:03% +0.005
As —0.07615052 £0.010  Aj; 0.00870073+£0.010  As —0.044715-092 +£0.005
Ag —0.08510002 £ 0.012  Ag —0.12710:080 +£0.018  Ag 0.02075-0% +0.009
A7 —0.10510-058 +£0.005 A7 0.047T0010 +0.013 Ay —0.04575-050 +0.006
Ag 0.04810-00% +£0.003  Ag 0.02270072+0.005  As —0.04715-058 +0.008
Ag 0.00110-059 +£0.004  Ag 0.04315-006 +£0.005  Ag —0.03370:5%9 +0.004
15.0 < ¢° < 19.0GeV?/c?

Obs. Value

Az —0.03570575 £0.010

Ay —0.079T054% +0.008

+0.047

As _0'03518'8%% +0.010

Ag ~0.11070:552 +0.013

A7 —0.04005%% +0.006

+0.048
As 0'02518'8 i +0.003
Ag 0.06170-04% +£0.002
Table 5.20: Results for the CP asymmetries A;.
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Figure 5.13: The P! observable in bins of ¢?. The yellow boxes are the SM prediction from
Ref. [17]. In blue dots, the results from the previous analysis [10] are superposed for comparison.
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0.1 <¢*<0.98GeV?/c!

1.1 < ¢?<25GeV?/c?

2.5 < ¢? <4.0GeVZ/c?

Obs. Value Obs. Value Obs. Value

P —0.0997018+0.014 P —04517572172+£0.038 Py 0.57177:707 £0.045
Py —0.003T0020+£0.007 P —0.37370185+£0.027 P —0.63670222 £0.015
P; 0.11370-075 £0.006  Ps 0.35070320 £0.015 Py 0.7457 2587 +£0.030
Py 018570128 £0.023 P; 01631022 +0.021  P;  —0.71370208 £ 0.024
P 0.38710 152 £0.052 P} 0.28970250£0.023 P, —0.0661 03¢ +0.023
P} 0.03470152£0.015 P} —0.46310207+0.012 P} 0.20570-9%7 £0.013
P} 0.180701%5 £0.007  P{  —0.20810320+0.024 P} 0.09170-955 +£0.025

4.0 < ¢% <6.0GeVZ/c?

6.0 < ¢” <8.0GeVZ/c*

11.0 < ¢* < 12.5GeV?/c?

Obs. Value Obs. Value Obs. Value

P 0.18070308 £0.027 Py —0.199792°1+£0.025 P —0.74570 300 +£0.015
Py 0.04270 052 £0.011 P 0.24170090 £0.013 P 0.418F0-0%2 £0.005
Ps 0.08370187£0.023  P3 0.05710 135 +£0.013  Pj 0.00710 138 £0.010
Py —044870789+0.020 Py —0.59975131+£0.010  P; —0.56770150 £0.014
Pl —030070728+£0.023 P, —0.50570135+£0.024 P, —0.655T0 150 £0.015
Pé —0.032£§;£§ +0.007 Pé —0.0952%&% +0.011 Pé _0'2821{(%%2 +0.007
P} 0.34270 185 £0.009 P, —0.1717011240.006 P{  —0.01575 135 £0.005

15.0 < ¢% < 17.0GeVZ/c?

17.0 < ¢* < 19.0GeV?/c?

1.1<¢? <6.0GeV?/c?

Obs. Value Obs. Value Obs. Value

P —04367077,£0.018 Py —0.58179325+£0.037 Py 0.08070 275 £0.044
Py 0.42170 922 £0.005 P 0.31470010£0.007 P, —0.16270072 £0.010
P3 0.02070-087 £0.006  Ps 0.14570107 £0.008 Py 0.20570 153 £0.017
Py —067270710£0.016  P;  —0.55670132+£0.016 P, —0.336T( 155 £0.012
P5: —0.662£§:¥z +0.017 P5: —0.676;§:§§ +0.017 Pé —0.049}%&%% +0.014
Fg 0'1277,8:%%% £0.006 P 0'09218:%23 £0.025 Py —0.166;8:%83 +£0.021
P} 0.0070-155 £0.005  P§ 0.02770135 £0.009 P4 0.06010153 £0.009

15.0 < ¢* < 19.0GeV?/c?

Obs. Value

+0.102
P —0.4977 0002 +£0.027
Py 0.36170-022 +£0.010
P 0.08170-080 £0.005

/ +0.080
P% _0'59718'8% +0.015
P? —0.684J_r8;88(1J +0.020
P(; 0'10118:883 +0.011
P} 0.05970693 +0.008

Table 5.21: Results for the C'P-averaged observables PZ-(,).
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5.3 Theoretical interpretations of the results.

With the observation of a local discrepancy in the P observable, many theoretical interpreta-
tions have been proposed (see for example [18], [19], [20], [21]). This discrepancy is actually not
the only one within the electroweak penguin decays. Some other analysis have shown anoma-
lies. For example the branching ratios observed in the b — s transitions: Bt — K®) putpu—,
BY — ¢utp~ and A) — Aptp~ ( see Ref. [22], [23], [24]) are systematically lower than the
expectations by about one to three standard deviations, depending on the analysis. Also, the
ratio Rx measured by LHCb [25] is 2.6 standard deviations away from the Standard Model
prediction. Each of these results has the tendency to indicate the presence of a negative CJ'F,
affecting the muon channel in the case of Ry, though none of them by itself provide a clear
evidence for new physics.

In order to interpret altogether these and other results concerning b — s transitions, a global
fit providing a model-independent analysis has been performed. In the framework of the op-
erator product expansion, described in Section 1.2.1, this global fit allows to set limits for the
Wilson coefficients C7, Cy and C1g [21]. A x? function, providing the compatibility between the
model and the data, is minimised in different configurations, where different sets of Wilson co-
efficients are allowed to have a new physics contribution. The resulting x? values are compared
among them and with the one obtained assuming only the Standard Model. The new physics
dependences are encoded in the Wilson coefficients, CV¥ = C; — C?M. This global fit makes use
of 88 measurements of 76 different observables from the LHCbh, ATLAS, CMS, BaBar, Belle and
CDF collaborations. In particular it includes:

« the angular observables of BY — K*0ptp~;

« the differential branching ratios as function of ¢? of many decays : B— K*0u*u=, B*~ —
K*p*p~, B = K ptu~, Bs— ¢ptp~, B— ptp~, B = K*%y, B~ - K* v, B~
Xy, B— Xutp~

The best fit is obtained when assuming new physics in Cy only, with a CJ'f = —1.07, corre-
sponding to a 3.7¢ deviation from the Standard Model, or when C§'¥ = —CNF = —0.53, with a
pull deviating of 3.1¢ from the SM. The results of this fit are shown in Figure. 6.16

To explain the anomaly in P} and in the global fit results, two main different interpretations
have been advanced: either the presence of a new physics interaction is advocated, or an un-
derestimated hadronic effect, such as the contribution of charm loops, is claimed. They will be
briefly described in the following.

5.3.1 New physics interpretations.

There are two kind of new physics models that could agree with the results of the best
fit, contributing to the Cy Wilson coefficient. The first type concerns model where a new
interaction is mediated by a new neutral gauge boson, Z’, at tree-level. The second type of
models contemplate the existence of scalar or vector leptoquarks.

In the case of models with a new Z’ boson, different new physics scenario are actually
possible.

e The Z’ could couple to leptons through the L, — L, current, which has an impact only on
Cy but also introduces a violation of the lepton flavour universality (see [26], [27], [28]).
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e The Z’' boson is part of a composite Higgs model, with a partially composite muon, again
introducing a violation of the lepton flavour universality (see [29]). This interpretation
prefers the solution C)'¥ = —CRNF.

e The Z' appears in an extension of the Standard Model gauge group with an additional
U(1)" symmetry, involving both quarks and leptons, and also including a degree of lepton
flavour universality violation (see [30]).

In the case of models with scalar or vector leptoquarks (see [31], [32], [33]), the leptoquark
could have spin 0 or 1 and have various possible representations. For example, a scenario with
a single leptoquark leads to CEI,\IP = :l:C%P, while multiple leptoquarks would be needed for
including new physics effect in multiple Wilson coefficients.

5.3.2 Hadronic effects

Another explanation for the observed anomalies could be that the hadronic contributions of
the charm-resonances have been underestimated (see [34]). Indeed, these charmonium effects
are photon mediated, implying a vector like coupling to leptons, which corresponds to the Cy
Wilson coefficient. One can include inside the effective Cg Wilson a coefficient for the charm
loop as follows:

Cé/)eff _ Cé/)SM+Cé/)NP +0Oh(g?)

where h(g?) is the charm vacuum polarisation. The functional form of h(g?) is taken from the
low-recoil c¢ resonances and then extrapolated at low ¢?. In this way, from the best fits of
the angular observables measured by LHCDb, one could just get as solution n =17’ = —1.25 and

C’é/)NP =0, without advocating the presence of new physics.

5.4 Future experimental tests

The LHC has just restarted to collect data, and will continue until the next shutdown period
in 2018. Then, after un upgrade of the detector, the data taking will resume. It is clear that,
with more data available, all the measurements related to rare decays will be improved, as most
of their errors are of statistical rather than systematical nature. Other additional measurements
of rare decays, not yet possible with the current dataset, will become available too. The whole
set of these new or improved measurements will enter the global fit of b — s transitions. This
will certainly help to clarify the global picture and hopefully push today dicrepancies, if genuine,
to evidences for new physics.

There are certain measurements that have been proposed, some of which already possible
on a relatively short term timescale, that could help to shed light on the puzzle.

For example, since the charm loop effect is lepton flavour universal, a confirmation of the
lepton flavour non-universality via the measurement of the Rg~ ratio could disfavour this inter-
pretation. I take part in this measurement, currently ongoing in LHCb, and I will describe it in
the following chapter.

Another way to test the hadronic effect is to measured more precisely C%\IP in different ¢?
bins. A new physics effect should be g?-independent, while the charm-loops should have a ¢?
dependence. This will require more data, as those that will be collected during the second run
of data taking.

Some measurements could also help to distinguish between the different NP hypothesis.
For example, a more precise measurement of B(Bs — putpu~) will constrain Cjg, allowing to
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Results and systematic uncertainties

distinguish between models with new physics affecting only CJ'* and models with CJ'F = —CHF.
Also, the precise measurements of the ratio of B — K*¢*T/~ angular observables and of the Ry~
ratio could disentangle between the Z’ boson models or the leptoquark models. Indeed, for
the NP model in Ref. [30], an equality in the ratio, Rx = Rg+ = Rx, = ... is expected, while
Ry = R, and Rk~ = Ry are preferred by Ref. [33].
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Chapter 6

R+ analysis at low q°
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Ry analysis at low g2

The first LHCb measurement of the R~ ratio is well advanced and currently being finalised.
The measurement is performed in three regions of ¢ and the analysis strategy is presented in
Section 6.1. The rest of the chapter focuses on the measurement in the low ¢? region. As this
measurement relies on the use of Monte Carlo simulations, it is crucial to apply corrections in
order to correctly reproduces the data behaviour, as described in Section 6.2. These corrected
samples are indeed used for a dedicated events selection, detailed in Section 6.3, as well as
for the evaluation of the different components of the efficiency, listed in Section 6.4. Another
key ingredient of the measurement is the determination of the signal yields, performed by the
invariant mass fit procedure presented in Section 6.5. The systematics studies are shown in
Section 6.6. All the analysis procedure is validated by the measurement of the R/, ratio in
Section. 6.7. At the time of writing, the result of the measurement is not known yet, as the
analysis is still under review by other members of the LHCb collaboration. The whole analysis,
including the measurement of the Ry ratio in the central and high-¢? region, is described
extensively in Ref. [1].

6.1 Analysis strategy

The Ry~ ratio is measured by reconstructing the B — K*Out = and BY — K*%ete™ rare
channels with the K*0 decaying into a kaon and a pion of opposite charges. In order to reduce
the systematic uncertainties, the measurement is performed as a double ratio with respect to the
decays reaching the same final states via a J/t) resonance, B® — K*0.J/i) (— £+47), also referred
to as “charmonium” or “resonant” modes:

R Nposgwoptpy-  Npoogeogy(setes) EBSK O (outp-)  EBIK*0cte
K* p . . .

NBo_y k50 11 (=t 1) Npo_y jer0e+e— € B0 O30yt 1y EBOs K0 I (_>e+67() . )
6.1

Indeed, using the relative efficiencies between the rare and resonant modes allows to cancel
many systematic effects, as they wuld affect both the numerator and the denominator, resulting
in a better control of the systematic uncertainties. In addition, the resonant modes are used
as control samples, and they also provide a powerful test of the analysis procedure: as the new
physics is expected not to affect the decays with the charmonium resonances, the ratio R/, of
the two B — K*0J/i (— £+¢~) channels is expected to be unity.

For brevity, in the following the rare channels are also referred to as “#¢", or specifically “puu”
and “ee”, and the charmonium modes as “J/ (¢€)”, or “J/p (pp)” and “J/ip (ee)”. The invariant
mass of the dilepton pair is used to distinguish among the rare and the resonant decays.

The full analysis is performed in three regions of ¢?:

o« low-¢?: below 1.1GeV?/c*, where the b — s¢T¢~ process is dominated by the photon pole;
o central-¢*: between 1.1 and 6.0GeV?/c?;
« high-¢?: above 15GeV?/ct.

In order to fully include in the lower region the BY — K*°¢ decay with ¢ — ¢*¢~, which
could dilute the effects of new physics, the boundary between the low and the central-¢? regions
is set to 1.1GeV?2/c*. The upper bound of the central bin is chosen to be sufficiently away from
the J/i (ee) radiative tail, where predictions cannot be cleanly extracted. The region between 6
and 15GeV?/c? is dominated by the presence of the J/) and 1(2S5) resonances, which are used
as control channels as stated before. The lower bound of the high-¢? interval, where the signal in
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6.2 Data-simulation corrections

the electron channel is still unobserved, is chosen to be sufficiently far from the 1(25) resonance
to avoid its contamination.

The following chapter will mainly focus on the analysis realised on this low-¢? region, though
many procedures are common with the other regions. Indeed, the low-¢? region is particularly
interesting. It is mainly dominating by the Wilson coefficient C, which is well measured and
known to be not affected by new physics effects at the level we are searching for. For this reason,
if the R ratio measured in the low-¢? region will not surprisingly reveal a deviation from the
Standard Model, still it will validate the whole analysis procedure and provide confidence in the
measurements performed in the other two regions.

6.2 Data-simulation corrections

Since the training of the multivariate classifiers (see Section. 6.3.5) and the determination of
most of the efficiency components (see Section. 6.4) are based on simulation, it is crucial that
the simulation reproduces the data behaviour reliably. In particular, it is important that the
detector occupancy and the kinematics of the final state particles match. The reconstructed
4-body invariant mass of the ee channels is strongly correlated to the detector occupancy as this
directly affects the bremsstrahlung recovery algorithm. The hit multiplicity in the SPD detector
is used as a proxy for the detector occupancy. Instead, the description of the kinematics of the
decay is probed by looking at the transverse momentum spectrum of the BY. Discrepancies in
this distribution cause also the spectra of the final particles to differ and affect the efficiency
determination, as this depends on the momentum of the final state particles.

The correction factors are determined using B — K*0J/p (— utp~) decays, for which the
signal peak is already visible in data after the pre-selection (see Section. 6.3), and applied to
both muon and electron simulated samples, for which no differences are expected in the SPD and
pr(BP) distributions. The 4Plot technique [2] is used to statistically subtract the background
and obtain pure B — K*0J/p (— putp~) signal distributions. The invariant mass of the B is
used as the control variable, after having constrained J/i) vertex and mass to the PDG value.
The Figure. 6.1 shows the fit to the 4-body invariant mass mpgnry, of the J/i (uu) candidates
right after the pre-selection.

The discrepancy in the SPD hit multiplicity is corrected first. Then the BY transverse
momentum distributions in data and simulation, reweighted for the SPD multiplicities, are
compared. These distributions are presented in Figure. 6.2 and their ratios, which are used
to reweight the simulation, are shown in Fig. 6.3. The weights for the SPD multiplicity are
determined separately for 2011 and 2012, since the average number of interactions per bunch
crossing was different in the two years. To limit statistical fluctuations, an adaptive binning is
used, chosen to provide approximately the same number of simulated events in each bin. Since
the transverse momentum of the B? is strongly affected by the electron bremsstrahlung, the
corresponding correction is applied using the true B? pr.

6.3 Selection at low q?

As it was the case for the angular analysis described in the first part of this thesis, the selec-
tion of the B — K*0[*[ signal candidates in the low ¢? is made up of several steps. The first
are the trigger selection and the "Stripping", described in the following Sections 6.3.1 and 6.3.2.
Then a dedicated particle identification criteria and mass cuts are applied against peaking back-
grounds, as described in Section 6.3.4. Finally a multivariate technique to reduce the amount of
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Rk~ analysis at low g2
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Figure 6.1: Fit to the mgany, invariant mass of B® — K*°J/i(— ptp~) candidates after pre-
selection.

combinatorial background is applied, described in detail in Section 6.3.5. The selection strategy
for the pp and ee channels are mainly based on the analysis in [3] and Ref. [4] respectively. Here
we describe the electron channel selection that was not described before. For the muon channel,
we put the accent on the need for a specific optimisation at low g% with respect to the selection
developed for the angular analysis and on the resulting gain.

6.3.1 Trigger

The trigger requirements have been established in common for the three regions of g2. For the
B°— K*%uT ™ candidates, events are required to pass the same trigger requirements described
in Sec 3.2, with the exception of the Hlt2SingleMuon line. This is a prescaled trigger, so its
efficiency calculation is more complicated, and since it was adding a negligible number of signal
events, it was discarded. Candidates of the B — K*Y%¢te~ decay are required to pass the same
trigger requirements used in the B — K*%ete™ angular analysis [4]. The trigger line required
are listed in Tab. 6.1.

For the electron channel, previous analyses [4, 5] have noticed a dependence of the recon-
structed B meson invariant mass from the LO trigger line which had selected the event. There-
fore, this analysis will be performed separately in three different trigger categories, defined as:

« LOE: events triggered by at least one of the electrons in the signal candidate (LOElectron_T0S);

e« LOH: events triggered by at least one of the hadrons in the signal candidate and not by
the electrons (LOHadron_TOS && !'LOElectron_TOS);

e LOI: events triggered by particles not in the signal candidate and not belonging to any of
the two previous cases (LOGlobal_TIS && !(LOElectron_TOS || LOHadron_TOS)).
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Figure 6.3: Ratios of simulated over real data distributions used to correct the Monte Carlo as
a function of the number of SPD hits (left) and the B transverse momentum (right).

Muon Electron
LOMuon LOElectron
LOHadron
LOGlobal (TIS)
HIt1TrackAlILO Hlt1Track AIILO
Hlt1TrackMuon

Hlt2Topo[2,4]BodyBBDT
Hlt2TopoMu|[2,4|BodyBBDT
Hlt2DiMuonDetached

HIt2Topo[2,4]BodyBBDT
HIt2TopoE[2,4]BodyBBDT

Table 6.1: Summary of the trigger lines used to select the pup and the ee channels. All lines are
required to be TOS, except when specified differently.

Most of the events are selected by the LOE category. The LOH is more efficient in the low-
q? region, where the K** is more energetic than in the other regions. Since LOI is defined as
independent of the signal candidate, the corresponding trigger efficiency cancels in the ratio

between the rare and resonant modes.
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Ry analysis at low g2

6.3.2 Stripping

The B° — K*0ut 1~ candidates are selected with the stripping line described in Section 3.3.
Instead, the B®— K*%¢Te™ candidates are selected with a BDT-based stripping line described
in [4]. In this stripping line, first all cut outlined in Table 6.2 are applied. Then a BDT classifier
is used with the variables listed in Table 6.3 as input. The BDT has been trained using a
B? — K*%¢te~ Monte Carlo as signal proxy and upper mass sideband events, m g reto- > 5600
MeV/c?, as background proxy.

Particle Condition
B Xertex < 16, |mpo —5280] < 1000 MeV/c?,  Ofignt > 0.999
K*0 X ortex < 16, |mys0 —895.9] < 150 MeV/c?
ete™ (J) | Xorertex < 16, m(eTe™) =[1,1200] ([2200,4200]) MeV/c?
K pr > 400 MeV/c?, p>3 GeV/e, Xhaa <3: Xip >4, PIDK >—5, GoshtProb <0.35
T pr > 250 MeV/c?, p>2 GeV/e, XAhaa <3, Xip >4, PIDK <10, GoshtProb <0.35
et pr > 200 MeV/c?, X3, <3, Xip>1, PIDe >—2, GoshtProb <0.5

Table 6.2: List of cuts of the stripping line for the electron channel.

Particle ‘ BDT Input Variables
BY PT, Xips Xips  Ofight
K*0 br, X%Pv X%D

efe” (JAp) | pry Xips Xip

K,m et T, X%P

Table 6.3: Variables used to train the BDT for the electron channel stripping line.

6.3.3 Pre-selection

After the trigger and the stripping, the candidates have to pass additional criteria. Both
pi and ee channels tighten the invariant mass window for the K*0 to 895.9 +£100.0 MeV/c2.
Specific requirements for the pu channel are detailed explicitly in Table A.2 in Section 3.4, For
the ee channel the m(e*e™) invariant mass window to select B — J/i) (eTe™) K* is [2200,3400]
MeV/c? and [20,1100] MeV/c? for the B?— K*%ete™ decay.

6.3.4 Peaking background

Several sources of exclusive backgrounds have been considered. Some of them are common to
both up and ee channels and are described in Section 3.5.1-3.5.6. Additional peaking background
for the ee channel are vetoed as described in the following.

6.3.4.1 The B’ — D etv veto cut

The decay BY — D~etv, where the D~ decays semileptonically to K*e~v, has a branching
ratio four orders of magnitude larger than B° — K*%ete™ and it might pass the selection cuts if
the two neutrinos carries a very low momentum. To avoid this scenario, a cut is applied to the
invariant mass of the K*O(K*0) and the e~ (e) above the D~ mass at 1900 MeV/c.
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6.3 Selection at low q?

6.3.4.2 The B —» K*% veto cut

The branching fraction of B® — K*Yy has been measured to be B = (4.33 £0.15) x 1077,
and in the case where the photon converts into an electron and a positron, this decay will have
similar characteristics as B? — K*%ete™. To apply a veto for it, the reconstructed invariant
mass window for the di-electron is chosen above 20 MeV/e, so to cut the photon pole, and the
error on the reconstructed z-coordinate of the eTe™ pair is required to satisfy the condition
oz(eTe™) <30 mm, so to ensure that the eTe™ pair are created at the B meson vertex.

6.3.4.3 The B’ — K*'n decay

The B® — K*%1 decay can be a source of background if the 1 decays into two photons which
convert into a di-electron pair, or if the n makes a Dalitz pair. The first case is similar to the
B — K*0y decay and thus is vetoed by the cut previously described (see Section 6.3.4.2). For
the second case, where the n makes a Dalitz pair, the contribution was estimated to be about 3.3
events, with a flat mass distribution between 4800 MeV/c and 5000 MeV/¢, so this is considered
negligible.

6.3.4.4 The B’ - K*V(— eTe™) decays with V = p,w,¢

As for the muon channel, contributions of light resonances have been studied [6] and found
to be negligible for p and w. For the ¢(1020) resonance, due to the Bremsstrahlung radiation of
the electrons, a complete veto of the resonance will require a larger ¢ cut for the electron than
for the pp channel. Since only 2.6 +0.6 events are expected for the BY — K*0¢(— ete™) decay,
we choose to fully include the B® — K*9¢ for both the uu and the ee channels in the low ¢?
region, rather than put a veto on it. This justify the choice of upper limit for the ow ¢? bin.

6.3.5 Multivariate analysis

To reduce the combinatorial background a multivariate classifier is used. For the ee channel
the same BDT developed for the angular analysis [4] has been used, while for the pu channel a
new classifier has been developed and optimised for the low ¢? region. Since in this case we do
not need an unbiased angular distribution, the py distributions of the final states particles have
been added as input variables. In addition, since the J/i) control sample does not reproduce
correctly the distributions in the low-¢?, a new proxy for the signal as been used for the training
of the classifier. The description and the performance of this new classifier are presented in this
section.

6.3.5.1 Input samples

As previously described in Section 3.6, the classifier need calibration samples as proxy for
both signal and background events, in order to be trained.

The input signal sample was obtained from a B®— K*u* = simulated sample in the [0.047-
1.1] GeV/c? bin, which has been corrected for data-simulation differences has described in Sec-
tion 6.2. The background sample was obtained from the 2011 and 2012 LHCb data. The events
in the upper mass sideband (m g, > 5350 MeV/c?) belonging to the low ¢? region ([0.047-1.1]
GeV?/c*) have been selected as background proxy. In order to be able to use the full statistic
recorded by LHCb in 2011 and 2012, the data sample has been split randomly into two sub-
samples and two classifiers have been trained. Then, each of this classifiers has been applied on
the data sub-sample not used for its training.
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6.3.5.2 Classifier trainings

A BDT with the gradientBoost option was used as classifier. The input variables are similar
to those in Section 3.6.3 and [4] with the addition of the pp. They are listed in Table 6.4.
The distribution for each input variable for the signal and background samples can be see in
Figure 6.4. The BDT of the B" — K*%ete™ channes as in addition variables from the K*°
and ¢¢, which have been removed in the muon channel due to their high correlations with the
variables of the final state particles (see Figure E.2).

Particle ‘ Variables
BY | pr, log(xip), log(X%p), 10g(Xss,), DIRA

K pr, isolation, log(x%)
T pr, isolation, log(x%p)
ut pr, isolation, log(x%)

Table 6.4: Input variables used in the muon channel BDT classifier.

After the training, the response of the two BDTs are similar, as seen in Fig 6.5. The
comparison with the classifier used for the BY — K*Ou%~ angular analysis, in Fig 6.6, shows
an improvement in the signal efficiency for this BDT dedicated to the low ¢? region.

6.3.6 Optimisation of the BDT cut and particle identification

The BDT cut was optimised using a similar strategy for both the pup and ee channel. The
optimisation consist in maximising the signal significance for the rare modes, S = ﬁ,
where Ng (Np) is the number of expected signal (background) events in the signal mass window
(£50MeV/c? around the BY mass). The BDT cut optimisation is done simultaneously to the
optimisation of the PID cuts for the final state particles. Thus an optimal combination of the
BDT and PID cuts has been obtained for each channel and for the different trigger categories.

The PID variables considered are:
e the kaon ProbNNk,
e the pion ProbNNpi,
e the leptons PID, PIDe or PIDmu depending on the decay channel

An example of this optimisation can be seen in Figure 6.7 and the complete set of optimised
cuts are reported for both channel in Table 6.5

As the simulated event samples do not reproduce faithfully the PID variables distributions,
the number of expected signal events Ng is obtained using the number of signal found in the
data for the B — J/i K* decay and scaled with the selection efficiencies and known branching
ratios:

Ngs(BO— K*0Jpp (— 4107)) x MC(B® — K0t 0~) x B(BY — K*0¢t47)
eMC(BO — Jjp K*0) x B(BO— J/jip K*0) x B(J/p — £+4~)

Ng(BY = K*00t™) =

The number of signal events in the B® — K*0.J/) (— £1¢~) decay is extracted using a fit of
the B invariant mass with the /T/~ pair invariant mass fixed to the J/) PDG central value.
The selection efficiencies have been extracted from MC.
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Figure 6.4: Distributions of the input variables used in the BDT classifier on the Ri+ analysis
for the muon channel.
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Figure 6.5: Responses of the BDTs for the two sub-samples used in the training, which are
in good agreement. For each of them, the comparison of the distribution for the testing sam-
ple (shaded ) and the training sample (dots) is also shown, demonstrating that there is no

overtraining for both signal (blue) and background (red) samples.
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Figure 6.6: Signal efficiency versus background rejection for the two sub-samples (in green and

cyan) in comparison with the BDT used for the B — K*°u* i~ angular analysis applied to the
same sub-samples (in black and red). The blue arrow show the working point of the new BDTs
after the optimisation described in Section 6.3.6, to be compared with the working point of the

BDT used for the B — K*°u 1~ angular analysis (black arrow).

The background Np expected in the blinded signal mass window has been extrapolated from
a fit on the data mass-sidebands of the low g2 region. These are: between 5100 and 5180 MeV/c?
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6.4 Evaluation of the analysis efficiencies

and between 5500 and 7000 MeV/c? for the muon channel; below 4800 and between 5500 and
6300 MeV/c? for the electron channel.

Significance Significance

Meany 0.03748
RMSx  0.08183

Figure 6.7: Example of results from the procedure maximizing a significance ﬁ in the p
channel for different combination of the cuts on the BDT, the K ProbNNk and the 7 ProbNNpi
, with the u* PIDmu cut fixed to —3. Top left: BDT vs m ProbNNpi for K ProbNNk fixed to
0. Top right: BDT vs K ProbNNk for 7 ProbNNpi fixed to 0.1. Bottom left: K ProbNNk vs 7
ProbNNpi for BDT fixed to 0.2.

Channel BDT | ££PID | K ProbNNk | m ProbNNpi | S/v/S+B
LOElectron | 0.88 1.2 0.05 0.2 7.5
B? s K*%¢te~ | LOHadron | 0.94 1.2 0.05 0.2 3.9
LOTIS 0.96 1.6 0.05 0.2 4.9
BY— K*Outpu~ 0.2 0.0 0.0 0.1 22.7

Table 6.5: Optimized cuts and significances.

6.4 Evaluation of the analysis efficiencies

For each decay channel, the total efficiency of the analysis is calculated according to the
formula:

tot _ ~geom

g reco|geom _Et.rig|reco _EPID|trig _EMVA|PID1

£

geom

where ¢ corresponds to the efficiency of having all final state particles in the LHCb detector
acceptance; £7°l8%™m represents the reconstruction efficiency, given the geometrical efficiency;
gtriglreco corresponds to the trigger efficiency given the reconstruction efficiency; ePIPI*g repre-

159



Ry analysis at low q?

MVAIPID ¢orresponds to the efficiency of

sents the PID efficiency, given the trigger efficiency; e
the MVA classifier, given the PID efficiency.

Reconstruction, trigger and MVA efficiencies are evaluated using the simulations, with the
trigger efficiency for B®— K*0.J/3) (— £T¢~) being compared between data and simulation using
the TISTOS method. The PID efficiency is calculated with the data-driven method described
in Sec. 6.4.3.

The absolute efficiency for both rare and resonant channel are given in Tab. 6.6 and Tab. 6.7
respectively. The relative efficiencies of the rare over the resonant decay are given in Tab. 6.8.
The rare to resonant efficiency double ratios (ee/e.jp (ee))/ €/ € Jp (up))> given in Tab. 6.9, are
the most relevant to the analysis as they enter directly the measurement of Ry~ (see equa-

tion 6.1).

- it ee
LOE LOH \ LOI

Geom | 0.1727 +0.0005 0.1659 4 0.0005

Reco | 0.094240.0001 0.0504 £ 0.0001

Trig | 0.6076+0.0004 | 0.1366+0.0000 | 0.0518+0.0000 | 0.1399 +0.0000
PID | 0.9804+0.0000 | 0.9106+0.0000 | 0.8883+0.0000 | 0.8892+0.0000
MVA | 0.9465+0.0003 | 0.8759+0.0007 | 0.7872+0.0006 | 0.5360+0.0017
Tot | 0.0092+0.0000 | 0.0009 +0.0000 | 0.0003 40.0000 | 0.0006 +0.0000

Table 6.6: Absolute efficiencies for the rare ee and ju channel in the low-¢? region.

P ce
c LOE | LOH | L0l
Geom | 0.1598 £0.00046 0.15934 = 0.0004
Reco | 0.08875 +0.0001 0.0354+0.0001
Trig | 0.7612%0.0004 | 0.2560=0.0004 | 0.0222%0.0002 | 0.11590.0004
PID | 0.981040.0000 | 0.9093£0.0001 | 0.9065%0.0004 | 0.89340.0002
MVA | 0.9047+0.0003 | 0.891340.0010 | 0.77000.0046 | 0.5711+0.0024
Tot | 0.0094=0.0000 | 0.0012=0.0000 | 0.0001=0.0000 | 0.00030.0000

Table 6.7: Absolute efficiencies for the resonant channel, J/i (¢¢) with the low-¢* region.

low-q?
€ s ee
LOE LOH LOI

Geom | 1.085£0.018 1.0414+0.004

Reco | 1.06140.0011 1.4244+0.005

Trig | 0.798+£0.0039 | 0.53344+0.0030 | 2.3314+0.030 1.207+0.009
PID | 0.999+0.0000 | 1.001440.0004 | 0.9799 £0.0010 | 0.9953 & 0.0005
MVA | 1.046£0.0025 | 0.9827£0.0037 | 1.02234+0.0105 | 0.9386 +0.0094
Tot | 0.9604+0.0108 | 0.7778 £0.0089 | 3.4603 £0.0655 | 1.6709+£0.0270

Table 6.8: Relative efficiencies of the rare over the resonant (e,¢; = e/ ) ee and pp channels

in the low ¢ region.
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. Low-¢>
LOE LOH Lol

Geo 0.959+0.016

Rec 1.342+0.005

Trg | 0.668+0.005 | 2.921+0.040 | 1.5134+0.013
PID | 1.002+0.0004 | 0.981+0.001 | 0.996 +0.0005
MVA | 0.810+0.004 | 1.064+0.010 | 0.978£0.009
Tot | 0.698+0.013 | 3.9244+0.094 | 1.897+0.040

Table 6.9: Summary of the rare to resonant efficiency double ratios (gee/€ 1 (ee))/ (Epp/ € Jp (up))-

6.4.1 Geometric efficiency

In order to save disk space, the simulated samples contain only candidates for which all the
daughter particles are inside the LHCDb detector acceptance. This corresponds to the requirement
that each of the final particles has a polar angle, 6, between 10 and 400mrad, which is applied
as filter at the generation level before passing the events to the full detector and reconstruction
simulation. For this reason, the €5°°™ efficiency needs to be determined using dedicated generator
level samples, where the filter has been removed. The results are shown in Figure 6.8.
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Figure 6.8: Ratio eg+ogp/€+0 g (2¢) Of the geometric efficiencies for the rare and the resonant
channels, in the case of muons (left) and electrons (right).

6.4.2 Reconstruction efficiency and bin migration

The £™°lg°™ efficiency is defined as the number of reconstructed decays given that their
decay products are inside the geometrical acceptance of the detector. This includes the prob-
ability for all tracks to be reconstructed, the decay to be stripped (Sec. 6.3.2) and pass the
requirements that remove the backgrounds (Sec. 6.3.4). The PID requirements are removed
from the stripping and accounted for using PIDCalib, as described in Sec. 6.4.3.

It has to be noted that, in the case of the electron channels, since the bremsstrahlung
radiation of the electrons is not fully recovered, the g2 resolution is worse than for muons. For
this reason, events that are generated at a given ¢®> might be reconstructed at a significantly
different one. This effect is called bin migration. For example in the low g2 region, due to the
presence of the photon pole, there will be more events originally belonging to the lower edge
of the bin that will not be reconstructed, than events that will come inside the region from
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the central-¢? bin. Figure 6.9 illustrates this phenomenon showing the correlation between the
reconstructed and the generated ¢? for simulated B — K*%ete™ events. Table 6.10 lists the net
amounts of bin migration, My, in the J/1 bin, which is defined as:

Myt = N(in — in) + N (out — in) — N (in — out),

where N (in — in) is the number of candidates that are generated and reconstructed inside the
considered ¢? interval, N (out — in) is the number of candidates that are generated outside the
interval but reconstructed inside, and N (in — out) is the number of candidates generated inside
that fall outside.

Since the reconstruction efficiency is determined by comparing generated to reconstructed
events, it already includes the bin migration. However, it is useful to single out this component
to better asses the corresponding systematic uncertainty.

6.4.3 PID efficiency

The simulation is known to not reliably describe the PID variables and therefore the PIDCalib [7]
package is used to determine the £™8FID efficiency. This package provides PID efficiency tables
for each particle, based on high statistic data control samples, coming for example from charm
decays. The efficiency in the tables are computed as function of momentum, pseudo-rapidity,
number of tracks and final state particles. Applying these tables to our simulated events sample
allows to obtain the correct PID efficiency.

6.4.4 Trigger efficiency

The trigger efficiency for the muon channels is determined using simulated events. A combi-
nation of simulation and data-driven methods is used instead for the electron modes, as described
in sec:trigee. In particular, the electron efficiency of the trigger software stage, HLT, is measured
from simulation, while the efficiency of the hardware stage, L0, is obtained from data driven
techniques. As a cross-check, J/i) (¢¢) channels are used to test the data-simulation compatibility
of e™8lPID yia the TISTOS approach, described in Sec. 6.4.4.2.

6.4.4.1 Electron triggers

Since the electron data are divided into three sub-samples, LOE, LOH and LOI, the gis/PID
efficiency is separately measured for each trigger category. The HLT efficiency is determined
using the simulation for all the three categories. Instead, the LOE and LOH efficiencies are
measured using data. This is needed because the ageing of the calorimeters, on which the
decision of these triggers relies on, is not well simulated. Tables of the efficiency depending
on the pr of the particles and the ECAL regions, obtained from data control samples via the
TISTOS method and provided by the LOCaloTool tool, are used to calculate the following event
probabilities:

e

gLOElectron <6+) + 2,:‘LOElectron ( e

_) _ SLOElectron( +) i 5L0E1ectron (6_ )’

PLOElectron_TOS =

ELOHadron(K) + €L0Hadron(K) _ ELOHadron( . ELOHadron(ﬂ_).

Prosadron_tos = )
Event weights are then defined as:

e wror = PLorlectron Tos, corresponding to the probability that at least one of the electrons
triggered;
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Figure 6.9: Generated versus reconstructed ¢? in simulated B — K*%ete™ events.

Table 6.10: Bin migration in the J/1 bin: positive (negative) values indicates “net in” (“net
out”).

Sample ‘ Jp
| —0.0012%0.0000
ee —0.0360 £ 0.0002

o wroH = Proradron_ 10s * (1 — Prolectron_Tos), corresponding to the probability that at least
one of the hadrons triggered, but none of the electrons;

o Wrol = (1 — PLOHadron_TOS) . (]. — PLOElectron_TOS)’ COI‘I‘GSpOHdng to the pI‘Ob&blllty that nei-
ther the hadrons nor the electrons triggered.

The LOE and LOH weights can be directly used to determine the trigger efficiency for the
corresponding category as:

|
Lo
e == ) wro

This is not the case for the trigger efficiency of the LOI category. In this case, the efficiency
is calculated counting how many events, on top of those passing the selection, satisfy the
LOGlobal_TIS requirement in the simulation, after that the wyo; data-driven weight is applied
to “remove” the fraction of events that triggered LOE or LOH.

6.4.4.2 Crosscheck using the TISTOS method

The TISTOS [8] method is a powerful tool to determine the trigger efficiency. It can be used
both on data and simulation, and therefore is useful to check for mis-modelling or biases. In
this context it is used to test that the procedure described in the previous section provides the
correct trigger efficiencies.

In the TISTOS method, two samples are defined:
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e TIS: LOGlobal _TIS && H1t1Phys_TIS && H1t2Phys_TIS;

e TOS: LOGlobal_TOS && H1t1Phys_TOS && H1t2Phys_TOS.

Some events could belong both to TIS and TOS, and the efficiency for this to happen is defined
as:

NrisTos

€TIS|TOS — Ntos

In the assumption that errs = eprsiros, which is verified to be true in small bins of the kinematic
phase space, one can evaluate a trigger efficiency relative to a generic selection as:

NTm'g|Sel . NTrig|Sel % NTIS\S@Z . NTrig\Sel
Nsel Nrrs|sel Nsel Nrrs|ser

€Trig = X ETIS
where all the quantities in the last term can then be determined directly from the sample, either
a simulation or data collected by the detector.

This method is applied on the control sample B® — K*0.Ji)(— ¢+¢7), both on data and
simulation. For the data, as they contains a non negligible amount of background, the (Plot
technique is used to statistically remove it. For the simulation the L0 weights described in the
previous Section 6.4.4.1 are applied.

Results are listed in Tab. 6.11 and shows a good compatibility between data and simulation
for J/p (pp), while there are significant deviations in J/i) (ee). The discrepancy is largest for the
LOI category, for which indeed we know that the procedure described in Sec. 6.4.4.1 does not
ensure a correct calibration.

Sample ‘ MC ‘ Data ‘ f

JIp () 0.797£0.002 | 0.803£0.004 | 1.0073
Jp (ee) (LOE) | 0.268+0.002 | 0.255+0.004 | 0.9536
Jp (ee) (LOH) | 0.028 £0.001 | 0.0264+0.002 | 0.9269
J/p (ee) (LOI) | 0.017+0.001 | 0.011£0.001 | 0.6760

Table 6.11: Trigger efficiencies determined using the TISTOS method on B — K*0.J/p (— £147)
data and simulation.

trig| PID

For this reason, the efficiency is corrected using the following factor:

ETISTOS,data _ gTISTOS,MC

f=1+ ~TISTOS,MC ’

where the eTISTOS g the trigger efficiency obtained for events triggering simultaneously TIS

and TOS. For this correction to be effective on the charmonium channels as well as on the rare
modes, the TISTOS efficiency must be reweighted for the difference in the kinematics between
the two processes. This is done as function of the maximum pr of the particles that fired LO:
leptons for LOElectron and LOMuon, kaon and pion for LOHadron, and all final state particles
for LOGlobal. Results are shown in Fig. 6.10.

The ratios 6}€ISTOS / 53/15%))8 obtained on data and simulation are found to be fully compatible,
meaning that even though the TISTOS correction has an effect on the absolute efficiency, this
becomes negligible on the ratio between the rare and resonant modes.

No correction is applied for the extraction of the Ry« ratio, but this is accounted for in R 7, .
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Figure 6.10: Trigger efficiency obtained using the TISTOS method on (top left) B®— K*0.J/1) (—
pt ) candidates as a function of the maximum pt of the muons, and B — K*0J/) (— eTe™)
candidates as a function of the maximum pt of the electrons (top left) for the LOE category,
(bottom left) kaon and pion for LOH and (bottom right) all final particles for LOL

6.4.5 Efficiency of the multivariate selection

The MVA efficiency is evaluated from fully weighted simulated samples and, for the elec-
tron channels, it is obtained separately for each trigger category, as the BDT cut is optimized
independently depending on the category.

6.5 Mass fit

In order to extract the signal yields, a simultaneous unbinned maximum likelihood fit on the
M qae+¢e— iNvariant mass of the rare and resonant samples is performed. The yield of the rare
channels is parameterised as a function of the J/i (£€) yield as:
E.EE
Nee = N jpp e0) IR Ry,

where all the efficiency ratios between the rare and charmonium modes, £ /7% () are given
in Tab. 6.8. Consequently, Ry; corresponds to the efficiency corrected ratio of the raw yields:

Ngg/Eﬂg
Ny (eey /€70

Ry =
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Rk~ analysis at low g2

The Ree and Ry, ratios are then used to determine Rk+, as described in Sec. 6.8. The following
subsections describes the line shapes that are used to model all the components included in the

fit.

6.5.1 Muon channels

For the resonant case, the 4-body invariant mass mgnryy is recalculated using a J/i) mass
constraint to the dilepton pair and a vertex constraint on the B meson. The effect of this
kinematic fit is to improve the mass resolution by about a factor 2, which results in a more
stable fit. This has also the advantage of pushing the mis-reconstructed background towards
masses so low that it falls outside the fit region, which is chosen to be 5170-5850MeV/c?. As
at this point there is no need to model the mis-reconstructed background in the fit, this also
eliminates the systematic uncertainties associated with the knowledge of its shape.

The model chosen to describe the reconstructed B° invariant mass is a Double Crystal Ball
(DCB) function with opposite-side tails, which has been already presented in Section 4.5.2, for
both the rare and charmonium modes. Explicitly, the DCB function is parameterised as

Psig(mlx) = fcorePCB(mmaUl;alanl) + (1 - fcore)PCB (m|,u,02,a2,n2).

where feore is the relative fraction of candidates falling in the first Crystal Ball function, o; the
width of each CB, a; and n; are the parameters controlling the power law tail, and finally p
is the mean shared by the two Crystal Balls. In the first step, the parameters of the DCB are
extracted using a fit on the invariant mass distribution of the B? — J/i) K*O simulated events
samples, as shown on Fig 6.11.

afB left= 2.349 + 0.048

B right = -2.0852 + 0.022
SigMLeft = 5.686 + 0.032 MeV/c?
SigMRight = 9.58 + 0.15 MeV/c?
fracCore = 0.650 + 0.014

massB = 5280.105 + 0.012 MeV/c?
nSig = 900772 + 1380

n_L= 1.287 + 0.060

n_R= 2.567 + 0.067

Events / ( 4.25)

bl P | L
700 5800
BO_DTF_JpsiPVMass_M

Figure 6.11: Fit to mgxuu mass distribution of B®— J/i K*° simulated events.

In order to take into account possible data-MC differences in the invariant mass distribution,
the p is left free in the fit and the widths are allowed to scale differently for the charmonium
and rare modes. All the other parameters are fixed to the values determined from the fit to
simulation.

166



6.5 Mass fit

The combinatorial background is the only background component in the rare modes and
it is described by an exponential function. In the resonant mode, a second signal component
is included for the By — J/ '¢K*0 decay, expressed with the same signal parametrisation plus
a shift of the mean by Am = m(B;) —m(B°). Finally, a A) — pKJ/¢(— ptp~) background
component is modelled using simulated events to which the full B®— J/i» K*° selection is applied.
This distribution has a broad shape under the signal peak and is parametrised from simulated
samples using the RooKeysPdf class of the ROOF1T [9] package.

The invariant mass fit for the charmonium and the rare modes in the low ¢? region can be

seen in Figure 6.12

~
@
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£
o
i
[}
P frep | PR P P
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mKnqu
=
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ST MRS I T I P PE A DS
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Figure 6.12: Fit to the mgnyy, invariant mass of B®— K*0J/i)(— p*p~) candidates (top) and
the rare mode in the low-¢? region (bottom).
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Ry analysis at low g2

6.5.2 Electron channels

For the electron channels, a wider mass window, 4500 up to 5800MeV/c?, has been used to
have a better control on the parameters which model the radiative tail and the mis-reconstructed
backgrounds.

The reconstructed invariant mass of the B® depends on which L0 trigger line fired the event.
Moreover, the shape strongly depends on how many bremsstrahlung photons were recovered.
Three bremsstrahlung categories are considered:

e 0v: events with no photon recovered;
e 1v: events with one photon recovered from either of the electrons;

e 2v: events with one photon recovered from each electron.

In the case where no bremsstrahlung photon has been found, the invariant mass distribu-
tion is modelled by a Crystal Ball function. For the 14 and 2+ categories, the signal shape
is parametrised by the sum of a CB function and a Gaussian function with all independent
parameters. The Gaussian describes events in which a bremsstrahlung photon is added without
being the proper one. All parameters are fixed using MC, and in order to take into account
possible data-MC differences in the invariant mass distribution, the p is left free in the fit and
the widths are allowed to scale.

The results of the invariant mass fit on the B — K*0J/) (— ete™) signal MC are shown in
Figure 6.13.

A special selection is applied on B — K*.J/i)(— ete™) data to remove the partially recon-
structed backgrounds and obtain a clean sample to be compared to MC. This special selection
criteria is the request that the B mass computed with a J/i) mass constrain is larger than 5175
MeV/c?. Then the mp .+ distribution without the J/i) mass constraint is fitted. An addi-
tional exponential component is added for the parametrisation of the combinatorial background.
The results of the fit are shown in Figure 6.14.

For the fit of the invariant mass distribution in the rare mode, the B® — K*%eTe~ decay,
a partially reconstructed background component has been added. The shape of the partially
reconstructed events are extracted using a RooKeysPdf on a Bt — v K (1400) MC.

The results of the invariant mass fit on the B — K*%¢te~ data are shown in Figure 6.15.

6.6 Systematic uncertainties

Since the Ry measurement is performed as a double ratio as shown in Eq. 6.1, many
systematic uncertainties, that would have a significant impact on an absolute measurement,
cancel.

6.7 Measurement of R,

Ry is the ratio between the branching ratio of the muon and electron resonant channels
and has been used to cross-check the analysis procedure for two different regions: Low-¢? and
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6.7 Measurement of R
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Figure 6.13: My e+, invariant mass distribution for the B® — K*°J/i)(— ete™) decay mode
for the three trigger categories from MC. The dotted line is the signal PDF for the category
without bremsstrahlung photon, the dashed one is for the category with one bremsstrahlung
photon and finally the dashed-dotted one is for two or more bremsstrahlung photons category.

Central-¢%. It is determined as:

R BB KV (=t n7)) o Noo k01 (seter)
T BB KOOI (= ete™))  eppiee) N K010 (optp)

Here the trigger efficiencies needs to be corrected for data-simulation differences using the
factors obtained in Sec. 6.4.4.2. The measured values of the R ;;, ratios are reported in Tab. 6.12,
where the error is only statistical. Note that not all systematic uncertainties that cancel on Rx+«
fully cancel here. A reasonable agreement with unity is found, which validate the analysis in
the different ¢? bins.

. Low-g¢2 Central-¢2
Trigger category ‘ RJ/w ‘ R; "
LOE 0.997+0.007 | 1.028+0.022
LOH 1.046 +0.025 | 0.986+0.072
LoI 1.820+0.026 | 0.973+0.128

Table 6.12: Summary of the measured B(B? — K*0J/y (— ptu=))/B(B°— K*°Jh) (— ete™))
ratios.
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Ry analysis at low g2
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Figure 6.14: mp,, invariant mass distribution for the B®— K*?.J/i) (— e*e™) decay mode for
the three trigger categories in the data. The dotted line is the signal PDF for the category
without bremsstrahlung photon, the dashed one is for the category with one bremsstrahlung
photon and finally the dashed-dotted one is for two or more bremsstrahlung photons category.

6.8 Towards a result.

The R+ ratio will be calculated dividing the R.. and R, parameters determined from the
mass fits in Sec. 6.5:

Row = B Nuw  Nopiee) Eappun) e
K* — .

Ree B NJ/zp (pp) Nee Eup €I (ee)

The advantage of using directly the electron ratio R, is that, since it is a shared parameter in
the simultaneous fit to the three trigger categories, its value provides already a combination of
the three samples.

The results are currently still blinded, as the analysis procedure is under review by other
members of the LHCDb collaboration, but they are expected to be published by the end of the
year at latest.
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6.8 Towards a result.
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Figure 6.15: Mg et invariant mass distribution for the B® — K*%ete~ decay mode for the
three trigger categories.
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Conclusion

The angular analysis of the B — K*u" ™ decay, performed on the whole run I data sample
collected by the LHCD detector has been presented. This analysis, with respect to the previous
one on 1fb~! of data, benefits of an improved selection, based on a smaller number of discrim-
inating variables but with a better global performances. For the first time, the full set of the
angular observables has been measured through a maximum likelihood fit, allowing to provide
to the theoreticians not only the measurements themselves, but also the correlations between
the measurements. A larger number of smaller size ¢? bins has been used, thanks to the larger
dataset available for this analysis. The results confirms the tendency saw already in the first
analysis: a general good agreement of all the observables with the Standard Model predictions
except for the P variable, showing locally a discrepancy of 2.9 standard deviations in two bins.

Theoretical interpretations of these results, together with other related measurements, such
as the differential branching ratios of the B — Hutu~™ or B — H+y decays (with H=K*, ¢, K,
X, etc.) are already available. A result of such an approachlis shown in Figure. 6.16 for the
New Physics Wilson coefficients CNP, C3% and C}F'. The best fit values are C)'F = —1.07 with

2[ ] : '
9l ]
THEP. 1 2! -
é i é OF o ]
-1l ]
[ -1f ]
-9l ] |
T —2:...............i..........-
-3 -2 -1 0 1 2 -3 -2 -1 0 1 2

Re(C5T) Re(C5")

Figure 6.16: The blue area represents the best fit region from the global fit in the plane
Re(CIF)-Re(CY) plane (left) and in the Re(Co™F)-Re(C%) plane (right). The red and green
contours represent the allows region if only angular observables from B° — K*%u®u~ or only
branching ratio data, respectively, is taken into account in the global fit.

1W. Altmannshofer and D. M. Straub, Implications of b — s measurements, in 50th Rencontres de Moriond
on EW Interactions and Unified Theories La Thuile, Italy, March 14-21, 2015,
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Conclusion

a p-value of 11.3% and CJ'Y = —Cfif = —0.53 with a p-value =7.1%. These results could be
explained by a new physics model with a new interaction mediated by a Z’ particle with a mass
of 7TeV, but also by hadronic effects at unpredicted levels or by larger errors in the form factors
computation. In addition, from an experimental point of view, the deviation from the Standard
Model prediction is not yet at a significance level such to claim an evidence for new physics:
a statistical fluctuation could still be responsible for this observation. As a consequence, more
data are needed to further investigate this decay and confirm or not the result.

Some theoreticians relate the deviation in P to the deviation of the LHCb Ry measurement
from unity, supposing that the new interaction could violate the lepton flavour universality. A
related analysis has been presented, the measurement of the Ry~ ratio, which is in itself a test
of the lepton flavour universality and is also expected to add an important piece to the global
puzzle of the b — s transitions. The analysis is still ongoing, but the first tests, and in particular
the Rj,, measurement, show that all its ingredients are well under control. The results are
expected by the end of 2015.

In the future, the measurement of Ry, the ratio X = I%: proposed in? and of the ratios of
angular observables will allow to further test the SM predictions using observables even more
independent from the theoretical uncertainties and the experimental effects. The BY— K*0put i~
decay will remain one of the main laboratory for the search of new physics in the years to come.

2G. Hiller and M. Schmaltz, Diagnosing lepton-nonuniversality in b — sf¢
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Selection criteria

Candidate Selection
B meson IP x? < 16 (best PV)
B meson  4600MeV/c? < M < 7000 MeV/c?
B meson DIRA angle < 14mrad
B meson flight distance y? > 121
B meson vertex x2/ndf < 8
[T m(ptp) < 7100MeV/c?
utp vertex x?/ndf <9
K m(K+7~) <6200 MeV/c?
K*Y vertex x2/ndf <9
K*0 flight distance 2 > 9
tracks ghost Prob < 0.4
tracks min IP x? > 9
muon IsMuon
muon DLL,x > -3
GEC SPD Mult. < 600

Table A.1: Stripping selection criteria used in the 3fb=1 B® — K*0u* 1~ analysis.

Candidates Selection
Track 0 < 0 < 400 mrad
Track Pairs Opair > 1 mrad
T IsMuon True
K hasRich True
K DLLg, > -5
T hasRich True
T DLLg, < 25

PV |X—<X>|<5mm
PV  [Y—-<Y>|<5mm
PV |Z-<Z>]|<200mm

Table A.2: Pre-selection cuts applied to stripped candidates. In this table only: 6 is the opening
angle from the beam; and 0, is the opening angle between two track pairs. Variables < X >,
<Y >, < Z > denote the mean primary vertex position.
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Simultaneous fit on invariant mass
distribution
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Simultaneous fit on invariant mass distribution
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Figure B.1: Simultaneous fit on the Kmpu mass distribution fit of By — K*uu simulated events
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Appendix C

ABCD cross check

C.1 Angular correlation for the correction factor
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Figure C.1: Correction factor R for the cos(f) distribution for the 2 GeV?/c? bin width.

179



ABCD cross check
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Figure C.2: Correction factor R for the cos(f;) distribution for the 2 GeV?/c* bin width.
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C.1 Angular correlation for the correction factor
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Figure C.3: Correction factor R for the ¢ distribution for the 2 GeV?2/¢* bin width.
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ABCD cross check

Figure C.4: Correction factor R for the ¢? distribution for the 2 GeV2/c* bin width.
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C.2 Comparison with upper mass sideband

C.2 Comparison with upper mass sideband
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ABCD cross check
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Figure C.5: Comparison of the cos(f) distribution for the ABCD method (blue) and the upper
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C.2 Comparison with upper mass sideband
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C.2 Comparison with upper mass sideband
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Figure C.8: Comparison of the ¢? distribution for the ABCD method (blue) and the upper mass
sideband (red) in the 1 GeV?/c* binning scheme.
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Appendix D

Systematics test

D.1 Statistical uncertainty of the four-dimensional acceptance

01<¢?><1.0 1.0<¢?<25 2.5<q?<4.0 4.0<¢><6.0 6.0<q? <8.0
paramA USyStA param. O'Syst, paramA UsystA param. Usyst, paramA UsystA
Fr, 0.0029  Fr, 0.0018  F, 0.0013  FL, 0.0012  Fp, 0.0013
S 0.0038  S3 0.0015  S3 0.0012  Ss 0.0012  S3 0.0013
Sy 0.0040 Sy 0.0025 Sy 0.0018 Sy 0.0015 Sy 0.0012
Ss 0.0045  Ss 0.0026  Ss 0.0022  Ss 0.0018  Ss 0.0018
App 00038 App 00013 App  0.0009 App  0.0008 Apg  0.0009
Sy 0.0003 57 0.0002 Sy 0.0001  S7 0.0001 Sy 0.0001
Sg 0.0001 Sy 0.0001 Sy 0.0001 Sy 0.0000 Sy 0.0000
So 0.0000 Sy 0.0001 Sy 0.0000 Sy 0.0000 Sy 0.0000

15.0< ¢ <170 17.0<¢><19.0 11.0<¢?><125 1.1<¢><6.0 15.0 < ¢° < 19.0

param. O'syst . param. O'Syst, param. Usyst . param. Usyst, param. O'syst .
Fr 0.0025 Fj 0.0044  Fy, 0.0017  Fy, 0.0012  FJ, 0.0029
Ss 0.0030 S5 0.0067 S5 0.0017 S5 0.0011 S5 0.0039
Sy 0.0021  S4 0.0037  Su 0.0012 Sy 0.0016 Sy 0.0023
Ss 0.0028  Ss 0.0046 S5 0.0019  Ss 0.0018 S5 0.0031
App 0.0020 App 0.0037 App 0.0012  App 0.0007 App 0.0022
S7 0.0000  S7 0.0000  S7 0.0000  S7 0.0001  S7 0.0001
Sg 0.0000  Sg 0.0000 Sy 0.0000  Sg 0.0001 Sy 0.0001
So 0.0000  So 0.0000 Sy 0.0000  So 0.0000 Sy 0.0000

Table D.1: Systematic uncertainties due to the statistical uncertainty on the four-dimensional
acceptance. Ranges of ¢? bins are given in GeV?2/c*.
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Systematics test

D.2 Differences between data and simulation

01<¢?><1.0 1.0<¢?><25 2.5 < ¢ <4.0 40<¢°<6.0 6.0<¢><8.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr, 0.0009 Fy, 0.0028  FJ, 0.0027  Fy, 0.0032 FJ, 0.0039
S 0.0002  S3 0.0000 53 0.0001  S3 0.0001 53 0.0001
Sy 0.0003 S 0.0002 Sy 0.0005 S 0.0004 Sy 0.0001
Ss 0.0004 S 0.0005 S 0.0001  Ss 0.0005 S 0.0005
Arpg 0.0003 App 0.0014 App 0.0009 App 0.0005 App 0.0016
Sy 0.0000  S7 0.0000 S 0.0001  S7 0.0000 57 0.0000
Sg 0.0001  Sg 0.0000 Sy 0.0001  Sg 0.0000 Sy 0.0000
S 0.0000  So 0.0000 Sy 0.0000  So 0.0000 Sy 0.0000

150<¢? <170 17.0<¢><19.0 11.0<¢®><125 1.1<¢%><6.0 15.0 < ¢° < 19.0

param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr 0.0032 Fy 0.0024 Fy, 0.0046  Fj, 0.0032 Fy 0.0029
S 0.0001 S5 0.0005 S5 0.0005 S5 0.0000 S5 0.0002
Sy 0.0001 Sy 0.0005 Sy 0.0006 Sy 0.0002 Sy 0.0003
Ss 0.0005  Ss 0.0003 S 0.0009  Ss 0.0001 S 0.0004
App 0.0017 App 0.0011 App 0.0028 App 0.0005 App 0.0015
Sy 0.0000  S7 0.0000  S7 0.0000  S7 0.0000 57 0.0000
Ss 0.0000  Ss 0.0000  Sg 0.0000  Ss 0.0000  Sg 0.0000
So 0.0000  So 0.0000 Sy 0.0000  So 0.0000 Sy 0.0000

Table D.2: Systematic uncertainties from neglecting the explicit reweighting of the B° pr.
Ranges of g2 bins are given in GeV?/c*.
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D.2 Differences between data and simulation

01<¢?><1.0 1.0<¢?<25 2.5<q?<4.0 40<¢><6.0 6.0 <> <8.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr, 0.0019  Fy, 0.0004  Fy, 0.0005  Fp, 0.0004  Fy, 0.0004
S 0.0001 S5 0.0001 S5 0.0001 S5 0.0001 S5 0.0000
Sy 0.0019  S4 0.0001 Sy 0.0003  S4 0.0002 Sy 0.0001
Ss 0.0004 S5 0.0006 S 0.0004 S5 0.0000 S 0.0001
Arpp 0.0019 App 0.0003 App 0.0001 App 0.0001 Apg 0.0002
Sy 0.0002  S; 0.0000  S7 0.0000  S7 0.0000  S7 0.0000
Sg 0.0000  Sg 0.0000 Sy 0.0000  Sg 0.0000 Sy 0.0000
So 0.0001 S 0.0000  So 0.0000 S 0.0000  So 0.0000
150<¢?<17.0 17.0<¢?><19.0 11.0<¢><125 1.1<¢%<6.0 15.0 < ¢ <19.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr, 0.0010 Fp, 0.0013  Fy, 0.0010  Fy, 0.0005  Fy, 0.0011
S 0.0002 S5 0.0007 S5 0.0000 S5 0.0001 S5 0.0004
Sy 0.0003  S4 0.0004 Sy 0.0001 Sy 0.0003 Sy 0.0003
Ss 0.0004  Ss 0.0002 S 0.0001 S5 0.0003 S 0.0003
Arpp 0.0004 App 0.0002 App 0.0006 App 0.0000 Appg 0.0003
Sy 0.0000  S; 0.0000 Sy 0.0000  S; 0.0000 Sy 0.0000
Sg 0.0000  Sg 0.0000 Sy 0.0000  Sg 0.0000 Sy 0.0000
So 0.0000 S 0.0000  So 0.0000 S 0.0000  So 0.0000
Table D.3: Systematic uncertainties form neglecting the explicit reweighting of the B vertex
x2. Ranges of ¢ bins are given in GeV?/c?.
01<¢®><1.0 1.0<¢®><25 25<¢?<4.0 40<¢°<6.0 6.0< ¢ <8.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fp, 0.0010  Fy, 0.0002  Fy, 0.0003 Fp, 0.0004  Fy, 0.0007
S 0.0000  Ss 0.0002 S5 0.0002  Ss 0.0000 S5 0.0001
Sy 0.0005 Sy 0.0010 Sy 0.0010 Sy 0.0008 Sy 0.0006
Ss 0.0003  Ss 0.0003 S5 0.0001  Ss 0.0001 S5 0.0001
App 0.0022 App 0.0000 Appg 0.0005 App 0.0006 Appg 0.0006
Sy 0.0001  S; 0.0000 57 0.0000  S7 0.0000 57 0.0000
Sg 0.0002  Sg 0.0000 Sy 0.0000  Sg 0.0000 Sy 0.0000
So 0.0000 S 0.0000  So 0.0000 S 0.0000  So 0.0000
150< ¢ <170 17.0<¢><19.0 11.0<¢?><125 1.1<¢%><6.0 15.0 < ¢° < 19.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr, 0.0010  Fy, 0.0015  FJ, 0.0003 Fy, 0.0000 FJ, 0.0003
S 0.0001  Ss 0.0001 S5 0.0007  Ss 0.0002 S5 0.0002
Sy 0.0002  S4 0.0009 Sy 0.0003  S4 0.0011 Sy 0.0003
Ss 0.0004  Ss 0.0001 S5 0.0005  Ss 0.0003 S5 0.0002
Arp 0.0006 App 0.0016 Appg 0.0002 App 0.0004 App 0.0005
Sy 0.0000  S7 0.0000  S7 0.0000  S7 0.0000  S7 0.0000
Sg 0.0000  Sg 0.0000 Sy 0.0000  Sg 0.0000 Sy 0.0000
So 0.0000 S 0.0000  So 0.0000 S 0.0000  So 0.0000

Table D.4: Systematic uncertainties form neglecting the explicit reweighting of the track multi-
plicity. Ranges of ¢? bins are given in GeV?/c?.
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Systematics test

0.1<¢><1.0 1.0<¢?><25 25<¢?<4.0 4.0<q¢><6.0 6.0< ¢ <8.0
param. UsystA param. Usyst. param. UsystA param. Usyst, param. UsystA
Fr 0.0139 F, 0.0149 F 0.0118  F, 0.0126 Fy, 0.0130
S 0.0010 S5 0.0002 S5 0.0005 S5 0.0011 S5 0.0014
Sy 0.0005 Sy 0.0017 Sy 0.0007 Sy 0.0021 Sy 0.0020
Ss 0.0030  Ss 0.0006 S 0.0017  Ss 0.0020 S 0.0010
Arp 0.0003 App 0.0077 App 0.0043 App 0.0020 App 0.0058
Sy 0.0003  S; 0.0001  S7 0.0003  S; 0.0002  S7 0.0001
Ss 0.0000 S 0.0001  Sg 0.0002 S 0.0002 Sy 0.0001
So 0.0001 S 0.0001  So 0.0002 S 0.0002  So 0.0001

150<¢?<17.0 17.0<¢?><19.0 11.0<¢><125 1.1<¢%<6.0 15.0 < ¢ <19.0

param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fy, 0.0059 Fr, 0.0021 Fy, 0.0108 Fr, 0.0139 Fy, 0.0040
Ss3 0.0020 S3 0.0019 Ss3 0.0015 S3 0.0004 Ss3 0.0021
Sa 0.0006 Sy 0.0010 Sa 0.0002 Sy 0.0001 Sa 0.0009
S5 0.0018 S5 0.0011 S5 0.0016 S5 0.0011 S5 0.0015
Arp 0.0031 Arp 0.0005 Arp 0.0066 Arp 0.0023 Arp 0.0017
Sv 0.0000 S7 0.0000 Sv 0.0000 S7 0.0002 Sv 0.0000
Ss 0.0000 Ss 0.0000 Ss 0.0000 Ss 0.0001 Ss 0.0000
So 0.0000 So 0.0000 So 0.0000 So 0.0001 So 0.0000

Table D.5: Systematic uncertainties from reweighting depending on pion p and pr. Ranges of
¢? bins are given in GeV?/c?.

01<¢®><1.0 1.0<¢®><25 25<¢?<4.0 40<¢°<6.0 6.0< ¢ <8.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fp, 0.0035 Fj, 0.0006  FJ, 0.0001  Fy, 0.0004  Fy, 0.0008
S 0.0010 S5 0.0002 53 0.0001  S3 0.0001 S5 0.0002
Sy 0.0003 S 0.0006 Sy 0.0010 S 0.0010 Sy 0.0008
Ss 0.0010  Ss 0.0004 S5 0.0000  Ss 0.0004 S5 0.0004
Arpg 0.0008 App 0.0004 App 0.0001 App 0.0001 App 0.0001
Sy 0.0002  S7 0.0000 S 0.0000  S7 0.0000 S 0.0000
Sg 0.0001  Sg 0.0000 Sy 0.0000  Sg 0.0000 Sy 0.0000
So 0.0001  So 0.0000 Sy 0.0000  So 0.0000 Sy 0.0000

15.0<¢> <170 170<¢><19.0 11.0<¢’><125 1.1<¢><6.0 15.0 < ¢% < 19.0

param. Osyst. ~ param. Osyst. ~ param. Osyst. ~ param. Osyst. ~ param. Osyst.
Fy, 0.0008 Fr, 0.0002 Fry, 0.0012 Fr, 0.0000 Fry, 0.0003
S3 0.0002 S3 0.0006 S3 0.0001 S3 0.0000 S3 0.0004
S4 0.0000 S4 0.0001 S4 0.0002 S4 0.0013 S4 0.0000
S5 0.0000 S5 0.0002 S5 0.0002 S5 0.0000 S5 0.0001
Arp 0.0005 Arp 0.0001 Arp 0.0008 Arp 0.0001 Arp 0.0003
S7 0.0000 S7 0.0000 S7 0.0000 S7 0.0000 S7 0.0000
Ss 0.0000 Ss 0.0000 Ss 0.0000 Ss 0.0000 Ss 0.0000
So 0.0000 S9 0.0000 So 0.0000 S9 0.0000 Sy 0.0000

Table D.6: Systematic uncertainties from reweighting depending on kaon p and pr. Ranges of
¢® bins are given in GeV?/c?.
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D.3 Fixing of ¢? for four-dimensional acceptance

D.3 Fixing of ¢? for four-dimensional acceptance

0.1<¢><1.0 1.0<¢’><25 25<¢?<4.0 4.0<q¢><6.0 6.0<¢><8.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr 0.0025 F 0.0088  Fy, 0.0089 Fj 0.0080  Fy 0.0043
Ss 0.0014 S 0.0005 S5 0.0002 S5 0.0005 S5 0.0003
Sy 0.0037 Sy 0.0029 Sy 0.0002 Sy 0.0009 Sy 0.0001
Ss 0.0014  Ss 0.0005 S 0.0019  Ss 0.0020 S 0.0004
Arp 0.0028 App 0.0043 App 0.0034 App 0.0013 App 0.0020
Sy 0.0001  S; 0.0001  S7 0.0002  S; 0.0002  S7 0.0001
Ss 0.0003 S 0.0001 Sy 0.0002  Sg 0.0000 Sy 0.0001
S 0.0000 S 0.0000  So 0.0001 S 0.0001  So 0.0001

150<¢> <170 17.0<¢?°<19.0 11.0<¢><125

param. Osyst. param. Osyst. param. Osyst.
Fr, 0.0034 Fy, 0.0226 Fr, 0.0013
S3 0.0033 S3 0.0102 S3 0.0009
S4 0.0030 S4 0.0062 S4 0.0005
Sk 0.0024 S5 0.0044 Sk 0.0005
Arp 0.0014 App 0.0063 App 0.0009
S7 0.0002 S7 0.0000 S7 0.0001
Sg 0.0002 Ss 0.0000 Sg 0.0002
S9 0.0001 So 0.0000 S9 0.0000

Table D.7: Systematic uncertainties from fixing ¢ of the four-dimensional acceptance. Ranges
of ¢? bins are given in GeV?/c*.
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Systematics test

D.4 Higher order acceptance model

parameter higher order result parameter nominal result
S1s 0.330+£0.001 S} 0.3314+0.001
S3 0.0014+£0.002 S5 0.00040.002
Sy —0.2744+0.002 Sy —0.276 +0.002
S5 —0.0054+0.002 S5 —0.002+0.002
Ses 0.002+£0.002  S§ 0.002 +0.002
S7 0.001+0.002 Sy 0.001 +0.002
Ss —0.0504+0.002 Sy —0.050+0.002
Sy —0.0854+0.002 Sy —0.087+0.002
Fg 0.0734+0.003 Fg 0.083 +0.003
Ss1 —0.235+0.003 S¢1 —0.22940.003
Sgo 0.0024+0.002 Sgo 0.001 +0.002
Ss3 0.001+£0.002 Sg3 0.0034+0.002
Ss4 0.0014+0.002 Sg4 0.001 +0.002
Sss —0.0654+0.002 Sgs —0.065 % 0.002

Table D.8: Results from the angular fit of the control decay B® — J/p K*© using (left) the higher
order acceptance description detailed in Section. 5.1.1.4 and (right) the nominal acceptance

correction.
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D.4 Higher order acceptance model

01<¢®<1.0 1.0<¢><25 2.5 < ¢ <4.0 40<¢°<6.0 6.0<¢><8.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr 0.0037 Fy 0.0108  Fj, 0.0022 Fj 0.0033  Fy, 0.0034
S3 0.0007  S3 0.0015  S3 0.0003 S5 0.0003  S3 0.0010
Sy 0.0042 S, 0.0007 S 0.0017  S4 0.0015 Sy 0.0014
Ss 0.0162  Ss 0.0065  Ss 0.0025  Ss 0.0020 S 0.0021
App 0.0004 Aprp 0.0020 App 0.0000 Aprp 0.0011 App 0.0021
Sy 0.0036  S7 0.0030 Sy 0.0005  S7 0.0001  S7 0.0009
Sg 0.0003  Sg 0.0030 Sy 0.0009  Sg 0.0006  Sg 0.0013
So 0.0017 S 0.0013  Sg 0.0012  So 0.0008  So 0.0020

150<¢? <170 17.0<¢><19.0 11.0<¢®><125 1.1<¢*><6.0 15.0 < ¢° < 19.0

param. Osyst. ~ param.  Osyst.  param. Osyst. ~ param.  Osyst.  param. Osyst.
Fr, 0.0018  Fp, 0.0084  Fp, 0.0032  Fp, 0.0001  Fp, 0.0003
S3 0.0013  S3 0.0025  S3 0.0005  S3 0.0000  S3 0.0010
Sa 0.0009 Sy 0.0002 Sy 0.0003 Sy 0.0006 Sy 0.0002
S5 0.0022 Sy 0.0031 S5 0.0028  Ss 0.0001 S5 0.0002
Arp 0.0004 App 0.0059 App 0.0018 App 0.0001 App 0.0004
S7 0.0016 S~ 0.0112 57 0.0014 S~ 0.0014  S7 0.0050
Ss 0.0018 Sy 0.0027 Sy 0.0023 Sy 0.0011 Sy 0.0003
So 0.0024 Sy 0.0015 Sy 0.0008 Sy 0.0007 Sy 0.0002

Table D.9: The effect of using a the nominal instead of a higher order acceptance model.
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Systematics test

D.5 Peaking backgrounds

0.1<¢><1.0 1.0<¢®><25 2.5< ¢ <4.0 40<q¢><6.0 6.0< ¢’ <8.0
param. Usyst. param. Usyst. param. Usyst. param. Usyst. param. Usyst.
Fr 0.0047 F 0.0018 Fy 0.0006 Fy, 0.0006  Fy, 0.0001
Ss 0.0023 S5 0.0008 S5 0.0010 S5 0.0036 S5 0.0100
Sy 0.0028 Sy 0.0012 S, 0.0037 S, 0.0034 S, 0.0019
Ss 0.0028 s 0.0032 S 0.0007  Ss 0.0018 S 0.0005
Arp 0.0062 App 0.0075 App 0.0018 App 0.0001  App 0.0022
S, 0.0038 S, 0.0002  S; 0.0050 S, 0.0031  S7 0.0001
Ss 0.0020  Ss 0.0034 Sg 0.0048 S 0.0019  Sg 0.0057
So 0.0030 S 0.0024  So 0.0060 S 0.0014  So 0.0016

15.0<¢° <170 17.0<¢><19.0 11.0<¢?><125 1.1<¢><6.0 15.0 < ¢° < 19.0

param. Osyst. ~ param.  Osyst.  param. Osyst. ~ param.  Osyst.  param. Osyst.
Fr, 0.0030  Fp, 0.0020 Fp, 0.0018  Fp, 0.0055  Fp, 0.0046
S3 0.0018  S3 0.0029  S3 0.0000  S3 0.0032  S3 0.0050
Su 0.0018 Sy 0.0029 Sy 0.0080 Sy 0.0012 Sy 0.0037
Ss 0.0014  Ss 0.0019 S5 0.0058 Sk 0.0041 S5 0.0032
Arp 0.0014 App 0.0032 App 0.0013 App 0.0058 App 0.0056
S7 0.0050  S7 0.0037 Sy 0.0047 Sy 0.0005  S7 0.0025
Ss 0.0013 Sy 0.0043 Sy 0.0034 Sy 0.0042 Sy 0.0014
So 0.0009  Sg 0.0004 Sy 0.0051  Sg 0.0021 Sy 0.0012

Table D.10: Deviations from the nominal observables due to the peaking backgrounds. The
background events have been sampled from the corresponding charmonium mode.
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D.5 Peaking backgrounds

01<¢’<1.0 1.0<¢?><25 2.5< ¢ <4.0 1.0<¢°<6.0 6.0< ¢ <8.0
param. Usyst. param. Usyst. param. Usyst. param. Usyst. param. Usyst.
Fr 0.0064  Fj 0.0035  Fy 0.0024 Fy 0.0041  Fy 0.0023
Ss 0.0015 S 0.0029 S5 0.0048 S 0.0050 S5 0.0064
Sy 0.0039 S, 0.0001 S, 0.0052 S, 0.0069 S, 0.0097
Ss 0.0040  Ss 0.0040 S 0.0051  Ss 0.0085 S 0.0082
App 0.0031 App 0.0005 App 0.0033 App 0.0013 App 0.0040
S, 0.0011 S; 0.0011  S7 0.0017 S, 0.0037  S7 0.0009
S 0.0066 S 0.0005  Sg 0.0032  Ssg 0.0032  Sg 0.0026
S 0.0014 S 0.0042  Sg 0.0052 S 0.0009  So 0.0011

150<¢®><17.0 17.0<¢*><19.0 11.0<q¢><125 1.1<¢><6.0 15.0 < ¢°> < 19.0

param. Ogsyst. param. Osyst. param. Ogyst. param. Osyst. param. Osyst.
Fr, 0.0034  Fp, 0.0037  Fp, 0.0017  Fp, 0.0063  Fp, 0.0027
S3 0.0015  S3 0.0049  S3 0.0031 S3 0.0005 S3 0.0038
Sy 0.0049 Sy 0.0061 Sy 0.0047 Sy 0.0009 Sy 0.0020
Ss 0.0068 S5 0.0038 S5 0.0033 S5 0.0010 S5 0.0008
Arp 0.0054 Arp 0.0074 Arp 0.0022 App 0.0034 Arp 0.0055
S 0.0014 Sy 0.0010 Sy 0.0016 Sy 0.0055 Sy 0.0002
Ss 0.0025 Sy 0.0033  Sg 0.0042 Sy 0.0066  Sg 0.0003
So 0.0034 Sy 0.0033 Sy 0.0032 Sy 0.0037 Sy 0.0012

Table D.11: Deviations from the nominal observables due to the peaking backgrounds. The
background events have been generated using the kernel method described in the text.
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Figure D.1: Selected (first row) A) — pKutu~, (second row) B? — ¢utpu~ and (third row)
B — 7t 7=t pu~ peaking background events, as well as (fourth row) B® — K*Out =~ swaps.
The left column gives the reconstructed mass of the b hadron, the right column the reconstructed
mass of the final state hadron.
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Figure D.2: Selected (first row) A) — JAppK, (second row) BY — Jfip ¢ and (third row) B? —
Jp T~ peaking background events, as well as (fourth row) B® — J/i K** swaps. The left
column gives the reconstructed mass of the b hadron, the right column the reconstructed mass
of the final state hadron.

199



Systematics test

172} 172} F 172}
2 2 F e r
= 0. < 0.09F < 0.06f-
= 2 F 2 F
kel Z0.08F 2 F
So. 5 E 50.05_—
o Qo7 O F
0.06 0.04F
0.03
0.03
0.04
0.03F 0.02)
F 0.02F [
X E 0.01F
L 0.01F F
(\'...I...I...I..I...I...I...I..I.. b (\:...I..I...I...I...I..I. aalesy PP PP | S PP e 1 A T 1
ST 08 -06 -04 02 0 02 04 06 08 2108 -06 -04 02 0 02 04 06 08 3 2 o1 0 1 2 3
cos®, cos®y )
@ © 0.24F 72}
Q r Q F Q
= 0.05 = 0F = 0,09
5 0.05 S 0.22F s
= = 2
3 g 02 e
5004— So.s 50.04
0.16
0.03f- 0.14 0.03
0.02 F 0.02
0.01 E 0.01
| P11 R TP T B B B | 1 T ok
S 08 -06 -04 02 0 02 04 06 08 08 -06 -04 02 0 02 04 06 08 E B
cosO, cos®y )
172} 172} F 172} F
Q F Q - Q -
‘5007-_ S 0.06 S 0.06
=i =2 f = F
2o f Eoof =P I
80.06_ 80.05_— 80.05_—
0.05F 0.04F 0.04F
0.04F E ”
F 0.03 0.03
0.03F ITH
F 0.02F 0.02p 1
0.02F o o
ool 0.01F 001 1 |
C:..I..I...I...I...I.. AP A T A C-' P IS P 1 I IR I A T A [l A 2 bl
i 08 -06 -04 02 0 02 04 06 08 108 -06 -04 02 0 02 04 06 08 3 2 Al 0 1 2 3
cos®, cos® )
045 » 0.03F
[ Bk g
s F s [
“F S 0.04F = [
s S F .025F
[ S 035k S b
035 s F
[ Ot O r
F 0.03F 0.02FH
[ 0.025F [
[ E 0.015F~
F 0.02F L
oolb- 0.015 0.01F
[ 0.01F [
0.005F E 0.005f-
[ 0.005F [
C'...I...I...I...I...I...I...I...I...I... O:...I...I...I...I...I...I...I...I...I... [l 1 | PSPPI EFEPEErE B e |
i1 08 -06 -04 02 0 02 04 06 08 1 [ 08 -06 -04 02 0 02 04 06 08 1 3 2 o1 0 1 2 3
cos®, cos® )

Figure D.3: The decay angles (left) cos#;, (middle) cosfy, and (right) ¢ for (black) b — Xpu*pu~
decays, (blue) b — J/ip X decays, and (red) from the kernel method described in the text. The
three peaking backgrounds studied are (first row) A) — pKpu*u~, (second row) BY — ¢utpu~,
(third row) B® — 7T7~u*pu~ and (fourth rowﬂago — K n~putp~ swaps.



D.6 Angular background modeling

D.6 Angular background modeling

0.1<¢><1.0 1.0<¢®><25 2.5< ¢ <4.0 40<q¢><6.0 6.0< ¢’ <8.0
param. Usyst. param. Usyst. param. Usyst. param. Usyst. param. Usyst.
Fr 0.0003 Fy 0.0033  Fy 0.0013 Fy 0.0010 Fy, 0.0012
Ss 0.0010 S5 0.0031 S5 0.0024 S 0.0022 S5 0.0039
Sy 0.0007 Sy 0.0004 Sy 0.0003 Sy 0.0010 Sy 0.0016
Ss 0.0002  Ss 0.0010 S 0.0010  Ss 0.0010 S 0.0034
Arp 0.0001 App 0.0009 App 0.0014 App 0.0005 App 0.0008
S, 0.0001 S, 0.0005  S7 0.0002 S, 0.0002  S7 0.0003
Ss 0.0000  Ss 0.0004  Sg 0.0002 S 0.0002  Sg 0.0001
So 0.0006 S 0.0013  So 0.0019 S 0.0033  So 0.0018

15.0<¢° <170 17.0<¢><19.0 11.0<¢?><125 1.1<¢><6.0 15.0 < ¢° < 19.0

param. Osyst. ~ Daram.  Osyst.  param. Osyst. ~ Daram.  Osyst.  param. Tsyst.
Fr, 0.0011  Fp, 0.0003  Fp, 0.0007  Fp, 0.0021  Fp, 0.0005
S3 0.0002  S3 0.0059  S3 0.0011 S3 0.0010  S3 0.0008
Sy 0.0012 Sy 0.0002 Sy 0.0014 Sy 0.0017 Sy 0.0015
S5 0.0005 S5 0.0001 S5 0.0024 S5 0.0005 S5 0.0010
Arp 0.0002 Arp 0.0002 Arp 0.0021 Arp 0.0013 Arp 0.0000
S 0.0000 St 0.0001 S 0.0003 St 0.0002 Sy 0.0001
Ss 0.0000 Sy 0.0002  Sg 0.0002 Sy 0.0001  Sg 0.0000
So 0.0004 Sy 0.0018 Sy 0.0034 Sy 0.0004 Sy 0.0007

Table D.12: Systematic effect due to the angular background modeling.
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Figure D.4: The angular distribution of combinatorial background events in the high mass
sideband (Mg, € [5355,5700] MeV/c?).

202



D.7 Signal mass modeling

D.7 Signal mass modeling

0.1<¢><1.0 1.0<¢®><25 2.5< ¢ <4.0 40<q¢><6.0 6.0< ¢’ <8.0
param. Usyst. param. Usyst. param. Usyst. param. Usyst. param. Usyst.
Fr 0.0009 Fj 0.0021 Fy 0.0022 Fy 0.0013  Fy 0.0006
Ss 0.0001 S5 0.0001 S5 0.0003 S5 0.0004 S5 0.0006
Sy 0.0000 Sy 0.0001 Sy 0.0003 Sy 0.0004 Sy 0.0006
Ss 0.0008  Ss 0.0006 S 0.0007  Ss 0.0013 S 0.0019
Arp 0.0005 App 0.0011 App 0.0003 App 0.0007 App 0.0011
S, 0.0000 S, 0.0005  S7 0.0001 S, 0.0001  S7 0.0002
Ss 0.0000  Ss 0.0001 Sy 0.0000  Ss 0.0001 Sy 0.0002
So 0.0000 S 0.0001  Sg 0.0002 S 0.0004  So 0.0002

15.0<¢° <170 17.0<¢><19.0 11.0<¢?><125 1.1<¢><6.0 15.0 < ¢° < 19.0

param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fry, 0.0013 Fry, 0.0022 Fry, 0.0011 Fry, 0.0017 Fry, 0.0017
S3 0.0039 S3 0.0072 S3 0.0014 S3 0.0001 S3 0.0037
Sa 0.0003 Sy 0.0011 Sa 0.0005 Sy 0.0003 Sa 0.0005
S5 0.0019 S5 0.0020 S5 0.0019 S5 0.0005 S5 0.0019
App 0.0023 Aprp 0.0034 App 0.0019 Aprp 0.0001 App 0.0027
Sv 0.0000 S7 0.0003 Sv 0.0000 S7 0.0003 Sv 0.0000
Sg 0.0001 Ss 0.0000 Sg 0.0000 Sg 0.0002 Sg 0.0000
So 0.0001 S9 0.0001 So 0.0000 S9 0.0001 So 0.0001

Table D.13: Systematic effect of the signal mass model.
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D.8 my, related systematic uncertainties

0.1<¢><1.0 1.0<¢®><25 2.5< ¢ <4.0 40<q¢><6.0 6.0< ¢’ <8.0
param. Usyst. param. Usyst. param. Usyst. param. Usyst. param. Usyst.
Fr 0.0002 Fy 0.0004 Fy 0.0004 Fy 0.0002  Fy 0.0001
Ss 0.0000 S 0.0000 S5 0.0000 S 0.0000 S5 0.0000
Sy 0.0001 Sy 0.0000 Sy 0.0001 Sy 0.0001 Sy 0.0002
Ss 0.0004  Ss 0.0002 S 0.0002  Ss 0.0004 S 0.0004
Arp 0.0001 App 0.0001 App 0.0000 App 0.0000 App 0.0001
S, 0.0000 S, 0.0001  S7 0.0000 S, 0.0000  S7 0.0000
Ss 0.0000  Ss 0.0000  Sg 0.0000  Ss 0.0000  Sg 0.0000
So 0.0000 S 0.0000  Sg 0.0000 S 0.0000  Sg 0.0000

15.0<¢° <170 17.0<¢><19.0 11.0<¢?><125 1.1<¢><6.0 15.0 < ¢° < 19.0

param. Osyst. ~ param.  Osyst.  param. Osyst. ~ param.  Osyst.  param. Osyst.
Fr, 0.0003  Fp, 0.0010  Fp, 0.0001  Fp, 0.0003  Fp, 0.0003
S3 0.0007  S3 0.0035  S3 0.0001  S3 0.0000  S3 0.0011
Su 0.0006 Sy 0.0024 Sy 0.0002 Sy 0.0001 Sy 0.0009
Ss 0.0010 S5 0.0026 S5 0.0005 Sk 0.0002 S5 0.0013
Arp 0.0008 App 0.0024 App 0.0003 App 0.0000 App 0.0011
S7 0.0000  S7 0.0000  S7 0.0000  S7 0.0000  S7 0.0000
Ss 0.0000 Sy 0.0000 Sy 0.0000 Sy 0.0000 Sy 0.0000
So 0.0000  Sg 0.0000 Sy 0.0000  Sg 0.0000 Sy 0.0000

Table D.14: Systematic deviations due to using the ISOBAR model instead of the nominal LASS
description of the S-wave.
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D.8 mg, related systematic uncertainties

0.1<¢><1.0 1.0<¢?><25 25<¢?<4.0 4.0<q¢><6.0 6.0< ¢ <8.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr 0.0004 F 0.0024 Fy 0.0050 Fy 0.0035 Fy 0.0016
S 0.0000 S 0.0000 S5 0.0002 S5 0.0003 S5 0.0005
Sy 0.0003 Sy 0.0002 S, 0.0011 Sy 0.0020 Sy 0.0019
Ss 0.0009  Ss 0.0011 S 0.0024  Ss 0.0047 S 0.0047
App 0.0003 App 0.0009 App 0.0006 App 0.0006 App 0.0014
S, 0.0001 S, 0.0003  S7 0.0005  S; 0.0004  S7 0.0003
S 0.0000  Ss 0.0001 Sy 0.0001 S 0.0001 Sy 0.0001
So 0.0000 S 0.0000  So 0.0001 S 0.0000  So 0.0000
150< ¢ <170 17.0<¢><19.0 11.0<¢?><125 1.1<¢><6.0 15.0 < ¢° < 19.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr 0.0006 Fy 0.0004 Fy 0.0006 Fj 0.0042 Fy 0.0013
S 0.0013 S5 0.0015 S5 0.0012 S5 0.0001 S5 0.0042
Sy 0.0012 Sy 0.0010 Sy 0.0021 Sy 0.0013 Sy 0.0035
Ss 0.0018  Ss 0.0011 S 0.0044  Ss 0.0026 S 0.0048
App 0.0015 App 0.0010 App 0.0027 App 0.0004 App 0.0042
S, 0.0000 S, 0.0000  S7 0.0000 S, 0.0006  S7 0.0000
S 0.0000 S 0.0000  Sg 0.0000  Ss 0.0001  Sg 0.0000
So 0.0000 S 0.0000  So 0.0000 S 0.0000  So 0.0000

Table D.15: Systematic uncertainties due to the mg, parametrisation

of background events.

0.1<¢><1.0 1.0<¢?><25 25<¢?<4.0 4.0<¢><6.0 6.0< ¢ <8.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr 0.0007 Fy 0.0022 Fy 0.0010 Fy, 0.0033  Fy 0.0031
S 0.0008 S5 0.0006 S5 0.0034 S 0.0028 S5 0.0016
Sy 0.0025 Sy 0.0003 Sy 0.0023 Sy 0.0002 Sy 0.0030
Ss 0.0011  Ss 0.0029 S 0.0025  Ss 0.0012 S 0.0054
App 0.0005 App 0.0006 App 0.0031 App 0.0012 App 0.0019
S, 0.0019  S; 0.0009  S7 0.0020  S; 0.0023  S7 0.0023
Ss 0.0033 S 0.0008 Sy 0.0033 S 0.0031 Sy 0.0018
So 0.0009 S 0.0003  So 0.0025 S 0.0016  So 0.0034
150< ¢ <170 17.0<¢><19.0 11.0<¢?><125 1.1<¢><6.0 15.0 < ¢° < 19.0
param. Osyst. param. Osyst. param. Osyst. param. Osyst. param. Osyst.
Fr 0.0020 Fy 0.0008  Fy 0.0006 Fj, 0.0001  Fy, 0.0016
Ss 0.0017 S 0.0015 S5 0.0013 S5 0.0017 S5 0.0034
Sy 0.0009 Sy 0.0014 Sy 0.0013 Sy 0.0027 Sy 0.0036
Ss 0.0012  Ss 0.0009 S 0.0023  Ss 0.0002 S 0.0060
App 0.0007 App 0.0013 App 0.0005 App 0.0018 App 0.0036
S, 0.0010  S; 0.0056 Sy 0.0017  S; 0.0007  S7 0.0031
Ss 0.0010 S 0.0007  Sg 0.0020 S 0.0041 Sy 0.0026
So 0.0013 S 0.0020  So 0.0019 S 0.0021  So 0.0008

Table D.16: Systematic uncertainties due to the assumption of flat efficiency in mg.
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Input variable correlation
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Input variable correlation
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Figure E.1: Correlation matrix for the signal (top) and background (bottom) samples used for
the BDT classifier on the Rx+ analysis.
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Figure E.2: Correlation matrix for the signal (top) and background (bottom) samples tested
based on the classifier used in the B® — K*%e*e™ analysis [?] where information from K*° and
00~ were used.
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