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Il 'y a pas de solution basique dans une pile anlbostible a membrane échangeuse de
protons : non seulement les phénoménes physiqunédostement couplés mais, en outre, le

potentiel d’hydrogene est inférieur a 7.



ABSTRACT

One of the main challenges for Proton Exchange Manb Fuel Cells development is the
performance loss, which largely limits the durabili The study of the degradation
phenomena of the different MEA components is alehgk addressed by many researchers,
but a study at a stack scale is needed in ordeeti@r understand the ageing mechanisms.
Indeed, in an industrial fuel cell the operatingnditions are not homogeneous as for
laboratory fuel cells, especially as regards thérmspects. The heterogeneities are
particularly emphasized for automotive fuel ceblecause of the compactness constraint of
the cooling circuit. Moreover, the requirementscold start should be considered, as well as
the inertial effects of the stacks and the incrédsxterogeneities during the driving cycles.

In this work, the effects of the temperature hejereities and hot spots on the automotive
fuel cell performances and degradations are inyat&td. The study is conducted in different
conditions: nominal conditions, load/thermal cygliand New European Driving Cycles
(NEDC).

The work is composed of an experimental study, ligiensists of ageing tests on fuel cells
and on-line diagnosis at both global and local scales. Atehd of the testgpost-mortem
analyses of the aged components are conducted.ardallgd, a physic-based model is
developed in order to predict the local temperatureé humidity in the different components
of the cell. Then, the impact of the reactive gased cooling flow fields design on the
thermal and water management of the cell is ingattd. Finally, the experimental and
modeling results are coupled in order to inveséidhe correlation between heat management,

water management and degradations.



RESUME

L'un des principaux freins au développement dessilcombustible de type PEMFC (Proton
Exchange Membrane Fuel Cell) est lié aux phénoméeeategradation des performances qui
les pénalisent encore en termes de durée de ‘@ide de ces phénoménes au niveau des
composants de '’AME est un théme abordé aujourdiari de nombreuses équipes de
recherche, mais une étude a une échelle d’'un sttakécessaire pour mieux comprendre les
mécanismes en jeu. En effet, dans un stack ledstomomsl de fonctionnement ne sont pas
homogenes comme dans les cellules de laboratatamment au niveau thermique. Ceci est
particulierement exacerbé dans les piles pour egmin automobile, dont la compacité
contraint fortement la conception du circuit derogfissement. De plus, les exigences en
termes de démarrage a froid sont a prendre en egragec notamment la limitation de
I'inertie thermique de I'empilement ou l'apparitidinétérogénéités plus fortes pendant les

phases transitoires.

Ce travail de these se propose d'étudier l'effaétéfogénéités de température sur la
performance d'une pile en application automobileaetiégradation. L'étude est menée dans
différentes conditions de fonctionnement: fonctement nominal, cyclage thermique et

cyclage NEDC (New European Driving Cycles).

Cette étude comporte une partie expérimentalerémmsur des essais de vieillissement en
pile et un travail sur le diagnostic électrochinggglobal et local. Elle est complétée par des
expertisespost-mortemdes assemblages membrane-électrodes et des pleepiés. En
parallele, un travail de modélisation est mené pelier les constatations expérimentales a
une description des phénomeénes en présence. klrctudu design des canaux de réactifs et
de caloporteur sur le fonctionnement des piles égtiée. Enfin, I'effet de la gestion
thermique sur la dégradation des performancesrefasiétérioration des composants de la

pile est étudié.
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GENERAL INTRODUCTION

Hydrogen is considered to be a promising energyiezafor different applications in the
future scenarios of energy mix. A move from hydrbca to hydrogen—carbon and finally to
hydrogen economy is expected in the next decaded§ it conversion of hydrogen energy
into electrical and thermal energy in a fuel celhiviable clean solution for the development
of alternative solutions to fossil fuels and foe theduction of greenhouse gas emissions.
Indeed, since the planet is severely enduring inpgact of the fossil fuels combustion on
global warming and climate change, environmentatasnability becomes a crucial factor in
energy policies. Moreover, given the evolutionghaf fossil fuels reserves estimations on the
one hand, and the world consumption rate on therdtand, they will probably run out before
the next century [2]. Nuclear energy could be d@erahtive, but its development is contested
either for safety reasons, or for the radioactieste® management. In this context, alternative
energy sources as much as appropriate energyrsaneed to be developed urgently, with a

deep integration of environmental and social agpect

Hydrogen energy has the potential to become ah-&@&hdly energy because the only
product of the conversion process of hydrogen cbanenergy into electrical and/or thermal
energy, via a fuel cell, is water. Hydrogen is adyenergy carrier with a high energy density:
~ 33 kWh/kg. That means 1 kg of hydrogen is energetically\emjant t02.8 kg of gasoline
and2.4 kg of natural gas. Finally, hydrogen is a sustainaliternative solution to fossil fuels
because it represents a viable solution for enetgyage. It can be used to make the
connection between the place/time of energy praoliend the place/time of energy demand,

allowing an efficient valorization of intermitteahergy sources (solar power, wind power...).

Among the different fuel cell technologies, ProtBRchange Membrane Fuel Cells,
which use a solid electrolyte, are particularlydeable for automotive application and many
research works and industrials projects are underegarding their commercialization.
However, one of the main challenges for their dgwedent is the performance loss, which
largely limits their durability. The local study tfie degradation phenomena of the different
Membrane Electrode Assembly components is a clgdladdressed by many researchers,
but a study at a stack scale, in real automotiveditons is needed in order to better

understand the ageing mechanisms.

11



In this work, the effects of the temperature heajermities and hot spots on the
automotive fuel cell performances and degradataresinvestigated. The work is composed
of an experimental study, which consists of age¢esjs on fuel cells witlon-line and post-
mortem diagnosis at both global and local scales. In lj@raa physic-based model is
developed in order to predict the local temperaturé humidity in the different components

of the cell.

This manuscript is made up of five chapters andmpendix. The first chapter establishes
the context of the study and sets out it main dbjes. A literature review of the different
studies of temperature distribution in PEMFCs atgl impact on degradations is also

presented.

The research study itself begins with the expertalestudy, presented in Chapter 2. It
consists of durability testing of fuel cells in antotive related conditions, performed by
applying different loads: nominal conditions, Iahétmal cycles and New European Driving
Cycles. During the ageing tests, specific instrutatéons are used to investigatesitu the
evolution of local and global performances and fiifgrthe sources of performance loss.
Those investigations are completed gnst-mortemanalyses of the different components of

the aged fuel cells: membranes, electrodes andabiplates.

In parallel, modeling studies are performed in otdecorrelate the experimental results
to the thermal conditions in the fuel cell. In pawtar, a dimensional continuum-based model,
which consider the real design of the reactive gase well as cooling water channels is
developed, and validated with the experimental .datthermal model, used for the study of
temperature distribution in the cell is presentedChapter 3. This model is extended to a
multiphysics version for the study of coupled hasad water transport in the cells in Chapter
4. This model, which predicts simultaneously theathesources and cooling flow
heterogeneities, is used to predict the temperandethe water distributions in the cell in

different operating conditions.

In the last part of the manuscript (Chapter 5),dkperimental and simulation results are
used simultaneously for a detailed study of theretation between coupled heat/water
management and degradations. Furthermore, a dktatady of each component’s
degradation is conducted and correlated to localpezature and humidity. That allows

proposing ways and means for the improvement of ded water management in the cell.
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Finally, the study opens up new prospects aboustindy of some degradation mechanisms in

the cell and the challenges related to the themualeling.
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1. Hydrogen economy and Fuel Cells

The hydrogen economy conceginsiders hydrogen as a viable clean solutioref@rgy
storage and delivery. Hydrogen is the most abundagmical element in the universe. Some
studies [3] demonstrated the existence of natugalrdgen in submarine hydrothermal
systems and researches are underway regardingxpi®itation as an energy source.
However, to date it is supposed that it existslyrgen the planet) only in negligible
quantities. It needs to be produced by appropaoaémical processes like steam reforming of
hydrocarbons, water electrolysis, photo-electrodhahwater splitting, etc. [4].

In Fig.l.1, a graphic illustration of the long-terfuture of the hydrogen economy, from

production to consumption, passing through stoeagkdistribution, is presented.
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Figure 1.1: Graphic illustration of the long-term future of the hydrogen economy
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Nowadays, hydrogen, which is also used for chenpecatesses in industry, is mainly
produced via steam reforming and partial oxidabbhydrocarbons. Only ~ 5% is produced
via water electrolysis, which can be consideretb¢cenvironmentally sustainable when the
electric power is provided by a renewable procBesently, there is a progressive move from
natural gas steam reforming (which is the most comynused method) to environmentally

sustainable hydrogen sources, as illustrated in.Eig

Hydrogen Production Sources

100%
Central Electrolysis =~
(Renewable & Nuclear)

90%
80%
70%
60%
S0%
40%
30%

Natural Gas at
20% i i

10%

Station _

0% £ b
2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

Figure 1.2: Modeled transition from reformed natural gas to the other zero or near-zero carbon
sources of hydrogen over the century [5]

Indeed, the production of hydrogen via steam refiogmor partial oxidation of
hydrocarbons can lead to higher emissions of gmgstgases compared to their direct use in
an internal combustion engine [6]. In the near reitu other processes like
photoelectrochemical water splitting or concenmigtisolar thermal, which convert solar
energy into hydrogen energy, could also be implg¢atem the production mix.

Distribution infrastructures are needed to supphe tproduced hydrogen to the
consumption sites. Currently, the installation ofdtogen pipelines or the injection of
hydrogen in existing natural gas networks as welkthee construction of hydrogen fueling
stations for transportation application are expagdiConsecutively or alternatively to the
distribution infrastructures, storage techniquesrageded to make the connection between the
production time/site and the demand time/site. &gfer represents a crucial challenge
regarding the development of hydrogen economy titstly, to its low volumetric energy
content & 2 kWh/l) and secondly, to security reasons. Different tetdmies are used,
depending mainly on the application: storage inegas phase (compressed hydrogen in
tanks), in liquid phase (via liquefaction, in matbbhor in formic acid), or in solid phase (in
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metal hydrides). As with the production method, thstribution and storage methods
presented in the Fig.l.1 are not exhaustive.

Hydrogen is a potential fuel for many applicatiofi®m transportation to stationary
power generation: vehicles, boats, airplanes, eesiels and power stations. It can also serve
as an energy storage medium, used to solve theepautcies in time between the power
stations production and the demand. This applinatommonly called jower to gasis a
promising solution for managing the intermittenéy@newable energy sources such as solar,
wind and tidal power.

Regarding the energy conversion process, differeaearchers and industrials have
worked on hydrogen conversion for decades and haede hydrogen for different
applications, from fueling space shuttles to pomgeenergy stations. There are different ways
to convert hydrogen energy. The first one is thaveosion into thermal and mechanical
energy using Internal Combustion Engines. Thisreldgy has many disadvantages like the
performance limitation, the difficulties in contlialy the fuel in the combustion chamber and
the significant emissions of nitrogen oxides @NQelated to the high combustion
temperatures. For these reasons, there is an tampgoush towards Fuel Cells in which
hydrogen is converted into electrical energy thtoag electrochemical reaction. The main
advantages of the fuel cell technology are the geledtrical efficiency £ 50%), and the
environmental sustainability.

Historically, the fuel cell development is intrinally coupled to the hydrogen
production. In 1766, Henry Cavendish produced hgeno(H) by dissolving metals in acids
and identified its main characteristics. In 183%, \William Grove developed the fuel cell
principle to convert the Henergy into electrical energy via redox reactighs presented in
Fig.l.3, a fuel cell consists of two Platinum eftedes (catalyst), separated by an ionic
conductor (called electrolyte).

s —{:ﬁ_\:’;«— -
I’/O; Ha |
\ & A/

Y il
'] In’
) ﬁ 1 A
v | | #
| |

f \

/ \
1\

1 Pt- electrodes
L_,d.. - diluted electrolyte
H,+%0, < H,0+ Energy + Heat

Figure 1.3: Principle of the Grove Fuel Cell
17



However, the fuel cell technology had to wait ud61 for its first industrialization,

when General Electric developed and implementedk&Vifuel cell in the space capsules

Gemini (NASA’s spaceflight program). To date, diffet hydrogen fuel cell technologies
have been developed: Proton Exchange Membrane Gell (PEMFC), Solid Oxide Fuel
Cells (SOFC), Molten Carbonate Fuel Cells (MCFC)kaline Fuel Cells (AFC), Proton
Ceramic Fuel Cells (PCFC) and Phosphoric Acid Fadlls (PAFC). Their main
characteristics are reported in Tab.l.1.

Fuel Cell Anode reaction Electrolyte/ Cathode reaction Operating Application
Technology charge carrier temperature
(°C)
PEMFC Acid polymer )
) 1 Transportation
H, » 2H* + 2e” (solid) = 0,+2H* 4+ 2e~ > H,0 60 -120 o
2 Distributed power
H+
SOFC Yttria—Stabilized Distributed power
. . . 1
H, + 0% > H,0 + 2e~ Zirconia (solid) 3 0, +2e~ - 0%~ 500 — 1300 APUs
o* Power plants
MCFC Li ,COy/K,COsf
- 1 _
H, + C0%2™ - H,0 + CO, + 2e~ Na,CO; (liquid) 3 0, + CO, +2e~ —» CO5~ 600 — 700 Distributed powe
cos5~
AFC Alkaline polymer
o 1 Portable power
H, + 20H™ - 2H,0 + 2e~ KOH (liquid) = 0, + H,0 + 2e” - 20H™ 50 - 250
2 Backup power
OH~™
PAFC H3PO, (liquid) 1 Distributed power
H, > 2H* + 2e~ = 0,+2H* +2e~ > H,0 160 - 220 )
H* 2 Transportation

Table 1.1: Main characteristics of the different hydrogen fuel cell technologies
Among those technologies, PEM Fuel Cells (PEMF@$)ch use a solid electrolyte, are

particularly favorable for automotive applicationdamany research works and industrials

projects are underway regarding their developmedtc@mmercialization.

2. PEM Fuel Cells in automotive application

The Proton Exchange Membrane Fuel Cell introdudsav@ is a promising candidate for
many applications, especially for transportatioe tits:

» Excellent dynamic;

> High power density;
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» Good electrical efficiency: ~ 50%;
» Solid polymer electrolyte;

As illustrated in Fig.l.4, a cell is composed okdviembrane Electrode Assembly (MEA)
where the electrochemical reaction takes placeoaedBipolar Plate (BP) for the distribution
of the reactive gases. As its name indicates, ldatrelyte, which exchanges the protons, is a
polymer membrane. In order to produce the desiegdl lof power, single cells are usually
connected in series, forming a “stack”. Differetdcks are connected in parallel in high

power systems for flexibility and modularity reason

Single cell Stack Fuel Cell
Bipolar plate H. MEA  Air /{//’//////////// 4

L A

Figure 1.4: lllustration of a single cell, a stackand a high power (80 kW) fuel cell

Fig.l.5 illustrates the configuration of a fuel Icelith the related system in automotive
application. The implementation of experimentall feels in vehicles started in 1959 with a
modified Allis-Chalmers farm tractor, powered byla kW fuel cell. It was followed by an
upscaling in road vehicles by General Motors in 6l9¢hevrolet Electrovan). The
development of fuel cell vehicles accelerated duthre 2000s and since then many concepts
have been presentedoyota FCHV-4 (2007), Peugeot 307cc Fisypac FCM0820Honda
FCX Clarity (2008), Mercedes-Benz F-Cell (2009)dAA7 h-tron quattro-FCEV (2014#gtc.
Many automakers are planning to enter the markétsaart the commercialization of next-
generation fuel cell vehicles before 2017. For examroyota Motors Co. started the sales of
its high performance fuel cell vehicleoyota Miraiin early 2015. Hyundai Motor Co. is
planning to produce 1000 units of thecson Fuel Celby 2015.
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Figure 1.5: lllustration of the main components ofa Fuel Cell Vehicle (Honda FCX Clarity)

In parallel, many programs are underway regardihg tlevelopment of the
infrastructures and filling stations for fuel cekhicles. TheCalifornia Hydrogen Highway
program is planning to install more than 109filing stations in California in the next years
[7]. A map of the stations in use and under comwtimn is presented in Fig.l.8X Nippon Oil
& Energy projects to install more than 100, Hlling stations in Japan before 2018 [8]. In
Europe, theH, mobility initiativein Germany wants to raise the number of fillingtisins to
100 from 2015 to 2017 and to 400 by 2023 [9]. Mathyer programs are underway all over

the world.
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Figure 1.6: Localization of the 60 filling stationsin use (green) and under construction (yellow)
in California [10]
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As illustrated above, great investments and adwahese been made on fuel cells for
automotive application during the last years. Hosvevtheir development and
commercialization are still limited by the cost difdtime. The Fuel cell technical status with
respect of the target is presented in Fig.l.7, wheh projected fuel cell system cost in the next

years.

Projected Transportation Fuel Cell System Cost
at high-volume (500,000 units per year)

Stack energy
efficiency @ 1/4
rated power (%)

T s12amw

% s120 $106/kW
; z
. - P Stack power density = .
System durability (h)< 7 W/ :3 v SB1KW
g 3 $69/KW
S ) 2020
$59/kW
$STIKW A A\ y
g Y osssmw ssskw ssskw  Target oo
S40/KW
2 S Target
7] $30/KW
@
System start fromJ . ™ Stack specific power o l
-20°C (sec) (W/kg) w | I

System cost ($/kW)

Figure 1.7: Automotive fuel cell targets vs statugthe blue line indicated the status as a fraction
of the target) [11] - Projected fuel cell transporation system costs per kW (assuming a volume
production 500 000 units per year) [12]

It is observed that tremendous advances have bekrevad regarding the stack
efficiency, specific power, cold start, etc. Neweless, a great deal of progress remains to
be made regarding the cost and durability. In paldr, in order to compete with the internal-
combustion engines, a fuel cell should cost 30 ¥IMid present a lifetime of 5000 h. Both
challenges are related to the thermal managemethieaftack, because the performance and

the degradations are intrinsically linked to thealadiemperature and water management.

3. PEM Fuel Cells: state of the art and heat sources

3.1. Principle of operation and efficiency

The Proton Exchange Membrane Fuel Cell is an @elsémical device which converts the
chemical energy of hydrogen into electricity anatheia a redox reaction with oxygen. The
principle of operation is illustrated in Fig.1.8h& fuel cell components illustrated in the figure

will be presented in detalil later.
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Figure 1.8: Redox reactions occurring in the cell

The half-reaction which occurs at the anode eldetis:

Ha(gas) = 2H" +2€~ 1. 1]
The reversible potential of this electrode is:
eanode _ _AGanode [l 2]
rev -
nF

where AG4,04e, 1 @and F are respectively the Gibbs free energy, the nunabezlectrons
involved in the reaction and the Faraday consfiiné produced protongi() flow through
the polymer electrolyte membrane meanwhile the yced electronse(”) flow through an
electrical load, producing current. Once the pret@md electrons arrive at the cathode
electrode, they react with oxygen through the redttion:

1 _ 1. 3]
502(gas) + 2H* +2e™ - H,0

The reversible potential at the cathode electrede i

(vap or liq)

cathode _ _AGcathOde [I- 4]
€rev = nF

Water can be produced either in vapor or in ligpliase, depending on the operating
conditions of the fuel cell. The global electrocheahreaction of the cell is:

H 1 0 > H,0 [I. 5]
2(gas) +E 2(gas) 2Ywap or tig)

22



a) Reversible potential of the cell

The Nernst reversible potential of cell is the eliéince between the cathode and anode
potentials:

— pcathode anode
Erev = €rev — Erep [I' 6]

In the Standard conditions for temperature andspires{, = 25°C, P, = 1 atm), the
Nernst reversible potential i£%, = 1.23 V. However, the Gibbs free energy of the half
reactions depends on the cell local temperatureopedating pressure. The resulting Nernst
potentials can be obtained through the expression:

1

Erep = Eey +%(T —To) + %ln PP—?(%)Z [l 7]
whereAS is the change in entropy of the electrochemicattien, T the temperature arig
the partial pressure of the spedieNevertheless, the actual cell potential is desgddrom its
ideal potential because of several types of irslbr losses. These losses are due to the
electrochemical reaction (or charge transfer) atelectrode/electrolyte interface in the active
layers, and the charge and mass transport in ther @domponents. These losses are often
referred to as overpotential or overvoltage, thoagly the ohmic losses actually behave as a
resistance. They are named activation overpote(ijal), Ohmic limitations 4,,,,) and

concentration overpotentia} (,,,.)- The resulting potential of the cell) is:

U = Erey — Nact — Nonm — Neone [I- 8]

b) Overpotentials

> Activation overpotential: reaction kinetics
The activation overpotential is due to the limitaterfacial redox reactions kinetics, because
a part of the generated voltage is lost in orddotoe the transfer between the protons and the
electrons on the reaction sites. The Butler-Volreguation relates the electrical current

density {) of the cell to this overpotentiab{.;):

o anF —(1 - a)nF [I. 9]
L=1p [exp (ﬁnact> — exp (Tnact)]
Where « is the charge transfer coefficient aigds the exchanged current density, given by:
1-a a
ith in=nk Ao Yi Vi
with iy, =nkyexp ~RT a; a; [I. 10]
v;i>0 v;<0
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A, Is the activation energy) is number of electrons involved in the reactiap;is the
standard rate constant; are the activities of the reactive specigsare the orders of the

reactions;v; are the stoichiometric coefficients asds the charge transfer coefficient.

> Ohmic limitations
Ohmic losses are caused by the ionic resistanttesielectrolyte and electrodes as well as the
electronic resistance in the electrodes and cureléctors. The ohmic losses through the
electrolyte can be reduced by decreasing the elgtdrthickness and enhancing the ionic
conductivity of the electrolyte. Because both tiecteolyte and fuel cell electrodes obey
Ohm's law, the ohmic losses can be expressed qtmion:
Nonm = (Re + Rp) 1 [I. 11]
WhereR, andR,, are respectively the electrical resistance ofc#tleand the proton transport
resistance of the electrolyte.
> Mass transport limitations
The mass transport limitation is caused by theuditin limitation of the reactive gasaad
flooding phenomena. It depends strongly on the exrdensity, reactant activity, and
electrode structure. As a reactant is consumekleaglectrode by electrochemical reaction, it
is often diluted by the products, when finite méasssport rates limit the supply of fresh
reactant and the evacuation of products. As a cpm@seEe, a concentration gradient is
formed, which drives the mass transport processilé\dt low current densities, mass-
transport losses are not significant, under praktionditions (high current densities, low fuel
and air concentrations), they often contribute ificantly to the losses of the cell potential.
Since, the rate of mass transport to an electradace in many cases can be described by
Fick's law, the concentration overpotential caméined as:
RT i
Neone = Eln (1 - E> [l. 12]

wherei;m is the limiting current density.

C) Polarization curve

The current flow increase in a fuel cell result@idecrease of the cell voltage because of the
losses by electrode and ohmic polarizations. THargation curve represents a plot of the
cell potential versus the current density. An exi@mgf polarization curve is presented in
Fig.1.9 (in blue). The Nernst equilibrium potentaald the different overpotentials which limit
the fuel cell performances are presented on the gdot. This plot is valuable in quantifying
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the performance evolution and the sources of paidiace loss (irreversibilities) as a function

of the operating current density.

Nernst Potential

Voltage (V)

‘oncentration polarization

Region 2

Region 3
Current Density (A/cm®)

Figure 1.9: Polarization curve and sources of poteiml loss

The reversible voltage of the cell, which is abdaw&3 V in the Standard conditions for
temperature and pressure, is degraded by thedlitfeverpotentials presented above:

» The activation limitatior(plot in light blue)accounts most for the losses occurring at
low current densities and depends on temperatupeeaented in Equation [1.9].

» The ohmic limitation (plot in yellowiy quite proportional to the current density.slt i
the cause of the linear shape of the polarizatiowec As presented iBquation [l.11],
higher is the electrical resistance, higher isslbpe of the curve.

» The mass transport limitation (plot in purplegcurs at high current densities and is
responsible for the cell potential drop.

Moreover, there is a deviation of the Open CirtMottage from the Nernst reversible voltage
due to the permeability of the membrane to reacgases. The measurement of that
permeation is performed using an appropriate eelkamical characterization technique,

which will be presented in the next chapter.

d) Efficiency

The performance of fuel cells is affected by opetavariables (e.g., temperature, pressure,
gas composition, reactant utilization, and currdansity), cell design and other factors
(impurities, degradations) that influence the ideall potential and the magnitude of the
voltage losses described above. From a thermodysapuint of view, the fuel cell is an
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energy conversion system in which the chemicalgnef the fuel (total reaction enthalpy) is

converted into electrical energy, generating entrapd waste heat.

1
Global reaction: H, + > 0, — Electric power + Heat power + Water [l. 13]

The total reaction enthalpy is:

* AHy = AH, = 285.8 kJ /moly, if water is produced in liquid phase

* AHy, = AH, = 242 k] /moly, if water is produced in vapor phase
The difference between them being the latent heatater evaporation/condensation. From
the first principle, the chemical power sourcehis sum of electric poweP{-) produced and

heat power R;},):
lezAHtOt = Pe— + Pth [l. 14]
Wheren,, is the molar flow rate of the hydrogen consumednduthe energy conversion

process. The electric powek,.() of the cell is the product of the cell potenfidl) and the

produced current’}:
P-=U-"1I [I. 15]

The fuel cell resulting thermodynamic efficiency is

P U [l. 16]
Ny, AHor Ny, AHpor

The fuel cell electrochemical efficiency is theioatf the electrical energy output to the ideal
energy output (if all the fuel chemical energyasieerted):
€E=¢€nN [I. 17]

— Reacted fuel the fuel utilizat fficient [I. 18]
withn = Supplied fuel e fuel utilization coefficien

The evolution of fuel cell and automotive systeme(fcell and ancillaries) efficiencies as a
function of the electric power is presented in Fid).
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Figure 1.10: Evolution of fuel cell efficiencies as function of the electric power (CEA)

The efficiency of the cell decreases when the dugbectric power increases. There is a
maximal operating point above which there is agranaince drop. The cell thermodynamics
and electrochemical efficiencies are quite the sandicating that almost all the supplied
hydrogen effectively reacts in the fuel cell. Takinto account the ancillaries of the fuel cell,
the efficiency of the automotive system starts frpemo. That means the output electrical
power of the cell is not sufficient to power itscélaries. There is a maximum operating point
where the system efficiency reaches ~54%, follolwgd shape which is similar to the cell
efficiency.

The evolutions of the electric power and thermali@og as a function of the operating

current is presented in Fig.l.11.

3

—— Thermal power (water in vapor phase)
Thermal power (water in liquid phase)

1 — Electric power
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Figure 1.11: Electric and thermal power as a functon of the operating current (CEA)
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There is a maximum operating point for the outplgcteic power, which is obtained at
~1.25 A/cm? in this case. The thermal power is lower thanefleetric power at low current
densities € 0.75 A/cm?). At high current densities, the thermal poweremds the electric
power, following a quite quadratic evolution. Thigure highlights the great importance of an

appropriate heat removal strategy for the fuel @dedign and optimization.

3.2. Heat sources in the cell
The heat production is governed by different getmmamechanisms: thermodynamic
irreversibility, electrode kinetic, ohmic lossedamass transport losses. In general, they can

be classified in:

» Half-reactions entropy (Peltier Effect)
In the catalyst layers there is reversible heading to the entropy chang&s) during the half

reactions:
Qreac = —T AS(P,T) [l. 19]

Different authors estimated the value of the ha#etions entropy change. Lampinen and
Fominio [13] predicted! Synoge=-0.104 J/mol/KandAS:athode= 326.36 J/mol/K According to

Ju et al. [14], it accounts for ~ 35% of the totaat release at (0.6V, 0.8A/cm?, 80°C).
According to Weber et al. [15], it accounts for 220d 0.9% of the total heat generation
(0.2V, 1.5A/cmz?, 80°C) respectively at the cathadd anode.

» Electrochemical activation energy (I rreversibility)
Standing to the activated complex theory, overpgabn are a consequence of the

irreversibility of the reactions. The resulting heaurce can be written:

Qact =Ma i [I. 20]

Qact =1t [l. 21]
The anode and cathode overpotentialg &ndn,.) can be estimated using the electrochemical
kinetic law. According to Ju et al. [14], it accdsifior ~50% of the total heat release at (0.6V,
0.8A/cm2, 80°C). According to Weber et al. [15], atcounts for ~55.3% and ~8.6%

respectively at the cathode and the anode of tted heat generation at (0.2V, 1.5A/cm?,
80°C).
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» Sorption/desorption heat
In the catalyst layers, there is a water sorptiban@menon. Namely, water is liquid in the
membrane and mainly in vapor phase in the pordbeofCLs. The heat release during this

process is given by:
Qsorp = leZO AH; ., (T) [I. 22]

whereAH,.,, is the enthalpy of phase change between liquidvapdr phases and,,, is the

flux of water phase change.

» Phase change heat
It can exist in all the subsystems of the MEA ortlne gas channels. Phase change is
determined by the equilibrium between the vapotigapressure and the temperature. As a
whole, water condensation may take place in thd zohes of the gas channels while water
evaporation may occur close to the membrane irhthiezones. Weber et al. [15] quantified
the impact of that phase change on heat souragdisbn and found a total amount of ~2.6%
with saturated feed gases.

A global water balance of the fuel cells studiedhis work was performed, assuming
isothermal conditions in the cell (80°C). The op@grange of the fuel cells studied in this

work, with reference to th&-v diagram of water, is presented below in Fig.l.12.

T-v diagram for water
500 .

o Cticl ot
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Endr<1%
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1
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Figure 1.12: Range of validity of ideal gas approxnation for water vapor
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It is observed that, at a global scale, water should not condense in the cell. However, the
thermal heterogeneities may induce zones of local condensation, and that will be discussed in
Chapter IV.

> Joule effect
In all the subsystems, there is Ohmic heating due to the resistance of the materials to charge
transport:

i2 [l. 23]

whereao is the electrical conductivity of the material.

3.3.  PEM Fuel Cells components

As illustrated in Fig.1.8, a PEM fuel cell is congsal of different layers, in order to:

- Supply the electrodes in reactive gases as unifoaspossible;

- Optimize the electrochemical reaction;

- Collect the produced electrical current;

- Ensure a good evacuation of the produced wateheat

- Maintain a good mechanical stability of the system.
To this end, each cell is composed of one MembEeetrode Assembly (MEA) and one
Bipolar Plate (BP). The Membrane Electrode AssenildiizA) is the multi-layered system in
which the electrochemical reactions take placeillAstrated in Fig.l.13, it is composed of the
Membrane and two Catalyst Layers sandwiched betwsenMicro-Porous Layers (MPL)
and two Gas Diffusion Layers (GDL).

Anode Catalyst Layer (~ 6 um)
Membrane (~ 25 pm)

Cathode Catalyst Layer (~ 12 um)

~200 ~50 ~50 ~200

Figure 1.13: Different components of the Membrane Eectrode Assembly. The indicated
thicknesses are ium
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a) Membrane (electrolyte)
The function of the membrane is to ensure protacarssport and electronic insulation between
the anode and the cathode while simultaneouslyitig reactive gases transport. Different
materials for the membrane have been studied ipakeyears (fluoropolymers, hydrocarbon-
based polymers...) buhe most well-known and the most commonly used #&idd, a
perfluorosulfonic acid polymer (trademark &fl. Dupont de Nemouys As indicated in
Fig.1.14, it is made of a perfluorinated polymeckiaone with sulphonic acid side chains for

protons transport.

éFz Sulfonic Acid Group

| |
CFz Side chain o

Il
TEFLON™ Backbone | CFHO—CF—CF—0—CF—CF— S=0Q —H*

|
CF2 Ch 0

NAFION™ Molecule

Figure 1.14: Structure of the Nafion molecule [16]

When the Nafion membrane is humidified, there separation between the hydrophobic
backbone and the sulphonic acid groups, which lstered in hydrophilic regions. Water,
which is located in those hydrophilic regions, a#othe proton transport either via vehicle
mechanism, or via Grotthus mechanism [17]. As aequence, therater contentdefined as
the number of water molecules per sulfonic acidugrdargely affects the ionic conductivity

and so the performance of the fuel cell.

b) Catalyst Layers
As its name indicates, the catalyst layer is th@monent where is located the catalyst for the
electrochemical reaction. This component has tarenghe delivery at the same time of the
reactive gases, the electrons and the protonset@dtalyst zones. A microstructure of the

cathode catalyst layer, extracted from [18] is enésd in Fig.l.15.
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Support carbon partide Platinum Particle
3 /
/

Figure 1.15: Schematic illustration of the cathode catalyst lays in PEMFCs [18]

Usually, the platinum catalysts are deposited enfdrm of nano-particles on an electron
conductive carbon support matrix, in order to mazerthe flow of the electrons from the
electrode to the reaction sites. The catalyst l&gsr a porous structure (porosity ~50%) for
the transport of the reactive gases to the readitws. In parallel, Nafion is used for the
transport of the protons from the membrane to #aetion sites. The hydrophobic properties
of the PTFE included in the catalyst layer are alseful for the evacuation of produced water

to the pores.

c) Gas diffusion Layers and Micro-Porous Layers
The main functions of the diffusion layers are to:
» Ensure a proper reactive gas distribution fromctimennel to the catalyst layer surface.
To this end, they have a high porosity (~ 75%);
» Ensure a good electronic connection between tladysalayers and the bipolar plate;
» Support mechanically the MEA in order to avoid s¢es due to the clamping pressure
and membrane swelling during water uptake.
GDLs are usually made of carbon fibers (diametds prm) pressed together either into a

carbon cloth (GDL-CT, ELAT) or into carbon papergi@cet, Toray, Freudenberg). An

image of a GDL obtained via Scanning Electron Mscapy is presented in Fig.l.16.
Se e L 1| | NS

Figure 1.16: Microstructure of the Gas Diffusion Layer
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The GDLs have a hydrophobic treatment obtaineddafieg their bulk surfaces with PTFE
in order to assist water management and avoid ifhgodA microporous layer (porosity ~
35%), which is made of carbon black powder withyarbphobic agent (PTFE), is added
between the GDLs and the CLs in order to:
» Smooth the surface heterogeneities of the GDL amgtave the electronic contact
between the GDL and the CL;
» Assist the water management of the cell by enhgneeter removal from the catalyst
layer and so avoiding flooding.
> Increase the mechanical protection of the MEA.
For this study, it is worth noting that the GDLais extremely anisotropic component. The
in-plane distribution of the carbon fibers indu@sctrical and thermal conductivities higher
in the plane and lower across the plane (throughg)l Moreover, in a stack the thermal and

electrical conductivities of the GDLs highly depemdlocal compression.

d) Bipolar plates
The flow-field plates presented above are usuallied ‘bipolar plate$ because they ensure
not only the anode and cathode gas distributionsalso the electrical connections between
the individual cells. Usually, in order to elimieathe excessive heat in the system and
maintain the optimal operating temperature, a gadlaws in the bipolar plates as indicated
in Fig.1.8. So the Bipolar Plate is a multifunctesdnhcomponent which ensures a proper
reactive gases distribution and products evacuatlbover the cell, separates the different
cells of the stack, collects the current from tled, @ssists the heat and water management,
and ensures the mechanical stability and the gpafithe stack.

The Bipolar plates are usually classified by theamal used and the flow field design.
The ideal characteristics of the bipolar plate’stanial are: high electrical and thermal
conductivity; low weight; high corrosion resistandéaw interfacial contact resistance; high
mechanical strength; no brittleness. Different make (Poco graphite, composite, metal)
have been developed and tested by different rdset@rand industrials (see Fig.l.17), in order
to optimize either the production cost or the diitghn the fuel cell environment. Metallic
bipolar plates (stainless steel, titanium, alumihane largely used in automotive application
due to the good flexibility in manufacturing, themM volumetric power density and the low

brittleness.
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Bipolar plates

— Non-metal Non-porous graphite
plates Stainless Steel
*Austenitic
I *Ferritic
N, tard
— Metals Metal plates
Bases Coatings
Coated = *Aluminum Carbon-based
*Titanium 1 *Graphite
*Nickel *Conductive polymer
*Stainless Steel *Diamond-like
carbon
*Self-assembled
monopolymers
Metal-based
“Graphite, “Noble metals
polycarbonate, *Carbides
_I_ stainless steel *Nitrides
Metal
based
— Composites
Resin Filler
Thermoplastics *Carbon/graphite
*Poly(vinylidene fluoride) *Carbon black
Carbon — *Polypropylene *Coke-graphite
based *Polyethylene
Thermosets
*Epoxy resin
*Phenolic resins Fiber
*Furan resin *Carbon/graphite
*Vinyl ester *Cellulose
*Cotton flock

Figure 1.17: Classification of materials for BPs used in PEM fukecells [19]

Regarding the flow field design, conventional dasiginclude straight paralle]
serpentine parallel-serpentineand interdigitated flow fields Straight parallel channels are
simpler in manufacturing and present the main atgn of low pressure drop. However,
they are limited by the non-uniform distributiontbe reactant gases in the channels and the
accumulation of liquid water under the ribs. Setpenchannels help in overcoming these
limitations by inducing forced-convective under-flows between adjacent channels which
enhance the performances. But a direct consequerserpentine is higher pressures drops.
Multi-pass serpentine flow-fields (MPSFFs) are enbmation of parallel and serpentine flow
fields (see Fig.1.18), which allow obtaining thesb&rade-off between performance, pressure
drop and drainage of condensed water. Interdigitftev fields, in which the flow is forced
to pass through the diffusion layers using deadahahnels design, can also be effective in
removing liquid water.

Ll :” i
e
"‘ ‘.!l‘ e ‘,IP

Figure 1.18: lllustration of serpentine, parallel (MGM-Carbon Industrial Co) and multi-pass

serpentine flow-fields (Tech-Etch)
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Bipolar plates design is a rapidly developing seatad with industrialization, innovative
designs are continuously proposed. For exampledaldotor Co. presented theave flow
design(see Fig.l.19.a) for the Honda FCX Clarity, andvad that it is effective in optimizing
the performance and the volume of the fuel cellrddwer, it uses gravity force to evacuate
condensed water. Toyota Motor Co. proposed an itna@/3D fine-mesh flow-fielg§see Fig.
1.19.b) which uses a kind of non-symmetric corredaplates in order to optimize the
drainage of liquid water and the diffusion of reaetgases over the active area.

Generated water is taken up
quickly by the 3D fine-mesh
flow field.

BTN/ S
ey, w Hydrogen

Cross-section A-A Cross-section B-B
(coolant flow-channels) (electrical conductor)

Narrow ribs in flow field
(Generated water underthe ribs )

Cell pitch1.34| The electrode contact areais
(A20%) [|Smalltopreventaccumulated
water from inhibiting O, diffusion.

Figure 1.19: (a) Wave flow BP of the Honda FCX Clarity with cooant flow field [20]
(b) 3D fine-mesh flow-field of the Toyota Mirai stak [21]

The coolant flow field (CFF) can be designed in adtditional cooling plate, but
nowadays there is an important push to use theneharetwork formed by the bipolar plate
ribs for the cooling purposes (see Fi). With this solution, the reactive gases flow diel
design becomes a constraint for the coolant fleidfidesign, which should be accurately

controlled in order to avoid high temperature hegeneities in the cell.
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4. Thermal issues in automotive PEM Fuel Cells

One of the key parameters facing the technicalidraripresented above is thieermal
managementf the fuel cell. Indeed, the electrochemical teacproduces electricity, water,
as well as a huge amount of heat which is generaiddn the fuel cell by the highly
exothermic redox reaction and the Joule effects Thaste heat accounts for 20 - 80% of the
total reaction enthalpy depending on the operatingent as presented in Fig.l.11.

On the one hand, the temperature of the cell shmeilchaintained high enough in order to
increase the kinetics of the electrochemical reasti limit the voltage drop at low current
densities, push maximal currents to higher valunegrove the efficiency of heat rejection and
increase the tolerance to CO (for hydrogen prodwtadteam reforming of hydrocarbons).
On the other hand, the maximal temperature of #lenwust be accurately controlled in order
to limit the components ageing and prevent membrdngng (which limits it ionic
conductivity). The issue of the balance between peaduction and heat removal, called
“thermal managemehis a crucial factor regarding PEMFCs performarmeel durability.
Different cooling methods have been studied by aedeers and industrials [22]: liquid
cooling, heat spreaders, air cooling, phase chamgding... The most commonly used
method for automotive application is liquid coolingecause of its efficiency and
compactness. Liquid water is often used as cookard, most of the time it is mixed with
ethylene glycol or propylene glycol in order to alfreezing problems at low temperatures.
This kind of coolant shows the advantagégood heat capacity and thermal conductivity. As
represented above in Fig.1.20, the liquid watew#idn the stack via the bipolar plates, and
evacuates the excessive heat in the fuel cell.cbbéng water is in turn cooled in a radiator,
generally associated to a fan which drives amba&énon this air/water heat exchanger in
order to dissipate the heat in ambient air.

Blower UL Fuel Cell Stack
@ @ @ Load bank
Back pressure
Control valve
Hydrogen ,
[l Hydrogen System Humidifier I
. Air System Recirculation pump
n Cooling System
Purge
Nitrogen system
. e g Deionising Vajve
Manual  Solenoid Filter A
Hydrogen supply Valve Valve L
Coolant Flow meter @
Nitrogen supply Manual  Solenoid

, Pump
Radiator Pressure sensor ®
Valve Valve
= Thermocouple C'P
sensor

Figure 1.20: Schematic of a fuel cell system withhie cooling circuit in blue [23]
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In the MEA, water can be produced in vapor or ligphase depending on the local
thermal and partial pressure conditions. On thehamal, water is necessary to ensure a good
proton conductivity of the electrolyte. On the athand, excessive water must be accurately
removed through convection by the reactive gaseoroer to avoid flooding which
significantly restrict the access of the reactiaseas to the catalyst layers. The issue of the
balance between water production (and supply) aatenwemoval, usually calledwater
managemefit is also one of the key factors regarding PEMF@svelopment and
commercialization. Coupled to the heat managenssuiei via the phase change and the local
humidity, water management is a technical challerige the fuel cells design and
optimization.

The technical barriers of PEMFCs development agatgyr related to the temperature and
water management of the stack, because the penricenand the degradations are
intrinsically linked to the local temperature andintidity. Nowadays, the reference
temperature is 80°C and the reference humidityesalaries between 30 and 50%. However,
there is an important push to higher temperatundd@ver humidity valuedzor example, the
target of thelJapanese New Energy and Industrial Technology Deweént Organizations
to increase the fuel cell temperature at 120°C autrexternal humidification by 2030 [24].
On the one hand, a high temperature can widelyeskate the degradation mechanisms of
the membrane, catalyst layer and bipolar platesekample, according to Curtin et al. [25], a
local temperature higher than 90°C can degradentembrane due to the attack of free
radicals such as OH* and OOH*. In addition, degtatamechanisms are known to be
exacerbated by low humidity in the membrane. Ondtieer hand, a low temperature can
induce local flooding in the cell due to low wasaturation pressures. In both cases these
effects of temperature heterogeneities can sigmifly restrict the lifetime and the
performances of the cell. For that reason, intengivestigations are needed to address the
specific challenges of heat and water managemetihancell as well as their impact on
degradations.

The current study is put forward in that contdtsd.main objectives can be summarized
as the study of temperature and humidity distrdngiin automotive PEM Fuel Cells and the
investigation of the effect of local temperatureass| as high temperature heterogeneities on

performance evolution and degradations.
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5. State of the art of the investigation of temperatue

distribution in PEMFCs and its effect on degradatios

Since in a PEMFC the amount of heat released ith@fsame order of magnitude as the
produced electrical energy, thermal managementietudiere performed with PEMFC
development since the 1960s. The operating temperatas considered uniform in the fuel
cell and was always limited by the material projsrtespecially by the membrane. The first
detailed studies, introduced in early 1990s, welated to water management [26-27]. Those
studies have been a spin-off for the studies of hakance since it is intrinsically coupled to
water transport. The pioneering studies of loealgerature distribution within the cell were
performed by Fuller and Newman [28]. After thatvesal studies have been conducted either
via experimentation or via modeling in order toestigate local temperature and its effects

on individual components degradation.

5.1. Experimental techniques for temperature measurement

As regards experimentation, conventional methodt sis micro-thermocouples, thermistors
and resistance temperature detectors (RTDs) haem hmsed to get the temperature
distribution inside a cell. Some researchers tried-conventional techniques, which will be
presented below: fiber bragg grating (FBG) sendsoasdgap temperature sensors, tunable
diode laser absorption spectroscopy (TDLAS), phosphermometry, infrared imaging and
capacitive polymer sensing elements (for humidigasurement).

Pei et al. [29] embedded 36 thermocouples intothocke plates of a 46 cells stack (9
thermocouples for each 200 cm? active area cell}ifie measurement of the temperature at
the interface between the cathode plate and the KHigAl.21). At the cell scale, they found a
parabola evolution of the temperature along thesteface with maximal differences of 4.6
and 7.8°C respectively at 0.5 A/cm2 and 0.7 A/cmz,
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Figure 1.21 : (a) Schematic disposal of the thermaeiples in each cell used in [29] - (b) Position
of the thermocouples in the stack — (c) Highest tegperature and temperature differences in each
cell

For the stack, they observe that the temperat@ehes its maximal value in the middle
of the stack and that temperature heterogeneit@sase with the current density. In addition,
measurements in different operating conditionsvaltmncluding that the main parameters
influencing the temperature heterogeneities ajethé coolant flow rate — (ii) the operating
current.

Lee et al. [30] demonstrated the feasibility ofhgsilexible thin-film sensors (2m thick)
to measure at the same time local temperature (RiitBs) and humidity (with capacitive
humidity technique) in a MEA. These thin-films wemgoduced via micro-electro-
mechanical-systems (MEMS) fabrication. The optimoadroscopy photographs of the sensors
are presented in Fig.l.22.a, with a figure of thefegration in a micro-fuel cell (Fig.1.22.b). A
plot of the measured temperature evolution at titercsurface of the BP (measured with a
thermocouple) and at the MEA (measured with then-fihin) surface is presented in
Fig.l.22.c. It is clearly observed that the BP tengpure follows the dynamics of the MEA
temperature with a maximal temperature differenic.°C. This technology was upscaled
by the development of a micro-flexible thermocougblat can be placed anywhere between
the MEA and the flow channels without support frafoe local temperature measurement
[31].
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the surface of MEA [30]
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David et al. [32] implemented an optic fiber braggating (FBG) sensor for a
simultaneous measurement of temperature and relativnidity inside the cell with high
accuracy. Embedding two sensors along the catHodechannel with serpentine design on a
30 cm? cell (Fig.l.23), they measured temperatuagiations of ~ 1.5°C and humidity
variations of ~ 40% at 0.5 A/cm2. Moreover, thessercould be used to study the dynamics
of water transport in the MEA since the time sczl¢he FBG sensor response is of the same
order of magnitude as the time scale of water gmrfitesorption into the membrane. The
plots of the measured RH and temperature whileementing current are presented in
Fig.1.23.c. It is observed that increasing curideaids to: (i) an increase of both temperature
values and temperature differences along the aatea; (ii) a large increase of the RH close
to the air outlet, especially at low current daesit
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Figure 1.23 : (a) Schematic of the in situ FBG sels located in the bottom of the flow channel —
(b) Side view of the positions of the sensors inglBP — (c) Measured relative humidity and
temperature at while incrementing current [32]

Hinds et al. [33] used at the same time a miniahmadgap sensor for temperature
measurement and a capacitive polymer sensing eteforemumidity measurement in a single
cell. The sensors, incorporated into the flow fipldtes, can be used to study the humidity
profile in the anode and cathode channels at thee d&me. However, eventual condensed
water is not detected by the sensors.

Tunable diode laser absorption spectroscopy (TDLAES) been proven to be effectine
measuring gas temperature and partial pressuteibipolar plate channels in the operating
range of PEMFCs [34-35]. Inman et al. [36] impleteehthermal sensors based on the
principles of the lifetime-decay method of phosplimermometry to measure temperatures
between the MEA and the bipolar plates. Infraredgimg technology was also used by some
authors [37-38-39] despite the constraint of usipgcal plates which are transparent to IR.
For the measurement of the temperature distributithin the MEA with good sensitivity,
He et al. [40] laminated in Nafion a thin film tineistor embedded in a 16n thick parylene.
Over a 5 cm? fuel cell, they measured a temperalifference of ~ 1.5 °C at 0.19 A/cmz2.

5.2. Experimental techniques for current measurement
Since the measurement of current density distobutcan be useful for the design

optimization as well as the evaluation of local thead water sources in the cell, some
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researchers developed local current measurememitees. Zhang et al. [41] used at the
same time a current distribution measurement gaaiétthin thermocouples between the
cathode catalyst layer and gas diffusion layer (Sgd.24) to measure the in-plane current

and temperature distributions (active area: 16 cm?)
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Figure 1.24 : (a) Current distribution measurementgasket placed on the flow field plate — (b)
Correlation between current distribution and temperature distribution at different cell voltages
- (c) Current distributions and temperature distributions at different cell [41]

An interesting result of this study is the measudestribution of current density and
temperature at different cell voltages. It is okedrthat increasing current (decreasing the
cell voltage) leads to more heterogeneities ofenirdensity and temperature (Fig.l.24.c).
Moreover the temperature difference over the acéirea significantly increases when the
operating current increases (Fig.1.24.b).

Printed circuit boards like Current Scan Lin S+wide [42-45], inserted between two
monopolar plates, can be used to map not onlyampeérature (using embedded RTDs) but
also the current distribution (using hall effechsers or shunts) in the stack with a good
resolution. The main advantages of this technolagy the accuracy, the relatively low
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invasiveness and the simultaneous measurement afutinent density and temperature over
all the active area of the cell. Indeed, the septaie is positioned between two monopolar
plates and so takes the place of one MEA in thekgsee Fig.l.25). Thus, there is no invasion
of the reactive environment of the fuel cell by semsor.
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Figure 1.25 : (a) Photography of a printed circuitboard S++ Current Scan Lin between the flow
field plates — (b) Position of the sensor plate ia cell — (c) Measured current and temperature
[42]

More recently, Lee et al. [46] developed a flexilideir-in-one micro sensor for the
simultaneous measurement of temperature, voltageerd and flow in the cell. The micro

temperature sensor uses the thermal resistanceetatupe detector (RTD) principle.

However, this technology is limited by the resauti

5.3. Experimental techniques for the investigation of fjuid water distribution

Regarding liquid water distribution, Neutron Imagirs the mosin-situ and non-invasive
technique used in the area of PEMFCs. An examplexpérimental apparatus, used at the
NIST (National Institute of Standards and Techng)og presented in Fig.l.26.a. The flow
field geometry and the obtained colorized neutroage of liquid water distribution are also
presented in Fig.l.26.b and 1.26.c.
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Figure 1.26 : Experimental setup at NIST Center ofNeutron Research — (b) Studied flow field
geometry — (c) Colorized neutron image, which quaify the liquid water distribution [47[]

Small angle neutron scattering (SANS) is also a gy in-situ technique for the
determination of the water profile across the memer as demonstrated by Gebel et al. [48].
The experimental setup as well as some resultsatérvdistribution across the membrane are
presented in Fig.l.27.
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Figure 1.27 : (a) SANS apparatus used by Gebel et.448] — (b) Distribution of water content in
the membrane, the arrow indicates the profile evoliion with time

From a general point of view, the measured temperatpresented above are mainly
influenced by the coolant flow rate and the opamtcurrent. All these measurement
techniques are limited either to in-plane invegiares over the interfaces between the
different layers of the cell, or to through-plameestigation at a reference point of the active
area. At a reference current density of 0.5 Al/ctypical through-plane temperature
differences are ~ 5°C and typical in-plane tempeeagradients are ~ 0.6 °C/cm. However,
this value highly depends on the coolant flow td flow-field design. The global in-plane
distributions of temperature and related paraméteasl the components of the cell cannot be

determined experimentally, and can be estimategtbnbugh modeling. In this way, fuel cell
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modelling allows determining the operating condhision inaccessible zones of the MEA and

bipolar plates with sensors.

5.4. Models review

Several modeling studies have been conducted dimeedevelopment of PEMFCs to

investigate the thermal effects with the main scopdesign improvement and optimization.
Many computational heat and mass transfer PEMFCeladthve been developed during the
last years from the channel/rib to the stack |¢seé Fig.1.28).

Local scale Channel-RIB scale Cell and stack Jevel System scale Size
few nm few pm few mm fewcm few dm fewm

Figure 1.28 : Description of the different modelingscales [49]

The great differences between the modeling appesaare the physics involved in the
equations, the modeling scale and the dimensignasied to describe the system. Regarding
the physics, théheoretical modelings based on physical equations whatapirical modeling
is based on observation and experimentation. Bfiierlis cheaper in computation time, but it
requires appropriate experiments and detailed vasens to implement the model. Two
main types of approaches in PEMFCs theoretical hmaglare found in literature:

» Rule-based modeling in which a set of physical rules is applied tolifred structures of
the system. The models using this approach are:
v" Full morphology models (FM) which consider the detailed microstructure of tak ¢
layers [50].
v’ Pore network modeling (PNM) which appears to be very efficient in modeling wate
transport in the porous electrodes [51-54].
> First-principle based modeling in which governing partial differential equationd
physical quantities obtained from established psydaws are solved. Two sub-

approaches are commonly used:
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v The bottom-up approach which starts with the resolution of the equati@sthe
atomistic scale and implements them at higher scaldhis approach allows
advanced multiphase fluid dynamics simulationshvatrealistic representation of
the cell components. However, its computationalt ¢iosits its applicability to a
local scale (see Fig.28). The different modelstbin literature ardattice gas (LG)
and lattice Boltzmann (LB)quations [55-56}nolecular dynamics (MDp7-58] and
off-lattice pseudo-particl§59-60].

v' The top-down approach which solves continuum-based equations in which
homogeneous materials are considered with effettaresport properties. This latter
is the most adapted for this study, which is relate the heat and water transport
phenomena at a macroscopic scale. Therefore, Hosvilog review is related to the
thermal models solved using the “top-down approachi general, one of the key
factors facing computation with this approach s ¢fmensionality used to describe
the transport phenomena. The Fig.l.29 shows thierdift dimensions used to

describe transport phenomena in PEM Fuel cells.

1D 2D

Cathode
RIB ~_Channel|fi, :

1 H
Pseudo-2D Pseudo-3D

Figure 1.29: Description of the different modelingdimensions at the channel/rib scale

0-D models use simple equations without any speagsdlution or geometry description.
They can be extended to 0-D multi-zone models irckvimultiple zero-dimensional zones are
considered. This approach is generally suitableajgture global heterogeneities and trends
with limited computational resources.

1-D models solve the transport equationsne spatial dimension, either along or across
the cell active area. Early 1D studies were peréatrby Fuller et al. [28] who studied the
effect of heat removal rate on operation. DjilaidalLu [61] predicted a temperature
difference along the cell thickness (through-pléemaperature difference) of 1-5 °C, with a
model developed at the channel scale. Weber gt5lhighlighted the heat pipe effect in the
cell with an innovative model at the channel/rialesc Pharoah et al. [62] developed a similar

46



model and concluded that the catalyst layer tentperas 3-6°C higher than the bipolar plate
temperature at 1 A/cm Park et al. [63] developed a dynamic model @da&ells stack with
resolution of heat transport in the coolant to gtude transient behavior of the cells
temperature. In all those models, the liquid/vapasise change in the cell was considered. 2-
D models have been very useful for the study oftthesport phenomena in the active layers
[64] and the channel/rib transport heterogeneitiBise first 2-D thermal models were
developed at the channel scale with a single pappeoach. Hwang et al. [65] introduced a
novel approach for the resolution of solid phasd #nid phase temperature in the porous
structures of the MEA. Introducing a two-phase mo8egel et al. [66] demonstrated that
one-phase models overpredict the fluid temperatulere is phase change and that local hot
spots position depends on the heat transfer caeftidBirgersson et al. [67] predicted a ~ 9°C
temperature difference across the cell at 1 A/osing a two phase model. Jung et al. [68]
investigated the effect of membrane thickness mp&gature distribution and concluded that
increasing Nafion thickness results in higher terapge at cathode. Basu et al. [69]
demonstrated that phase change and heat pipe aftestrictly linked to local heat transport
phenomena, which can vary widely depending on tistipn of the gases and cooling water
inlets. Shan et al. [70] developed a similar onagghmodel on a 2 cells stack to predict the
dynamic distribution of temperature.

For a complete analysis of the transport phenomeniae cell, some authors developed
full 3D models. Shimpalee et al. [71] developedva-phase model at the channel scale to
study the impact of heat transfer considerationperformance prediction. Ju et al. [72]
developed a similar model and concluded that GQHrrtfal conductivity plays an important
role in coupled thermal and water management. \Wairad. [73] used a two-phase model to
demonstrate that phase change accounts for 15-188& dotal heat generation. Nguyen et
al. [74] developed a monophasic model on a celinsgg and concluded that the temperature
is highly dependent on the current density andithatifference across the cell increases from
4 to 7°C when the current density ranges from @ 8.2 A/cnf.

Finally, some 3D models were implemented at théesochan entire cell. Su et al. [75]
developed a thermal model on a 5.2%-oell with CFD simulations and validated the model
using micro-sensors. Le at al. [76] focused onitlqgwater transport and its effects on
temperature distribution on a 2.6 Toell. Hwang et al. [77] developed a dynamic mddel
investigate the lag in heat transfer with respe@l¢ctrochemical phenomena on a 9 cm?-cell.
Liu et al. [78] introduced a simpler approach farge scale fuel cell stack simulation, and

applied it on a six 8 cfrcells stack. From a general point of view, theudated temperature
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distribution inside the cell in those papers wasnigagoverned by the local heat source and

current density distribution. However, the tempamtdistribution also depends on the local

heat removal rate, controlled by heat transfer raith the coolant. Inoue et al. [79-80]

developed a more complete two-phase model with Ifiegp fluid dynamics equations on a

225 cmz? cell using a simplified geometry. That nladepowerful for optimizing the flow

pattern of reactant gases and cooling water, ierai@ make the relative humidity as uniform

as possible. A summary of these works on non-isotaemodeling of transport phenomena

in the cell with the principal observations is me®d below in Table 1.2. The great

differences between the models is the decompogfidine cell layers, the resolution or not of

heat transfer in the coolant, the consideratiomatr of liquid/vapor phase change, and the

boundary conditions considered.

Author Scale | Dimension| Resolution of Phases Observations
Heat
transport in
the coolant
Weber etal. | Channel 1D No Two Highlight of heat pipe effect e tcell
[15]
Djilaliand Lu | Channel 1D No Two 1 - 5°C temperature difference gltve thickness of the cel
[61]
Pharoah et al. | Channel 1D No Two The catalyst layer temperature is 3-6°ghér than the
[62] /rib bipolar plate temperature at 1A/€m
Park et al. [63] 20-cell 1D Yes Two Transient behavior of the cells tempeamat
stack
Fuller et al. [28]| Channe 1D No Single Effect oBheemoval rate on operation
Birgersson et al| Channel 2D No Two ~9°C temperature difference adfussell at 1A/crh
[67]
Hwang [77] Channel 2D No Single Novel approach &sotution of solid phase and fluid phag
temperature in the MEA
Siegel C. [66] Channe 2D No Single /Two| One-phase models always overptedhe fluid temperature
Irib and local hot spot position depends on the heasfea
coefficient
Jung et al. [68]| Channel 2D No Two Investigatioritaf effect of membrane thickness on
temperature distribution: increasing Nafion thickmeesults
in more heat accumulation in cathode
Basu et al. [69]| Channel 2D No Two Phase change eatdipe effect are strictly linked to loca
heat transport phenomena, which can vary widelydding
on the position of the gases and cooling wateksnle
Inoue et 225 cn 2D Yes Two Optimization of flow pattern
al.[79][80] Cell of gas and cooling water that make the relativeidityn
higher and more uniform
Shan et al. [70] 2 cell 2D Yes Single Dynamic distribution of temperature
stack
Shimpalee et | Channel 3D No Two Impact of heat transfer considenatn performance
al.[71] prediction
Juetal. [72] Channe 3D No Single GDL thermal aaetivity plays an important role in coupled
thermal and water management
Wang et al. [73]| Channe| 3D No Two Phase changedcamlount to 15-18% of total heat
generation
Nguyen et al. Cell 3D Yes Single The temperature is highly dependarthe loading
[74] segment conditions and the temperature difference acrossdH rises
from 4 to 7°C when the current density is changethf0.3
to 1.2 Alenf
Su et al. [75] 5.29M 3D No Two CFD simulation and validation with theeusf micro-sensorg
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Cell

Le et al. [76] Cell 3D No Two Focus on liquid wateansport and its effects on temperaty
distribution
Hwang et al. Cell 3D No Single Investigation of lag in heat trf@mswith respect to
[77] electrochemical phenomena

Liu et al.[78] Six 3D Yes Two Simpler approach for large scale fulstack simulation
8cnf
cell
stack

Table 1.2 : Summary of the works on non-isothermamodeling of transport phenomena in the

5.5.

cell

Review of the correlation between local parameterand degradation

Recently, a large number of studies has been ctedlum order to study PEMFCs

degradation with different approaches. Some of theendeveloped at the atomistic scale in

order to understand the fundamentals of degradatienhanisms [81]. Other studies use

macroscopic approaches by relating the operatinglitons to global performance loss [82-

83]. C. Robin et al. [84] introduced an efficienétimod to study the impact of local conditions

on degradation by coupling performance models dpesl at the cell scale with degradation

models developed at lower scales. J. Pauchet @85ldeveloped an innovative numerical

method which couples a rule-based model and a noeaftcce model for the study of the

impact of single component degradation on perfosaaRegarding experimentation, printed

circuit boards can be useful to study the degradateterogeneitiggd4-45] while the use of

segmented cells [86] can also be efficient for ust@ading the local ageing conditions within

the cel

129

Post-mortenanalyses of the aged components give also funmifi@mation on the

structure/properties of the different componentsafbetter understanding of the degradations

phenomena and their impact on the performance8§3.7-

Pei et al. [89] reviewed the main factors influemcPEMFC degradation in automotive

related conditions. It seems that coupled heatvaaigtr management is a probable driving

force for many degradation mechanisms of membreaialyst layers, bipolar plates and gas

diffusion layers. The review of the different dedmion mechanisms of the cell components

is presented in the following.
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a) Membrane
The most common degradations of the membrane [P0edilbe classified in:

»  Chemical degradatianit is due to chemical reactions of the membraité gpecies
such as free radicals [92]. According to Sethuraratal. [93], increasing the cell
temperature leads to an acceleration of the merelofa@emical degradation, which can
be quantified in terms of fluorine release rate RfRr sulfur emission rate (see
Fig.1.30). The measurements of the FRR is a godatator for both the degradation

state and the expected life of the membrane [94].
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Figure 1.30 : Total average fluorine and sulfur emssion rates for a Nafion 112 membrane during
OCV decay as a function of temperature [93]

»  Mechanical degradatianThere are membrane delaminations or fracturesechby
fatigue stresses due to temperature and/or hunugding. Indeed, water is necessary
for ion conduction, but a direct consequence of Naion hydration is swelling.
Moreover, PTFE is a thermoplastic material whicm cffer from temperature
heterogeneities.

»  Shorting.lIt is the local permeation to electrons, causedalgcal overcompression
and or creep of the membrane into the catalystsaye

Since the membrane endures high hygrothermal sses®ome authors focused their
studies on the impact of humidity cycling on mennigralegradation [95-101]. According to
Zhang et al. [102], a simultaneous coupling of higmperatures and low humidity values

significantly accelerate the membrane degradation.

b) Catalyst layers
The catalyst layers ageing is usually quantifiedeirms of the remaining Electrochemically
Active Surface Area (ECSA) because the main degi@danechanisms are the platinum

dissolution and the carbon support corrosion. t&ile[103] studied the effect of temperature
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(40-60-80°C) on platinum carbon (Pt/C) catalystadhility using potential cycling tests. They
observed that increasing temperature results ihenigegradations of the Pt catalyst ECSA
and higher Pt deposition in the membrane. The oéthidissolution rate at different

temperatures is presented in Fig.l.31.
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Figure 1.31: Calculated Pt dissolution rate as a faction of the potential cycles at different
temperatures [103]

According to Dam et al. [104], the platinum dissmo rate strongly depends on both

temperature and voltage as presented in Fig.l.32.
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Figure 1.32: Pt dissolution rate as a function oflie potential, at different temperatures [104]
Borup et al. [105] conducted detailed studies oMFE electrocatalyst degradation and
concluded that:
« The rate of ECSA loss increases with increasingpesature;
* Increasing the relative humidity induces at the eséime an increase of the ECSA

loss and a decrease of the carbon support corrosion
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c) Gas diffusion layers
The main degradation mechanisms of the diffusiger®are the hydrophobicity loss which
induces changes in wetting behavior and changesructure due to mechanical stress and
carbon fibers corrosion. Mukundan et al. [106] s#ddhe wetting behavior of GDLs aged at
80 and 95°C and concluded that the GDL hydrophtbgignificantly decreases when the
operating temperature is increased. Companrgjtu the behavior the fresh and aged GDLs,
they also observed that the new GDL performanceases with increasing the RH while the

aged GDL performance decreases with increasing RH.

d) Bipolar plates

Regarding the bipolar plates, the main degradatlmted in literature are corrosion, and
deposits of corrosion products [107-111]. It is Malown that corrosion increases with both
temperature and humidity. Moreover, corrosion qugare higher at the anode compartment
due to the acidity of the environment. Howeverisibbserved that a passive layer, which
stabilizes the corrosion current, can be develapethe BP surface [110]. Another effect of
temperature on BPs degradation can be the larderefite in the coefficient of thermal
expansion (CTE) between the base metal of the Bt coating material under the rib. It
may induce thermomechanical failure in the hot sobg separation, microcracks and
pinholes [112].
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Conclusion

Fuel Cells are considered to be a viable solutmmnfitigating energy and environmental
issues of the 21 century. Among the different types of fuel celBroton Exchange
Membrane Fuel Cells (PEMFCs) are the focus of manyks, especially for automotive
application thanks to the advantages of good efiicy, excellent dynamics and high power
density. However, heat and water management reraaiglobal challenge for their
development and commercialization.

Experimental methods can be very useful to stuthptrature and water distribution in
the cell, but they are limited by the high cost angisiveness of the measurement techniques.
The most convenient technique for local measuresnienthis study appears to be the use of
printed circuit boards because of their good rdswmiuand accuracy while maintaining a
relatively low invasiveness compared to the othastmg technologies. Indeed, the other
measurement devices presented above (resistiveetatape detectors, fiber bragg grating
sensors, bandgap temperature sensors, etc.) inteithcthe reactive environment and can
significantly affect the results. The measuremaritshe printed circuit boards can also be
used to validate models developed at the cell sG&le stebetween the existing models in
literature and this study should be the developnwna thermo-fluidic model, with the
resolution at the same time of the heat sourcescaanting water heterogeneities. The great
challenge for this model is to find the best trdtidmtween the dimensionality used to
describe the model, the accuracy of the physicagena description and the computational
scale. Ideally, the model should be developed atc#ll scale, in order to capture all the
global heterogeneities of the fuel cell componeMsreover, the model should allow the
prediction of temperature, humidity and relatecapagters in each component of the cell.

Regarding the effects of local temperature on a#afions, a first observation is that in
PEMFCs, either temperature or water distributicasupposed to be driving forces for many
degradation mechanisms, even if the coupling betwleeal temperature, humidity and

degradations remains a great challenge.
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Introduction

In the previous chapter, the experimental techriqueed to investigate local temperature in
PEMFCs have been reviewed and printed circuit mappeared to be the most adapted for
this study. In this chapter, the methodology anpeexnental techniques used for the studies
of temperature distribution and its impact on ddgtens are presented. First, the reference
stack design and technology used is the studyesepted with a detailed description of the
single components of each cell. After that, theeexpental test bench and control system is
briefly described, as well as the different degtimtatests performed in section 3. In section
4, the measurement and electrochemical charadienzanethods used to study the
temperature distribution as well as global and llpesformance losses are presented. In the
last section, th@ost-mortemanalysis methods and devices used to study theadigtipn of

each fuel cell component are illustrated.

1. Presentation of the stack design and technology

The studied stacks are composed of several cellsami active area of 220 énelectrically

connected in series. Each cell consists of one MangbElectrode Assembly (MEA) where
the electrochemical reactions take place and ondallice bipolar plate (BP). The
configuration of a single cell is illustrated ingHi.1, with the main flow patterns of the

reactive gases.

Active Sealing Tie rod Manifold
area gasket hole

Figure 11.1: Main components of each cell with theeactive gases main flow patterns. The red,

green and blue colors are respectively related toydrogen, air and cooling water
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The cells are stacked between two end-plates das$ign apply a homogeneous
mechanical pressure of approximately 1 MPa at ikexface between the MEA and the BP,
and a localized pressure on the sealing gasketssiare the gas tightness of each circuit. The
stack is assembled with tie-rod and nuts, thehe#k tightness is validated and finally it is

connected to the test bench.

1.1. Membrane Electrode Assemblies

A single MEA (CEA home-made) consists of a Nafioginforced Proton Exchange
Membrane (PEM), sandwiched between the anode atmbdm Catalyst Layers (aCL and
cCL), two MicroPorous Layers (MPL), and two Gasfléion Layers (GDL). The detailed
description of the MEA components is presentedah.T.1.

Component | Thickness gm) Characteristics
PEM 25 Nafion, PTFE reinforced
aCL 6 Carbon supported Pt catalyst with 0.1 mgPt/cm
cCL 12 Carbon supported Pt-Co catalyst with 0.4 thug®
MPL 50 Carbon black powder (Sigracet)
GDL 246 Carbon paper GDL 24 BC (Sigracet)

Table 11.1: Description of the MEA components

1.2. Bipolar Plates

The bipolar plate used in this study has a CEA hoate design, called “F” (see Fig.ll.1),

with multi-pass serpentine flow fields.

a) Material
The anode and cathode plates (aBP and cBP) are oh&lainless Steel 316 L Ni — Cr alloy.
Its chemical composition is presented in Tab.llrR2.general, metallic bipolar plates have
good advantages in fuel cell application like gabectrical and thermal conductivities, the

good mechanical stability, and the ease of manuific;.

Chemical Element| Fe Cr Ni Mo Mn Si C P S Nb

Percentage (wt%) 68.39 16.5 105 227 19 0.38 0.02 0.02| 0.01 0.01

Table 11.2: Detailed composition (mass fraction) othe stainless steel 316L used for the BP
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The anode and cathode plates are stamped sepaifidtely, they are welded together to
form the bipolar plate (see Fig.ll.2) and coatearder to improve the electrical contact with
the GDL, without worsening the corrosion resistance

\ ctrote A ;ﬁ Carbon based coating
' on the ribs

Stainless steel sheet
(~0.1 mm thick)

Welding joint

Figure 11.2: lllustration of the bipolar plate elements at a channel/rib scale

b) Flow-fields design
The reactive gases flow field of the bipolar platemulti-pass serpentine flow field (MPSFF)
design with a different number of channels on bsitles of the plate (Fig. 11.3.a). In

particular, there are:

» 12 channels doing 5-pass flow fields in the anddesp
» 20 channels doing 3-pass flow fields in the cathaldée;

a

AAA

1)

Ajp

L2444

Figure 11.3: (a) Presentation of the hydrogen, coahg water and air flow field designs

(b) Zoom of the BP geometry in a cross-flow zone
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The cooling flow field is the resulting network teten the two metallic sheets of the
bipolar plate (see Fig. I1.3.b). Thus, no additicc@oling plate is needed.

c) Channels geometry
The gas channels section is trapezoidal due t@uesinstraints of the flow field plates and
liquid water drainage purposes. The resulting fafihe cooling water, at the back-side of the
BP, has a hexagonal section in the parallel zondsaatrapezoidal section in the cross-flow
zones (Fig.11.4).

02
Cooling water%/é ; ;
Y/ S -

Figure 11.4: lllustration of the channels design ina cross-flow zone

2. Presentation of the experimental bench

The test bench, presented in Fig.Il.5, is desigiwegrovide a management of the operating
conditions, which are:

* The pressure of the reactive gases;

* The temperature of the cell;

* The relative humidity (RH) of the reactive gases;

* The stoichiometric coefficient, defined as theaaif the supplied flow rate and the

consumption flow rate of the reactive gases incele

. * TR 1 i = e

s ik | & B il

L yaa b i . LS .I‘* =

i\—\_i';“' i t[ = e ol
pitd] | _

Figure I1.5: Presentation of an experimental test bnch

58



For the reactants, the main important parameterdrated with the experimental
apparatus are the feed flows, the humidity, thequnee and the temperature. Their mass flow
rate is fixed by the total current imposed in ortferespect the stoichiometric coefficient set-
point. The coolant used on the test bench is degohivater. The controlled parameters for the
cooling circuit are the water mass flow rate and tmperature at the stack outlet. The

components of the flow field circuits of the teshlsh are presented in Fig.ll.6.
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Figure 1.6 : Fluid circuits of the laboratory test bench

A heating resistor is used in the reactant circaiitthe stack inlet, after the reactive gases
humidification, in order to avoid local water condation in this zone. An electrical load,
connected to the fuel cell current collectors,sedito monitor the total current setpoint. The
laboratory test bench and its auxiliaries have féicgent dynamic response for reproducing
the cycling tests (which are presented below) ims$eof pressure, relative humidity, cooling
flow and current variations. However, there are sdimitations in temperature variation rate

due the limitations of the cooling system.
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3. Ageing tests

The targeted ageing tests have to reproduce tta domditions occurring in an automotive

fuel cell. From a thermal point of view, there driferent typologies of stress:

» Thermal stresses under nominal operating conditidus to the history of local

temperature (and humidity), even if the conditi@ne stationary. In addition, spatial
heterogeneities in the MEA induce non-uniform stess

Thermal effects due to high and/or rapid tempeeat@ariations induced by peaks in
power demand, due to elevated accelerations ofdhigle, for example;

Thermal effects due to humidity cycling between aurbdriving conditions (high
humidity level) and highway driving conditions (degnditions). Indeed, in highway
driving, the combined effects of high temperatudee the radiator heat exchange
limitations), high air flow rate (due to the highroent) and low water vapor supplying
(due to the humidifier limitations) induce dry openg conditions in the fuel cell;
Occasional thermal stresses due to cold-startalateso temperatures leading to ice
formation and growth in the fuel cell as descrilbgdYan et al. [113]. Additionally,
freeze/thaw cycles can induce significant degradati [100] [114] and many
researches are underway on the topic. These comsliire of paramount importance

for fuel cell vehicles, but are beyond the scopthis study.

This work focuses on reference operating conditiGasund 80°C) of light-duty vehicles

considering usual dynamic loads, cooling strategied the fuel cell system constraints and

limitations. Typically, there are different profef the dynamic load for light-duty vehicles

depending on the country, the lifestyle and thaalelperformance. The commonly used are:

The New European Driving CycleNEDC) which is a highly modeled cycle, adapted
by the Motor Vehicle Emissions Group. It is commpounbked in the area of fuel cell
vehicles. It considers the driving cycle as a caorabon between an urban cycle and
an extra-urban cycle with constant speeds, actelesaand decelerations. The main
advantages of this cycle are its reproducibilitg &s repeatability. However, it suffers
some criticism for not considering the real acalens of a light-duty vehicle.

The Worldwide harmonized Light duty driving Test Cy¢WLTC) which was
designed from a statistical database provided thgrdnt countries all over the world,
in order to determine the energy consumption ardytkenhouse gases emission. It is

more recent and more realistic than the NEDC.
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The global durability tests used to study the thareifects should be chosen bearing in
mind at the same time the application, the neesating the root effect of each type of
thermal loads (spatial heterogeneities, temportdrbgeneities, temperature/RH cycling) on
degradations and the available timeframe for thpesmental tests. The reference tests

chosen for this purpose are listed in the following

3.1. Test 1 - Nominal operating conditions (stationary)

The experiment consists of a stationary test 0@€02h in nominal operating conditions (0.4

A/cm?, 80°C). The reference conditions of the ageest are reported in Tab.Il.3.

Experimental parameter Setpoint
Current [A] 88 (0.4 Alcm?)
Outlet temperature cooling water [°C] 80
Inlet temperature reactant gases [°C] 85
Inlet pressure [bar] 1.3
Inlet relative humidity [%] Hydrogen 50

Air 30
Stoichiometric coefficient Hydrogen 15

Air 1.8

Table I11.3: Reference conditions of the stationaryageing test

3.2. Test 2 - NEDC/RH cycling

The reference NEDC, which represents the evolutiothe vehicle velocity over 1200 s, is
presented in Fig.ll.7. The NEDC was preferred ® WILTC because there is more database
in literature concerning this cycle [44][115]. Thests 800 s of the cycle repeat four low
velocity urban cycles. The remaining 400 s represenontrolled-access highway driving
with higher velocities.
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Figure 11.7 : Reference NEDC cycle

In order to facilitate the control of the cycleetreference NEDC speed cycle was adapted
to a current cycle with different current stepsilasstrated in Fig.11.8. This current cycle
adaptation induces a squaring of the pulses ance doss of accuracy regarding the real
dynamic loads of an automotive fuel cell, but ic@nmonly used in the area of automotive
fuel cells [44][115].
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Figure 11.8 : Adapted NEDC cycle

In order to take into account the humidifying systimitation at high currents, a lower
RH (30% instead of 50%) is imposed during the adletd-access highway driving part of the
cycle. The others parameters of the NEDC/RH cydirggthe same as for the stationary test.
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3.3. Test 3: Load/temperature cycling

The cycle simulates peaks in power demand (locatlatations) in automotive conditions.
This operating condition induce quite huge heatrs®peaks located in the MEA and
consequently a temperature increase with an ewolwthich depends on the heat capacity of
the cell and the efficiency of the cooling systehm simulate this thermal behavior, a
temperature increase from 80 to 95°C is imposedeatooling water outlet, while the current
density simultaneously changes from 0.5 to 0.77m&/¢see Fig.ll.9). The period of the
load/thermal cycles (~ 8 min) was limited by thstteench cooling system.
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Figure 1.9 : Imposed current and temperature during the load/temperature cycling

For comparison, the operating conditions of theehreference ageing tests are summarized
in Tab.ll.4.

63



Experimental Stationary NEDC/RH cycling Load/thermal cycling
parameters
Number of cells 30 30 19
Duration 2000 h ~2000 h ~200 h
(6034 cycles) (1500 cycles)
Current [A] 88 A i;: iiﬂ
(0.4 A/cm?) | w pd
Time (s Time (s
Outlet temperature ”
_ 80 80 s
cooling water [°C]
0 200 mTIr‘F]Oé (SS‘OO 1000 1200
RH Anode [%] 50 50 50
RH Cathode [%] 30 :: o 50
Time (s
Inlet pressure [bar] 1.3 1.3 15
Stoichiometric coef. B 1.5 15 15
Stoichiometric coef. Q 1.8 1.8 2

Table 11.4: Operating conditions of the three refeence ageing tests
It is worth noting that the maximal powers of tlelfcells stacks considered in the study
(~ 3 kW) are not of the same order of magnitudesagl automotive fuel cells (~ 100 kw).
The main difference between large-scale stack90(0-cglls) and laboratory-scale stacks (~5

cells) is the buckling phenomena after the assenmbigse which can induce uneven
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distributions of mechanical pressure on the actinea.Carral et al. [116] demonstrated that
for production-scale cells, increasing the numbkrcals enhance the uniformity of the
mechanical pressure and 5 cells are sufficient litaio negligible effects of buckling

phenomena. So the numbers of cells used in thity 80 and 19) are sufficient to represent

the real heterogeneities occurring in a large-ssiaek.

4. Continuous diagnosis methods

A proper diagnostic protocol has been defined ideprto observe the degradations and
identify the main causes of performance loss. Nayadnumerous diagnostic techniques are
commonly used in PEM fuel cells area with the ofiyecof isolating the root causes of
degradation: |-V characteristics curves, VoltammetrElectrochemical Impedance
spectroscopy (EIS), Fluoride Release Rate (FRR)¢trelchemical heat pump, current
interruption, high frequency resistance measurenidiR), Tafel slope measurement etc.
The methodology as well as the diagnostic techmigused specifically in this study could be

summarized as:

» Punctual in-situ” characterizations of the stack performance ugalgrization curves,
cyclic voltammetry and linear sweep voltammetry;

» Punctual fn-sitt” measurements of the Fluoride Release Rate forsthdy of the
membrane chemical degradation;

» Continuous measurement of the temperature andntudensity distribution over the

active area.

4.1. Global measurements

a) Polarization curves
The polarization curves are considered as the $isp in studying the degradations and
isolating the causes of performance loss. Thepar®rmed from the beginning to the end of
test, in order to investigate the evolution of gfh@bal performance of the fuel cell. In most of
the tests, the delay between the different polaomacurves is 200 h, except for the
load/thermal cycling in which the I-V curves wererfprmed each 100 h. An example of

polarization curves obtained for the stationary iepresented in Fig.11.10.
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Figure 11.10 : Example of polarization curves obtaned for the stationary test

During the measurements, the currditig varies from ~ 198 A (~0.9 A/cm?) to 0 A,
with 11 A steps whei>10 A (0.045A/cm?) and 1 A steps whirl0 A. The duration of each

step is 2 min.

b) Cyclic voltammetry (CV)
Cyclic voltammetry (CV) consists in determining tbatput current of an electrochemical
system subject to a linear evolution of the ceteptial between two values. Applied on a fuel
cell, it is used to determine the electrochemiazlva surface area (ECSA). During this
electrochemical characterization test, nitrogew#ver the working electrode (cathode) and
hydrogen flows over the counter electrode (anodi)chv also works as the reference
electrode. The voltage variation inducesddisorption and desorption onto the catalyst layer
interface. Thus, the cathode electrochemical actvdace area can be determined. A
potentiostat (Autolab) is used to apply the potniariation between the electrodes and a
booster is used to provide an additional currenjea The electrochemical active area can be
calculated by integrating the current exchangednduthe time under the peaks. The

electroactive area of platinum particles (S) cawcdleulated as:

A [1.1]

v Qpt

Where A is the area illustrated in the cyclic voltaogram (Fig.ll.11); Qp; the hydrogen

adsorption charge densit€/cm?j andv is the scanning speed.
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Figure I1.11 : Current response of a cell under CV

The different peaks on the plots can add additiamf@rmation like the charge-transfer
reactions potential. During this electrochemicahreltterization test, three scanning speeds

(v) are applied with 3 measurements for each speedrder to discard measurement
dispersions.

However, the surface electrochemically active mdperating fuel cell is only the portion
of that ECSA which is effectively accessible toatesge gases via the pores of the catalyst
layers. There should be also a performance losgaltlee anode electrochemical active area
loss, but the main part of the platinum loss isegally located at the cathode due to the
higher overpotentials. An example of the evolutimincyclic voltammograms from the
beginning to the end of test (stationary testyesented in Fig.11.12.
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Figure 11.12: Measured CV on a cell at different tmes

C) Linear sweep voltammetry (LSV)
Linear sweep voltammetry (LSV) consists in applyanbnear evolution of the potential to an

electrochemical system between two values, and umiegsthe resulting current. Applied on

67



a fuel cell, it is used to study the evolution ok thydrogen permeation through the
membrane. The measurement technique is almostathe ss for the cyclic voltammetry,
except the scanning velocity, which is sufficientbw in this case to allow the system

stabilization. The quantity of hydrogen crossing the membrane b&ioed from the
expression:

I [11.2]
Cn. =5Fs
With | the mean value of the stabilized permeation ctiffedicated on the voltammogram of

Fig.11.13). Sthe active are surface of the membrane (220 cithifisrstudy).
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Figure 11.13 : Current response of a cell under LSV
These LSV and CV characterizations are perfornmdglan 6 different cells of each stack

because of the high measuring time, which is aBOuhin for each cell.

d) Fluoride Release Rate
In order to investigaten-situ, the rate of the membrane chemical degradationoridle
Release Rate (FRR) measurements of the effluerrwadre performed every 200 h, by ion-
exchange chromatographyhermo Scientific Dionex" ion chromatography systems - ICS-
5000° HPIC). It allows measuring the concentration of givemoas (here F-) with a

sensitivity about 50 ppb. The FRR {h/cm?) is calculated according to the mass flate r
of water collected at the outlet of the stack.

4.2. Local measurements

a) Presentation of the printed circuit board used in he study
Local in-situ diagnosis consisted of current density and tentpera distributions
measurements with a Current Scan Lin S++ senste fdae Fig.ll.14). It is a custom-built

segmented printed circuit board where the locateriris measured using ring cores of a
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magnetically soft material (ferrite). Because tvesrite ring cores are necessary for each
measurement, the segments have a size of appreyn¥ax 7 mm. Therefore, for a 220 tm

active surface, there are 480 measurement segfioemcisrent distribution.

Figure 11.14 : Sensor plate out of the stack and iserted in the middle of the stack

> Current measurement principle
The current measurement principle is based upordépendence of the permeability of a
magnetically soft materiauf on the magnetizatiod and the temperatuie As illustrated in
Fig.1l.14, the currenty,, which has to be measured, flows through thelcodn a core made

of magnetically soft material and causes its magaton.

ln
-

|
i Ly |
|
|

I - *u(t)
L3

Figure Il. 15 : Current measurement principle of the sensor plate

L

The magnetic field strengtH depends upon the number of windings N and the etagn
lengthl:

b # [1.3]

A small alternating curren{t) is generated through the coi.LThis induces a voltage u (t)
in the coil L which is calculated with the formula:

A di |
u(®) = p(H,T,F) N* < % [11.4]

So the current,,, can be deduced from the induced voltage u(t) amdpenasated with the

measured temperature since the permeability depmntismperature.

> Temperature measurement principle
The temperature measurement is based upon the dipEnof the resistivityR) of metals

such as copper upon temperature (resistance tetpedetectors):
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R(T) =R(Ty ) [1+ a(T = T,)] [11.5]

with a the temperature coefficient of resistance Bnd reference temperature.

120 temperature sensors are embedded in the sglaserto this end. There is a lower
spatial resolution of the temperature measuremeaettd the limitations in space for the
electronic circuit of the sensor plate. The priecs of the device are 0.02 A/cm? for the
current density and 1 °C for temperature. The tiesls of the sensor plate is mainly
determined by the thickness of the ferrite ringesoand is approximately 3 mm. The
apparatus, inserted between two monopolar plateeemmiddle of the stacks (in order to
eliminate the side effects) is used to map simelbasly the temperature and current
distributions in the cell. The specifications ofetlfCurrent Scan Lin S++ device are
summarized in Tab. 11.5.

Range 0 — 2.5 Alch
Precision 0.02 A/cm?
Current measurement

Measurement time 0.5 s for each 100 measuremenmeseg
Maximum current 3A/measurement segment
Range Up to 180°C

Temperature Precision 1°C

measurement Measurement time 2 s for each 100 measurement s¢gme
Maximum temperature 180°C

Table I1.5: Specifications of the printed circuit board used for measurement

Examples of current and temperature map are idtesdrin Fig.11.16. The local maxima
observed on the current density distribution ackiaed by the welding points of the bipolar
plates which are preferential paths for currentwflorThe hot zones observed on the
temperature map are due to the heterogeneitidreafdoling flow field. They will be studied
in detail in the chapter dedicated to the thermadieh.
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Figure 11.16 : Examples of current density (A/cm2)and temperature (°C) distributions measured
with the sensor plate
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The measured current density needs a post-treatsiroé the contact between the

measurements segments and the bipolar plate lsonabgeneous.

b) Local data post-treatment
Given the Multi-pass serpentine flow field designbipolar plates with curve corners, the
contact area between the measurement segment® afettsor plate and the bipolar plate

shoulders is not homogeneous at all as illustratédg 11.17.

a b

——  Measurement segment in
| electrical contact witl2 ribs

\ Measurement segment in
/ electrical contact witl3 ribs

Figure I1.17 : (a) In-plane and (b) through-planeillustration of the heterogeneities of the contact
area between the sensor plate segments and the daooplate ribs

In order to take into account these contact ardardgeneities which can have a
considerable impact on the current density distitbumeasurement, appropriate weighting

factors inversely proportional to the contact ama&sused in each segment as follows:

— S
Imes S = Ieff Seff < Ieff = Lnes S o = Imes k [”-6]
e

Wherel,,.; andl, s, are respectively the measured and the effectimegudensities in each
segment;S is the mean contact area between the BPs shoutthetseach sensor plate
segmentS,; is the effective contact area between the BPsldbmiand the corresponding

segment of the sensor plate. The weighting fadtorghich consider the contact between the

sensor plate and both the anode and cathode flatéfigure 11.18) , varies from 0.75 to 1.25.
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Figure 11.18 : (a) Anode plate shoulders, scanninglate segmentation and cathode plate
shoulders - (b) Post-treatment weighting factors mtaix

As illustrated in Fig.11.19, the post-treatmenttbé current density using the weighting

factors induces a smoothing of the current derdiggribution, even if the effect of welding
points (local maxima on the post-treated currensdg) is still observed.
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Figure 11.19 : Effect of the post-treatment matrix on the current density distribution

c) Perturbations on the temperature measurement

The printed circuit board is sandwiched between tmanopolar plates, replacing one MEA
as indicated in Fig.Il.17. As every plate contaansooling circuit on the backside, the S++
temperature measurement is influenced by one additicooling circuit. This configuration
(Fig. 11.20) may influence the absolute temperatm@asurement and its heterogeneity over
the MEA surface. That induces a “double-coolingefff and so a temperature heterogeneities
smoothing with respect to the real heterogenegtieng the active area. Moreover, given the
relatively high thickness of the sensor plate widgspect to the cell components (see
Fig.11.20), there is a non-negligible heat exchahbetween the sensor plate and the cooling
water manifolds. As a consequence, the sensor iglatled on one side by the inlet cooling
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water and heated on the other side by the outlelingp water and that induces parasitic

effects on the measurements.

MEA BP Sensor Plate BP MEA

Heat exchange between
the sensor plate and the
cooling water manifolds

Hydrogen
Air
Cooling water

Figure 11.20 : lllustration of: (a) the heat excharge between the sensor plate and the manifolds
cooling water - (b) the double-cooling effect of # sensor plate sandwiched between two bipolar
plates and two cooling circuits

The “double cooling effect” as well as the heathatge with the cooling water flowing
in the manifolds should be taken into account eitdaring the interpretation of the

temperature maps, or during the development oftibvenal model.

5. Post-mortem analyses

The post—-mortemanalyses are used to study the degradation stdt¢ha change of atomic
and molecular structure of the isolated componehtse aged cells. The techniques and tools
are defined depending on the information release@drh technique, the characterization
time and the cost while bearing in mind the netgsdilinking the observed degradations to
the physical root causes. To this end, the diffetechniques used in this study are: optical
microscopy, X-ray photoelectron spectroscopy, sicenelectron microscopy and Infrared

camera.
5.1. Optical microscopy (OM)

Optical microscopyDigital microscope VHX 500-FEs used for the global analysis of the

bipolar plates and membrane degradations at thescae. It is considered as the first step
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before going toward the advanced characterizatiechrtiques. Examples of optical

microscopy images are presented in Fig.ll.21.

Figure 11.21 : Visualization of (a) BP degradationsand (b) membrane delamination using OM

5.2. X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron spectroscopy, sometimes naniectren spectroscopy for chemical
analysis (ESCA)js usedfor the local analysis of the chemical compositeomd state of
oxidation of the bipolar plate surface. It consistsdetecting the photoelectrons that are

ejected from an inner-shell orbital of an atom byaxys (see Fig.l1.22).
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Figure 11.22 : Principle of XPS, measurement systerand example of a spectrum obtained on an
aged BP

5.3.  Scanning Electron Microscopy (SEM)

Scanning Electron MicroscopyEM LEO, 40kYis used for a detailed study of the surface
topography and microstructure of different compdsefrom the bipolar plates to the MEA.
It consists in making an interaction between a $obaam of electrons and the atoms that
compose a region of the sample surface. The seppebictrons emitted back by the excited
atoms reveal information about the morphology andrestructure of the sample. An

example of SEM image of an aged MEA is presentdedtl.23.
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Figure 11.23 : Example of SEM images obtained in bek-scattered electrons on an aged MEA

5.4. Infrared (IR) Camera for local H, permeation

An IR camera ELIR® E-Series Advanced Thermal Imaging Camésaused to measure the
temperature distribution over the active area @daglEAs supplied by pressurized hydrogen
(in a hydrogen box) on the frontside of the MEAdambient air on the backside. As the
MEA permeation increases, more heat is generatedtbe MEA due to direct combustion of
the reactants. Thus, observed variations in tenyreralistribution are related to changes in
the rate of the reactants crossover through the N\ [1.24). This diagnostic tool is used to

localize eventual pin-holes or local thinning o timembrane.

Pin-holes

Figure 11.24 : (a) MEA in the hydrogen box for theIR camera test

(b) IR image of a drilled MEA

Overview

The detailed ageing tests and diagnostics protased in the study are summarized in
Tab.ll.6.
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Stationary NEDC/RH cycling

30 cells 30 cells

Load/temperature cycling

19 cells

Stack assembling

V.

Conditioning

Beginning of Tes}

Characterizations: i-V, LSV, CV, S++

{}

a | 200 F ageing test, S++, FRR

@

Characterizations: i-V, LSV, CV, S++

Stack disassembling

U

Post-mortem analyses : SEM, XPS, IR, OM

Stack assembling

.

Conditioning

Beginning of Tes}

Characterizations: i-V, LSV, CV, S++

{}

100 F ageing test, S++, FRR

@

Characterizations: i-V, LSV, CV, S++

-

10C h ageing test, S++, FRR

-

Characterizations: i-V, LSV, CV, S++

@e@

Stack disassembling

U

Post-mortem analyses : SEM, XPS, IR, OM

Table 11.6: Overview of the ageing tests with the idgnostics protocol
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Chapter Il
A THERMAL MODEL TO INVESTIGATE LOCAL TEMPERATURE
AND HEAT TRANSFER PHENOMENA IN P.E.M. FUEL CELLS
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Introduction

In this work, a sensor plate is inserted betweemnvonopolar plates of the stack in order to
measure the temperature distribution over the axh. Since this measurement device is
limited to the investigation of the in-plane tengtere distribution between two monopolar
plates, through-plane temperature can be determamdg via modeling. Modeling heat
transport in a fuel cell is a multiphysics problerich involves the study ah-situ thermal
properties of the cell components, computationaildfldynamics, thermodynamics of the
electrochemical reactions and phase change. Theralit approaches used to solve this
problem in literature were reviewed in Chapter I.

From a general point of view, the temperaturerithstion inside the cell is governed not
only by the local heat source rate in the exothermeiaction zones and current density
distribution, but also by the local heat removakraontrolled by heat transfer rate in the
coolant. Faghri and Guo [117] reviewed the thermahagement issues related to fuel cell
technology and modeling. They conclude that in otdeptimize the components design and
the thermal management of the fuel cells, 3D nuraéranalysis models are needed.
Nevertheless, for large-scale fuel cells, full 3Dndations require high computational
resources and appropriate fluid dynamics solveos.this reason, 3D models are generally
developed at the level of one single channel. im ¢hapter, a global 3D model is developed
at the channel/rib scale in order to understandetteect temperature distribution in the cell
and the associated channel/rib effects. The maglelpscaled at the cell scale, with an
appropriate dimensionality reduction in order tdveothe tradeoff between accuracy and
computational cost. The upscaled “pseudo-3D” madeValidated using the temperature
measured with the sensor plate inserted in thek.stacthe following section, the thermal
properties of the components, which are of funddalemportance in this study, are

reviewed.
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1. Thermal properties of the cell components

Understanding temperature distribution in PEM Faedls needs a deep and detailed analysis
of the thermal properties (especially the thernmaiduictivity) of the MEA components and
interfaces. Measureelx-situdata are useful for getting an idea of the therpnaperties and
their influence on an operating fuel cell. Nevelglss, these thermal properties can be very
different during operation from those measueaesitudue to local conditions (temperature,
water content, local compression, etc.). So, lotaitu thermal properties are needed for an
accurate study.

Many researchers focused on that challenge, edlyecia experimentation [118-120],
even if some models can help making predictiordiffierent operating conditions [121-122].
In the following, the impact of local conditions dhermal conductivity of every cell

component is briefly reviewed for a proper defmitiof the model parameters.

1.1. Membrane

The membrane is a perfluorinated polymer backbortk sulphonic acid side chains for
protons transport. Generally, for this type of theplastic material, the thermal conductivity

varies with both temperature and water content.

a) Effect of temperature
It is commonly accepted that as the temperatureases, the thermal conductivity of the dry
membrane decreases due to the phonon transporompkea, as described by Choy et al.
[123]. For dry Nafion, Khandelwal et al. [118] mae=d a decrease from 0.16 + 0.03 to 0.13
+ 0.02 W/m/K when the temperature increases frofic 8 65°C. With a linear extrapolation,
they predicted a thermal conductivity of 0.11 +2DM¥/m/K at 80°C. These results are very
similar to the results of Alhazmi et al. [120] wheeasured a decrease from 0.188 + 0.015 to
0.135 + 0.011 W/m/K when temperature changes frbrto3®5°C.

b) Effect of humidity
Water is necessary for the ionic conductivity of tafion. Water is supplied by humidifying
the reactive gases and by using directly the wateduced by the electrochemical reaction.
When the Nafion is humidified, there is a separabetween the hydrophobic backbone and
the sulphonic acid groups, which are clustered ydrdphilic regions. This phenomenon

strongly impacts on the thermal conductivity. Inl@rto estimate it theoretically, Alhazmi et
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al. [120] assumed that the wet membrane is a naxbfiwater, air, and membrane material.
They observed that the thermal conductivity sigaifitly increases as the membrane becomes
wetter and explained it by the fact that thermaddractivity of water (0.66 W/m/K) is higher
than the dry membrane one (0.18 W/m/K). They atstedhthat the thermal conductivity of a
wet membrane slightly increases with increasingpenature: they observed an increase from
0.4 to 0.41 W/m/K when the temperature rises fréma365°C. Burheim et al. [124] observed
that the thermal conductivity of Nafion increasesnf 0.18 to 0.27 W/m/K when water
content f4,,) changes from 0 to 22. After exanimating experitally its evolution as a
function of the amount of water molecules per safpbt acid group in the membrane (water

content) using a conductivity meter, they propabsedaw, which will be used in this study:

Anagion [W/m/K] = (0.177 + 0.008) + (3.7 £ 0.6) - 1073 - 4, [1.1]

1.2. Catalyst layers

The catalyst layers are a mixture of carbon powder W/m/K), Nafion (~ 0.18 W/mK) and
platinum particles (~ 71.6 W/m/K). So the thermahductivity is supposed to increase when
increasing platinum content. Alhazmi et al. [120¢asured the thermal conductivity of the
MEA in order to deduce the catalyst layer one. Tbaycluded that it is almost independent
of the temperature and is about 0.291 + 0.018 WiInifkagrees with the measurements
performed by Kandelwal et al. [118] who obtained70+ 0.05 W/m/K for a catalyst layer
with catalyst loading around 0.5 mgPtfcm

Standing to Burheim et al. [125], the thermal cartlity of catalyst layers containing
water ranges from 0.10 to 0.15 W/m/K when the cartipa pressure increases from 5 to 16
bars. In addition, they observed that the presendke ionomer is supposed to increase the
thermal conductivity as the catalyst layer absavhger. For “supersaturated” catalyst layers,
the thermal conductivity value can be expectedhtwease by 50%. The reference value of
0.15 W/m/K will be used in this study.

1.3. Gas Diffusion Layer

The GDL is made of carbon fibers (diameter ~ 5-1) pressed together into a paper. The
in-plane orientation of the fibers makes it a hyghhisotropic material. Different methods
have been used in literature to predict its theromaductivity [118][122][126]. In general,
those studies agree that the through-plane thecaraductivity (W/m/K) are respectively
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around 0.2 for ELAT GDL, 0.3-0.4 for Sigracet PTihdaD.3-0.8 for a Toray GDL. Regarding
the in-plane conduction, Pfrang et al. [127] useth)X computed tomography structure data
as well as randomly computer-generated structaresipute the anisotropy of GDLs under
different conditions. They concluded that the ager@n-plane thermal conductivity of all
structures is by a factor 4 to 12 higher than therage through-plane thermal conductivity.
They also presented in a table a comparison bet@8&ethermal conductivity predictions
published in literature. Zamel et al. [128] usedli#g calorimeter method to experimentally
measure the through-plane thermal conductivity ofay carbon paper for a temperature
range from -50 to +120°C. They concluded that, dwethe thermal expansion of the
graphitized carbon fibers, the thermal conductivitgreases with temperature. Given the
operating temperatures of this study (between @1&9°C), it can be stated that the thermal
conductivity of the GDLs is constant.

However, the microporous layer and the hydrophotdatment, used to improve water
management, greatly impact the-situthermal properties of the GDL. The other paranseter
influencing in-situ thermal properties are the presence of liquid watdghe pores and the

inhomogeneous compression.

a) Effect of PTFE content
In fuel cell application, in order to limit its wetg during operation, the GDL is treated with
polytetrafluoroethylene (PTFE) also called Tefldrgcause of its hydrophobic properties.
Owing to the low thermal conductivity of PTFE®{.25 W /m/K), it insulates the carbon
fibers (120 W/m/K) from each other, leading to aplof the global thermal conductivity of
the GDL.

Pfrang et al. [127] observed that the contact betaveen carbon fibers and the PTFE has a
considerable effect on the thermal conductivitycdwing to Karimi et al. [119], the PTFE
content influences more the GDL thermal condugtivdt lower compression load.
Khandelwal et al. [118] measured thermal conduiésiof 0.48 + 0.09, 0.31 £ 0.06 and 0.22
+ 0.04 W/m/K respectively when the PTFE content¥ttis 0, 5 and 20%. Sadeglifar et al.
[122] proposed a statistically-based mechanisticdehdo predict the reduction of through-
plane thermal conductivity of GDLs treated with FETF

b) Effect of MPL

The MPL, made of a mix of hydrophobic agents witlick powder nanoparticles, is added
between the GDL and the CL to improve water managgnand smooth the surface
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heterogeneities of the GDL. According to Thomasle{129], temperature gradients across
the MPL contribute to water transport and helpspkeg the water in the MPL in the vapor
phase.

Burheim et al. [130] measured the thermal conditgtof MPL at different pressures and
PTFE contents and studied its impact on the tenyrergrofile in the cell. They concluded
that it can vary from 0.06 to 0.10 W/m/K dependiegpecially on pressure. They also
observed that the through-plane temperature difteresignificantly increases due to the
MPL. So this component has to be considered facanrate thermal modeling. Sadeghifar et
al. [122] measured the thermal conductivity of SBLBC MPL (which is used in this study)
variations between 0.37 and 0.55 W/m/K dependinthercompression.

c) Effect of humidity
The local humidity of the cell depends on watettiphpressure and temperature. On the one
hand, water partial pressure is supposed to beshiggar the air outlet due to the production
of water in the active layers. On the other haathgderature is supposed to be higher near the
coolant flow outlet. The coupling of both phenomean induce high humidity variations in
the cell. Moreover, at a more local scale, humiditgupposed to be higher under the BP ribs,
where the temperature is lower and the GDL mayainnesidual water at the same time. In
order to take into account those effects, Yableskial. [121] used a Thermal Lattice
Boltzmann Model to determine the anisotropic therooaductivity of GDL containing liquid
water. They observed increases of 20.8% and 5.4@ecotively for the through and in-plane
thermal conductivities when the total saturatiorchenged from 0 to 24.4%. According to
Burheim et al. [125], when considering wet GDL amubderately humidified CL, the
PEMFCs maximum internal temperature differencedases by 33% when compared to the
commonly assumed thermal conductivities. Wang ef181] highlighted that the heat pipe
effect can be responsible of an apparent increfedhrough-plane thermal conductivity of
the GDLs by 20 — 40%.

d) Effect of inhomogeneous compression
There are two major causes of heterogeneous cosipmes the GDL.:
» After the assembly phase, a deflection is obsemtedhe center of the stack as
demonstrated by Carral et al. [116]. The consequénthat the thermal resistance is
higher at the center of the stack and lower clost¢ tie rods. The amplitude of the

deflection depends on the number of cells and tsitipn of the tie-rod nuts of the
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assembly. Mechanical simulations dnesitu measurements showed that the effect of
the deflection is negligible when the number ofsc@ higher than 10. Given that the
experimental stacks tested in this study have I3arells, the impact of deflection on
the thermal study can be neglected.

* As shown in the Fig.lll.1, the channel/rib struetuof the BP induces different

pressure distribution between the area of the Gdeuthe channel and the one under

the rib.
Crushed GDL under
— the rik
==l
Bipolar plate————s#% Free GDL under the

channe

Pressure (MPa

Simulation of pressure distribution
| for 3 different types of GDL

!
Figure IIl.1 : Simulation of the axial pressure distribution (MPa)in the GDL due to the

channel/rib structure (CEA)

A comparative study of the effect of heterogeneocuspression of the GDL under the
channel/rib structure on the temperature distrdyutvas achieved by Hottinen et al. [132], at
the channel scale. They concluded that when hetasmys compression is taken into
account, a significant portion of the heat produgeder the channel is conducted in the plane
of the MEA and enters the GDL under the rib, whigwere is a smaller thermal resistance,
causing a significant temperature gradient insidedlectrode. The study showed that the in
plane temperature differences between the arear tindechannel and the one under the rib
can be multiplied by 8.5 from a homogeneous to ®rbgeneous compression. Using a
guarded heat flux meter device, Karimi et al. [Li®asured variations from 0.26 to 0.7
W/m/K for Spectracarb GDL and from 0.25 to 0.52 ViKnfor Solvicore GDLs when the
pressure rises from 0.7 to 13.8 bar, at a meandmtype of 70°C.

From these observations, the presence of the MPWwedlsas the variations in thermal
conductivity due to the heterogeneous compresdidheoGDL are of paramount importance
in modeling heat transfer and thermal effects mdhbll. For the GDL, the values of 0.2 and

3.7 W/m/K, which were measuredx-siti at the CEA respectively for the though-plane and
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in-plane thermal conductivities, will be considersithe references for this study. The MPL
will be considered as a separate component, witecaivalent thermal conductivity of 0.4

W/m/K. The phenomenon of heterogeneous compressilbralso be considered, using a

geometrical analogy (Fig.lIl.5).

1.4. Thermal contact resistances at the interfaces

Since the thermal contact resistances (TCR), eslhedietween the GDL and the adjacent
components, can have a great impact on temperdistréoution, reliable estimations of their
values are needed for this study. Karimi et al9]Iteasured variations of TCR from 2.4 to
0.6 107*m?K/W and 3.6 to 0.90~* m2K /W respectively for Spectracarb and Solvicore
GDLs (in contact with iron surface) when the pressis changed from 0.7 to 13.8 bar.
Khandelwal [118] measured the TCR between Sigraii#tision media and aluminium
bronze material and found a quite constant valué warying PTFE content:1-2 — 1.5 -
10~*m2K /W, with a pressure of 2.2 MPa. Sadeghifar et al3[iB:veloped an analytical
model to predict the thermal contact resistancevéen the GDL and a flat surface
(representing the BPs rib). The obtained resuitgels depend on porosity and pressure. For
the typical values of porosity and pressure usedhis study, the TCR was 0.8-
10~*m2K/W. The values used in this study derive from liter@td.5-10"* and 1.25-
10~* m2K /W respectively for the GDL/BP and GDL/MPL thermahtact resistances.

It is worth noting that the thermal properties bé tcomponents evolve with ageing as
observed by Burheim et al. [134]. Those ageingctdfare not considered in this study, but
could be of great importance for advanced fuel @egradation models.

2. A 3D thermal model at the channel/rib scale

In this section, a 3D thermal model is developetthatchannel/rib scale in order to investigate
the real temperature distribution in the cell, agl\&s the impact of the thermal properties of

the components and interfaces on heat transfer.

2.1. Geometry and hypothesis

a) Geometry
The reference modeled geometry is a 2 cm long alasfrthe fuel cell stack as presented in

Fig.lll.2. For symmetry reasons, the geometrynstid to %2 channel + % rib. A deformation
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about25% of the GDL under the rib is modeled to consitther heterogeneities in pressure

due to the channel/rib structure.

aGDL “ cGDL l

| H2 |", ," Air |
: Vo / "B/
ow |
MPL

3D

a: anode

c: cathode
BP: Bipolar Plate
CL: Catalyst Layer

CW: Cooling Water

~

GDL: Gas Diffusion Layer

: “\‘l <
b ca | MPL : Micro-Porous Layer

A

Membrane

Figure 1.2 : Reference channel/rib computationaldomain

b) Hypotheses of the model

The hypotheses of the model are the following:

Heat transfer in the porous layers is purely diffasIn general, in porous media like
GDL and MPL, heat is transferred by conduction eodvection. The ratio of the two
entities is given by the Péclet number. In thigigfuhe Péclet number is sufficiently
low (~1073) to consider that the convective contribution eathtransfer is negligible.
So the main heat transfer mechanism in the MEAmlaction.

Single phase flows;

Laminar flows in the channels ;

Reactants are ideal gases;

No mass transport through the membrane;

The electrochemical reaction takes place at therfate between the catalyst layers
and the membrane where a current density distabus imposed.
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2.2. Physical model: conservation equations

a) Continuity equation
Three equations of continuity are solved respelgtivethe anode compartment (aGC-aGDL-
aMPL-aCL), cathode compartment (cGC-cGDL-cMPL-cCGind cooling water channels
(CW). The reference continuity equation is:

0 .2
§+V-(pu)=5m [-2]

wherep andu are respectively the density and the velocitytmeof the fluid; € is the
porosity of the medium (the porosity is 1 in theaghels: aGC, cGC and CW). The mass
sources,, is only located in the catalyst layers (aCL and.;Gvhere the electrochemical
reactions take place. The equations of state ffflthds are;p = P/RT in the gas channels,

andp = Cte = 976 kg/m?3 for the water in the cooling channels.

b) Species conservation
The different species in the system afig:andH,O at the anode compartmei@;, N, and
H,0O at the cathode compartment. The global equati@peties conservation is:

dpew; Il.
pathJfV'(pwiu) ==V ]Jit$; (i3]

Wherew; is the mass fraction of the specie©ne equationifH ) is solved at the anode

compartment and two equations=Q, andi=H,0O) are solved at the cathode compartment.
The remaining speciesi{O for the anode compartment aNg for the cathode compartment)
are deduced from mass balance [lll.2]. As for tressnbalance, the species souices only
located in the catalyst layers (aCL and cCL), wtibeselectrochemical reactions takes place.
Ji is the diffusion flux, which is calculated usindnet generalized Fick's law of

multicomponent gas diffusion:

[111.4]

n 1 - Vo
Ji= —|pw; Z Dy (VXk +5(Xk — W) VP) + D; 9
k=1

Where Dy, , Xx, p, D] and 6 are respectively the binary molecular diffusiitieche mole
fraction of the specieg, the pressure, the thermal diffusivity and the gemature. In this
model, the diffusion of species due to the thergnatient is neglected, so the last term of the
equation shown above is zem/(= 0). The molecular diffusivitie®;, are temperature and

pressure dependent following the empirical cori@hateported in Appendix 1.
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Dy = Dy (p, T) [11-5]
In the porous media, the Bruggeman correction isiciered in order to take into account the
impact of porous and tortuous structures of the G&#rid CL on effective molecular
diffusivity:
€ 1.6
Dikeff = Dik ; [ ]

C) Momentum

In the free flows domains (aGC — cGC — CW), the iNlatokes equations are solved:

P [g_‘t‘ +(u- V)u] = —Vp+V [,u(Vu + (Tw)7) —gu(V ‘u)- 1| +F [1.7]

Where u is the dynamic viscosity of the fluid anBl are the volume forces (gravity).

[u(Vu+(l7u)T)—§u(V-u)1] accounts for the viscous stress in the fluid, with

(Vu + (Tw)T) the rate of stress tensor aﬁy% (V- u) - I the isotropic stress tensor.

In the porous domains (GDLa — GDLc — MPLa — MPLcCka — CLc), the Brinkman
eguations are used:
p[ou
elat
WhereK is the hydraulic permeability of the porous medium

@7 %] - Up4V E (u(Vu + (w7 — %u(v : u)[)] - (% 4 i—’;l)u +F 18]

d) Charge transport
Ohm’s law is used for solving the electronic poianp:
i=—-0'Vo
The calculation of the current density distributiarthe different components is used in order

to predict the local Joule heating.

e) Heat transport

The global heat transfer equation solved is:
a6
pcpE+pcpu-|79 =V-(AV6) + Q, [111.9]

Q, is the local heat sources in the cell, which astriduted depending on heat generation

mechanisms.

87



f) Local heat sources in the cell Qs
The calculation of local heat sources in the cebhbtained from the electrochemical reaction
heat of overvoltage. Assuming that the producedcemwiat in vapor phase, the total reaction
enthalpy is (at 80°C)AH,,; = AH,,,;" = 242 kJ/moly,. The total reaction enthalpy is the

sum of electrical energy leaving the system andevasat:

AHtOt = We— + ch [|||.10]

l
2F
The local electric energy produced .- =V -i wherei is the current density
distribution imposed at the interface between titalgst layer and the membrane &t the
potential. So from the energy balance, the wastat pgoduced in the cell (heat of

overvoltage) is the difference between the totakgy and the electric energy produced:

Qen = (%—V)i [11.11]

Moreover, the electrons and protons transport @ dbmponents create Joule heating

source terms:

Q;=— [11.12]

Because of these uncertainties in heat generatiechamisms presented in Chapter I,
section 3.2, the model assumes that all the entamplyelectrochemical activation heats are
located at the cathode catalyst layer/ membrarexfage. The impact of that uncertainty
about heat source localization on the temperatigeilwition will be evaluated in section
4.4.b. Standing to those heat generation mechanitbmsource terms used in this study for

coupling the governing equations are:

Domain Sm S; Qs
AH
i 0- <—“’t —~ V) i
aCL Sw, S, =~ 5% 2F
at the anode catalyst layer/membrane interface.
i
So,=—7% 1. AHtot_V i
4F oF
cCL So, + S0
l
SHy0 = 5F at the cathode catalyst layer/membrane interface
l'Z
Membrane 0 0 —
Gm
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i2
MPLs 0 0
OMmPL
i2
GDLs 0 0
06pL
i2
BPs 0 0 —_—
Opp

Table Ill.1: Source terms used in the transport egations

s)] Boundary conditions

The boundary conditions for the model are set bovs:

Continuity at all internal boundaries;

No slip boundary conditions at the channels wadl: the boundary layers are
computed,;

Velocity, temperature and concentrations are ddfatechannels inlet (Figure 111.3.a);
Pressure and convective flux boundary (no viscaress) conditions are defined at
channels outlet (Figure 111.3.b);

The bipolar plate is set to electric ground on side of the cell;

The cell operation current density is fixed at thembrane/cathode catalyst layer

interface;

Thermal continuity across the cell, to considerrgqeatability of the cells in the stack
(Figure 111.3.c);
In-plane symmetry (Figure 111.3.d);

Figure 111.3 : (a) Channels inlets - (b) Channels atlets - (c) Continuity and (d) Symmetry

boundary conditions
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2.3. Input parameters and physical properties of the components

The current density distribution at the interfacetween the membrane and the cathode
catalyst layer is presented in Fig.lll.4. It copesds to a mean current density of 0.8 A/cm2,
The current density is higher under the channeltduke higher diffusion of reactive gases in
that zone. This type of current density profile veddained from an electrochemical model

developed at CEA, which is beyond the scope ofgtidy.
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Figure 111.4 : Current density distribution at the membrane/cathode catalyst layer interface

In the following table, the values of the physipadperties of the cell components used in the

study are presented. They are issued either frentitdrature review, or from locaéx-situ”

measurements performed at the CEA as presentesttios 1.

Parameter BP GDL (Channel/rib variation) MPL CL Membrane
Thickness aCL: 0.01 0.025
2-0.1 0.17-0.23 0.05
[mm] cCL: 0.015
Thermal
o In-plane: 3.7 - 5.4
conductivity 16.1 0.4 0.15
Through-plane: 0.2 - 0.3
A [W/m/K] 0.186
Electric
o In-plane: 3460 — 4862
conductivity | 1.32-10° 50 1000 9.825
Through-plane: 64 — 184
6 [S/m]
Porosity € 0.69 —0.77 0.35 0.47
Kozeny-Carman correlation:
Permeability &3
C— 2-10713 1072
(m?) (1-¢)
With € = 31071 m?
Tortuosity 1.165 1.7 1.3

Table 11.2: Physical properties of the cell componets
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The thermal contact resistances considered are:
« Thermal contact resistance GDL/BPS - 10~ * m?K /W
« Thermal contact resistance GDL/MPL25 - 10~* m?K /W
The channel/rib variations of the GDL thermal coctdaties, used to consider the

inhomogeneous compression, are presented in Fg.Mhis profile is analogous to the

geometrical deformatioa, (y) which varies from 0 under the channel to 25% uriderib.

| 0.0013 0.0013:
‘ 0.0012 0.0012
‘ 0.0011 0.0011
‘ 0.001 0.001
s 4 F 0.0009 < _ 0.0009
S| I/ o008 £ 0.0008
e | S 0.0007" < 7 0.0007
\\ ! i 0.0006 0.0006
T [ 0.0005 0.0005
0.0004 0.0004
0.0003 0.0003
0.0002 0.0002
0.0001 0.0001

062 022 024 026 028 03 4 4.5 5 5.5

lambda_GDL_x (W/m/K) lambda_GDL_yz (W/m/K)

Figure 111.5 : Distribution of the in-plane and thr ough-plane GDL thermal conductivities used to
take into account the inhomogeneous compression

The effect of the GDL deformatiom,(y) on the porositye;p, is taken into account

considering the correlation [135]:

& t+ ey [111.13]
1+e,

E6pL =

In parallel, the hydraulic permeability used in Benkman equation is calculated using the

Kozeny-Carman correlation:

k=C- &3 [111.14]
(1-¢)
The other input parameters and properties of theefrare summarized in Table 111.3.
Description Value
Inlet temperature of the reactive gases 80°C
Inlet temperature of the cooling water 80°C
Inlet velocity anode reactive gases 3.96 m/s
Inlet velocity cathode reactive gases 7.85 m/s
Inlet mass fraction K- Anode 0.3
Inlet mass fraction © - Cathode 0.2
Inlet mass fraction b0 - Cathode 0.15
Inlet velocity cooling water 0.25 m/s

Table 111.3: Input parameters of the model
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2.4. Numerical procedure

The model is implemented in the commercial softw@oesol Multiphysics 4.3b and solved
with Finite Elements Method. The mesh (see Fig)ltonsists of triangular elements in the
fluids and mapped elements in the solids, sweptgatbe channel. The resulting 3D mesh is
composed of 262 62ements (151 200 prism elements and 111420 heraheldéments).

In order to reach a maximal relative error bd~*, the calculation time is about 28 minutes
on anintel Xeon 2,67 GHz RAM 32 GBFor the computation, direct methods are used with
a PARDISO solver.

..ii

Figure 1.6 : Swept mesh used for the computation

2.5. Results and discussion

a) Temperature distribution
The temperature distribution in the cell at a meament density of 0.8 A/cm? is presented in
Fig.lll.7 using a 3D plot and a 1D plot at two @ifént cut lines at the middle of the cell
length, under the channel and under the rib. Kirstlis observed that the temperature is
higher in the cathode catalyst layer (~83.5°C) doethe exothermic oxygen reduction
reaction, and lower in the bipolar plate (~79°heTemperature difference across the cell is
about 4.5°C under the channel and reduced to 3d@rue rib. Those results are in good
agreement with the literature review results pmee in the first chapter. No significant
evolution of the temperature distribution is obgehalong the channel length, even if there is

a global temperature rise from the inlet to thdetwdf the cooling water.
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Figure 1.7 : 3D Temperature distribution in the cell and 1D temperature distribution at the

indicated cut lines

The temperature drop is higher in the GDLs (~ 1)5aad at the interfaces between the
gas diffusion layer and the adjacent componentgicajly, temperature drops of ~ 0.65 and ~
0.4 °C are observed respectively at the GDL/BP &idL/MPL interfaces. So the
consideration of the thermal contact resistanca®levant for the temperature distribution
prediction. In the other components, there is eelot@mperature drop: ~ 0.4°C in the MPL, ~
0.25°C in the membrane and ~ 0.1°C in the CLs.

The results also highlight the fact that considgrine channel/rib heterogeneities is of
paramount importance in modeling heat transfehendell: under the channel, there is a high
heat production due to the high current densitjnuianeously, the heat flux to the channels
flow is low due to the low heat capacity of theattge gases. Under the ribs, the MEA is in
direct contact with the cooling water which hasighhheat capacity and the through-plane
thermal conductivity is higher due to the elevatechpression of the GDL. The combination
of all these phenomena induces higher temperatamations between the zones under the
channel and the ones under the rib. Moreover, fiadiad variation of the temperature
difference across the cell can induce heat pipeceffthen there is phase change in the cell

(for higher current densities) [68].

b) Impact of reactive gases diffusion on heat transpor
Fig.lll.8 presents the evolution of the mass fi@tsi of Q and H distributions respectively at

the cathode and anode compartments. These magworfsadistribution highlight the
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significant impact of the channel-rib design. Agested, lower oxygen and hydrogen gas

concentration are observed under the rib becaudm aiffusion limitation under the rib.

-

Figure 111.8 : 3D H, and O, mass fractions evolution respectively at the anodend cathode

compartments

A similar computation assuming constant physicapprties for the reactive gases (no
species source term in the active layers) showéd the same results presented in Fig.lll.8.
Thus, it can be concluded that assuming constaystigdl properties for the reactive gases is a
good approximation to save computational time ierral modeling. However, it is worth
noting that the consideration of water transport lba useful for a fuel cell operating in wet
conditions, in which there could be a high amodmnater condensation, especially under the
ribs. As indicated in Fig.lll.8, under the ribs tbeis not only a lower concentration of
reactants species (and so a higher concentratiowabér), but also a lower hydraulic
permeability of the GDL due to the higher compressiAdditionally, the direct contact with
the cooling water induces a cooler rib surface smtbwer vapor saturation pressures in that
zone. Before going to a deep analysis of tempearatistributions, a candid discussion about

the limitations and the dimensionality of the thatrmodel is needed.

3.  From 3D to Pseudo-3D modeling

3.1. Limitations of the 3D channel/rib model

The 3D channel/rib model presented above is a kindeference model, largely used in
literature [71-73] thanks to the main advantagesfudf description of the channel/rib
geometry and the capture of all the heterogeneitves the 3 dimensions. However, its main
limitations are:
»  The computational cost: the simulated geometryasgnts only ~1/1000 of the active
area of the standard 220 cm? cell used in thisystespite of the computational time
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of 28 minutes. Moreover, the boundary layers nedaktaccurately meshed in order to
capture all the fluid/solid interactions.

»  The local heat source: in large-area fuel cellsieru density can show high variations
over the active area due to the evolution of ttectree gases concentration and the
local water content. As a consequence, there cdmgbevariations of the heat source,
which greatly impact the temperature distribution.

»  The coolant flow field: the heterogeneities of do®ling flow field design can induce
high flow rate heterogeneities in the cell, and semuently an uneven temperature
distribution over the cell surface.

In the context of this study, which focuses on @imalyses of the local heterogeneities and
their correlation with degradations, full cell ssahodels are needed. For the development of
a thermal model at the cell scale, the currentitedsstribution can be either measured with
the printed circuit board inserted in the stackggtbr 3) or calculated by using a physic-
based model (see Chapter 4). For upscaling the Imewtide maintaining a feasible
computational cost, the dimensionality used to diesdhe physics could be readjusted with

appropriate pseudo-dimensional methods.

3.2. Multidimensionality effect in physic-based modelingof fuel cells

For a complete study of heat and water managentetitscale models which take into
account at the same time all the cell components taa channel/rib heterogeneities are
needed. The best tradeoff between modeling scedeigmon and computational time must be
accurately studied. Indeed, for large-scale fudlscdull 3D simulations require high
computational resources and appropriate fluid dyoansolvers. Raj et al. [136] used
concentration differences calculations to analyhe effect of multidimensionality in
PEMFCs. From a physical point of view, they obsdrtreat differences between full 3D and
2D models mainly appear at high current densitie$ 4/cm?). From a computational point
of view, they concluded that 3D models are almest times slower than 2D models and
require three times more memory. In the same dimecKim et al. [137] demonstrated that
solving the transport equations in the 2D crossi@eof the MEA with 1D integration along

the channels is optimal in terms of both efficiemeyl accuracy for straight channels.
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3.3. Pseudo-3D concept

Actually, the thickness of the cell is very smalhgpared to its length and width. The aspect
ratio of the cell presented abo¥e!! thiCkneSS/Cell widtn ~ 0:012 is sufficiently low to

consider each component as a plane layer. It cas lle appropriate to model the heat
transport using a pseudo-3D approach, consideraatp eomponent of the cell as a plane
layer which exchanges heat out of plane with thacamt components. The concept of the
pseudo-3D approach, illustrated in Fig.lll.9, iscnsider each component of the cell as a

plane layer which exchange heat out of plane vhi¢ghadjacent components.
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Figure 111.9 : Temperature distribution (K) at the channel/rib scale from 3D to pseudo-3D

Applied at the cell scale, the pseudo-3D model lbanvalidated experimentally with the
printed circuit board Current Scan Lin S++ deviei][ which, inserted between two

monopolar plates of a 30 cells stack, is used tp tha temperature distribution in the cell.
Furthermore, the pseudo-3D concept developed atelhecale allows predicting the in-plane
temperature distribution in all the components lé tell with a low computation time,

compared to full 3D model, while keeping a goodcimien. The thermal validation of the

model is a first step of a multiphysics full preidie model which could take into account the
species transport, the water content, the phasagehaffects, and the electrochemical
behavior of the cell.
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4. Development of a pseudo-3D model to investigate kc
temperature at the cell scale

In this section a pseudo-3D thermo-fluidic cell rabds developed to investigate the
temperature distribution in the different composenf the large area (220 &mProton
Exchange Membrane Fuel Cell. The main advantagkeomodel is the consideration of the
real bipolar plate design and the detailed desonpif the studied geometrical domain while
maintaining an acceptable computational time. Tloelehis validated experimentally against
local data obtained from a printed circuit boardhick, inserted between two monopolar
plates of a stack, is used to map the current antpérature distributions. In this study,
detailed heat transport equations are solved wh#rntal coupling by convection and
conduction in order to predict the 2D distributiointhe temperature in each cell component,
from the membrane to the bipolar plate. The coolitager and gas flows in the bipolar plates
are solved using a fluid dynamics model which igpted to the thermal model. The current
density distribution is implemented by using thet$reasurement device results. The model
is implemented in the commercial software COMSOLUtihysics.

4.1. Model development

a) Thermal model of the cell
The studied stack consists of 30 cells with anvadirea of 220 ciconnected in series. The
configuration of the stack is shown in Fig.lll.1@thva reduced number of cells for simplicity.
The inlet and outlet manifolds for the reactantegaand cooling water are also indicated in
Fig.l1.10. The printed circuit board inserted beem the 15th and the 16th cells allows
measuring the in-plane current density distributimil the temperature in different operating

conditions.

97



End Plate with Bipolar Plate MEA S++ Sensor Plate
current collector

H2

Figure 111.10 : Configuration of the stack with the sensor plate

As presented in Fig.lll.11.a, a single cell corssi®eference cellof the Membrane and
Catalyst Layers (CL) sandwiched between two microps layers (MPL), two gas diffusion
layers (GDL) and two bipolar plates (BP). Figlll.b shows the different components and
the configuration of the cell with the sensor pl@atalidation cel). One reference cell consists
of 9 solid and 3 fluid components. The S++ sensatepsandwiched between two monopolar
plates, is introduced inside the stack replacing BEA. As every plate contains a cooling
circuit, the S++ temperature measurement is infltedrby one additional cooling circuit. All
of these additional components (including the S+easurement device) need to be included
in the cell description for the model’s validatibefore going to the reference cell (Figure
[ll.11.a). Thus, in this study, two cell configurats will be studied: the first one is the
validation cellwhich includes the S++ measurement device fomtbdel validation against
experimental data. The second one isrdference cellwhich is used for the cell temperature

analysis, is the classical configuration withowd theasurement device.

Figure I11.11 : Reference cell (a) and validation ell with the sensor plate (b)
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The governing equations of the model are derivet thie following assumptions:

» Constant physical properties of the reactive gases.

» Uniform cell voltage.

With this pseudo-3D approach, the variables solexithe temperatures averaged over
the thicknesses of the components, which will Bedan-plane temperature and no®dBy
coupling the in-plane temperatures through condacéind/or convection heat fluxes across
the interfaces of the different components, it asgble to compute their 2D (in-plane)
distribution in each component. So the in-planepermature of each component from the
MEA to the cooling water is calculated from the &rale between local heat generation
induced by the electrochemical reactions, the ohmesistances and the local heat removal
rate by cooling water and gases flows. The conakfite model, from the 3D geometry to the
pseudo-3D approximation is presented below at biammel scale (Figure 9) and generalized
to the cell.

To obtain the pseudo-3D formulation, the 3D heddize equation in the componerns
integrated along the thickness of each componesguiing that the system is stationary, the
3D equation reduces to:

(pep), - V0; = V- (4 V6) + s [11.15]

The integration of the equation along the cellkhiss leads to:

e

fV-(A-VBi)dz+fQidz= f(pcp)i u; - V(6,)dz [111.16]
0 0

0

The development of the equation considering Camesbordinates leads to:
e e e
9%6; 9%, 9%, L0060, 06, 06
f Ax axz + Ay ayz + AZ 622 dz + f QidZ = f(pCp)i (ui a + ui @ + U; Z) dz
0 0 0

Wheree is the thickness of the componentd the cell. Given that the thermal conductivities

[11.17]

of the components do not vary along their thickeesene gets:

92 [ [ 92 [ ( 96,1°
Ax —axz f GidZ + Ay —ayz f QidZ + AZ [—az]o + Qi e
0 0
e e
20; y06; ,00;
o dz+fui dz+fui—dz

= (pcp)i |:fui ay oz
0

0 0
Then, the through-plane heat flux is discretized:

[111.18]
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d 9 4 z L g

——(pCp) fu— Z f E Z+fula— Z

0 0
Considering that:
1( 96 17 1 [ 96, [111.20]
—Ju—dz=—Judz —f—dz
0x e e) Ox
0 0 0

And introducing the in-plane temperatufg the in-plane velocity; and the through-plane

local heat-fluxes at the component interfageand J;:

e

1 1 . 1. 08,
=;]91d2 ;vi=zfuidz ;]Tz—ﬂ.' i

= 1/1 96, .21
e ly aZ . .]T - e iZ aZ [ . ]
0

2D heat transfer equations are obtained for th@ane temperature of each component of the

cell, assuming that the electrochemical heat so@yé¢e uniform along the thickness:

(pcp) Vi VayTi = Ai, Vi *Ty + Qi + ZJk [111.22]

To solve this problem, it is necessary to deterntiree through-plane heat fluxes at all the
interfaces, the local heat source in each compaamhthe in-plane fluid velocity in the three

fluid circuits.

b) Analytical model for through-plane heat flux J&
The heat fluxes, which are related to the local peraturesd;, need to be described
depending on the in-plane temperaturgs via the introduction of effective transfer
coefficients. Those effective transfer coefficiemtsn also be seen as equivalent thermal
resistances between the layers. There are twodgmd of interfaces (see Fig.lll.12) in the
system: solid/solid (ex: bipolar plate/GDL) andidfluid (ex: bipolar plate/cooling water).
Heat conduction fluxes between the solid interfaees estimated considering the half
thickness of each solid component. Their derivateogiven in Appendix 2For solid/solid
interfaces (see for example bipolar plate/GRls), the heat flux can be modeled as:

1 1
Jis = e—l- ZH C3- (T3 = T1) [11.23]
2/1 2/112

whereTCR, 5 is the thermal contact resistance between thectwaponents. For solid/fluid

interfaces (ex: bipolar plate/cooling watgr;,), it can be written:
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Figure I11.12 : (a) lllustration of 3D geometry at the channel scale with the heat fluxesK) -

(b) Corresponding pseudo-3D concept with thermal r@stances

whereh,, is the convective heat transfer coefficient in doeling water. Its calculation can
be obtained via the Nusselt numbers which only dép@n the geometry for laminar flows.
The Nusselt numbemSu in the channels will be calculated in the partideidd to the fluid
dynamics model. Note thdf; ; are correction factors used to consider the changeeat
exchange surface from the real 3D geometry to Eha@f@oroximation. Indeed, as illustrated in
Figure 111.12, all the components of the cell atang layers except the bipolar plates, which
are stamped stainless sheets. Consequently, fremedh geometry of the bipolar plates to the
pseudo-3D geometrical model which assumes thabipear plate is a completely plane

layer, there is a change in contact area betwesehigiolar plate and the adjacent components.
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In order to consider the real exchange areas, dhenpeters Care used. TheGQoarameters
are defined as the ratio between the real exchareges and the approximated exchange areas

in the pseudo-3D approach. The corresponding vaiti€s are highlighted in Fig.111.13.

B =7 =16
Ly i1 !
[ | l3
I NN D B —J-. £ A Cl3—_:O6
\ ' L
L [ 2 L,
623=_—14‘
L

Figure Ill. 13 : Corresponding values of the heatliixes correction factors

Thus, the thermal fluxes between the different conemts of the cell are evaluated by
introducing effective transport coefficients in erdto relate these fluxes to the mean

temperatures averaged along the thickness of tig@aoents.

c) Heat sources distribution
Assuming that the produced water is in vapor phtse total reaction enthalpy at 80°C is
AH. o = 242 kJ /moly,. It can be decomposed into produced electricarggn@nd heat
source. The local produced electrical poWér is estimated by considering the local current
density distributioni(x,y) and the cell potentidl..;, which are obtained from the

experimental measurements:

We- (x;y) = Veen i(x,y) [111.25]

i(x,y) can be obtained from Sensor plate measurementTidaeeat of overvoltage is:

AHyo

Qun6,9) = (52t = Veen) 19) [1.26]

In the components other than the catalyst layBesheat sources density distribution (\Vfym

are exclusively the Joule effect due to the elecasistance:

. i(x,v)? [11.27]
Qi(x' y) =
0i
and the energy balance is:
AHyor _ . .
2 i(,y) = We (63) + ) 0,(69) + 0 (x.9) [11.28]
l
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where (., is the heat generated in the catalyst layer byetkethermic electrochemical
reaction.

For sake of simplicity, in this study, it is assuinénat all the irreversible reactions and
entropic heat sources are located in the cathodédQlarametric study of the heat repartition
between the aCL and the cCL has been realizedtitnae the impact of the uncertainty of
heat sources localization on the temperature digidn. The results show that heat source
repartition between the catalyst layers has a gibig effect on the MEA temperature and the
deviation is about 0.05°C if 25% of the heat isegated in the aCL. So all the remaining heat
source can be introduced in the cathode catalyst ks follows:

) 1 AH,,, ) i(x,v)? i(x,v)?
Qccr(x,y) = " l( S F Vcell) i(x,y)—2 > el + oo [111.29]

So from the current density distribution which istained from experimentation, the local
heat production inside each component of the egllbe deduced.

The geometric application of the pseudo-3D modéhatchannel/rib scale (for simplicity)
is presented below in Fig.lll.14 with the geometmclication of out of plane heat flux
coupling at the interfaces of the subsystems. ®iaildd through-plane heat fluxgs of the

different cell components are given in Appendix 2.
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Figure I11.14 : Out of plane heat flux coupling atthe interfaces of the subsystems

The last physical variable needed to solve the tiaasfer equations is the in-plane fluid

velocity in the three fluid circuits because thedbin-plane temperature is determined by the
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balance between the local heat production aneiteval, which is strongly related to the in

plane velocity of the different fluids.

d) Fluid dynamics model of the cell

To study the heat transfer in the cell with an pta@iele computation time, the simplest
approach is to consider only the mean flow veloritthe channels. Indeed, the description of
the temperature and velocity boundary layers ingidechannels is not needed for the thermal
balance since effective transfer coefficients hiagen introduced. The mass flow rate in the
channel section, coupled with the use of effecivemvective transfer coefficienty; is
sufficient to calculate the convective heat transfensidering the pseudo-3D equations of
heat transport. Using such an approach, it is roessary to mesh finely the boundary layer
and compute the shear stress tensor in order &rndigie the mean flow velocity in the
channels. The fluid dynamics equations are redtwedDarcy-Weisbach like approach. As a
consequence, computation time can be saved witkftedting the accuracy of the results. A
comparison between the results obtained using @reyDWNeisbach and the Navier-Stokes
approaches is presented in section 4.3.b for casgrar

The design of the two metallic plates is a paraérpentine flow field technology with a
different number of channels and passes for battepl The general pattern of the gas circuit
on a piece of the cell is presented in Fig.lll.k®onsists of non-connected parallel serpentine
channels for the two gas circuits. Thus the meaw flelocities in the gas channels will be
easily deduced from the continuity equation. Theliog circuit results from the remaining
space between both metal sheets and is a netwqrérallel straight channels in some zones
and a network of chaotic connected channels irother zones, where reactive gas channels
cross each other. The local mean flow velocityha different channels of the cooling circuit

will be the result of the local pressure drops.
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Figure 111.15 : Hydrogen (@), cooling water (b) andair (c) channels respectively on a piece of the
bipolar plate. Identification of the periodic cross flow (b) of the cooling water and illustration of
the chaotic network in 3D (d

Due to the fact that the channel section varigfiénchaotic zones, specific formulations
have to be developed for the 2D approach. In thiga@ach, no-slip boundary conditions are
considered at the walls and the mass and momentuservation equations assimilate the
channels as “porous” media. A permeability coeéintiK; which accounts for the fluid/wall
friction and a passability coefficiet, which accounts for the singular pressure dropstdue
section and direction variations in cross flow zrEhe resulting continuity and momentum

equations solved are:
V=0 [111.30]

1 _ 1 .31
0= ~Vp—uv -7l [l.31]
1

wherev is the mean velocity (bulk velocity) inside theaohels, which will be called in the

following for sake of simplicity.

» Distributed pressure drop: 1K;
The permeability coefficienk; accounts for the distributed pressure drop du@edriction
between the fluid and the wall. It is estimatechgsihe Reynolds numbe&e, the hydraulic
diameterD,, and the Fanning friction factor in the chanfielThus,K; can be calculated from

the Darcy-Brinkman equation:
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Ap pv? 1 1 [111.32]

Tt e TR R
The resulting permeability coefficient is:
D,? .33
gD [11.33]
2-(fr " Re)

For laminar flows,fr - Re is only geometry dependent and its value is giwerthe next
section (4.2).

> Local/singular pressure drop: 1K>
The passability coefficiert, is the singular pressure drop factor in the comptees where
reactive gas channels cross each-other. In thatichifow network, the geometry is almost
periodic as presented in figure Il.4. In one basiEment of the periodic chaotic network
represented in figure 111.16, the geometric confagion imposes the following obstacles to
the fluid flow: 1 growth in hydraulic section, 3rgtkages in hydraulic section, 2 changes in
direction and 2 cross-flows. The singular pressliop factor is thus estimated assuming that

in one basic element of the periodic chaotic nekweg have the following preisgejrops
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2 cross-flows2 - p/2L Figure 111.16 : Simulation of velocity f|eld in one basic elemenof

the periodic chaotic network using the Navier-Stoke equations

The passability coefficierk, is then expresseaq as:

1 S2\° S, P p
—=|1-(1-2 3-0.5-(1——) 2-113+2| -~ =526+ 111.34
K, [ ( 51) * 5" T 2L [11-34]

where L is the length of the periodic element.Ha teference bipolar plate configuratikp
is about2 - 10° kg/m*. This value of the singular pressure drop coefitiis in good
agreement with those reported in [138-140].
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4.2. Input data and solution procedure

a) Friction factor and Nusselt number in the channels
The flows in the gas channels and in the coolinteware laminar. In order to optimize the
diffusion of the reactive gases in the GDL, the ghannels section is trapezoidal. The
resulting flow in the cooling water, between thed® and cathode plates, has a hexagonal
section in the parallel zones and a trapezoidaicsem the cross-flow zones.

Sadasivam et al. [141] used finite difference méttmsolve the Navier-Stokes equations
for laminar flows and determine the friction factand Nusselt number of these channels
typology for a wide range of aspect ratio of thectdand different trapezoidal angles with
good precisions. Venter et al. [142] used the diltement method to solve the appropriate
momentum and energy equations in order to pretietsame physical parameters. They
found (ff-Re,Nu)= (14,4.3) and (fr'Re,Nu) = (14.68,3.5) respectively for
hexagonal and trapezoidal geometries. These reatdtsn a good agreement with those
proposed by Sadasivam et al. [141] and Damean.€ftl4B]. So, they will be used to
determine the appropriate friction factor and Nitssember in this study. However, those
results are effective for straight channels, whieesflow is absolutely laminar.

In the chaotic zones, the geometry induces higtugmtions of the hydrodynamic and
thermic boundary layers which enhances mixing dn promotes higher convective heat
transfer. In particular, the geometry configuration these zones (Fig.lll.15.b) can be
considered a C-shaped geometry, as initially intoed by Liu et al. [138]. So it is necessary
to take into account the intensification of conuwextheat transfer due to the chaoticity of the
flow. Lasbet et al. [139-140] used a finite volumethod on the commercial software Fluent
to solve the Navier-Stokes and energy equatiosdar to evaluate the thermal performances
of mini-channels with a uniform flux condition ohet closed surface of the channel for a C-
shaped geometry. For a Reynolds number close tptB89 found a Nusselt number ratio of
~ 4.5 between the chaotic and the regular geome@ieen thatthe Reynolds number in this
study is in the same order of magnitude and thase results are in a good agreement with
those presented by C. Chagny-Regardin [144] fomdas type of chaotic geometry, the ratio
of 4.5 is used in this study. According to all ttederences cited above, the corresponding

parameters for this study are given in Table III.5.
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Channel section Friction factor fr-Re | Singular pressure| Nusselt numberNu (uniform
drop 1/K, wall heat flux condition)

Trapezoidal 14.68 0 3.5

Hexagonal 14 0 4.3

Chaotic geometry 14 or 14.68 2-10° 4.5-3.5 =15.75

Table II1.5: Fluid dynamics parameters for the study

b) Physical properties of the components

The thermal model presented above is implementdtieatell scale, including the sensor
plate for model validation because its presendbasmally invasive. Indeed, the S++ sensor
plate needs to be sandwiched between two monoptdates and so induces the use of one
additional plate to separate two cells and onetidil cooling flow. All of these additional
components need to be included in the model forvaidation before going to the
conventional configuration for the thermal studyheTcorresponding physical properties,
presented in Table 111.6, are issued from measunésrend literature.

The inhomogeneous compression of GDL between #ee @ander the channel and the one
under the rib has a non-negligible impact on tempee distribution as illustrated with the
3D channel/rib model. Distinct values of the copasding thickness and conductivities are

considered as illustrated in Table 1l1.6.

Parameter BP GDL MPL CL Membrane S++
Thickness Under channel0.23 aCL: 0.01
2-0.1 _ 0.05 0.025 3
[mm] Under rib: 0.17 cCL: 0.015
Thermal In-plane
conductivity Under channel5.4
A [WIm/K] Under rib: 3.7
16.1 0.4 0.15 0.186 3

Through-plane
Under channel0.2
Under rib: 0.3

Electric
o Under channel64
conductivity | 1.32-10° _ 50 1000 9.825 800
Under rib: 184
6 [S/m]

Table 111.6: Physical properties of the cell compoents used in the study
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c) Numerical procedure
The main numerical guidelines of the pseudo-3Dntla¢model are:

» The in-plane heat transfer is solved numericaligtigh a 2D numerical model;

» The through-plane heat transfer is solved analgiedth a flux continuity conditions

at the interfaces between the components: 1D acallyhodel,

» Some correction factors are introduced to take auoount the real geometry of the

bipolar plate, which is considered a plane layer;

» The fluid dynamics model considers plug flows i thipolar plates and the “bulk

temperature” of the flow is considered for thermalipling.

As illustrated in Fig. 111.14, the global systemngputed in this simulation for the model
validation consists of 12 equations of heat transfesolids, 4 equations of heat transfer in
fluids, with thermal coupling through conductivedaconvective heat fluxes at the interfaces.
The fluid velocities are calculated in the gased amter cooling channels. For sake of
simplicity, an electrochemical model of the cell n®t proposed. The current density
distributions are directly measured by the S++ sepkate and the cell potential is recorded.
The model is implemented in the commercial softw@oensol Multiphysics 4.3b and solved
with Finite Elements MethodThe mesh (see Fig.lll.17) is aboBt 10°> triangular shell
elements and to obtain a relative erroridf~*, the calculation time is about 6 hours on an
Intel Xeon 2,67 GHz- RAM 32 GB.For the computation, direct methods are used with
PARDISO solver for fluid dynamics and MUMPS for h&ansfer.
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Figure I11.17 : Zoom on the 2D shell mesh used fathe computation

The results presented in the next section andxperegnental validation were obtained

for a total current of 110 A (mean current densitg: A/cm?), corresponding to an average
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cell voltage of 0.7 V at the conditions summarizedable 111.7. The inlet temperature of the
cooling water, which is a boundary condition of theodel, is fixed to 77°C. The

corresponding flow rate (inlet boundary condities20 [/h/cell.

Experimental parameters H2 Air
Inlet temperature [°C] 80 80
Inlet relative humidity [%] 50 50
Inlet pressure [bar] 1,5 1,5
Stoichiometry 1,5 2

Table IVI.7: Inlet conditions of the reactant gases

4.3. Model validation

a) Local heat source
Figure 111.18 shows the distribution of the measuceirrent density and the corresponding
local heat produced in the cathode catalyst lajkis local heat source is obtained through
Eq. [Ill.29] based on the local current measured by the S++oBdPlate and the cell
potential.
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Figure 111.18 : Current density and corresponding heat power density in the cell
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The current density distribution and thus the lseatrce are higher close to the air outlet,
because of the inlet conditions of the reactanegieand the GDL behavior. Indeed, the
relative humidity at the air inlet in the referercmnditions presented above is not sufficient to
fully hydrate the membrane. As a consequence, mukensities and corresponding heat
sources remain rather small at the inlet part efddll <~ 3500 A/m?). From the inlet to the
outlet of the air flow, the progressive productiohwater because of the electrochemical
reaction increases the water content of the memebramd so increases its proton
conductivity. This phenomenon induces an incredsie current density~5500 A/m?)
and the corresponding heat sources at the outteiise of irreversible and entropic losses.

It is also possible to observe local variations agdillations of current density along the
cell surface. This is due to the heterogeneitieshef bipolar plates welding zones, which

represent preferential paths for current.

b) Pressure distribution in the bipolar plate channels
Figure 111.19 shows the pressure evolution in thede, cathode and cooling water channels.
For the reactive gases, a regular pressure dropcandequently a constant velocity is
obtained in the channels. This is coherent withnitve-connected parallel serpentine structure
of the bipolar plates and the non-resolution of species transport. This approximation is

justified by the little impact of the concentrationange on heat transport.
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Figure 111.19 : Pressure distribution (Pa) in the anode (left), cathode (middle) and cooling water

(right) channels

For the cooling water, there are high pressurerbgémeities due to the complex
geometry and the disposition of the channels asepted in Fig.lll.15. Indeed, the cross flow
zones which are heterogeneously distributed inctiennels induce high singular pressure
drops and so high velocity heterogeneities in tbeliog flow. Nevertheless, the obtained

symmetry of the pressure distribution is cohereitit the geometry.
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The fluid dynamic model is validated globally thgbua comparison of experimental and
simulated overall pressure drop in the channelgalicular, for the cooling water which is
the most complex flow, the experimental and sinadatoverall pressure drops are
respectively 30 and 27 mbar. The small differenegvben these two values could be due to
the fact that the pressure drop in the manifoldeistaken into account in the model.

Regarding the local validation, an experimentalestigation of the local velocity is
impossible because of the complex geometry ofltve field. Nevertheless, a local validation
through a comparison with a full 3D Navier-Stokesd®l used for the design of the cell has
been performed. The reference 3D Navier-Stokes modesiders boundary layers and
friction/wall interaction and is computed using ikgnvVolume Method. The comparison of the
results obtained from the Darcy-Weisbach and theid¥éstokes approaches at a reference
cut line (see Fig.lll.20) shows that the Darcy-Vibeish approach is able to capture the
velocity distribution in the different channelstbe cooling circuit.
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Figure 111.20 : Comparison of the local velocitiesat the indicated cut line: 2D Darcy-Weisbach vs

3D Navier-Stokes model

In conclusion, the Darcy-Brinkman approach represetefinitely a good method to

resolve the compromise between the calculation &intethe precision, especially in the cross
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flow points. With the equivalent friction factoradNusselt numbers in the channels it is no

more necessary to compute the boundary layer grisdie

c) Thermal model validation

The thermal model including the Sensor plate igde#td globally and locally. For the global
validation, a comparison is made between the medsand simulated temperatures of the
cooling water at the inlet and outlet of the cEbbr an outlet temperature of the cooling water
fixed at 353 K, the experimental and computed itdenperatures are respectively 350 and
349.9 K. From these values, it can be stated ttitmodel accurately predicts the global
change in temperature of the cooling water frominket to the outlet of the stack.

For the local validation, a comparison between itieasured and computed in-plane

temperature distribution in the S++ sensor plafgesented in Fig.ll1.21.
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Figure 111.21 : Comparison of the computed (left) and measured (right) temperature

distributions in the sensor plate.

A very good agreement is observed between the atedibnd the measured temperature.
The heterogeneous temperature is well capturedangghod localization of the hot zones over
the cell surface and a good prediction of magnitideee hot zones are observed on the
simulated and experimental temperatures. The meddemperature varies from 352 to
~ 357.5 K meanwhile the computed one ranges #0852 to~ 358 K.

The temperature differences between the cathoddysttayer and the bipolar plate ac
vary from 3 to 6°C. This result is in a good agreammwith the through-plane temperature

simulated using the full 3D model at the channekgale (see section 2.5.a).
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4.4. Results of the pseudo-3D model and discussion

a) Temperature prediction at the cell scale

Once the model including the sensor plate is vidilathe classical model is used to predict
the temperature in all the components of a coneeati cell, without the intrusive
measurement device, from the bipolar plates tartembrane. The temperature distribution in
some components of the cell is presented in FigdliThe first observation is that there are
more heterogeneities in the real temperature digian of the bipolar plates than the
temperature measured by the sensor plate. So tisersglate just captures a part of the real
temperature heterogeneities because of its in-flarenal conduction and invasiveness. The
hot zones in the middle and close to the air oatletgreater than the one close to the air inlet.
First, their location can be related to the locatd the three zones of very low cooling water
velocity (Fig. 111.20). Furthermore, the observesnperatures in the hot zones in the middle
and close to air outlet are amplified by the higllues of the current density distribution

(Fig.ll1.18) in the corresponding zones.
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Figure 111.22 : Temperature distribution in the components of the cell
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The model allows predicting the in-plane temperatof each cell component and the
through-plane temperature difference between thepoments. It is observed that despite the
outlet temperature of cooling water is set to 80&re are some zones where the bipolar
plate temperature reaches 85°C. As a consequantegse hot zones the MEA temperature
reaches 90°C. This value of local temperature caelarate the degradation of the membrane
due to the attack of free radicals [25].

The in-plane temperatures ranges aré9 - 85°C, 81 — 87.5°C, 82 — 89°C, and 82.5 —
90°C respectively for the bipolar plates, GDLs, MRInd MEA. Hot zones are systematically
observed where the velocity of the cooling wateheslowest and where the current density is
the highest. Nevertheless, the temperature vamasialifferent between the components. In
particular, the in-plane temperature variationsaaoeind 7.5°C for the membrane and catalyst
layers meanwhile in the bipolar plates the variradiare smoother and reduced~+®%°C. This
means that the GDL and bipolar plate contributentplane temperature homogenization.
That observation is due to the high thermal condigtof the bipolar plates and the
anisotropy of the GDLs, which have an in-planertarconductivity higher than the through-
plane thermal conductivity with a ratio about 20or Rhat reason, the GDLs thermal
conductivity is essential in optimizing the heatmagement of the cell. This observation is in
good agreement with the results presented by du g2].

The temperature heterogeneities are mainly cdatrdldy the coolant flow field design
inside the bipolar plates because hot zones aatdldavhere the velocity of the cooling water
is lowest. At the reference cut line at the midafiehe cell (see Fig.l11.23), it is observed that
when the cooling flow velocity varies from 0.12 @03 m/s (see Fig. 111.20), the
corresponding membrane temperature varies frono 82 C.

The local heat source heterogeneities (see FiB)lalso have a significant effect on
temperature distribution. When the local heat swaries from~ 1900 to ~ 3000 W /m?2,
the membrane temperature in the corresponding aaress from~ 84 to 86°C. Note that the
cooling flow velocity in both zones considered floe comparison is almost the same.

This simulation gives more precision on the decositfum of the temperature differences
between the bipolar plates and the catalyst layirs.following values are obtained for the
mean temperature differences between the compor@itsC between the membrane and
the cCL, 0.4 °C between the cCL and the cMPL, C7eétween the cMPL and the cGDL,
and 2.3°C between the cGDL and the cBP. The twoopalar plates (cBP and aBP) that
compose the bipolar plate have almost the saméamegemperature. That is due to the low

thermal resistance between them because they #&tedwegether.
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Figure I11.23 : Temperature distribution in some cdl components at the indicated cut line

b) Effect of uncertainty of heat sources localizatioon the temperature
distribution
Since in the model it was assumed that all theopgtand electrochemical activation heats
were located in the cathode catalyst layer, theachpf the uncertainty about heat source
localization on the temperature distribution netedse evaluated.

In the following figure, some results of this sén#ly analysis are presented for the
anode compartment. In case 1, it is assumed thiieaheat is generated in the cathode CL. In
Case 2, it is assume that 25 % of the heat is g&tein the anode catalyst layer. The results
show that the heat source repartition has a siffaliteonly on the catalyst layer temperature,
for which the two curves are not perfectly supeeashe deviation being around 0.05°C. For
all the other components, the difference cannoh deeseen on this figure. The temperature
distribution in the remaining components is almasensitive to the heat source repartition

between the catalyst layers.
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Figure 111.24 : Temperature distribution in some cdl components at the indicated cut-line: effect

of uncertainty of heat sources localization on theemperature distribution

C) Temperature prediction at the Channel/rib scale
The Fig.l11.25 presents the temperature differelbe®veen the cathode catalyst layer and the
bipolar plate on a segment of the cell active aféés temperature difference varies fren8
to 6°C. The zones where the temperature differeacesthe lowest corresponds to direct
thermal contact between the MEA and the coolinguiir They are adjacent to high
temperature difference zones, corresponding tomalkercontact between the MEA and
reactant gases channels. The spatial variatiohisftéemperature difference can induce heat
pipe effect when there is phase change in the (éetl higher current densities) [68].
Moreover, the difference in the current densityribsition due to the fact that the diffusion is
faster in the area under the channel is not takEnaccount in this study, but may intensify
the channel/rib effect. The model predicts that Hpatial variation of the temperature
differences is not homogeneous over the cell acrea and so the heat pipe effect may not

be homogeneous. This can induce heterogeneitidseqmerformance and MEA degradation.
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Conclusion

In this chapter, the thermal conductivities of thel cell components were reviewed and used
to study temperature evolution in the cell via ar@bdel at the channel/rib scale. In order to
address the specific challenge of the balance legtveecuracy and computational time, a
pseudo-3D thermo-fluidic model was presented teestigate the local temperature in the
industrial large-area fuel cell used in this st(@g0 cnf), with the resolution at the same time
of the heat sources and heat remoVidle model was first successfully validated against
experimental data (S++) and then used for in-plnethrough-plane temperature analysis in
the cell. The main conclusions and discussionshefdtudy can be drawn as follows: hot
zones are observed in the cell due firstly to theetogeneous flow velocity of the cooling
water and secondly to the local current densityertogteneous distribution. It is worth
mentioning that the flow regime is laminar and thpasticularly unfavorable to intensive
convective heat transfer. On the one hand, therdgaeities of the local heat sources
(current density distribution) depend on local earication of reactants, water content of
membrane, and local temperature. These local donditare mainly controlled by the inlet

conditions of the reactant gases, the gas chadeslgn and the fluid dynamics. On the other
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hand, the heterogeneities of the cooling water fllmwal heat removal) depend on the cooling
channels design. In other words, the local tempezat mainly controlled by the design of
the bipolar plates and the inlet conditions ofris@ctant gases.

The pseudo 3D approach can be easily applied &r otil designs in different operating
conditions. Indeed, the 2D (in plane) real geomefrthe channels is considered in the model
and the impact on temperature of other designsdcbelstudied. The best advantage of this
approach is that the thermal model developed islpyredictive. It allows a detailed study of
the in plane temperature distribution in all thenponents of the stack and the pseudo-3D
approach allows reaching a good precision with ¢dowputation time and resources.

Nevertheless, the limit of the applicability occuwben there is a considerable phase
change in the cell because the local condensatiapdeation phenomena can have a non-
negligible impact on the energy equation. Furtheendhe present model uses measured
current densities for the calculation of the eledbemical local heat source. So for a
completely predictive multiphysics model, the thatrrmodel should be coupled with an
electrochemical model in which the species trartspnd the electrochemical reactions are
computed in order to predict the current densisgritiution (and heat source). Thus, the next
step of this model could take into account thenfateeat of condensation/evaporation.
Nevertheless, solving the electrochemical equatroeans new assumptions and hypothesis
as well as a pseudo-3D species transport modethwins to be very accurate in order to

avoid lower precision on the heat source distrdyutialculation.
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Introduction

The pseudo-3D approach developed in the previoapteh has proven its worth as an efficient
way in modeling the in-plane temperature heterojesein the different cell components for
industrial scale fuel cells. However, the model \Wwasted firstly by its dependence on the sensor
plate current measurement and secondly by the gggumof constant physical properties for the
reactive gases. To become a completely predictivéem the proposed thermal model should be
coupled to an electrochemical model in which thecgs transport and the electrochemical
reactions are computed in order to predict theetitrdensity distribution in the cell. Furthermore,
in the frame of the study of the correlation betwéeermal effects and degradations, an accurate
study of water transport is necessary since tenyrerss intrinsically coupled to water transport.
It is commonly known that humidity largely impaaa hydrothermal stresses in the membrane
[96-97] [101] as well as metallic bipolar platesrrosion [145]. In general, coupling water
management to heat management remains a globaleruyal for the development and

commercialization of PEM fuel cells [146].

In this chapter, a hybrid physic-based model isstlped and validated experimentally against the
measured data obtained from the printed circuitrdho@he model considers the cell as a multi-
layered system and each layemturately in-plane discretized to allow the sirtiata of local
heterogeneities. The transport equations are salsed) a pseudo-3D approximation and coupled
to an analytical electrochemical model for the entrdensity prediction. The main advantage of
the model is the prediction of the current dens#igecies concentrations, water content and
temperature distributions in all the componentghefcell with a low computation time compared
to full 3D model, while keeping a good precisiantdpresents a potent instrument for the study of

the correlation between local temperature, humilityt degradations.
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1. Model development and governing equations

The studied stack has the same configuration agrtbgresented in Chapter Ill, section 4.1.a. Itis
a 30 cells stack, with a printed circuit board nee between the 15th and the 16th cells for the
measurement of the in-plane current density angéeature distributions.

1.1. Pseudo-3D formulation of the conservation equations

In this model, the equations of the continuity, neotum, species and heat balance for each
componenn of the cell under steady state conditions aret iith the same methodology as the
3D thermal model presented in Chapter Ill. The nhadesiders ideal gases for the reactants and
uniform cellvoltage along the cell surface.

Given the aspect ratio of the different cell comgruts, the idea of the pseudo-3D approach is
to consider each component as a plane layer, whicbupled to the other components through
appropriate exchange conditions, like the pseuddkh@dmal model presented in Chapter IIl. With
this approach, it is thus possible to compute D€igd-plane) distribution of the different physical
parameters (temperature, species concentration..gaam cell component (active layers, gas
diffusion layers, membrane, bipolar plates, cooliogcuit...) at a reasonable cost. The
transformation from the full-3D to the pseudo-3Dnfoilation is presented in the following for

each equation. The nomenclature is the same asrusiesl Chapter Ill.

a) Continuity
Considering de pseudo-3D approach, which integréites conservation equation over the

thickness of the component, one gets in statiocangitions:
1 (% 0
(07 — V.1
Vey - (V) + o LH e (puy)dz =S, [IV.1]

withV = u,7+uy,j the in-plane velocity andi, the through-plane velocity.p and S, are

respectively the mean density and mass source alomgthickness of the component. The

integration of the through-plane mass transpont tieads to:

l Zn i(puz)dz _ p(zn)uz(2,) — p(Zn-1)u;(Zn_1) [IV.2]
enlt,, . 0z €n

The mean density can be discretized as:
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e, + e e, +pp_16n-
Pnén Pn+1€n+1 and ,D(Zn—l) — Pnén Pn-1€n-1 [|V.3]
en + en+1 en + en—l

p(Zn) =

The mass transport equation beconise(ido-3D formulation

ny (p V) = Sm + ¢+ + ¢~ [IV.4]

with the following through-plane mass fluxes:

_PlNa) e P )

[IV.5]

¢+

n-1 n n+1

oo o
O

€h-1 €n (S N

Z (through-plane)

Zn1  ZIn

Figure IV.1 : Reference coordinates and fluxes uisélkde equations for the conservation equatioriken
componenh, which exchanges with the componemt$ andn+1

b) Momentum equation
The global equation of momentum, considering n@uder pressure drop and no momentum

diffusion across the cell is:

1 1

VeyP = —uv + —||V|lv

K K2 IV.6
1 [v.6]

[
—dz=——pu
2, 07 K" %

1 — 1 ==
Vp = KMt lullu < 1
\en

wherep is the mean pressure along the thickness of thgponent. The discretization of the

through-plane momentum equation leads to:

K(Zn—l) Pn = Pn-1 . u (Z ) — _ K(Zn) Pn+1 = Pn
u (en + en—l) ' e u (en+1 ten)
2 2

U, (zpy) = — [IV.7]

with the equivalent values of the hydraulic permiggtudiscretized as follows:
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en +en_1 _epteny
o e KT ey [V.9]
Kn Kn—l Kn Kn+1

C) Species conservation

The pseudo-3D formulation for the species i coretgom equation is:

. 1 (™ 9 n 9
ny . (pWI V) + aLn_lg(pWiuz)dZ = _ny]i — -fzn_lg(]iz)dz + Si [lVlO]
wherepw;, J; ands; are respectively the mean species concentratifiusiin flux and species
source along the thickness of the component. Treduation of the through-plane species

transport terms is given by:

Zn , — i
i i (pwiuz)dz — PW;i (Zn)uz (Zn) PW;i (Zn—l)uz(zn—l) [|V11]
enl,, 0z en
with:
i)y €y + i)pn—1€n— )ne, + i e
owi(z,_1) = (PWi)nen + (PWin-16n 1; pwy(z,) = (PWi)nen + (PWidn+1€n+1 [V.12]
én t en-1 en t ent1

The Fick’s law of diffusion for the through-plangegies transport is discretized as:

9 a alw)
a(ffz)dz—&<"3 52 )

[IV.13]
_ _ D(Zn—l)((pwi)n - (pwi)n—l) + D(Zn)((pwi)n+1 - (pwi)n)
e,? en?
WhereD is the equivalent mass diffusivity of the reacthpecies and:
enten_q en t ent1
D(zp-1) = e eat’ D(z,) = e, Curt [IV.14]
D, " D,_, Dy " Dy
Thus, the species transport equation becoesudo-3D formulation
ny ' (pWi V) = _ny]i + Si + ¢L+ + d)l_ +]L++]l_ [|V.15]
With the through-plane convective fluxes:
gbl.|. _ pWi(Zr;)uz(Zn) and ¢; = — pWi(Zn—le)uz(Zn—l) [IV.16]
n n
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And the through-plane diffusive fluxes:

= D(zn) ((pw1),,,, — (PW1),) o 1 — D(zn-1)((pw1),_; — (oW),)

; o2 dj; = ~ [IV.17]
d) Heat transport
Pseudo-3D formulation (demonstrated in chaptee®j@n 4):
V- Ve (pcpT) = A+ V) ’T + Sy + J+J7 [IV.18]

Heat is transported via conduction in all the salmnponents and via convection in the bipolar

plate channels. So, only one-phase (solid) heasfieain considered in the porous media.

Discretization of the in-plane diffusive heat flex@ee Chapter 3 for the demonstration):

U= Ty UG T =) [IV.19]
‘o .

€n €n

Jr =
With the global through-plane heat transfer coedfits:

€n + €n—1 €n + €n+1

U(zy,) =
e_n én-1’ n & €n+1
T +TCRyjn—1 + y - 1, + TCRyn1 + "

WhereTCR,,;, is the eventual thermal contact resistance betwieercomponenta andm. In

U(zn-1) = [IV.20]

particular, it plays an important role at the BPIGihd GDL/MPL interfaces.

1.2. Interfaces between the solid/porous components artlde fluid flows in

the channels

At the interfaces between the solids/porous andidlsubsystems (GDLs/reactive gases flow,
BPs/cooling flow, BPs/reactive gases flow), appiatprexchange conditions are used. The model
assumes plug flows in the channels (anode reagges, cathode reactive gases and coolant
flows). The computed parameters in the flows angptaal at the interfaces with the adjacent cell

components (GDLs and BPs) using the transfer coeffis presented in the following.

a) Mass transfer coefficient
For the species transfer at the reactive gased@DWw interface, the convection mass transfer

number used is:

H=Sh— [IV.21]
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Where D, D, and Sh are respectively the mass diffusivity, the hydmauliameter and the

Sherwood number. The Sherwood number is calculae) the Frossling correlation:

Sh=240552-Re'/2-5c'/3 [IV.22]

Sc is the Schmidt number, which represents theo rafi momentum diffusivity and mass

diffusivity:

Sc=1 [IV.23]

b) Convective heat transfer coefficient
For the solid/fluid heat transfer, the convectiveathtransfer coefficient is calculated via the

Nusselt numbeNu which only depends on the geometry since the flasgdaminar.

A
= — V.24
h = Nu D, [ ]

The appropriate Nusselt numbers adapted for thengey in the laminar as well as in the

chaotic zones are the same as presented in Chipter

The transport equations are coupled to the curdemsity in the catalyst layers through
appropriate source terms related to the electrocatmeaction.

1.3. Semi-empirical electrochemical model

The electrochemical model is obtained by inverding Butler-Volmer equation presented in

Chapter I:

Ucen = Erev + By + B2T + B3Tn(i) + B4 Tin(Po,) [IV.25]
+ﬁ5Tl‘I’l(PH20) + ﬁeTln(PHz) - Rmi - Rcelli

Where gB; are physical parameters which depend on the themamdics and kinetics of the
electrochemical reactions.

The reversible potential of the cell is calculatsdollows:

Erop =a; +a,T + a3Tln(P02) + a4T[ln(PH2) - ln(PHZO)] [IV.26]

with
_AG, s, LV R v 27
= =14824V; a; = —o— = —1593-107 1y a; = - =2154-10° s a, = 2 [IV.27]
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AG, (J/mol) andAS, (J/mol/K) are respectively the Gibbs free enengg the entropy variation of
the electrochemical reaction in reference condstion
R,, is the membrane protonic resistance defined as:
R, = 0—"‘ [IV.28]
m
where e,, and o,, are respectivelly the membrane thickness and ionic conductivity, whose
calculation will be presented below. R.,;; is the electrical resistance of the cell. For its calculation,

an electrical model of the cell resistance, will is presented in the next section, is used.

a) Electrical resistance of the celR..;
The local electrical resistance of the cell is aa#td considering the electrical architecture ef th
cell at the channel/rib scale and the heterogeseiif the welding zone positions over the BP
active area which induce preferential paths foremirtransport. These zones are indicated in
Fig.lV.2, where the welding points (blue) are sup@osed on the cathode flow field geometry
(white) and cathode ribs (grey):

Figure 1V.2 : Reference zones used for the electat model

In the electrical model, two different zones argtidguished:
» BPs rough contact zones (grey on Fig.lV.2), in \Wwhilere is a relatively low electrical

conduction between the two sheets of the BP beazfubke rough contact:
Reeut = Ryea + ECRgpr/gp + Rpp + ECRpppp [IV.29]

» BPs welded contact zones (blue on Fig.2), in whidre is a relatively high electrical
conduction between the two sheets of the BP thamise welding;

Reett = Rypa + ECRgpr/p + Rpp + ECRye1aing [IV.30]

WhereECRgp,gp is the electrical contact resistance betweendbgh BPs andCRyy ¢ 4ing IS the

electrical contact resistance on the welding zari¢lse BPs.
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b) Membrane ionic conductivity o,

The membrane ionic conductivity is calculated ushgSpringer’s law [26]:

_1268
Om = (33,75 Ay — 21,41)e” T [IV.31]

Where4,, is the water content of the membrane obtained faormappropriate electrolyte water

transport model.

1.4. Water transport through the membrane

Before presenting the membrane water transport mibde worth reminding the water content of

the membrane, defined as the number of water miele@er sulfonic acid group:

Cc
Ay = 22 [IV.32]
r
Wherecy,, is thewater concentration (molﬁhandcf is the molar concentration of sulfonate sites
in Nafion:
_ P
= EW [|V33]

with p,, the density of the membrane solid phass, & 2240 kg/m3) and EW the equivalent
weight of Nafion £wW = 1.1 kg/mol). The water content at the interfaces between thiimiNand

the pores of the catalyst layers {, and1...) is obtained from the Springer’s law:

Aa) = {0,043 +17,81a — 39,85a% + 3643 if a<1
- 14+ 1,4(a — 1) ifa>1 [IV.34]
with the activitya which is defined as:

Pu,0

“ 7 Poar(D [IV.35]

So the discontinuity of the water content dependeoc activity at the saturation point,
resulting from the Schroeder’s paradox, is congiden the model. However, in the numerical
implementation, there is an interpolation at théursdion point in order to smooth the
discontinuity and avoid numerical instabilities.

The water transport through the membrane is atregldalance between electro-osmosis drag
from anode to cathode and molecular diffusion freathode to anode. The hydraulic permeation
of water through the membrane due to the pressa@iemnt and the thermos-osmosis transport

due to the temperature gradient are negligible.
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a) Water electro-osmosis drag flux through the membraa
The water electro-osmosis drag flux is due to tbkmattraction of the water molecules by the
protons. The transport of protons from anode tbade through the electrolyte induces a drag of
water molecules at the same time. The flux of wdtagged from anode to cathode is given by:

e
B, = 020! FHZ‘)L [IV.36]

With a,, the electro-osmosis drag coefficient, definedh&srtumber of water molecules dragged
per proton. It is well-known that it depends on evatontent, but there are different laws for this
dependence in literature with large discrepancgsinger et al. proposed a linear relationship
[26], Hwang et al. [147] and F. Meier et al. [148bposed a quadratic evolution. Zawodzinski et
al. proposed a discontinuous relationship [149ksSEnlaws are presented in Tab.l.1.

Author Model
. 2.5 1y
Springer [26] Qo = —
Hwang et al. [147] Qoo = —3.4-1071° 4+ 0,05 1,, + 0,0029 2,,*
F. Meier et al. [148] Qoo = 1+ 0,028 Ay, + 0,0026 1,,°
y B 1 if Ay <14
Zawodzinski et al. [149] Ao = {0.1875 Ay — 1.625 if 1, > 14

Table IV.1 : Different laws for the dependence oftie electro-osmosis drag coefficient on water
content

The law proposed by Zawodzinski is used in thiglgtoecause it represents a kind of tradeoff for

the discrepancies of the existing laws. For consparithe different laws are plotted on the same
graph on Fig. IV.3.
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Figure IV.3 : Comparison between the different lawgor the dependence of the electro-osmosis drag
coefficient on water content

b) Diffusive flux through the membrane
The diffusion of water molecules in the membranecasised by the water content gradient
between the cathode catalyst layer where waterdduged and the anode catalyst layer. The
diffusive flux from the cathode to the anode cablayer is expressed by considering a Fick’'s

law:

1 (D,
Juzo =5 (e_> "M, - ¢f * (Aeer(@) = Ager (@) [IV.37]

€acL
Analogously, the diffusive flux from the anode e tcathode catalyst layer is:

1 (D,
Jizo = o= <_> “Miy0 - ¢f - (Aacr(@) = Aecr (@) [IV.38]

€ccL €m
The membrane equivalent water content is evaluzged

e = Aacr(@) + Accr(@)
M 2

[IV.39]

It is commonly admitted that the membrane watefusiity D,, depends on water content and
temperature. The different models for such depereldound in literature are summarized in
Table IV.2.
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Author

Model

Fuller [150]

2436
D, = 21-10774;" exp(—T)

Nguyen and White [151]

2436
D = (1.94-107%2y +1.76 - 10~°) - exp(— ——)

Zawodzinski et al. [152]

D,, = (6,707 -1078,, + 6,387 - 1077) - exp <_T

2416)

Hwang et al. [147]

1
D,, = D(Ay) - exp [2416(

(

wmthg=%

303
10—10

1071011 4+ 2(2 — 2)]
1071°[3 — 1.67(1 — 3)]

z

ifA<2

if2<1<3
if3<1<45

L 1.25-107%° if 1> 45

2346
3.10- 1077y, [exp(0.284,) — 1] - exp(— T) if0<1Ay<3

Motupally [153] Dy,

2346
417 -10782,,[1 + 161 - exp(—2y)] exp (— T) if3< Ay <17

Table 1V.2 : Different laws for the dependence oftte membrane water diffusivity on water content

As illustrated in Fig.IV.4, there are variationstbé diffusivity reported in literature over severa
orders of magnitude due mainly to the differencengasuring methods and membrane material.
In this study, the diffusivity’'s law used is Motdlyaone because of its agreement with

experimental data (within 5%).

x10710F '
34 --Hwang et al.
321 —-Motupally et al.
30| Fuller

28}
267
24+
22;
207
18
16
14
12
107

Diffusion coefficient (m2/s)

o N B O

-+ Nguyen and White
— Zawodzinski et al.

Figure IV.4 : Comparison

15
Water content

between the different lawdor the dependence of the membrane water
diffusivity on water content
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1.5.

Summary of the equations

In summary, the global pseudo-3D model resolvesirplane equations in each layer of the

system with appropriate through-plane heat fluxetsvben the components. The global equations

and related sources terms are summarized in Tab.IV.

Quantity Equation
Mass Vay(p D) =Sy + ¢ + P;m
Momentum VeyD = i#g + i [17]|v
K K;
Species Vg (owi " ¥) = =V i + Si + ¢ + 7 + 7+
Heat pcy¥ - Ve T = 1+ V) ’T + Sy + Ji+ 7
Current Ucett = Erey + By + BoT + BsTIn(i) + BiTIn(Py,) + BsTin(Py,o) + BsTIn(Py,) — Rl — Reey

Table IV.3 : Global equations solved in the modeldr each component

The sources terms for the conservation equatioraéh subsystem are presented in Tab.IV.4:

Component Sm S St
Channels 0 0
BPs, GDLs, 0 o i2
MPLs (n) On
_1. (M + “eoMHzoi)
e 2F F 1 My
Anode CL act Su, =~ 2—1;3 i2
+ aCL
(aCL) OaclL
1 Dy
"= My,0 " ¢ [Aec (@) — Agcr(@)]
€acL ©€m
S _ 1 Mozl
. . . o ecc 4F 1 . AHyop v »
1 _(_ My,i My, ol aeoMHZOl> ot oF  Veell t
e 4F 2F F . .
Cathode CL act 1 My,ol  QeoMp,ol L —Z~f . i
+ Sy.o = . + i —ei| +
(cCL) z eccl 2F F €ccL gj OccL
1 D
o -e—m “My,o " cf - [AecL(a) — Agcr(@)] + Wherej represents all the
a m
1 D, components of the cell,
T MHZO TG [Aacr(@) = Accr(a)]
€ccL €m excepted the cCL
l'Z
Membrane 0 0 _
o4, T)

Table V.4 . Sources terms used in the mass, momemn, species and heat balance equations

In order to consider the possibility of water vdpquid phase change in the cell at high currents,

the total reaction enthalpy used is:
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AHtOt = AHl == 285.8 k]/mole |f PHZO == Psat(T)
[IV.40]
AHor = AH, = 242 k] /moly, if Ppy,o < Pgqe(T)

Wherepy,,, is the water vapor partial pressure in the catluadalyst layer ané,.(T) is the

equilibrium vapor pressure, calculated with thedkmé equation:

3816.44 ) al [IV.41]

T —46.13
Thus, the enthalpy of phase change is considexes, if there is the assumption of ideal gases

Pyt (T) = 101325 - exp (11.6703 -

for the gas flows.

1.6. Input data and solution procedure

The calculation of the transport properties ofrggctant species, which depend on temperature, is

given in Appendix 3. The input data used in thiglgtare presented in Table IV.5:

Parameter BP GDL (Channel/rib variation) MPL CL Mem brane
Thickness Channel: 0.23 aCL: 0.006
[mm] 201 Rib: 0.17 005 | ccl:0.012 0.025
In-plane Channel: 5.4
Thermal n-p Rib: 3.7
conductivity A 16.1 Channel: 0.2 0.4 0.15
[Wim/K] Through-plane - 0.177 +3.7-1073 - Ay
Rib: 0.3
In-plane Channel: 4862
Charge P Rib: 3460 nes
conductivity | 1.32-10° Channel: 64 50 1000 | (33,75-4y —21,41)e" T
o [S/m] Through-plane -
Rib: 184
. Channel0.77
Porosity Rib- 0.69 0.35 0.47
Permeability 26-10-13 5.10-13 10-12
[m?]
Tortuosity 1.23 1.7 1.3

Table IV.5 : Input data used in the model

The electrochemical model is calibrated globallyadh cm? active area laboratory cell using a set
of 18 different polarization curves recorded at thierent partial pressures, temperatures and
humidity values in the cell. The obtained valueshw# calibrated parameters are given in Table
IV.6.

B1 B2 Bs B Bs Bs
—-0.75384V | 339-107*V/K | -7.84-10°V/K | 1.298-10"*V/K | 0V/K 5.13-107° V/K

Table IV.6 : Parameters used in the electrochemicahodel

The electrical contact resistances between rough @t in the welding zones of the BPs are
fixed respectively ECRpp/pp = 3.6-107°m?V/A and ECRyeiging = 1 107°m?V /A [154].
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Thus, the global electrical resistance of the =IR.,; = 4.9 10"°m?2V /A under the welding

contact zones ankl..; = 7.5 - 107°m?2V /A under the rough contact zones.

2. Model validation

2.1.

Electrochemical model validation

a) Global validation
The operating conditions used for these simulatemessummarized in Table IV.7. The cooling

flow rate of the cell is set th.,, = 6 g/s (0.36 [/min) and cooling water temperature at the cell

outlet isT5, = 80°C.

Modeling Anode Cathode Cooling water
parameters
Tew
Inlet temperature [°C 85 85 AH .
p [°C] ] (zp-v)-1
Mey - Cp
Inlet pressurd [bar] 15 15 15
Inlet RH [%] 50 50
StoichiometrySto 15 2
1 0.222
— Wo, =
WH2_1+Xa 2 1+ X,
X
. Whyo =1 —wy, Wh,0 = 1+X,
Species
with we =1 —we —w
mass fractions N 02 H20
PSat(TCliV) .
X, =9.01-RH - with
¢ P—RH - Psat(Tc%)
PSat(TC(I)A/)
X, =0.622-RH -
¢ P—RH- Psat(Tc(\)A/)
Fl kgl ! 1 ! -3
OWratE(gS) (1+ Xa)'Stolﬁ'MHz m(l‘l‘ XC)'StO'E'MOZ 6-10

Table V.7 : Reference nominal operating conditionsised in the study
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The electrochemical model is validated globally doymparing the predicted and the measured

currents at different potentials, as presenteddri\=.5 on a polarization curve.

0,9 ¢

0,8

0,7 - ¢ Experimental
O M Computed

Cell voltage (V)

0,5
4

04 -
0 02 04 06 08 1 12 14

Current density (A/cm?)

Figure IV.5 : Comparison of the computed results tdhe experimental polarization curve
data

b) Local validation
For the local validation, a comparison betweendabtmputed current density in the MEA and the
measured one with the sensor plate is made. Fi§.ilMstrates the comparison at a cell potential
of 0.7V. An additional map of the interpolationtbe simulated current density at the sensor plate

current resolution is added for a better compaitgbil
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0.1

Figure IV.6 : Comparison of the measured and computed current desity distributions. The arrows
indicate the anode (red) and cathode (green) inletnd outlets.

In the both cases, the current is higher near thenlet and lower near the air outlet in both
experimental and simulated results. The relatively current density at the center of the cell
caused by the hot spot, which induces a local mengbdrying, is captured by the model.
Regarding the local values, it is not easy to makwecise conclusion because, contrary to the
sensor plate, the model captures the channel/térdgeneities. Moreover, the local maxima of
the current density distribution induced by thedbdp plates welding zones are captured by the
model. Globally, it can be stated that a good agese is observed between the simulated and the

measured current densities in terms of generatisten

2.2. Thermal model validation

a) Global validation
A global validation is made by comparing the meadwand simulated temperature increase of the

cooling water between the inlet and outlet of te#. €xperimented and computed temperature
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variations between the inlet and the outlet ofdbk are respectively about 3 and 3.1 °C at a cell
potential of 0.7 V. So the thermal model is valathglobally with a ~ 3% error.

b) Local validation

In the multiphysics model, the configuration of el including the sensor plate (considered in

Chapter 11l for the thermal model validation) istremnsidered. The thermal model can only be

validated by comparing the BP simulated temperatinrdie one obtained from the sensor plate

temperature measurement. It is worth mentioning th& temperature heterogeneities are

smoothed by the sensor plate resolution (as obd@nvE€hapter Ill). This comparison is presented

in Fig.IV.7, with an additional interpolation ofélBP simulated temperature at the sensor plate
temperature resolution (regular grid of 120 elersent

86

Measured with the senor

8s O

plate o

83 E

>

]

82 g

Computed in the BP ‘ Q
(interpolated at the senor 5 81 E

plate resolution) ’ ,
80

79
78

Figure IV.7 : Comparison of the measured temperatue in the sensor plate and computed
temperature in the bipolar plate. The arrows indicde the cooling water inlet and outlet

A good agreement is observed between the simulatetl the measured temperatures
regarding the general trends and localization dfdpots. Three hot zones are still observed on
both the simulated and experimental temperatures, ainly to the very low cooling water
velocity in these zones (see Chapter 3, Fig.lll.Fdythermore, the observed temperatures in the
hot zones close to air inlet are higher to thosseclto the air outlet due to the higher current
density at the air inlet (Fig.IV.6).

So the heterogeneous temperature is well capturdangood localization of the hot zones

over the cell surface. However, the magnitude eftdmperature heterogeneities is not the same.
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There are more heterogeneities in the real temyeratistribution of the bipolar plate than the

temperature measured by the sensor plate. The medammperature in the sensor plate varies
from ~ 78 to~ 84 °C meanwhile the computed one in the bipolateplanges from- 78 to~ 88

°C. These discrepancies agree with the temperdifiezences observed in the chapter 3 (section
4.4.a) with and without the sensor plate. Naméig, sensor plate just captures a part of the real
temperature heterogeneities because of its in-pld@emal conduction and invasiveness.

Moreover, in the multiphysics model, the heat sesrare computed at the channel/rib level

contrarily to the thermal model of the chapterBwihich the heat sources heterogeneities were
limited to the sensor plate resolution. Thus, tBmgerature distribution predicted with the

multiphysics model presents higher heterogenditias which ones observed in the Chapter 3.

3. Use of the model for the study of heat and water &ansport

Once the model is validated, it can be used to siiyate the coupling effect between the
electrochemical and the thermal behaviors in thle Dee to the limitation in computational time
for the simulations, in the following results, thell discretization is limited to 6 subcomponents:

» Anode gas channels (aGC);

» Anode gas diffusion media (aGDM): combination af tmode GDL and MPL;

» Membrane Electrode Assembly;

» Cathode gas diffusion media (cGDM): combinationhaf cathode GDL and MPL,

» Cathode gas channels (cGC);

» Cooling channels.

3.1. Operation under nominal condition

The following simulations are performed in the samference nominal conditions (0.7 V) used

for the validation of the multiphysics model (pretssl in 2.1.a).

a) Water concentration distribution
The water mass concentration distribution (kj/m the cell components is presented in Fig.IV.8.
Variations between 0.136 — 0.330, 0.147 — 0.85850 — 0.387 and 0.144 — 0.292 kij/ane
observed respectively in the anode gas channetglea®DM, cathode GDM and cathode gas
channels. The first conclusion is that the cumwaéffect of reactant gases pre-humidification (at
50%), water production at the cathode due to thgex reduction reaction and electro-osmotic
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flux from the anode to the cathode induce the heghater concentration in the cathode diffusion

media. So the cathode GDM acts like a sponge win@imtain a sufficient amount of water in the
MEA.

Ah“de
ﬁ s Qhann ( ™ N Q])M

-
-
g
w
0

%
X
o
w

0.25

o
Water concentration (kg/m°)

o
)
(6]

Figure IV.8 : Water mass concentration distributionin the cell components

A 1D plot at the reference cut-line at the middiehe cell is presented in Fig.IV.9. Close to the
cathode inlet, the water concentration in the GBMlmost two times higher than the one in the
gas channels. Contrary to the cathode gas chanihelswater distribution in the anode gas
channels is intrinsically coupled to the one in #reode GDM. This is due to the elevated
convective transport in the cathode gas channetspared to the anode gas channels.

Over the cathode flow field, the production of wathie to the electrochemical reaction
induces a progressive increase of water concemtratither in the MEA, or in the channels. In
particular, the water concentration in the secoasspf the cathode flow field (2) is higher than
the one in the first pass (1). Regarding tH& @ass of the cathode flow field (3), water
concentration becomes lower, due to the interactitn the dry flow of the hydrogen inlet. This
drying effect is more emphasized in the first pabshe anode flow field (a), where the cell
becomes much dryer. In this zones, the water carateon in the cathode compartment becomes
higher than the one at the anode. This peculiagcef§ due to the elevated flux of water from the
cathode GDM to the anode compartment in order toitlify the anode gases (which are

relatively dry), as it is shown in the next section
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Figure IV.9 : Water mass concentration distributionin the cell components at the reference cut line.
The vertical lines delimitate the different passesf the flow fields (red for the anode and green fothe
cathode)

As regards the channel/rib distribution, the wat@ncentration is higher under the rib and lower
under the channels with channel/rib variations &lb02 kg/ni for the anode GDM and 0.06
kg/m?® for the cathode GDMSince water transport through the membrane talkesetween the

two GDMs, an accurate study of this phenomena nefy dietting more precise conclusions.

b) Water transport through the membrane
The water fluxes through the membrane, which aeerésult of the balance between electro-
osmotic drag and molecular diffusion, is preserntedrig.lV.10. Positive fluxes (from 0 to ~
1.71-1073 kg/m?/s) represent fluxes from cathode to anode meanwigfgative fluxes (from
~—1.38-1073 to 0 kg/m?/s) are fluxes from cathode to anode. Positive fluxesan electro-
osmosis is predominating meanwhile negative fluxesan diffusion is predominating.
Accordingly to the water concentration distribusoim the different components of the cell (see
Fig.lV.8), water transport takes place from thedmtoward the cathode close to the air inlet and

conversely, from the cathode toward the anode ¢toiee hydrogen inlet.
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At the channel-rib level, the first observatiorthat electro-osmosis is predominant under the
channels meanwhile diffusion is predominant undher ribs. It agrees with the elevated water
accumulation of water which was observed underrithelue to the low water diffusion in that
zone (see Fig.IV.8). The resulting water fluxesoasrthe membrane are highly dependent on the
cathode flow field design even if the first passlod anode flow field can be distinguished. This
results confirms the claim given in the previoustisa: the cell drying in front of the first past o
the anode flow field is related to the elevatedudibn of water from cathode to anode in this
zone.
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Figure 1V.10 : Water fluxes across the membrane

It is also observed that hot spots induce highexe from anode to cathode. This is due to the
dependence of water diffusivity on water contertjoh is lower in the hot zones. This result is in
good agreement with the observed decrease of wateentration in the cathode GDM in these

zones, as presented if Fig.IV.8.

The distributions of the membrane water contentjciconductivity, water diffusivity and
electro-osmosis drag coefficient are presentedign\FE11. The first observation is that the hot
spots largely impact on the transport propertieshef membrane. Water content, which is ~ 8
near the air inlet, reaches values < 4 in the potss As a consequence, the membrane ionic
conductivity is much lower in that zone, causing bwer current density observed in Fig.IV.11.
The interpretation of water diffusivity is more cplex since it depends on water content and
temperature at the same time. Moreover, it incieagéh the temperature as well as with the
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water content, following a non-monotonous law. Hiectro-osmosis drag coefficient remains

quite constantse=1) in the operating conditions of the study.

A 14469 A 12.496

Water content - lonic conductivity (S/m) =

AN
©o

V¥ 2.7477

12 A 02302

Water diffusivity Dy, (m?/s) Thermal conductivity (W/m/K) _, .

0.225

¥ 0.1901

Figure IV.11 : Membrane water content, ionic condutvity, diffusivity and thermal
conductivity

A representation of the water content evolutiothatreference cut-line in presented in Fig.IV.12.
This figure clearly highlights the impact of thead¢h hot spots on the membrane water content.
The channel/rib heterogeneities of the water cantarge from 0.5 to 3.5.
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Figure IV.12 : 1D plot of the membrane water contehat the reference cut line

c) Water saturation in the cell
The study of the humidity, defined as the rationssin the water vapor pressure and the water
saturation pressure is more complex because otdhpled effects of temperature and water
concentration distributions. Indeed, both tempeeatand water concentration are higher in the
cathode catalyst layer where the electrochemicadti@en takes place. The water vapor pressure
has a linear dependence on water concentrationewhi# water saturation pressure has an
exponential dependence on temperature. The sati@iis defined in as:

Py,0 — Psar (T) [IV.42]

“R-T
leH 0 - Psat (T)
2

S =

This saturation is defined only in the zones whaeze is liquid water. When there is no liquid
water, its value is set to zero. At the equilibripmint, at which there is water condensation, the
relative humidity is 1 and the saturation becomgghdr than zero. Since in the model it is
considered that the reactants are ideal gaseshandjuid water flows with the same velocity as
the gas, this definition of the saturation undenestes the quantity of liquid water in the gas
channels. For two-phase fluid dynamics models ithed phase should be accurately computed
with a separate density. Moreover, typical valuethe velocity ratio between the gas/vapor and
the liquid phase in the gas channels are betwe@rad® 1000 [155]. This ratio should be lower in
the porous media. It is worth mentioning that ploeosity as well as the fluid flow regime can

also impacts on the water saturation. In few wotklg,saturation parameter aforementioned just
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give qualitative results about the likely or unlik@resence of the liquid water in the cell. For
appropriate quantitative results, an appropriate-fpwase fluid dynamics model should be
developed with the consideration of the interfaeféécts as well as the capillary effects.

The distribution of such saturation in the gas cledgérand GDMs of the cell is presented in
Fig. IV.13. It is observed that the saturation ighler in the cathode GDM despite its higher
temperature. The maximal saturations are respégti®e8 — 7.9 — 12.3 and 3.0 (x 1D
respectively in the anode gas channels, aGDM, cGIDM cathode gas channels. The saturation
distributions in the anode gas channels, aGDM &idM are highly coupled meanwhile the one
in the cathode gas channels presents a particutdut®n. This might be due to the coupled
effects of high water transport via convection Ire tcathode gas channels and limited water
transport from the cathode GDM to the cathode pasmels. The impact of the hot spots on water
saturation is clearly highlighted, which means tinedit and water management are highly coupled

and should not be studied separately.
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Figure IV.13 : Saturation in the different componerts of the cell

All the results and discussions presented above wedated to the reference nominal operating
conditions of the cell. In the following, the efteaf the different operating parameters (current,

temperature, relative humidity) on heat and watardport is studied.
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3.2. Effect of the operating conditions on local paramers

a) Effect of the operating current
In this section, the impact of the operating curren the local parameters is studied. The
operating conditions used for these simulationglaesame as those presented in Tab.IV.7. So the
flow rates and concentrations of the reactant gas#te inlet are imposed in order to produce the
requested current still respecting the imposedcBtometry. For the different current steps, the
inlet temperature of the cooling watéf,() is set in order to maintain its outlet temperat(il,)
at80°C. The cooling flow rate of the cell is setrio= 6 g/s (0.36 [/min). For example, in order
to get an outlet temperature of the cooling wate8G3C with a cooling flow rate dd.36 [/min,
the inlet temperature of the cooling wate~i§9 — 77.8 — 76.2 — 74.4 — 73 — 71°C when the
mean current density is respectivély — 0.2 — 0.4 — 0.6 — 0.8 — 1 A/cm?. The distributions of
the computed current densities, temperatures andrwantents in the membrane at different
operating currents are presented in Fig.lV.14.
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Figure 1V.14 : Current density, temperature and waer content in the membrane at the different operatig currents
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The heterogeneities of the current density, tenperand water content distribution increase
when the total current increases. In the nominafaion conditions, the current density remains
higher close to the air inlet. In these conditidhe, membrane water content is enough to maintain
a good ionic conductivity whatever the current. ldeer, when the current achieves the highest
value, this zone of higher current density progwedg moves from the air inlet region to the
cooling water inlet in the lower left corner (Fig.14). This behavior results of the tradeoff
between higher oxygen concentration and adequéteengerature. Since the cooling water flow
rate is fixed, the inlet temperature of the coolvagfer varies with the operating current in oraer t
respect its outlet temperature set point. Simaatiresults highlights the significant dependence
of the membrane water content with the membran@e¢eature. Namely, in the vicinity of the 3
hot zones observed at high current density (0.8/cin?), the membrane water content is quite
low. As a consequence, lower current densities caleulated because of the lower ionic
conductivity of the membrane.

The increase of the current leads to higher tentpierdeterogeneities in the cell as observed
on the temperature maps. In addition, as obserwvetth® temperature plots, the hot spots due to
the heterogeneities in the cooling flow velocitygtdbution (presented in Chapter 3) are more
emphasized when increasing the operating curremmelly, the temperature variations over the
membrane surface are respectivelg —9 — 17 — 26 —38 —48°C at0.1 - 0.2—-0.4—-0.6 —

0.8 — 14/cm?, even if the difference in cooling water temperatbetween the inlet and the outlet
of the cellisonly ~1-2.2-3.8-5.6 — 7 -(Fig.IV.15).
60

» Temperature variation in the membrane

74
<

Temperaure difference between the outlet
and the inlet of the cooling water

[ w -
< < <

Temperature difference (°C)

—
(=]

0 0,2 0,4 0,6 0,8 1 1,2
Mean current density (A/cm?)

Figure 1V.15: Effect of the current density on temperature heterogeneities

Furthermore, the current increase induces simutasig more water production in the cell

and higher temperature heterogeneities. These ceulgffects lead to much more water content
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heterogeneities over the membrane surface. Sineemtémbrane ionic conductivity linearly
increase with the water content, the current dgnsibgressively moves towards the lower
temperature and higher water concentration regidren the total current is increased.

Lower is the current, higher is the effect of tleaative gases inlets on the water content
distribution. The effects of the air and hydrogeteis on membrane drying can be clearly
identified at0.1 and 0.2 A/cm?. At higher currents, the effect of the coolant flield design
becomes more and more significant. On the one hantkasing current results in higher water
production in the cell, and so higher water vap@spures. On the other hand, increasing current
results in higher heat production heterogeneitiethe cell, with as a consequence higher water
saturation pressures. The balance results in seaserof the water content with the operating
current. That means the effect of increasing teatpes is predominating on the water content. To
illustrate this, the evolutions of the mean, maximand minimum values of the membrane water
content with the current density are presentedigni\~.16. As for the temperature distribution,

channel/rib heterogeneities of water content areeremphasized at higher current densities.
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Figure IV.16 : Evolutions of the mean, maximum andninimum values of the membrane
water content with current density

At the channel-rib scale, it is observed that iasneg the operating current leads to more
channel/rib heterogeneities, either for the curdarisity distribution, or for the temperature and
water content distributions. The 2D plot of the neame temperature at the reference cut line
presented in Fig.IV.17 highlights the emphasis lné thannels/rib heterogeneities with the
operating current. Typically, the channel/rib temapere variations about 0.4 - 0.8 -1.8 -3 -4.5
- 6°C can be observed respectivelydat — 0.2 — 0.4 — 0.6 — 0.8 — 14/cm?. This evolution is
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due to the higher channel/rib heat source hetemges at higher operating currents, mainly
caused by the limitation of reactants species st under the rib at high current densities.

T T 1
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1157 4: 1=110A, Ucell=0.71V, T_wc_in=349K
5: 1=132A, Ucell=0.68V, T_wc_in=348K
6: I=176A, Ucell=0.615V, T_wc_in=346K
110! —7: 1=220A, Ucell=0.545V, T_wc_in=344K
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Membrane temperature at the reference cut
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Arc length (m)
Figure IV.17: 2D plot of the membrane temperature athe reference cut line

The saturation distribution at different curreninsiées in the channels and gas diffusion
media of the cell is presented in Fig.IV.18. lbisserved that the maximal saturation progressively
increases with the current density. So the efféth® increased water production is predominant
on the effect of the increased temperature. Foh eammponent, it is worth mentioning that
increasing current leads to:

* More liquid water accumulation near the gas chinmetlet;

* More accentuated impact of the coolant flow fietbign on the saturation distribution in

the gas diffusion media;

* More Liquid water accumulation at the cathode gdasion media.

Liquid water accumulation in the gas diffusion nzeidi partly related to the cold zone over the
MEA surface area. Such a result highlights theceftdé coolant flow-field design on the fuel cell
flooding at high current density. Water accumulatai the anode compartment is related to the
water diffusion through the membrane along the anodannel length. Nevertheless, water
transport through the membrane results from a cexnphdeoff between water electro-osmosis
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and water diffusion (due to the higher gradientvater concentration across the membrane at the
same time). So the study of water transport betwleeth compartments is a complex and

multiphysics phenomenon.
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From a general point of view, there is more liquidter accumulation in the cold zones of
the cathode GDLs and near the gas channels outletsminal operation conditions (Fig.IV.18).
The saturation in the anode gas channels is intatg coupled to the one in the anode GDL
while there is a significant difference between ¢athode GDL and channels. This might be due
to the water transport via convection in the caghgds channels. The saturation evolution in the
cathode GDL mainly depends both on the cathodetl@mdoolant flow field designs. However,
the first pass (of the 5-passes flow-field) of #mde is predominant over the last pass (of the 3-
passes flow field) of the cathode due to the ekxVatater transport via diffusion from cathode to
anode through the membrane.

For currents lower thaf.2 A/cm?, there is almost no presence of liquid waterhia cell,
even if the low cell temperature (79.5°C) induce later saturation pressures. Indeed, in these
conditions, the water removal via advection is clatgly predominant on the water production in
the cell. At0.4 A/cm?, there is water condensation in the cold zonde®fGDL and close to the
air outlet of the cathode gas channels. In additibere is a low liquid water accumulation after
the central hot spot of the anode gas channelsiigkter current densities (26 A/cm?), the
distributions are quite the same, but with a makisaduration which is progressively higher. At
the same time, the saturation zones are progréggiwduced. This is due to the competition
between water and heat productions with currensitienncrease. As a consequence, at high
current densities the cell exhibits high humidiriations over the surface which could induce
condensation and re-evaporation along the gas elsann

At the channel/rib scale, it can be observed thateiasing the operating current results in
increasing at the same time the local water vapoicentration heterogeneities and the water
saturation pressure heterogeneities. When thernturiereases, the water electro-osmosis fluxes
mainly increase under the channels. At the same, tthrere is more water diffusion across the
membrane under the ribs where there is more watmaulation. As a consequence, increasing

current results in more channel/rib heterogenedfesater transport across the membrane.

b) Effect of the operating temperature
The effect of the operating temperature on thellpeaameters in presented in Fig.IV.19. The
reference temperatures (outlet temperature of dloéing water) studied are 65, 80 and 95°C and
the cell potential is set to 0.7 V. At the lowemfgerature of operation (65°C), higher currents are
observed in the cell thanks to the higher membraater content. In this operation condition,
water condensation takes place at the cathode ctmgrat that exhibits higher saturation.
However, the water saturation in the cell is taghh&nd the single phase model used for the fluid
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flow should be questionable. Indeed, liquid wateuld fill the pores of the gas diffusion media,
inducing higher diffusion resistances and eventelde flooding. Moreover, the accumulation of
liquid water close to the gas channels outlet cdullack the channels, leading to reactants
starvation. As a consequence, despite the highrveatgtent of the membrane which induce a
good proton conductivity, the current should bedothan the one at 80°C.

At 95°C, the current density becomes lower duehtodlevated temperature which induces
membrane drying. In this condition, there is nospree of liquid water in the cell and it can be
considered that the model accurately predicts tbetrechemical and thermal behaviors of the
cell. At 80°C which is the transition (and the refece temperature of this study), the current
density is a slightly lower than the one at 65°@ Thembrane water content is high enough to

ensure a good proton conductivity.
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c) Effect of the relative humidity of the reactants
One of the main goals of the PEMFC industry iseéduce the pre-humidification of the reactant
gases. The impact of the relative humidity (RH)tbé reactants at the cell inlet on local
parameters in presented in Fig.IV.20. The refezdRid studied are 25, 50 and 75 %, and the cell
potential is set to 0.7 V. The first observationthat increasing RH results in higher current
densities close to the air inlet. At 25% (dry caiaah), the current density is more uniform along
the MEA surface. In this condition, the productiminwater due to the electrochemical reaction is
quite helpful for the membrane hydration. As a emuence, the increase of water content
compensates in part the effect of the oxygen cdratgon depletion along the channels. At 75%
(wet condition), the current density is much moetehogeneous with higher current close to the
air inlet. Indeed, in this conditions, the high {bremidification of the reactants induces a good
proton conductivity in this zone. However, the higlater saturation (especially in the gas
diffusion media) can induce considerable deviationthe fluid dynamics model, due to the

reasons aforementioned.
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d) Effect of the coolant flow rate
The coolant flow rate is a key factor for the tharrmanagement that impacts not only the fuel
cell stack, but also the fuel cell system (pumpolthinoves the cooling water, radiator which
evacuates the excessive heat, etc.). The studiieofmipact of such coolant flow rate on the
membrane temperature and water content is presenteid.lV.21. Three coolant flow rates are
studied: 2, 6 and12 g/s.

29/s

T (°C)

Ay

Figure 1V.21 : Effect of the coolant flow rate on bcal parameters

Increasing the coolant flow ratenf,) results in increasing the inlet temperature @f tooling
water (},) in order to respect the set point of the oudeperatureT(S,), which is80°C. As a
consequence, the global temperature becomes hatwrmore uniform over cell surface as
presented in the Fig.IV.21. Because of the relatign between temperature and the membrane
water content, the cell works in a dryer environtneft lower coolant flow rate, a displacement
of the hot zone toward the coolant outlet is obsgnAnother consequence of the coolant flow
rate increase is the higher singular pressure girdpe cross-flow zones of the cooling flow (as
illustrated in Chapter 3, section 4.1.d). Sincedimgular pressure drops are directly related ¢o th
kinetic energy of the flow, the hot spots are ensptesd when the coolant flow rate is increased.
This effect is clearly observed betweén and 6 g/s. However, at12 g/s, the global
homogenization due to the lower temperature diffeeebetween the cooling water inlet and outlet

partly masks the effect of the heterogeneous digion of the coolant flow.
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Conclusion

A pseudo-3D multiphysics model was developed ia thapter in order to study simultaneously,

the electrochemical performances as well as the drehwater transports in the cell. The model

was validated globally using the measured polddratiata and locally using both the current

density and temperature distributions over the sigiface measured with a sensor plate (S++). In
the thermal model, the enthalpy of phase changeamasidered in the cell meanwhile single

phase flows were assumed in the fluid dynamics mddhe main conclusions that may be drawn

from the study are:

» The temperature heterogeneities predicted usingmiéphysics model are much higher
than the ones predicted using the pseudo-3D themmoalel developed in the chapter Ill.
Indeed, the multiphysics model captures all thenob#rib heterogeneities of the heat
sources in the cell (which was not the case irtllkemal model). The significant impact of
the temperature distribution on water saturatiommsethat heat and water management are
highly coupled and should not be studied separately

» The water concentration is higher in the cathodediiusion media due to the cumulative
effect of the oxygen reduction reaction and eleosmotic flux from anode to cathode. The
water distribution in the anode gas channels snisitally coupled to the one in the MEA,
contrarily to the cathode gas channels.

» The water transport across the membrane is a cangilenomenon. Electro-osmosis is
predominant under the channels meanwhile diffugsopredominant under the ribs, where
there is more water accumulation. The BP desiggelsirimpact on the water fluxes across
the membrane, especially as regards the diffudivee$. Moreover, the hot spots deeply
impact on the transport properties of the membrane.

» The operating conditions of the cell greatly imphetat and water management. The
increase of the operating current induces more ajjldemperature heterogeneities,
emphasizes the hot spots and reduces at the saméhie impact of the reactive gases inlet
on the humidity distribution. At a more local sgathe current increase leads to more
channel/rib heterogeneities, either for the curdantsity distribution, or for the temperature
and water content distributions. The operating terafure mainly impacts the membrane
water content, and so its proton conductivity. éaging the relative humidity of the

reactants leads to higher current densities clogbe air inlet. Finally, the increase of the
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coolant flow rate emphasizes the hot spots, eveit reduces the global temperature
difference between the inlet and the outlet ofabeling water.

However, the model could be called into questionthia following points. The important
discrepancies in the parameters of membrane watarsgort (electro-osmosis drag and
diffusivity) found in literature could considerablgffect the water distribution in the cell.
Moreover, the water saturation in the GDM could stdarably impacts on its diffusive and
thermal properties.

Globally, the model is an efficient tool for theudy of the correlation between coupled heat
and water management and degradations. Using apgtepdegradation models, the model could
be useful for the study of the long term perforneamdé the cell components under different
operating conditions. It is well known that themimane swells when absorbing water, and even
more when there is liquid-phase water. The higlgietogeneous distribution of temperature and
humidity observed can induce high levels of hydeotmal stresses inside the membrane, and
accelerate its degradation.
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Chapter V

CORRELATION BETWEEN TEMPERATURE, HUMIDITY AND

DEGRADATIONS IN P.E.M. FUEL CELLS
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Introduction

In Proton Exchange Membrane Fuel Cells, local teatpee could be a driving force for
many degradation mechanisms such as membrane hggral deformation and creep,
platinum dissolution, bipolar plates corrosion,. éticorder to investigate and quantify those
effects, durability testing in automotive operateanditions were conducted as presented in
the Chapter 2. During the ageing tests, the loefopmance and temperature were
investigated using a printed circuit board inseiitethe middle of the stacks. At the end of
life, post-mortemanalyses of the aged components were conducteddar to investigate
their local microstructure and chemical compositionparallel to those degradation studies,
a thermal model was developed in the Chapter 3derdo investigate the local temperature
distribution inside the cell. This model was extetido a multiphysics full predictive model
in the chapter 4, and used for the study of thearhpf the operating conditions on coupled
temperature and humidity distribution.

In this last part of the study, all the experina¢rdnd modeling tools presented in the
previous parts are used simultaneously in ordenvestigate the correlation between local
temperature and PEM fuel cells degradations inraative application. The degradations
observed during the ageing tests are presentedcamgared to the simulated thermal
loading of the cell for the different tests. Thaseline studies are combined with tipest-
mortem analyses of the aged components in order to edereht the same time the
performance losses and the observed componentadagign to the thermal conditions in

the cell.
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1. Study of the MEA degradations

The stationary ageing test is the reference tesd usthis study because the model used to
predict the local thermal conditions in the celfus in stationary conditions. The other tests
are used in order to better investigate the impd&dbcal parameters cycling on ageing
conditions.

1.1. Global performance loss and degradation

The global continuous diagnosis, which consistedatérization curves and electrochemical
characterizations, were performed each 200 h flerbeginning of test (BOT) to the end of
test (EOT).

a) Polarization curves with potential degradation rates
Fig.V.1 shows the evolution of the polarization\as during the three ageing tests and the

degradation rates of the singles cells at the eafss current density of 0.5 A/cmz.
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Figure V.1 : Evolution of the polarization curves and potentialdegradation rates during
the ageing test

A high voltage drop is observed at the beginninghef test (during the firsts 200 hours).
After that, the voltage drop becomes consideralibyver. The mean degradation rate
observed id8 uV /h. The voltage drop is quite homogeneous, excephmfirst cell which
endured a degradation almost two times higher tharothers. From a fluid dynamics point
of view, the pressure drop at the stack inlet calnée an uneven distribution of the reactants
gases and cooling water in the first cell. Thatld@xplain the higher degradations observed.

The electrochemical characterizations may helgemtifying the causes of potential loss.
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b) Electrochemical characterizations
Fig.V.2 shows the evolutions of the electrochemieative area i and hydrogen
permeation (mA/cm?2) during the ageing test.
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Figure V.2 : Evolution of the ECSA and permeation arrent
There are substantial electrochemical surface #weses during the first 200 hours.
Regarding the hydrogen permeation, there is a wimege there is no considerable evolution
at the beginning of the test, followed by a quiteadyatic evolution from ~ 800 h. In the
following, in order to eliminate the impacts of teége-effects on the degradations observed,
the cell 1 is excluded from the results. The mewnlutions of the rugosity factor of the
electrochemical active aremm{Pt/m? electrodeand hydrogen permeation (mA/cm?), for the

5 remaining cells presented above, are presenteid)ix.3.
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Figure V.3 : Mean evolutions of the permeation curent and ECSA

The mean electrochemical surface area loss is gt during the firsts 200 h
(~0.1m?Pt/m?/h) and becomes lower after §~ 10~3m?2Pt/m?/h). These results agree
with the polarization curves evolution which exhilsiigher performance drop at the

beginning of the test. It can be explained by apartant effect of Ostwald ripening during
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the first hours as reported by Holby et al. [15B]. addition, higher is the operating

temperature, faster should be the growth of thdighes [105]. In the zones where the
temperature exceeds 100°C, the thermal oxidatidatk& in air should occurs, as observed
by Stevens et al. [157].

Regarding the membrane degradation, the hydrogemeation is almost stable during
the first 800 hours of the ageing test, followedabyuite quadratic evolution from 800 h as it
can be observed from the fitting curve. The acedilen of hydrogen permeation with time
corresponds to membrane thinning and/or appargfonicrocracks. The membrane thinning
effect can related to the chemical degradatiomefhembrane induced by oxygen crossover
as described by Inaba et al. [158]. The Fluoride4ielease rate (FRR) is an interesting

method to investigate such chemical degradatidghemembrane.

C) Effluent water analysis
In order to investigate the membrane chemical digian, FRR measurements of the
effluent water was performed each 200 h. The resate presented in Fig.V.4. The
measurements of the FRR at 1400 and 1600 h werpemfiirmed due to a problem on the

data acquisition system.
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Figure V.4. Evolution of the FRR

First, it is observed that fluoride is mainly reded in the cathode effluent water. There is no
significant evolution of the FRR over time, desplte quadratic evolution of the hydrogen
permeation across the membrane presented in FiglW&efore, it can be stated that the
main mechanism affecting the membrane permeationoisthe chemical degradation.
Investigations at a more local scale may help teebévestigate the correlation between the

local thermal conditions to the performance losdeserved.
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1.2. Local performance loss and degradation

Fig.V.5 shows examples of current density and teatpee measured over the cell surface
using the segmented printed circuit. The hot zavteserved on the temperature map are

related to the heterogeneities of the cooling ffehd, as explained in the chapter IlI.
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Figure V.5 : Measured current density (A/cm?) and ¢mperature (°C) with the
printed circuit board

For a detailed study of the correlation betweemlléemperature and performance loss, five
reference zones have been chosen in this studylesied in Fig.V.5:

* Zone a Medium temperature zone, with low water concdiuna(cathode inlet);

* Zone b Hot zone, with relatively medium water concentnat(center of the cell);

» Zone c Cold zone, with relatively medium water concetina (center of the cell);

» Zone d Cold zone, with high water concentration (cathod#et);

» Zone e:Cold zone, with low water concentration (anodeettl

8 current measurement segments are included in zawoh in order to eliminate the side-
effect of welding points of the bipolar plates ogdl current density heterogeneities. Fig.V.6

shows respectively the evolution of the currentsitgrand temperature during the stationary
ageing test in the five reference zones.
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Figure V.6 : Evolution of the current density and emperature in the five reference
zones
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It is observed that there is no significant perfante loss in the hot zone (b). However, there
Is a performance loss (about 14 %) close to thenkat (low water concentration zones) and
a performance rise (about 10 %) in the vicinitytleé air outlet (high water concentration
zones). Regarding temperature, no significant déwmola are found (~1.5 %) since
temperature distribution is mainly controlled bye thooling flow field design. From this
evolution of the local current density over timecould be concluded that the main factor
affecting the local performance loss is water cotregion in the cell.

As a finding, it can be stated that the perforneatasses are mainly caused by the
electrochemical active surface area loss at thanbeg of the test and membrane
mechanical degradations which is quite acceleratede middle of test. Locally, the current
density maximal values move from the air inlet todgathe air outlet over time, suggesting
that performance losses are related to the watacerdration in the cell. A detailed
examination of the aged components, especiallyntembrane, may help to understand the
ageing mechanisms and their correlation with hedtveater management.

1.3. Post-mortem analyses

Once the aged stacks are disassemplest-mortemanalyses of the different components of
the cell are performed. Thaost-mortemanalyses protocol is composed of different steps.
The first one is the investigation of the hydropicdlp loss of the GDLs, performed by
immersing them in water and measuring the contagteaof the water droplets on their
surfaces. The results showed no significant hydsblity degradations. The second one is
study of the through-plane microstructure of the A4E using SEM. To this end,
representative zones have been chosen dependinpeoiocal temperature and water
concentration (zones a, b, ¢, d and e presentesedtion 3.1.b). The results showed no
particular heterogeneities of the active layerskiness and microstructure, despite the high
heterogeneities of temperature (see Appendix 5).

In the following section, local analyses of the MBt different scales are presented. The
results are simultaneously compared to the measdaéal during the continuousn-line
diagnosis and discussed with the simulated results.

Fig.V.7 shows one aged membrane of the statiotesly separated from the catalyst
layers. The separation is made using ethanol ichwtiie MEA is immersed for few hours.
Thus, the catalyst layers are easily detached tlrmmmembrane without external effort. By
comparing the membrane structure to the simulateal barameters, some correlations were

found with the membrane water content. For thiseaaon the same figure, the plot of the
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predicted membrane water content obtained via #eugo-3D model is presented for

comparison.

A 13.258

V¥ 3.5524

Figure V.7 : Comparison between the membrane struatral degradations and the
simulated water content

The first observation is the non-uniform printiofjthe reactive gases flow field on the
membrane. There are some correlations between #ter wontent distribution and the
membrane structure. The transparent zones (blackhenfigure) are defect free. The
opacification of the membrane (whitish zones onfitpere) indicates structural changes. So
higher is the water content, higher is the striadtdamage of the membrane. In particular,
the degradations can be quantified as follows:

* When the water content,, is lower than 7, there is no visual observatidrthe

membrane degradation;

* When the water content reaches 7, there is thegangeof degradations characterized
by a slight swelling of the membrane with a delaation of a whitish color film. The
film thickness is of a few microns;

* For A, > 10, the delamination becomes more important, with ¢émerging of the
intensification of the whitish color;

» For Ay > 11, there is a complete delamination of the filmthwa considerable
swelling. The intensification of the delaminatiomuses superficial tears on the
membrane.

Fig.V.8 show a local analysis of the membrane d¥gpgazones via SEM. From the
microscopic studies, it appears that the obsenegtadiations are delaminations, mainly
observed at the anode side of the membrane.
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Under the Under the
channel rib

Figure V.8: Microscopic studies of the membrane degdations

The delaminations are coupled to the channel&imgetry printing with a severity which
depends on the local water content (see Fig.V.fi¢. &node flow field geometry printing is
predominant close to the hydrogen inlet while th¢hade flow field geometry printing is
predominant in all the other parts. It is well knowhat the behavior of the Nafion is
governed by irreversible thermodynamics. Majszétikal. [159] systematically investigated
the hydrothermal behavior of Nafion and observed: thn one hand water acts like a Nafion
plasticizer at lower temperatures; on the otherdhavater acts like a Nafion Stiffener at
temperatures above 90°C. It is not easy to makeorclasion about the observed
degradations because only the irreversible (pladgformations are observed in detail using
SEM. Moreover, the impact of the membrane separatrotocol (immersion in ethanol for
few hours) may induce structural changes. Curiqusly stack aged in NEDC/RH cycling
conditions underwent a huge membrane degradatiba.high increase of the membrane
permeation led to an instantaneous loss of funalityrfor some cells of this stack.
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Permeation current (mA/cm?)

1.4. Comparison of the membrane permeating currents

The evolutions of the rugosity factan{Pt/m2 electrodeand hydrogen permeatiomf/cm?}

during the stationary and NEDC/RH cycling tests@esented in Fig.V.9 for comparison.
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Figure V.9 : Mean evolutions of the permeation curent and ECSA

The ECSA loss of the NEDC cycle is very low compate the stationary test one.
Regarding the permeation current, there is a ceraile increase for the NEDC/RH,
compared to the stationary test. This makes thiakthe main effect of current and humidity
cycling is an acceleration of the membrane degiadlaihe too high permeation (> 50
mA/cm?) of one cell of the stack (cell number 161400 h caused its loss of functionality.
Therefore, at ~ 1500 h, the cell 15 was removenhftioe stack, leading to a 29 cells stack.
Curiously, no gradual performance loss was obseoved specific zone of the active area.
From the literature review, elevated potentials tamdperatures are supposed to increase the
membrane chemical degradation while RH cyclingupp®sed to increase its mechanical
degradation. Therefore, the following study focuses the study of the chemical and

mechanical degradations of the membranes of the@IEHE cycling test.
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1.5. Comparison of the Fluoride Release Rates

The FRR measured at the outlet of the stack agetlEDC/RH cycling conditions is
presented in Fig.V.10 with the one of the statigriast for comparison.
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Figure V.10. Evolution of the FRR

It is observed that the during the NEDC/RH cyclitite FRR is almost 4 times higher than
during the stationary test. This may be due tohigher mean operating potential and/or
considerable hygrothermal loadings of the NEDC/RJdling, compared to the stationary
test. On the one hand, the membrane chemical degyads more likely to occur at elevated
potentials [160]. On the other hand, the operatiamgperature can also largely impact on the
FRR [161]. According to Endoh et al. [162], redurthe humidification leads to an increase
of the chemical degradation rate. The isolatedctffeof temperature and humidity on
membrane chemical degradation can be studied bguriag the thickness of the membrane

in the representative zones presented in sect®a.l.
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1.6. Effect of local parameters cycling on membrane cheical

degradation

The measured temperature evolutions in the refesenones during one cycle of the NEDC

is presented in Fig.V.11. The reference zonesheredme as presented in section 1.2.
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Figure V.11 :Evolution of the local temperature if the referencezones during the
NEDC/RH cycle

It is clearly observed that the current cyclinguoe local temperature cycling in the cell,
with different amplitudes between the zones. Higheéhe temperature of the zone, higher is
the amplitude of the temperature change. As a cuesee, the hot zones (a) undergo a
higher temperature cycling. Regarding the evolutérnthe cycles over time, there are not
significant variations from the beginning to thedesf test. The analysis of the membrane
thickness in those zones via SEM showed no sigmfidifferences. That means local
temperature and humidity are not the main factdfecting the membrane chemical

degradation in this kind of cycle. As a consequertice investigation has to be oriented
towards mechanical degradation.

1.7. Effect of local parameters cycling on membrane meemnical

degradation

In order to study the mechanical degradation, Bhedmera with the hydrogen box presented
in Chapter Il, section 5.4 is used. This experiraktéchnique is used to localize eventual
pin-holes or local cracks of the membrane which preferential paths for hydrogen
permeation. For example, an infrared image of tHeAMs presented in Fig. V.12 with the

corresponding degradation point (red point) onNtteA. Whereas the mean temperature of
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the MEA is ~ 20°C, a hot spot, where the tempeeataaches 28°C, is observed in vicinity
of the hydrogen outlet.

H2

Air

Figure V.12 : a) Aged MEA in the hydrogen box for he IR camera test
(b) Infrared image of the aged MEA

The figure V.13 shows the correlation between tlaimal temperatures observed with the
IR camera and the membrane permeation. Accorditigére is a good correlation between
the maximal temperature observed with the IR imggand the permeation current

measured. The maximal temperature of the IR camsegas to be a great indicator of the
gas crossover through the membrane. The localizatiche maximal temperature allows

getting information about the preferential zonega$ crossover due to local pinholes and/or
local membrane thinning.
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Figure V.13 : Correlation between the maximal tempratures observed with the IR
camera and the membrane permeation

The IR images obtained for some cells of the adadks are presented in Fig.V.14. The
preferential paths for hydrogen permeation (degtaztnes) are mainly localized close to
the anode outlet, except for the MEA 1, where lbtated close to the hydrogen inlet.
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Figure V.14 : Infrared images of some aged MEA oftte tests

The figure V.15 presents the simulated membraneme@ontent at the minimum and
maximal operating current points of the cycle ali a®the water content evolution between
these two points. Negative water content variatifinem ~ -6.5 to 0) correspond to
membrane shrinking while positive variations (frdimto ~ 8) correspond to membrane
swelling. For more detail, the global membrane wantent evolution in the different
operating conditions of the ageing tests are ptedan Appendix 4.

The three zones indicated on the 2D plot of théewaontent difference with dashed
black contours are the zones with the highest waiatent changes during the NEDC/RH
cycling. In two of these three zones, significargnabrane degradations are observed using
the IR camera. Curiously, in the last zone (ceotehe cell), no significant degradation of

the membrane is observed.

Water content

I=176A, RH=30% I=22A, RH=50% 1 Water content difference

Pont 22 6, 1oC
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Figure V.15 : Correlation between the membrane degdations and the water content
variations
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On the whole, it can be stated that IR camera efulisechnique to locate the pin-hole or
local membrane thinning. The degraded zones ofrtembrane mainly correspond to the
zones in which there are significant variationsna&mbrane water content over time. Indeed,
the variations of the membrane water content indwaeuniform membrane swelling and
shrinking. As a consequence, there are non-unitoygrothermal stresses in the membrane
which can induce micro-cracks and pinholes wheeedgis crossover may intensify. These
mechanical degradations can cause the fuel calldbsunctionality, even without gradual
performance loss. However, further studies witgehbiumidity cycles are needed to better

clarify this assertion since it is confirmed onytwo zones among three.

2. Study of the Bipolar Plates degradations

2.1. Degradations cartography

Fig.V.16.a shows the cartography of cathode plaggatiations for a cell aged in stationary
conditions. Fig. V.10.b focuses on one cell ofsteck (cell 25) and shows a localization and
typology of the visual degradation observed byagbtmicroscopy. The khaki color contrast
is related to the severity of the degradations ek The purple points, which indicate the

welding zones of the bipolar plate, are not us&futhis study.

175



Air inlet =i 70—

L5 == Air outlet

Reference surface

Degraded surface

without
degradations

Figure V.16 : Cartography of the cathode plate degrdations

The first observation is that the severity of tregidhdations observed is not homogeneous
along the stack, but their localization over eaelh is reproducible. When focusing on one
single cell of the stack, different typologies dfygical degradations are distinguished. The
degradations are concentrated close to the aietputhere the operating environment of the
bipolar plate is wetter.

The same analyses are performed on the anodes (flde Fig.V.17). In this case, the
severity of the observed degradations is indicatéd the brown contrast. As for the cathode
side, the degradations have the same localizahdh@anode plates, even if their severity is
quite different.
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Figure V.17 : Cartography of the anode plate degraations

At the stack level, there is a linear evolutiortteé degradation severity from the first to the
last cell. This could be caused by the heterogesedf the cooling water distribution in the

cells of the stack. Indeed, there is a progresda@ease of the coolant flow rate from the
first to the last cell due to the pressure drogh@ manifolds. This induces a progressive
temperature increase from the first to the last d¢le degradations observed on the single
cells are mainly located in the vicinity of hot $pmf the cell, or close to the air outlet.

Different types of physical degradations are idedivia optical microscopy. For a deeper

investigation of the observed degradations, ScanBlactron Microscopy is used.

2.2. Analysis via Scanning Electron Microscopy
When performing SEM on the aged bipolar plates.{Fi8), with a focus on the degraded
zones, three main types of degradation can bendisshed:

» Corrosion It is characterized by the bipolar plate surfelsemical attack;

» Fouling and depositslt is characterized by the accumulation of camogroducts
and solid materials in the bipolar plate chann8tsme SEM images of the deposits
are presented in Fig.V.18.

» Welding points attacklhe welding points are weakened by corrosion siheg are
at the same time preferential paths for curren ffmd chemically altered zones. The
study of the welding points attack is an importahallenge for mitigating the
corrosion, but it is beyond the scope of this study
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Figure V. 18: Example of degradations observed viSEM on the anode plate

Detailed analysis by X-ray Photoelectron Spectrpgcshould allow identifying the
chemical composition of the deposits and the sthtxidation of the BP surfaces.

2.3. Detailed analysis of the BP surface by XPS

a) Anode plate analysis

Fig.V.19 shows some results of the XPS spectrunlysisaon some degraded zones of the
anode plate.
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Figure V.19 : Example of XPS spectrum obtained orhe anode plate

The first observation is that there is no passayer on the BP surface. Deposits of corrosion
products of the BP are observed in the hot zomegsaiticular, chromium oxide (&), iron
oxide (FeOs) and Silicon oxide (Sig) are observed in channels edge. In addition, gi@ph
carbon is observed in the channels bottom. It ntageceither from the GDLs or from the
BPs coating (on the land).

Deposits of CE;, F, C and O are observed close to the hydroge. ililis worth noting

that F is very aggressive anion for the stainless steelitashould increase the potential risk
of corrosion [110].
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b) Cathode plate analysis
A passivation film of chromium oxides is observadtbe cathode surface, excepted on the
welding points, which are preferential zones ofrolval attack. It agrees with what was
observed by Davies et al. [163] and Wang et al4[1€orrosion products like chromium
oxides, silicium oxides and iron oxides are obserire the channels. Pitting corrosion,
coupled to an extremely localized depassivatiavbserved in some areas of BP, close to the

air outlet.

2.4. Correlation between local temperature, humidity andBP

degradations

Fig.V.20 shows the comparison between the anode gigradations and the temperature in

the gas channels.
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Figure V.20 : Comparison between the observed degiations on the anode plate
and the local temperature

The first observation is that there is a deep taticm between the anode bipolar plate
degradations and the temperature. The zones inhwhi& anode bipolar plate temperature
reaches extreme values (in which the saturatiolovier) correspond to the zones where
elevated degradations are observed. However, thieresome degradations which don'’t
really correspond to the hot zones as illustratedlashed on Fig.V.20.a. XPS analyses
showed that the fouling deposits in this zone aatniy composed of Gk F, C and O. The
presence of O, GFand F is likely related to a high oxygen permeattbrough the
membrane, which cause its chemical attack by hydrard peroxy radicals. As a
consequence, there is a considerable release aidéuions which are deposited on the
bipolar plates since water is in vapor phase is zbne.
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Fig.V.21.a shows the map of the observed degratiabo the cathode plate and Fig.V.21.b
shows the simulated relative humidity in the cathgds channels.

b: RH in the gas channels

mm[ﬁm,

Figure V.21. Comparison between the observed degrations on the cathode plate
and the local humidity

It is observed that there are some correlationsdzt the humidity in the channels and the
degradations. The observed degradations in theneffimwere classified in: dry corrosion,

damp corrosion and deposits. In general, the neaatofs affecting the corrosion of stainless
steel are the moisture on the surface, the waterccerdration and the temperature.
Furthermore, the presence of contaminants and siser@nions could increase the corrosion
rate [145]. Fig.V.22 shows a global descriptiontbé correlation between heat, water

management and the BPs degradations along oneeathann
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of corrosion products of corrosion products corrosion products

Bipolar Plate

Figure V.22. Evolution of the water saturation alorgy one channel - Description of the
bipolar plates degradation mechanisms along the sarchannel

The electrochemical reaction induces a progressigeease of water concentration in the
channel since the convective transport is predomtirferom a certain water concentration
threshold, there is water condensation on the aipplate surface, depending on local
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temperature. The presence of liquid water incretsesisk of corrosion. Farther in the gas
channel, in the hot zones of the cell, the condknegater is evaporated again due to the
increased water saturation pressure. This locgl@ation increases the risk of deposits and
fouling of the corrosion products on the bipolatplsurface.

Fouling, characterized by the accumulation of @sion products and solid materials in
the fuel cell environment, is mainly affected bynfgerature and phase change. During water
evaporation (in the hot spots), the depositiorhefdissolved materials is the major cause of
fouling at the bipolar plates surface. The locailvelocity can also impact on fouling. At
low flow rates, fouling is more probable due to thetural setting of suspended patrticles.
The foulants pollute the reactive gases, increlaseslkectrical resistance on the bipolar plate
surface and they can be transported to the a@pard by convection. The deposits can react
with the coating layer and form other insolublelémis, which can induce pollution of the
MEA and even gas flows obstruction. Moreover, tbherasion products could cause ionic
contamination of the membrane. Indeed, the membnahih is an ionic conductor, may
absorb the ionic impurities coming from metals osion and transported by liquid water
droplets. As a consequence, its ionic conductiwtyuld decrease, inducing a fuel cell

performance drop.

Conclusion

In this study, a detailed investigation of the etation between the coupled heat/water
managements and PEMFCs degradations was condimeability testing in automotive-
related operating conditions was studied with déifein-situ global and local experimental
techniques. At the end of lifggost-mortemanalyses of the aged MEA and BP were
performed. The main conclusion which can be drawmfthis study are:

* The current density decreases over time in the zinyes and increases in the
relatively wet zones.

« High values of water content in the membrane cahsages in physical structure,
which can induce local delaminations. However, arathnding the effect of the
membrane delamination on performance loss remathaléEenge.

« The membrane mechanical degradation is mainly &ifledy the water content
variations over time. Cyclic variations of watemtent induce hydrothermal stresses

in the membrane which lead to micro-cracks and glesh
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* Dry and damp corrosion are observed in the bigaktes. The main factor affecting
the bipolar plates corrosion is the moisture onstiméace and the temperature.

» Corrosion forms insoluble products that are tranggbby the flow and mixed with
other degradation products (carbon from GDLs,, @m membrane...). Those
products can be either transported out of thetbetlugh advection by the flow, or
deposited in the fuel cell environment depending looal heat and water
management. Phase change is mainly responsibledoumulation of corrosion

products and fouling.

However, the study can be called into questiorsame points. The model used for the
study of heat and water transport was calibratedtlie MEA at the beginning of life.
However, physical properties of the cell evolvehnageing: the electrochemical active surface
area evolution is heterogeneous over the active #ne through-plane thermal conductivity of
the GDLs increases with ageing as observed by Burbeal. [134]. One perspective of the
study is the modeling of the transport phenomenencell taking into account the evolution
and degradation of the components. Appropriateadtgion models should be developed and
calibrated to this end. Indeed, the disparate wcee between real-time performances loss
and various degradation mechanisms remains a goalllenge. Moreover, the
thermomechanical degradation of the coating layethe bipolar plates was not taken into
account in this study. The large difference in toefficient of thermal expansion (CTE)
between the base metal and the coating material indhyce failure in the hot zones by

separation, microcracks and pinholes [112].
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CONCLUSION

The work presented in this thesis allowed to urtdasthe temperature heterogeneities in a
PEM Fuel Cell and to quantify the sources of thesterogeneities. The pseudo-3D approach
developed appeared to be an efficient and low-oosthod to study the heat and water
transport phenomena at the cell scale, while takmg account the local heterogeneities
induced by the bipolar plate design. Indeed, thedehavas accurately validated against
measured data obtained via a sensor plate inserthé middle of the stack. The pseudo-3D
approach can easily be applied to other flow-fidlekigns, for design and optimization
purposes. Indeed, it appeared that the cooling fiied is a crucial factor for the heat
management, and particular attention should be fmaits design. The reactive gases flow-
field designs mainly impact on the water transparbss the membrane, and consequently on
the membrane water content. However, the phenomehwater transport in the membrane,
which represents the interface between the anodecathode compartments, should be
studied more carefully. Indeed, the elevated dpameies in the water electro-osmosis drag
and diffusivity models found in literature coulddirce non-negligible variations of the
simulations, especially as regards temperature \aatér content distributions. The gas
diffusion layer is also a crucial factor for thetiogization of water management because it
acts like a filter which maintains a considerahteoant of the produced water in the MEA

and contributes to smoothing the in-plane tempegdiaterogeneities.

The fact that a large part of the study was dedicddb modeling is justified by the
correlations between heat/water management andadiipns observed in Chapter V.
Indeed, the simulations were useful in order toeusthnd the components degradation,
especially for the membrane. Without the simulati@sults, the observed mechanical
degradation of the membrane could not be explaiRetthermore, in automotive conditions,
the membrane is the most critical component ofddlé in terms of durability. Nowadays,
many researchers pay more attention to the eldwtmical active surface area loss, which
often leads to a gradual performance loss. Marmyrtsfshould be dedicated to the membrane,
because its degradation often leads to an instantsnfunctionality loss of the system, even
without gradual performance loss. In the real enatiive conditions, the global parameters
cycling induces a non-uniform cycling of the locgderating conditions, with can lead to a
premature deterioration. From the correlation betwehe local water content and the

membrane degradations found in this study, an eécapitaw can be deduced, for the
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prediction of the membrane durability as a functainthe value and/or oscillations of the

local water content.

Experimental techniques are often limited in tewhseproducibility and invasiveness.
Consequently, for fuel cells development, advamoedels should be continuously developed
with an appropriate choice of the physics, the disn@nality and the computation scale.
Continuum-level modeling means making assumptiamsch should be accurately borne in
mind when analyzing the results. For example, i g8tudy it was considered that the
computed variables do not evolve along the thickrefseach component. Moreover, one-
phase flows were considered in the gas channedstha may induce an uneven distribution
of the saturation and phase change heat. The disadgbution of liquid water was measured
by some researchers of the CEA and NIST using oeuadiography. They observed that the
model developed in this study accurately predicéslocalization of liquid water in the cell,
excepted close to the air outlet, where theredersiderable amount of water condensation.
But if the obtained results are post-treated takimig account the velocity ratio between the
gas phase and the liquid phase, the coherence dretthe simulated and the measured
distributions of liquid water becomes quite bettkrse to the air outlet. In other words, the
next step of this study should be the consideraifdwo-phase flows in the gas channels with
the computation of different velocities for eactapd. The resolution of the liquid phase can
also be useful for the investigation of the bipolaiates degradations. Indeed, the
accumulation of liquid water in the cell increasth®e probability of damp corrosion,
especially in the cathode gas channels. The comgsioducts are either transported out of the
cell by the reactive gases flow, or deposited m filrel cell environment depending on the
local thermal conditions. The water evaporatiomanly responsible for the accumulation of

the corrosion products in the gas channels.

For a proper study of the durability, the evolutafrthe thermal and electrical properties
of the fuel cell components with ageing should leasdered. Appropriate components
degradation models should be proposed and calibtatthis end. Another perspective of the
study is the detailed study of the structural daesagbserved in the membrane, which are
greatly correlated to the water content. The menmwrapresents a crucial component towards
which must be oriented the researches, with the@gae of an optimized heat and water
management strategy for an improved durability.th@armore, the industrial ambitions of
increasing the fuel cell temperature and redudiegeixternal humidification in the near future

should induce additional constraints for the memeérdurability studies.
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APPENDIX

APPENDIX 1: MOLECULAR DIFFUSIVITIES

The molecular diffusivitied; , are temperaturel'] and pressureP) dependent following the

empirical correlations:

Do, 1,0 4.26-1076-T2334/p
Du, 1,0 2.14-107%-T233%/p
D, N, 2.44-107*.T1823/p
.10-5 . 71823
Do, n, 6.43-107>-T /P
. 10—6 . 72334
D, 1,0 445-107°-T /P

APPENDIX 2: THROUGH-PLANE HEAT FLUXES

Solid/solid heat flux

For every componera of the system which exchange heat with an adjaoemiponenb

as represented in figure, the Fourier’s law forhikat flux fromb to ais:

The through-plane heat flux integration leads to:
1. 06
A

A, —
e " 0zl,,

bq =

0
V-¢p, =0 & A,— = Constant

“0z
Ag ~ 1
© ¢ = Z' [0(z;7) — 0(z1)] = R_c
A
=2+ [0(z5) — ("))
b

[0(2;%) — 6(2z;7)]

6

r \

T,

Z Z;

Vv

~
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e
[6Gz27) = 6(z) = o
9(22+) —0(z;7) = ¢q " R
=g S0
0(z3) — 0(2,") = ¢, 1
1 1
$a =—" %—[9(23)—9(21)]
a 1o + R, /1b
_0(z) +0(2z,7)

a= ) © 0(z)=2-T, —0(z;7)

_0(z,") + 6(z5)
b 2

o 0(z3) =2-T, —0(z,")

The through-plane heat flux, considering heat cotido in both solids and a contact

resistance (Rc) becomes:

1 1
Po=—" 5 [2'Tp—0(z")— 2T, +0(z;,7)]
ea Sayp 420
Aa Ab
bq = ! 2T, —2-T, — ¢g - R.]
a e_.ea e, “lp — 47 lg T Qg g
a /1a+RC+/1b
And definitely:
bo=— (T, Td)
a_e_' ey b — la
@ g+ R+
Analogously, the heat flux fromto b is:
by == - (Tu-T,]
b=""""¢ e a” 1b
e —a b
b ooa, YRt 3y,

Solid/fluid heat flux

The Fourier’s law of heat conduction framto z, is:

1_ 06 Ae u
Pe = Az& = e_e' [6(z;) — 0(z,)] T, \ —

The Newton’s law of heat convection fr@rpto Z3: N

. = h(T; — 6(22)) rTTTT

Flux continuity at interface, leads to::

V
™~
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A
- [0(z2) = 0@z = b [Ty - 0(22)]

e

or

o 6(z) =:—:- [<h+’;—:) . 0(22) —h-Tf]

Introducing the average temperature of the solidmmnent:
T = 0(z1) + 0(z,)

¢ 2
Allows calculatingd(z,):
2T, + 1 =Ty
H(ZZ) - h ‘e
2+
It follows for the Newton’s law of convection:
1 2T, + %Tf
¢e = _—_.h- Tf -
= ! T —T,
< ¢e_al+i(f_e)
h " 22
Analogously, the heat flux from the sokdo the fluidf is:
= ! T, —T
br = & l+£ (Te — Tf)
h " 22

The heat fluxeg; ; at the interfaces of the different components efdéll are

presented in Fig.l11.12.a, which illustrates the @&metry at the channel
scale. Figure Ill.12.b presents the correspondsepdo-3D concept, which

introduces a flattened configuration. Detailed tlylo-plane heat fluxes.
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Subsystem z¢; Q.
(Temperature)
Membrane () | g\ s e | T e e | T %
245 244 22, T 224
AHtot
1 1 1 1 0 ( v ) :
aCL |\ e e (Te—Ts) +—- - e- (T, —Ts) 2F cett ) "t
€s 6 + =5 €s 4 + =5 .
(Ts) 20 245 24,  24s . i2
Os
aMPL 1 1 T —T) 1 1 T —T)) i2
PR _ + —- . — _
e s 7% 5 4 e €3 ey 3 4
(T2) * \21; T 24, ¢ \z; TRt 77, %
! ! (T, —T3) + ! C
e; | s es | MaT T e e |
3 \22, T Ret 23, 22, T Re + 33
aGDL i2
(T, —T3) l_
(Ta) o3
! —1 C, (T, —T
+e_3. e 1 G (T, = Ts)
24 R
H2 Gas
Ch I ! ! C, (T, —T,) + ! ! C3 (T, —T,) 0
annels e e_3+i 2 3 2 e, i_l_i 3 1 2
(To) 243 " hy 22, " hy,
! —1 C,-(T; =T ! —1 C
a\& g BTy l,ea |7
243 ¢ 24 R, T 22,
aBP . (TZ - Tl) + i2
(Ta) oy
1 1 Ca (T T 1 1 c
e i+e_1 3 (T — 1)+e_1 611+R +& 1
(T —Th)
Cooling Water| 1 1 Co Ty — Ty 1 1 _— ) .
—_ —_— . . — + —_ —_— . . —
(le) s i + L 3 1 12 e, el + i 3 11 12
2 h12 11 h12
! ! C, (T, —Ty) + ! C
e \ oL + R, + °11 P 11 L_,_ €11 3
24 2214 hip * 244
cBP (T, =Ty + i2
(T11) 011
! ! Cs- (T T1) + ! ! C
€11 L+ €11 3N AT, | 8 + R, + €11 1
hio * 2244 24 2011
“(Ty = T11)
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Air Gas
Ch | ! ! Cs - (T, T. ! ! C, - (T T. 0
annels a ﬁ 3+ (Th1 — Tho) +e_10 &+i 2+ (Tg — Tyy)
(T10) 2211 hyo 249 "~ hyg
1 1 C (T T 1 1 c
ey |\ € TR 1 & (T, — 9)'*'; 1 e 2
2411 c T 2 et oA,
cGDL o i?
(Tg) ) (T10 - T9) 0_9
+ ! ( ! ) (Tg — To)
P e €y 87 19
9 1 + R, + 21
cMPL 1 < 1 ) Ty —T.) 1 ( 1 ) T, -T) i2
—_ . — +_. - . — -
eg | Go €8 o 8T e\ € , €3 78
(Te) 8 \2z, + Re + 71 s \2t + 2, %
AH,
1 1 1 1 1-( tOt_Vcell)'i
ccL ;'(ﬂ)'”s‘””;'(ﬂ ((Ts =) 2 F
(T7) 22’8 217 22‘6 217 n iz
07

APPENDIX 3: THERMODYNAMIC PROPERTIES OF THE REACTIV E GASES
a) Thermodynamics and transport properties of the reatant gases

The transport properties of the reactant specidsichwdepend on temperature, were
calculated using the relationships proposed by Tawldl Young [165]. These relations are
given in appendix. For the reactive gases, whiehaamixture of different species, the kinetic
theory of the transport properties proposed by WanWaals was used. The heat capacity of

the mixture is:

Cpmix - Z Wilp,
i

The dynamic viscosity of the mixtures of ideal gamsegiven by the Wilke formuld4.66]:

U = YVilki

e i 2iYi%i
Analogously, the thermal conductivity is:

- Yiki

m : 2iYi%i
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Wherey; is given by

b) Diffusion coefficients

Fickian approximation is used in this model assiitated in section 1.1.c, instead of the
Stefan-Maxwell diffusion which is more adapted fibre transport of more than two
concentrated species. Lindstrom et al. [167] demnatesl that the use of the diagonal Fick
diffusivity can be equivalent to the Maxwell-Stefdififusion model, with variation by only a
few percent, if an appropriate equivalent diffusemefficient is used. For the PEM fuel cell
application, they proposed the following value tioe cathode equivalent diffusivity, which is

used in the study:
D§ = 1.07-107°m?/s

At the anode compartment, the reference diffusioeffecient is the binary diffusivity
betweenH, and H,0:

2.334

D¢ =2.14-1076-

In the Porous media, there is a Bruggeman correttiaccount for the impact of porous and
tortuous structures on the effective molecularndiffity:

&
Degr = Do

c) Ideal gases approximation for the reactants

The hypothesis of ideal gases for the reactanésgnted in 1.1., needs justification. This can
be done by comparing the densities of ideal gasveatdr vapor at the fuel cell temperature
and pressure operating ranges. In the referenemtipg conditions, the temperature ranges
from ~ 78 to ~ 100°C and the water vapor partigspure maximal ranges from ~ 0.2 to ~
0.45 bar.
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At T=80°C andpPy,, =0.32 bar (anode reference nominal conditions):

« The water vapor density ip:= 0.19757 kg/m3

P-MH20
R'T

e The ideal gas density ip:= = 0.196kg/m3

Thus, the error caused by the ideal gas approxamagiabout 0.8%.

At T=80°C andpPy,, =0.23 bar (cathode reference nominal conditions):

e The water vapor density igt = 0.14175 kg/m3

P-MH20
R'T

« The ideal gas density ip:= = 0.141kg/m3

In this condition, the error caused by the ideal gaproximation is about 0.5%.
At T=80°C andpPy,, = P4,:(80°C)) = 0.47 bar (saturation point):

« The water vapor density ip:= 0.291 kg/m3

P-MH20
R'T

e The ideal gas density is1 = = 0.288kg/m3

Thus, the error caused by the ideal gas approxamaeaches 1% at the saturation point.
Then, it can be stated that the water vapor dersstisfies the ideal gas law in all the

operating range of the fuel cell.
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APPENDIX 4: EVOLUTION OF THE LOCAL PARAMETERS DURIN G THE
AGEING TESTS

During the stationary test, the cell is under pngled thermal loading, with considerable spatial
heterogeneities of temperature and water contemtgathe active area. For the load/thermal
cycling, there are also high temperature and wadatent heterogeneities along the active area,
which also evolve with time. Significant variation$ temperature (~15°C) and water content
(~3) are observed over each cycle, leading to ¢eoisi between moderately humidified and dry
conditions. Regarding the NEDC/RH cycling, the logdermal conditions of the cell undergo
noteworthy spatial and temporal variations, whid¢toudd induce notable and non-uniform
hygrothermal stresses in the membrane. The come#py results of the simulations are
presented in the following figure:

Stationary Load/thermal
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Simulated local operating conditions of the three&ference ageing tests
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APPENDIX 5: THROUGH-PLANE ANALYSIS OF THE AGED M.E. A.

a) Analysis of the through-plane microstructure of theMEA
In order to study the local microstructure of th&A) representative zones have been identified
based on membrane local temperature and waterrtoditgributions predicted by the model.
The figure presented below shows those cut zorm®ples) for through-plane microscopic
studies superposed on temperature and water catiggnbutions. Those cut zones, which have
different values of temperature and water conceatraare included in the reference zoagb,
¢ andd studied in section the 1.2 of the Chapter V.

Membrane water content
Temperature (°C)

Different cut zones superposed on water content artémperature distribution simulated
over the membrane surface

The following table gives the mean hygrothermalrapeg conditions of the chosen zones.

Zone Mean water content Mean temperature (°C)
A 8 83.5
B 4.5 90.5
C 10.5 84.5
D 115 84.7

Membrane water content and temperature in theaweéerzones

The following figure shows some optical microscapgults (x 2000pn the reference cut zones
of the MEA 22 of the stack aged in stationary cohdns. A micro-crack of the cathode catalyst
layer, with a membrane creep inside the crack seniked in the main hot spot of the MEA (zone

B). No significant degradation is observed in thigeo zones.
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Membran:
cCL

Micro-crack

Optical microscopy images on the different zones @000)

SEM analysis (obtained in back-scattered electroh)e reference cut zones on the MEA 18 of

the stack aged in stationary conditions:

SEM images obtained in back-scattered electrons fahe different samples

Local delaminations are observed between the diftelayers of the MEA. In particular, there
are two different types of delamination. Some @nthare located between the cathode catalyst
layer and the membrane (zone B) and the otherbetweeen the anode catalyst layer and the
microporous layer (zone A). The first ones are fyalocated in the hot zones (B) where the
temperature exceeded 90 °C. When the temperatackas 90°C, the probability of thermal and
mechanical degradation is highly increased dubeaelatively low glass-transition temperature
of hydrated Nafion. It is worth noting that the @®inations are very localized (length ~308).
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Combined to the reactive gases permeation, thiandehtion observed could induce local

damage or shorting of the membrane despite of adugi performance loss observation.
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