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Abstract

Title: A variability study of PCM and OxRAM technologies for use as synapses in
neuromorphic systems.

The human brain is made of a large number of interconnected networks which are
composed of neurons and synapses. With a low power consumption of only few Watts,
the human brain is able to perform computational tasks that are out of reach for
today’s computers, which are based on the Von Neumann architecture. Neuromorphic
hardware design, taking inspiration from the human brain, aims to implement the
next generation of non-Von Neumann computing systems. In this thesis, emerging
non-volatile memory devices, speciőcally Phase-Change Memory (PCM) and Oxide-
based resistive memory (OxRAM) devices, are studied as artiőcial synapses for use
in neuromorphic systems. The use of PCM devices as binary probabilistic synapses
is proposed for complex visual pattern extraction applications. The impact of the
PCM programming conditions on the system-level power consumption is evaluated.
A programming strategy is proposed to avoid the PCM resistance drift. It is shown
that, using scaled devices, it is possible to reduce the synaptic power consumption.
The OxRAM resistance variability is evaluated experimentally through electrical
characterization, gathering statistics on both single memory cells and at array level.
A model that allows to reproduce OxRAM variability from low to high resistance
state is developed. An OxRAM-based convolutional neural network architecture
is then proposed on the basis of this experimental work. By implementing the
computation of convolution directly in memory, the Von Neumann performance
bottleneck is avoided. The robustness of the neuromorphic system to OxRAM
variability is demonstrated for complex visual pattern recognition tasks such as
handwritten characters and traic signs recognition.
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Résumé

Titre : Étude de la variabilité des technologies PCM et OxRAM pour leur utilisation
en tant que synapses dans les systèmes neuromorphiques.

Le cerveau humain est composé d’un grand nombre de réseaux interconnectés,
dont les neurones et les synapses en sont les briques constitutives. Caractérisé par une
faible consommation de puissance, de quelques Watts seulement, le cerveau humain
est capable d’accomplir des tâches qui sont inaccessibles aux systèmes de calcul
actuels, basés sur une architecture de type Von Neumann. La conception de systèmes
neuromorphiques vise à réaliser une nouvelle génération de systèmes de calcul qui ne
soit pas de type Von Neumann. L’utilisation de mémoires non-volatile innovantes
en tant que synapses artiőcielles, pour application aux systèmes neuromorphiques,
est donc étudiée dans cette thèse. Deux types de technologies de mémoires sont
examinés : les mémoires à changement de phase (Phase-Change Memory, PCM)
et les mémoires résistives à base d’oxyde (Oxide-based resistive Random Access
Memory, OxRAM). L’utilisation des dispositifs PCM en tant que synapses de type
binaire et probabiliste est étudiée pour l’extraction de motifs visuels complexes,
en évaluant l’impact des conditions de programmation sur la consommation de
puissance au niveau système. Une nouvelle stratégie de programmation, qui permet
de réduire l’impact de la dérive de la résistance des dispositifs PCM (dit ń drift ż)
est ensuite proposée. Il est démontré qu’en utilisant des dispositifs de tailles réduites,
il est possible de diminuer la consommation énergétique du système. La variabilité
des dispositifs OxRAM est ensuite évaluée expérimentalement par caractérisation
électrique, en utilisant des méthodes statistiques, à la fois sur des dispositifs isolés
et dans une matrice mémoire complète. Un modèle qui permets de reproduire la
variabilité depuis le niveau faiblement résistif jusqu’au niveau hautement résistif est
ainsi développé. Une architecture de réseau de neurones de type convolutionnel est
ensuite proposée sur la base de ces travaux éxperimentaux. La tolérance du système
neuromorphique à la variabilité des OxRAM est enőn démontrée pour des tâches de
reconnaissance de motifs visuels complexes, comme des caractères manuscrits ou des
panneaux de signalisations routières.
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Introduction

The human brain is made of a large number of interconnected networks which are
composed of neurons and synapses. With a low power consumption of only few
Watts, the human brain is able to perform computational tasks that are out of
reach for today’s computers, currently are based on the Von Neumann architecture.
Neuromorphic hardware design, taking inspiration from the human brain, aims to
implement the next generation of non-Von Neumann computing systems. Neuromor-
phic systems are designed to perform, in a power eicient way, those tasks at which
the human brain is excellent, as for example the recognition of complex visual and
auditory patterns.

Emerging Non-Volatile Memory (NVM) devices have been studied in the recent
years as possible solutions to implement artiőcial synapses in neuromorphic hardware
systems. In this work, emerging NVM devices, in particular Phase-Change Memory
(PCM) and Oxide-based resistive memory (OxRAM) devices, are studied having
in mind the central role that they will play in future memory and computing
architectures. We investigate the use of these devices for the implementation of
artiőcial synapses, with a special focus on device variability and its impact on the
performance of neuromorphic computing systems.

Manuscript outline

In Chapter 1, we introduce the context and motivation behind the research conducted
during the preparation of this PhD. Given the interdisciplinarity involved in this
project, this chapter describes in depth the basics concepts that are needed to
contextualize this research, in the framework of both conventional memory and
neuromorphic computing architectures.

In Chapter 2, we focus on PCM technology, one of the most mature among the
emerging non-volatile memory technologies. PCM devices ofer the possibility of
multilevel programming by gradually changing the size of the crystalline portion
of the active phase-change material. We analyze the drawbacks related to the use
of the multilevel PCM synapse approach. Therefore, driven by the motivation to
overcome the limitations associated to the multilevel programming, we explore by
simulations the use of PCM synapses operated in binary mode, where only two
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resistance states are exploited. The use of the proposed binary PCM synapse is
studied in a neuromorphic system designed for complex visual pattern extraction.

In Chapter 3, we investigate the binary operation of OxRAM devices. Since
variability is the main drawback of OxRAM technology, we carry out an extensive work
of electrical characterization on single bitcells and on 16 kb memory array, in order
to understand the source of variability. Starting from the electrical characterization
results, we develop a simpliőed trap-assisted tunneling model to reproduce the
OxRAM variability from low (LRS) to high resistance state (HRS), highlighting the
continuity of the mechanisms involved in the variability. We carry out this analysis
with a dual goal. On one hand, the developed model provides an insight on the source
of variability in OxRAM, suggesting technology guidelines for the improvement of
reliability. On the other hand, the computational eiciency of the developed model
allows to simulate large memory arrays and take into account the synaptic variability
corresponding to a wide range of programming conditions in neuromorphic system
simulations.

In Chapter 4 we propose an OxRAM-based synapse design that combines together
the advantages of multilevel and binary approaches. Using such synapses, we propose
a hardware implementation of a convolutional neural network (CNN) for complex
visual applications such as handwritten digits and traic signs recognition. We
investigate the tolerance of the proposed network to both temporal and spatial
synaptic variability.

In Chapter 5 we provide a general conclusion of the research carried out for this
thesis. Finally, we provide a perspective on the future work that needs to be done
for the further progress of the research on neuromorphic hardware.

3



Chapter 1

Emerging Non Volatile Memories

and Neuromorphic Systems

In this chapter, we introduce the context and motivation behind the research con-
ducted during the preparation of this PhD. On one side, emerging Non-Volatile
Memory (NVM) devices are studied having in mind the central role that they will play
in the memory architectures of the future. On the other side, a novel application of
NVM devices, which has gained a large interest over the last few years, is investigated:
the implementation of artiőcial synapses in brain-inspired computing architectures.
Given the interdisciplinarity involved in this project, this chapter describes in depth
the basics concepts that are needed to contextualize this research, in the framework
of both conventional memory and neuromorphic computing architectures.

1.1 The semiconductor memory market

The design of today’s computing systems is based on the Von Neumann architec-
ture [1]. In this architecture, a marked distinction exists between the role of the
Central Processing Unit (CPU) and the Memory Unit (MU). The CPU is in charge of
performing the arithmetic operations, logic functions, control tasks and input/output
operations that are speciőed by a set of instructions, i.e. a computer program, which
is stored in the MU. The MU contains both the code of the computer programs and
the data. Data comprise the information that has to be processed by the CPU and
the results of the computation [1].

The simplest architecture for organizing memory is the flat memory architecture.
In this architecture, data are stored in a single, large memory unit block in the form
of array. However, the memory access time and the power consumption associated to
the access to information increase with the size of the memory array. Hence, memory
power and access time dominate the total power and performance when a large
storage is required for computation [2]. In fact, a gap exists between processor and
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1 – Emerging Non Volatile Memories and Neuromorphic Systems

Figure 1.1. The memory hierarchy in computers. Small amounts of high-
performance volatile and expensive memory are close to the CPU. Large amounts
of slower, non volatile and low-cost storage units are far from the CPU at the
bottom of the hierarchy. Source: [4].

memory in terms of performance: computation performance is typically limited by
how fast the data in memory can be accessed, with latency and bandwidth being the
main limiting factors. This gap is commonly referred to as the memory bottleneck
[2].

In more advanced memory architectures, memory is not flat. It is structured
as a hierarchy of volatile and non-volatile memory devices, in order to achieve an
optimal trade-of between cost and performance. The goal of this memory hierarchy,
shown in Figure 1.1, is to mitigate the problem of the memory bottleneck, bridging
the performance gap between the fast CPU and the slower memory and storage
technologies, keeping the system costs down [3]. As illustrated in Fig. 1.1, at the
top of the hierarchy, close to the CPU unit, is the memory that is accessed most
frequently. Static Random Access Memory (SRAM) is the technology of choice
because it allows the fastest operation speed. However, due to the large silicon area
required, it is also the most expensive technology [4]. The technology adopted for
the main memory is typically the Dynamic Random Access Memory (DRAM), which
often resides in a diferent chip than the CPU because the technology process is
diferent. For over 30 years, SRAM [5] and DRAM [5] technology have dominated
the memory market [6]. Both SRAM and DRAM, however, are volatile memories,
i.e. the information stored in memory is lost when the device is turned of. At the
bottom of the memory hierarchy, magnetic Hard Disk Drives (HDDs) have been
used for over 50 years [7] as a őrst choice for non-volatile storage solutions. Since the
advent and explosive growth of portable devices such as music players and cellular
phones, however, Flash memory [8], [9] has forced its way into the information storage
hierarchy, between DRAM and HDD, as non-volatile storage solution. As shown
in Fig. 1.2, the growth of Flash technology has exploded over the last few years,
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Figure 1.2. Flash storage gigabyte growth trends, source: [12].

and it has become the dominant data storage technology for mobile applications.
Enterprise-scale computing systems and cloud data storage systems are also starting
to adopt Flash technology to complement the HDD storage units with Solid-State
Drives (SSDs) [10]. The Flash memory market in this segment is forecast to grow
over the next few years, also thanks to the adoption of vertically 3D stacked cells
solutions [11].

However, Flash technology is facing challenges in scaling due to intrinsic physical
limitations related to the technology, such as ŕoating gate interference [13], reduced
coupling between control and ŕoating gate [14], short channel efects [13] and small
electron charge in the ŕoating gate [15], [16]. The emergence of a non-volatile memory
technology able to combine at the same time high performance, high density and
low cost can potentially lead to deep changes in the memory/storage hierarchy [3].
A non-volatile memory with latency compared to DRAM would be a game changer
in storage tiering [17]. For these reasons, research eforts are being done in order to
őnd new non-volatile memory solutions, with better scalability compared to Flash
and possibility of vertical 3D stacking. Such a technology would allow to reach the
highest possible densities achievable with future technology nodes [3] and ofer the
possibility to mitigate the problem of the memory bottleneck.

Considering the semiconductor memory market, two main types of memory
business can be considered:

• The standalone memory market, with focus on density and performance. It is
a very concentrated market with 5 Integrated Device Manufacturers (IDMs)
holding 95% of the total business: Samsung, Micron/Intel, SK Hynix, Toshiba
and SanDisk.
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Figure 1.3. (a) Standalone and (b) embedded memory market in 2013. Source: [18].

• The embedded memory market, with low power consumption and high thermal
stability being some of the most restricting speciőcations. There are two types
of embedded memory, depending on the level of system integration. I System
on Chip (SoC) such microcontrollers (MCUs) for smart cards, automotive or
mobile microprocessors (MPUs) for portable systems. II System in Package
(SiP) where a number of integrated circuits are enclosed in a single module
(package). The embedded memory market is more fragmented, with foundries
manufacturing the bulk part of the total production [18].

As shown in Fig. 1.3a, Flash NAND technology and DRAM currently dominate
the standalone memory market, representing about 90% of overall memory sales. A
low-cost emerging memory technology with densities larger than Flash and speed
comparable to DRAM can possibly conquer a large portion of the market. After
2020, emerging NVM could also replace SRAM in the MCU and MPU embedded
memory business [18] (Fig. 1.3b).

1.2 Emerging non-volatile memory technologies

In the quest for innovative non-volatile memory solutions, diferent technologies have
emerged in research over the last 15 years [19], [20]. These technologies are free from
the limitations of Flash, which are low endurance (i.e. a limited number of write
operations is possible), need for high voltage supply for programming, long write
time and complex erase procedure [4]. Another limitation of Flash is the fact that it
is a Front-End-Of-Line (FEOL) technology, diicult to co-integrate with sub-32 nm
CMOS [16].

The main emerging non-volatile memory technologies are the following:

• Phase-Change Random Access Memory (PCRAM or PCM);

• Spin-Transfer-Torque Magnetic Random Access Memory (STT-MRAM);
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• Conductive-Bridging Random Access Memory (CBRAM);

• metal Oxide resistive Random Access Memory (OxRAM).

These emerging memory technologies store information using physical mechanisms
which do not rely on storing charge in a capacitor or the ŕoating gate of a transistor
as in the case of SRAM, DRAM and Flash. They are integrated in the Back-End-Of-
Line. It is worth noticing that in literature the generic term resistive RAM (RRAM
or ReRAM) is often used to generically refer to both OxRAM and CBRAM. In the
next sections, an overview of the main emerging non-volatile memory technologies
will be given, with details on some important properties and performance aspects.

1.2.1 PCRAM

Phase-Change Random Access Memory (PCRAM, or PCM) working principle is
based on the electrical properties of phase-change materials. Phase-change materials,
in fact, feature a high contrast in resistivity between amorphous and crystalline
phases. The amorphous phase is characterized by a high electrical resistivity, while
the crystalline phase features low resistivity [21]. In PCRAM it is possible to switch
the material between amorphous and crystalline phase multiple times. Most of
phase-change materials are chalcogenides, which are alloys featuring at least one
element from the VI group of the periodic table. Ge2Sb2Te5 (GST) is one of the most
studied chalcogenide phase-change materials. Other examples are GeTe, GeSeTe2,
AgSbSe2 [21] and diferent variants obtained by doping [22], [23] or enrichment of
alloying elements [24], [25]. GaSb is an example of phase-change material that is not
a chalcogenide [26].

In PCRAM, the phase-change material is switched between amorphous and crys-
talline phase by Joule heating. Figure 1.4a shows the shape of typical current-voltage
characteristics for crystalline and amorphous phases of phase-change materials. Crys-
tallization is achieved by heating the material above its crystallization temperature
(SET operation). Amorphization is achieved by melting the material in the liquid
state and rapidly quenching it into the disordered amorphous phase (RESET opera-
tion). These operations are performed by electrical current pulses: high-power pulses
are required for the RESET operation, moderate power but longer duration pulses
are used for the SET operation. In order to retrieve the information, low power
pulses are used to sense the resistance of the device [21]. Figure 1.4b shows schemat-
ically a mushroom-shaped PCRAM cell. The device is composed of a phase-change
material sandwiched between a top electrode and a bottom electrode in the form of
small cross-section heater plug. The active region is deőned as the portion of the
phase-change material that actually undergoes phase switching. It is located right
above the heater plug, where the temperature reaches the highest value due to high
current density.
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Figure 1.4. (a) Typical current-voltage characteristics of crystalline and
amorphous phases of phase-change materials. (b) Schematic cross-section of a
phase-change memory cell. Source: [27].

One of the limiting factors for the adoption of PCRAM technology is the relatively
high RESET current [28]. However, the programming current scales down with
device area. In ultra-scaled devices with 10 nm feature size, the RESET current is
shown to decrease down to the microampere range [29]. Furthermore, material and
interface engineering can signiőcantly contribute to the reduction of the RESET
current [23], [30].

One of the attractive features of PCRAM is the possibility of achieving multilevel-
cell (MLC) storage. This means that the device can be programmed into multi-level
resistance states, in addition to the full SET and RESET resistance levels. This
is obtained by modulating the ratio between the crystalline and amorphous region
size within the active region. MLC functionality is an eicient way of decreasing
the cost of memory, because it alows to store more information for a given silicon
area [31]. However, in phase change materials the amorphous intermediate resistance
states drift with time t towards higher resistance values, following a R(t) = R0(t/t0)

ν

relationship, where R0 is the resistance at initial time t0, and ν is the drift coeicient,
which depends on the material and on the device morphology [32]. As a consequence,
after a certain amount of time has passed after programming, it is a not trivial task to
distinguish the programmed states. Only using advanced cell readout methodologies
which are intrinsically resilient to resistance drift, a reliable 2 bits/cell storage and
data retention at high temperature can be achieved [31].
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1.2.2 STT-RAM

In Spin-Transfer-Torque Magnetic Random Access Memory (STT-MRAM) devices,
information is stored in the orientation of the magnetization of a nano-scale ferromag-
netic layer. Figure 1.5a shows the schematic view of a typical STT-MRAM bit-cell.
The main component of STT-MRAM is the Magnetic Tunnel Junction (MTJ), which
consists of two magnetic layers separated by a tunneling barrier, composed of a
thin layer of insulating MgO. The orientation of the magnetization of the Free
Layer (FL) can be switched between two states and is used to store information.
The magnetization of the Reference Layer (RL) is permanent and it serves the
function of a stable reference for the magnetic orientation [33]. If the orientation
of RL and FL are the same, the device is said to be in Parallel (P) state. If the
orientation of the two layers is opposite, the device is in the Anti-Parallel (AP)
state. The STT-MRAM working principle is based on two phenomena that have
been discovered during the last two decades: the Tunnelling Magneto-Resistance
(TMR) efect and the Spin-Transfer Torque (STT) efect. The TMR efect [34] is the
cause of the resistivity contrast between the resistance RP in the P state and the
resistance RAP in the AP state. The resistance of the device can be sensed in order
to determine which is the magnetic state of the FL, so the stored information can be
retrieved. The STT efect [35]ś[37] is the efect which allows to switch the magnetic
orientation of the FL. When electrons ŕow through the MTJ, a torque is exerted
on the magnetization of the FL. If the torque is large enough, the magnetic state of
the FL can be switched and information is written. The write operation is achieved
according to the direction of the current ŕow. If a positive voltage is applied to the
device, a non-polarized current, i.e. featuring electrons with random spin orientation,
is injected in the direction that goes from the RL to the FL. Electrons with a spin
opposite to the RL magnetization orientation are mostly reŕected. Only the electrons
with a spin having the same orientation as the RL magnetization will be transmitted
by tunneling through the MTJ and will transfer their spin to the FL by STT. The
result is that the MTJ will be in the parallel state. If a negative voltage is applied
to the device, the electrons are injected from the FL to the RL. At the interface
between the tunneling barrier and the RL, electrons with the same orientation as the
RL will be transmitted through the MTJ. Electrons with an opposite spin will be
reŕected back in the FL and switch its magnetization to the AP state. In summary,
as shown in Fig. 1.5b, a positive voltage leads to AP-to-P transition. A negative
voltage leads to P-to-AP transition [38].

STT-MRAM is expected to have a very high endurance [38]. This is due to the
fact that no magnetic degradation mechanism is associated to the switching of the
magnetization orientation. In fact, no atoms are moved during write operations,
contrary to PCRAM, CBRAM or OxRAM. However, the dielectric breakdown of
the MgO tunnel barrier can occur if the voltage across the tunnel barrier exceeds
roughly 400mV [38], [39].
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Figure 1.5. (a) Schematic view of an STT-MRAM bit cell. The MTJ is composed
of a permanent reference layer (RL), a tunnel barrier and a free layer (FL) element,
with both layers magnetized perpendicular to the plane of the junction. (b) Typical
resistance-voltage characteristics, showing switching between antiparallel (AP) to
parallel (P) states (positive bias) and vice versa. Source: [38].

1.2.3 CBRAM

As shown in Fig. 1.6a, the structure of Conductive-Bridging Random Access Memory
(CBRAM) devices consists of a Metal-Insultator-Metal structure where the top
electrode (anode) is electrochemically active or oxidized under positive bias, and
the bottom electrode (cathode) is electrochemically inert. The insulating materials
between top and bottom electrode can be solid electrolytes [40] or metal oxides [41],
[42]. Upon application of a positive voltage on the anode, mobile metal ions from
the anode migrate, driven by the electric őeld, into the solid electrolyte or oxide
and reduce on the inert cathode, forming a conductive őlaments (CF) composed of
element of the top electrode (typically Cu or Ag), bridging top and bottom electrode
and bringing the device to the Low Resistance State (LRS, SET operation). When
the voltage is reversed, metal ions migrate back to the anode dissolving the CF and
bringing the device into the High Resistance State (RESET operation) [43], [44].
Figure 1.6b shows typical current voltage characteristics of CBRAM. A resistance
ratio between HRS and LRS higher than 106 has been demonstrated by interface
engineering of chalcogenide CBRAM with dual-layer electrolyte stack [45], [46]. Due
to the fact that the migration of ions is a stochastic process, the conőguration of the
CF is diferent after each SET and RESET operation. This results in large resistance
variability, especially in the HRS [4].
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Figure 1.6. (a) Schematic view of CBRAM device [47]. (b) Typical CBRAM
current-voltage characteristics [40].

1.2.4 OxRAM

Similarly to CBRAM, Oxide-based resistive RAM (OxRAM) devices are also com-
posed of a simple MIM structure, where a metal oxide is sandwiched between a top
and a bottom electrode as shown in Fig. 1.7a. The application of an electric őeld on
the device induces the creation and motion of oxygen vacancies VO, resulting in the
possibility of repeatedly form and destruct VO-rich conductive őlaments (CFs) in
the oxide. This corresponds to a change in the resistance of the device, which can
be switched between Low Resistance State (LRS) and High Resistance State (HRS)
with SET and RESET operation, respectively. Figure 1.8 is a schematic illustration
of the switching processes. Usually for the fresh samples in the pristine resistance
state, a forming or electroforming process is needed to form a Conductive Filament
(CF) in the oxide layer for the őrst time [48]. During the forming process, oxygen
ions drift towards the top electrode interface driven by the orientation of the electric
őeld. The formation of an interface oxide layer occurs if the top electrode material is
oxidizable. Otherwise, oxygen accumulates in the form of nonlattice atoms if the top
electrode material is inert. Thus, the top electrode/oxide interface behaves like an
oxygen reservoir [49] for the subsequent SET/RESET operations. According to the
polarity of the voltage needed to SET and the RESET the device, OxRAM operation
is classiőed into two switching modes: unipolar and bipolar. Figures 1.7b and 1.7c
show a schematic of the current-voltage characteristics for the two switching modes.

• In the unipolar switching mode (Fig. 1.7b), the SET and RESET operations
depend only on the amplitude of the applied voltage. Thus, they can be
achieved using the same programming polarity. For the RESET operation,
current ŕowing through the CF causes Joule heating. The rising temperature
activates the thermal difusion of oxygen ions, which will difuse away from
the CF due to the concentration gradient [50], bringing the device to HRS. If
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(a) (b) (c)

Figure 1.7. (a) Schematic of MIM structure of OxRAM devices and (b) Schematic
unipolar and (c) bipolar current-voltage characteristics [48].

Figure 1.8. Schematic illustration of the working principle of OxRAM. Source: [48].

SET and RESET operations can equally occur at both positive and negative
voltage polarities, the unipolar switching mode mode is also called nonpolar.

• In bipolar switching (Fig. 1.7c), the SET and RESET operations are performed
at reverse voltage polarities. The interfacial oxide layer at the top electrode
may present a signiőcant difusion barrier. In this case, thermal difusion
caused by Joule heating and concentration gradient alone is not suicient, so a
reverse electric őeld is needed to improve oxygen ions migration in the RESET
process.

In order to achieve the required high temperature at the CF for the RESET
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process, usually the unipolar devices requires a higher programming current compared
to bipolar devices. In both switching modes, the SET operation occurs by dielec-
tric soft breakdown, similarly to the forming operation. SET operation, however,
typically requires a lower voltage compared to the forming one [48]. In order to
avoid a permanent dielectric breakdown in the forming and set process, a current
limitation, or compliance, is needed. The compliance current is usually provided by
the semiconductor parameter analyzer in the case of devices composed of the MIM
structure only (1R devices). In the case of 1T1R device, the compliance current is
obtained via the selection transistor. Self-compliance 1D1R devices, with a diode as
selector device, are an attractive solution for high-density crossbar structures [51].

One of the biggest advantages of this technology is the fact that it relies on
simple structure and on materials that are widely used in semiconductor processes
and current CMOS technologies. Some OxRAM material examples are HfOx , TiOx ,
AlOx and TaOx .

Although the device working principle is simple, the physics that govern the
functioning of OxRAM devices are not fully understood yet. There are controversies
about the shape of the conductive őlament and the role that top and the bottom elec-
trodes play in the switching mechanisms. The characteristics of the oxygen vacancies
in terms of thermal stability and mobility are topics of intense research [44], because
they are related to memory performance and reliability, such as high temperature
data retention and speed. Physical observation of real-time formation and dissolution
of CF with in-situ TEM is an active research őeld [52]ś[54], because it can give
guidelines for the improvement of the variability issue.

OxRAM variability

One of the main issues for the manufacturing and industrialization of OxRAM devices
is the reproducibility of their electrical characteristics. Large resistance variations
occur in fact not only between devices (device-to-device variability ś d2d), but also
between consecutive programming cycles of the same device (cycle-to-cycle variability
ś c2c). The problem of variability has been holding OxRAM technology back from
commercialization despite its many attractive features, because it limits the size
of the memory array that can be implemented. In fact, as the number of devices
increases, the distributions of the devices in LRS and HRS tend to overlap, thus
making it impossible to sense the diference between LRS and HRS state and thus
retrieve information. The resistance variability in High-Resistance State (HRS) is
typically larger than the variability of the Low-Resistance State (LRS) [48]. The
HRS variability has been modeled introducing a variation on a tunneling barrier
thickness [55], [56]. For LRS, it has been attributed to geometric variability of the
conductive őlament (CF) shape (i.e. CF radius, constriction point...) [48], [57], [58].
However, a uniőed model able to reproduce the variability from HRS to LRS [59] is
still lacking.
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1.2.5 Comparison of NVM technologies

Table 1.1 presents a benchmark of the diferent emerging nonvolatile memory technolo-
gies. Practically unlimited endurance and good speed are advantages of STT-MRAM
technology. However the relatively low resistance ratio achievable in MTJ requires
a memory cell architecture that limits its device density. OxRAM features better
endurance and speed than PCM and CBRAM, but the problem of variability is much
worse than that of PCM and STT-MRAM. In addition, all these memories promise
to scale further than Flash and DRAM. When these emerging NVM memories were
proposed, there was hope that one of them could become the universal memory, able
to make a revolution in the memory hierarchy by meeting all speciőcations in terms
of power consumption, high temperature data retention, speed, endurance, density,
scalability and low cost [60]ś[62]. However, as it can be evinced from Table 1.1,
researchers now generally agree that the possibility of universal memory technology
is not very realistic. Application-driven design imposes diferent speciőcations about
memory performance at each level of the memory hierarchy. These speciőcations
require trade-ofs in device characteristics that are hard to obtain with an individual
memory technology [4].

1.3 Neuromorphic systems

In addition to a drastic change in the organization of the memory hierarchy in
traditional Von Neumann computing architectures, emerging non-volatile memories
have been indicated as key players in a computation paradigm shift, beyond the
traditional Von Neumann architecture, thanks to their use as nanoscale artiőcial
synapses in neuromorphic hardware [64].

Neuromorphic hardware refers to an emerging őeld of computing systems de-
sign. It takes inspiration from biological neural networks that exist in mammalian
nervous system and cerebral cortex. Research in neuromorphic hardware is inter-
disciplinary, requiring knowledge from computational neuroscience, neurobiology,
machine learning, computer science, VLSI design and nanotechnology [65]. Unlike
conventional Von Neumann computing architectures, in neuromorphic architectures
memory and processing are not isolated tasks. They are interleaved entities, and
memory participates in the task of processing the information [66]. Figure 1.9 shows
the spectrum of models of computing, from the traditional program-centric Von
Neumann-like architectures to emerging data-centric, learned computation models.
In the era of the internet of things, with 10 billion devices networked together today
(50 billion by 2020) [67], a huge amount of data has to be processed. New models
of computation that learn from data, rather than executing instruction provided
by programmers, are thus fundamental. The human brain is an example provided
by nature of a computing system that learns from data in an eicient way. As
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PCRAM
STT-

MRAM
CBRAM OxRAM

Feature
Size F (nm)

Demonstrated 45 65 20 5

Projected 8 16 5 <5

Cell Area
Demonstrated 4F2 20F2 4F2 4F2

Projected 4F2 8F2 4F2 4F2

Programming
Voltage (V)

Demonstrated 3 1.8 0.6 1

Projected <3 <1 <0.5 <1

Programming
Time (ns)

Demonstrated 100 35 <1 <1

Projected <50 <1 <1 <1

Programming
Energy (J/bit)

Demonstrated 6 · 10−12 2.5 · 10−12 8 · 10−12 < 1 · 10−12

Projected 1 · 10−15 1.5 · 10−13 N.A. 1 · 10−16

Read
Voltage (V)

Demonstrated 1.2 1.8 0.2 0.1

Projected <1 <1 <0.2 0.1

Retention
Time

Demonstrated >10yr >10yr >10yr >10yr

Projected >10yr >10yr >10yr >10yr

Endurance
(nb. cycles)

Demonstrated 109 > 1012 1010 1012

Projected 109 > 1015 > 1011 > 1012

Table 1.1. Comparison of the performance of the different emerging nonvolatile
memory technologies according to the 2013 International Technology Roadmap for
Semiconductor (ITRS) [63], with projections for year 2026.
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Figure 1.9. Taxonomy for traditional and emerging models of
computation. Source: [63].

Figure 1.10. Comparison between power consumption of extremely scaled IBM
Watson supercomputer and the human brain [68].

shown in Fig. 1.10, even with extreme scaling, power consumption associated to
the Von Neumann computing architecture is orders of magnitude larger than the
power required by the human brain. The invention of new architectures is thus
required in order to face this challenge, bridging the gap of eiciency that exists
between conventional computing architectures and the human brain. In the quest
for more eicient computation, neuromorphic hardware has been proposed as a new
generation of computing systems, with a complementary role with respect to Von
Neumann machines (Fig. 1.11).
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Figure 1.11. Proposed future computing roadmap with emerging non-
Von Neumann architectures [68].

Historically, the interest on neuromorphic computing systems originated in the
1940s, with the presentation of the computational model for neural networks developed
by McCulloch and Pitts [69]. In the late 1940s Hebb made the hypothesis that
brain plasticity is at the basis of the human learning mechanism [70]. Researchers
started applying these concepts to computational models in 1948 with Turing’s
B-type machines [71]. In 1957, Rosenblatt developed the perceptron algorithm
for image recognition [72], implemented in hardware as the “Mark I Perceptronž
or the őrst neuromorphic machine. Over the next years, the őeld was relatively
stagnant because of the limitations of computational machines that processed neural
networks [73]. The emergence of greater computational eiciency, together with
advances with the backpropagation algorithm [74], revived the research activity
in neuromorphic computing. During the 1980s, parallel distributed processing
systems started to be adopted to simulate large-scale neural networks [75]. Mead
introduced VLSI design concepts for the design of bio-inspired systems [76], with the
design of the őrst silicon artiőcial retina and neuro-inspired learning chips on silicon.
Neurocomputers, i.e. dedicated hardware implementations of processors specialized
for neural computations, emerged in the period from 1980s to early 1990s. The ZISC
(Zero Instruction Set Computing) processor [77] was proposed by IBM. The ETANN
(Electrically Trainable Artiőcial Neural Network) chip, featuring 10240 ŕoating-gate
synapses was presented by Intel [78]. Other examples of neurocomputers from that
period are L-Neuro by Philips, ANNA by AT& T, SYNAPSE 1 by Siemens [79], and
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MIND-1024 by CEA [80]. Research advancements in neuroscience during the 1990s,
particularly the interest in synaptic plasticity [81] and unsupervised learning rules
like spike timing dependent plasticity (STDP) [82] represented a turning point in
the őeld [83]. The progress in the őeld of emerging non-volatile resistive memory
technologies brought new life to research in neuromorphic hardware in the 2000s.

In the next section, we will brieŕy discuss the characteristics of biological neural
networks, composed of neurons and synapse. This is useful to understand which
characteristics have to be emulated in order to eiciently implement in hardware a
bio-inspired architecture.

1.3.1 Neurons and Synapses

The human brain is composed by a large number of interconnected networks, where
the fundamental building blocks are neurons and synapses. It is estimated that in the
human brain there are about 1011 neurons, and 1015 synapses [84]. Neural networks
perform diferent intelligent functions inside the brain such as perception of stimuli,
recognition, movement, speech.

The neuron is an electrically excitable cell that processes and transmits informa-
tion through electrical signals. Neurons are connected to each other via the synapses,
to form neural networks. The signals that are exchanged between neurons are called
action potentials or spikes. As shown in Fig. 1.12, a neuron consists of three main
parts: the dendrites, the soma and the axon.

• The dendrites are the input vectors through which signals are received. The
dendrites allow the cell to receive signals from a large (>1000) number of
neighboring neurons.

• The main body of the neuron is the soma. It performs an integrate-and-őre
function: as positive and negative signals (exciting and inhibiting, respectively)
reach the soma from the dendrites, the membrane voltage of the cell is afected.

• Once the membrane voltage of the soma reaches a certain threshold value,
the neuron produces a spike wich is transmitted along the axon to all other
connected neurons dendrites.

The synapse is the connecting unit between the axon of a presynaptic neuron
(pre-neuron, i.e. the neuron that is sending a spike), and a post-synaptic neuron (post-
neuron, i.e. the neuron which is receiving the signal). In a synapse, the voltage spike
of the presynaptic neuron activates the voltage-controlled calcium channels present
in the presynaptic membrane. The rapid inŕux of Ca2+ into the presynapse triggers
the release of chemical substances (the neurotransmitters) in the synaptic cleft.
Neurotransmitters bind to receptors located on the membrane of the postsynaptic
cell. The binding of the transmitters to the postsynaptic receptors causes ionic
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Figure 1.12. Schematic view of the basic structure of a neuron cell. Inset shows a
zoom of the biological synapse. Source: [85].

channels to open or close, thus changing the ability of ions to ŕow into or out of
the postsynaptic neuron. The selective permeability of these channels allow ions
to move along their electrochemical gradient, inducing a ionic current that changes
the membrane potential of the neuron (Post-Synaptic Potential, PSP). The change
can be positive (Excitatory Post-Synaptic Potential, EPSP) or negative (Inhibitory
Post-Synaptic Potential, IPSP).

In the post-neuron, all ionic currents incoming from multiple synapses are summed
over time and when a threshold potential is reached, an action potential (spike)
is generated and sent along the axon. After that, the membrane potential of the
neuron goes back to the resting threshold potential. An important characteristics
of synapses is the fact that they are plastic: their weight, i.e. the eiciency in the
transmission of signals through the synapse, changes over time according to the
relative timing at which pre-synaptic and post-synaptic spikes occur. This plasticity,
which is described in more detail in Section 1.3.5, is a key factor in learning and
remembering.

One of the simplest artiőcial neuron model is, the Integrate and Fire (IF) neuron
model. Figure 1.13 shows the concept of a simple IF neuron. It sums over time (inte-
grates) the incoming excitatory and inhibitory signals inside the neuron integration
block using a capacitor. More advanced designs also work with this principle [86].
This integration leads to an increase in the membrane potential of the neuron Vmem.
When Vmem reaches the threshold value Vth, the neuron generates an output spike.
After the neuron has őred the membrane potential is restored to a resting value, by

20



1 – Emerging Non Volatile Memories and Neuromorphic Systems

Figure 1.13. Schematic image shown the basic concept of an Integrate
and Fire neuron [86].

discharging the the capacitor Cmem.
Many designs for the hardware implementation of artiőcial neurons on silicon,

based on standard VLSI CMOS technology, have been proposed in the literature
[86]. Research activity is being carried out to optimize power and area eiciency of
neurons. Some example feature the use of non-volatile memories [87].

However, given the fact that the number of synapses is about 4 orders of magnitude
larger than the number of neurons, the real challenge is to őnd an eicient design
for the synapse, in order to be able to integrate large-scale neural networks on chip.
The hardware implementation of artiőcial synapses is discussed in the next section.

1.3.2 Non-volatile memory devices as artificial synapses

Multiple solutions to implement artiőcial synapses using available VLSI devices
such as Flash, DRAM and SRAM have been proposed in the literature [66]. These
approaches have the advantage of relying on already available standardized design
tools and a mature fabrication process. However, some limitations exist with this
approach [65]. Flash devices are not an ideal candidate for the implementation of
bio-inspired learning rules because they are 3-terminal devices, while real synapses
are 2-terminal. During synaptic learning individual synapses may undergo weight
modiőcation asynchronously, which is not straightforward to achieve with the ad-
dressing schemes required for Flash arrays. Flash devices also require high operating
voltages in order to program the cell. In many cases, complex pre-synaptic circuitry is
required to implement timing dependent learning rules. This is necessary in the case
of NOR Flash, because of the diferences in the physics involved in the writing and
erasing of the ŕoating gate devices, but not in the case of NAND Flash. Furthermore,
Flash endurance is limited, which implies a limited amount of learning operations can
occur. Synapses based on DRAM technology are volatile and require refresh cycles
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to retain the synaptic weight, since the information is stored as charge accumulated
on a capacitor. Typically the implementation of learning rules based on DRAM
synapse requires more than 10 additional transistors [88], [89]. The capacitor element
itself is also area-consuming. The SRAM based synapses are afected even worse by
the problem of large area consumption and are also volatile. When the network is
turned of, the synaptic weights stored in SRAM are lost, so they need to be stored
to a nonvolatile memory unit during or after the learning, which leads to additional
power and area consumption. The limitations of available VLSI technologies for the
implementation of artiőcial synapses provided the motivation for research in synaptic
emulation using emerging non-volatile memory technologies. Recent research in
nanoscale devices and materials has demonstrated the possibility of emulating the
behavior of real synapses in artiőcial neural networks, and in particular to reproduce
their plasticity and non-volatility characteristics [66], [90]ś[104]. The basic idea
behind this approach is to emulate the behavior of the synapse, which is a communi-
cation channel featuring variable eiciency, as a tunable resistor, implemented with
a non-volatile memory (NVM) device. Some advantages of using emerging NVMs as
artiőcial synapses are low-cost, full CMOS compatibility, high density, low-power
consumption, high endurance, high temperature retention [28], [48]. NVM devices are
2-terminal, as in the case of real synapses, and ofer the possibility of 3D integration.

Two main device categories can be identiőed for the implementation of artiőcial
synapses: multilevel and binary devices.

Multilevel

In the multilevel (or analog) approach, the possibility of programming individual
NVMs at multiple resistance levels is exploited. Some examples feature the use of
OxRAM and CBRAM devices, where multilevel resistance levels are obtained by
tuning compliance current during SET operation, or modulating the applied voltage
[96]. However, this implementation is not ideal from a practical perspective. It
requires the adoption of complicated neuron spike shapes [90], or the generation of
spikes with increasing amplitude while keeping a history of the previous state of the
synaptic device, leading to additional overhead in the neuron circuitry.

A better candidate for the multilevel approach is PCRAM technology, which
ofers the possibility of gradually increasing the conductance of the device by applying
identical SET pulses, gradually increasing the size of the crystalline region in the
active phase-change material. However, the reset process is not gradual but abrupt.

This led to the proposition of the use of two PCRAM devices per synapse, in
the 2-PCM approach proposed in [101] and recently adopted in [104]. These two
devices are connected in a complementary conőguration, where each device has an
opposite contribution to the neuron’s integration. When the equivalent synapse
needs to be potentiated, the Long Term Potentiation (LTP) PCRAM device is
partially crystallized with a weak SET operation. This increases the equivalent
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weight of the synapse. On the contrary, when the synapse must be depressed, it is
the Long Term Depression (LTD) PCM device that undergoes partial crystallization.
Since the contribution of the to the neuron’s integration is negative, the equivalent
weight of the synapse is decreased. With this solution, since gradual crystallization
is achieved with successive identical voltage pulses, the pulse generation scheme
is greatly simpliőed. However, a systematic refresh scheme is needed to reset the
devices by retaining the weight of the synapse.

Binary

With the binary approach, only two resistance levels per NVM device are used: the
low and high resistance states (LRS and HRS). The advantage of this approach
resides in the fact that it relies on programming schemes that are by all means similar
to the ones used for conventional memory applications. Since only two sates of the
device are exploited, simple SET and RESET pulses are required, optimized for speed
and power consumption. It has been demonstrated that for some applications, such
as the detection of cars driving in diferent lanes of a motorway [105], a single device
associated to a stochastic learning rule (Section 1.3.5), is enough to achieve detection
rates comparable to the ones obtained with multilevel synapses. In Chapter 4 we will
illustrate how, by connecting n devices in parallel, it is possible to obtain a multilevel
conductance behavior using binary devices. Since parallel conductance sum up, the
conductance of the equivalent synapses ranges from the sum of the n conductance
in the HRS to the sum of all the n conductance in the LRS. The use of multiple
devices is necessary for applications that are more complex than detection, such as
visual pattern recognition. This strategy comes at the cost of an increased number
of devices needed to build a synapse. The binary approach ofers the advantage of a
simple programming methodology for the NVM devices, in which standard SET and
RESET pulses, optimized for high endurance and low-power consumption, are used
to switch the device resistance from LRS to HRS and vice versa.

1.3.3 Fully connected neural networks

The artiőcial synapses described in Section 1.3.2 have been proposed in the literature
for the implementation of artiőcial neural networks composed of CMOS neurons
and NVM-based synapses [66], [90]ś[104]. The network topology that has been
mostly investigated in the literature is the fully connected neural network. In this
neural network topology, neurons are organized in layers. The őrst neuron layer is
connected to the input of the network, while the last neuron layer represents the
output of the system. The neuron layers between input and output are generally
referred to as hidden layers. For a system designed for visual applications such as
pattern detection or recognition, the raw data to be processed can be a static picture
[96] or a video [101]. For auditory application the raw data is sound [105]. The raw
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Figure 1.14. Fully connected neural network topology. Each neuron is connected
to every neuron of the upper layer by a large number of synapses.

data is converted into voltage spikes with a given encoding rule, and fed as an input
to the network. The conversion of the data to "spike language" understandable by
the network can be implemented with a simple algorithm, such as linear conversion
from pixel brightness to spike frequency. It can also be obtained with bio-inspired
sensors such as artiőcial retina [106] or cochlea [107], or even electroencephalography
(EEG) recording [95]. In the fully connected neural network topology, each neuron
is connected to every neuron of the next layer as shown in Fig. 1.14. The spike
signals propagate through from input to output through the hidden layers of the
network, undergoing a transformation that is deőned by the weight of the synapses.
The output neuron layer can be composed of a single or multiple neurons. A single
neuron is used if the network is used to detect a pattern in time. An example is
detecting a speciőc sound pattern hidden by white noise [105]. Multiple output
neurons can be used to perform a classiőcation task, such as the classiőcation of
the sound of diferent vowels [95], the orientations of a segment [96] or the shape
of simple visual patterns [100]. Figure 1.15 shows an example of a neuromorphic
system with fully connected topology and multiple output neurons. The input of the
network is connected to a bio-inspired artiőcial retina sensor, using Address-Event
Representation (AER) data. The artiőcial retina records a video of cars passing
on diferent lanes of a motorway. The neuromorphic system is used to detect cars
passing on diferent lanes: when a car is driving on a given lane, a corresponding
output neuron is activated. This allows to extract information about when and which
lane a car is driving on.

1.3.4 Convolutional neural networks

Fully connected neural network topologies are often limited to a maximum number
of hidden layers equal to one or two. Further increasing the number of layers
explosively increases the complexity of the network and the number of required
synapses, without necessarily improving the performance of the network for pattern
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Figure 1.15. Fully connected neuromorphic system for visual pattern extraction
from video of cars driving on different lanes [101].

recognition applications. Convolutional Neural Networks (CNNs), often referred
to as deep neural networks, are composed of a cascade of many layers. The őrst
layers of a CNN are convolutional layers, with a topology schematized in Fig. 1.16.
Neurons of a convolutional layer are organized in feature maps. Each neuron of a
feature map is connected to a small subset of neurons (receptive őeld) of the previous
layer. A small set of synapses (kernel, or őlter bank) is shared among diferent
neurons to connect layer N and N + 1 through a convolution operation. Figure 1.17
illustrates the operation of convolution where layer N is a handwritten digit 4, and
the kernel feature is a diagonal edge. The kernel corresponds to a feature that has
to be localized in the input image. A peak in the convolution signal means that
the feature is present in the input pattern, and the feature map indicates where
the feature is present in the input őeld. At each convolutional layer, the input
pattern undergoes a transformation to a higher, more abstract representation. In
the case of image recognition applications, for examples, the learned kernel features
in the őrst convolutional layer typically represent simple edges or segments with a
given orientation. The features of the second layer typically represent particular
arrangements of edges in more complex shapes. The kernel features of the next
layer layer may represent more complex combinations that correspond to parts of
objects. After the convolutional layers, a classiőer with fully connected topology
is used to classify objects as combinations of the diferent parts extracted by the
previous convolutional layers.

CNNs are based on the property that many natural signals feature a hierarchic
structure, where higher-level complex features are a composition of lower-level simple
ones. In the examples of visual images, local combinations of edges are arranged
into motifs, motifs are arranged into parts composing diferent objects. Similar
hierararchic structures exist in natural speech signal, where diferent sounds compose
phones, which in turn form phonemes, then syllables, then words and őnally full
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Figure 1.16. Convolutional neural network topology. A small set of synapses
(kernel) is shared among different neurons to connect layer N and N+1 through
a convolution operation.

Figure 1.17. Schematic illustration of the convolution operation between an input
image representing the handwritten digit “4” and a kernel feature representing a
diagonal edge. The resulting feature map holds information about where the kernel
feature is present in the input image.

complex sentences [108]. The organization of convolutional layers in CNNs are
inspired by the complex cells in visual neuroscience [109], and the CNN hierarchic
structure is inspired by the neuronal hierarchy in the visual cortex [110].

Software implementations of CNNs were originally developed in the early 1990s
and used for applications such as speech recognition [111] and document reading [112].
Since the early 2000s CNNs have been applied with great success in applications
such as traic sign recognition [113], the analysis of biological images [114], and the
detection of faces, complex text, pedestrians on the streets and human bodies in
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natural images [115]ś[120]. A major recent practical success of software implementa-
tions of CNNs is the face recognition software proposed by Facebook, which is based
able to match human performance in people’s faces recognition tasks [121].

Hardware implementations of CNNs, exploiting the energy eiciency of NVMs as
discussed in Chapter 4, would open the way to advanced complex pattern recognition
in smart and portable devices, where low power consumption is a crucial factor to
take into account.

1.3.5 Learning

In the previous sections, the concept of synapses as connections with tunable weight
in artiőcial neural networks has been introduced. In this section, we will introduce
the concept of learning, i.e. how the weight of each synapse of a neural network is
deőned in the network, starting from the input stimuli.

Supervised learning

In the framework of artiőcial neural networks, the most common form of machine
learning is supervised [108]. In supervised training, the network learns from data but
an external supervision is needed, in the form of a labeled training data set, to guide
the learning process towards correct results. The backpropagation algorithm is one
of the most used supervised learning algorithm. In order to explain this algorithm,
let’s consider a hypothetical system designed for image classiőcation, where images
of objects have to be classiőed into n diferent categories. At the initial state, the
network is untrained, i.e. the synaptic weights are random. In order to determine
the good synaptic weights, őrst a training data set has to be collected. It consists of
a large set of examples, where each object image is labeled with its corresponding
category. Then the network undergoes training, which is done in software simulation.
A ŕowchart illustrating the algorithm that is executed is presented in Fig. 1.18. At
every step of the training (training epoch), the machine is shown one of the images
of the training data set and produces an output. The output of the network is in the
form of neuron activity of the n output neurons, one for each object category. It is
desired that only the output neuron associated to the category of the image that we
show is activated. However, this is unlikely to happen before training, because we
still need to “teachž to the network which object belongs to which category. In order
to quantify the goodness of the network output, the objective function δ is determined
as schematically represented in Fig. 1.19a. It measures the error, i.e. the distance
between the actual network output y and the desired output pattern z. The internal
adjustable parameters of the machine are then adjusted to reduce this error. These
adjustable parameters are the synaptic weights, which deőne the transformation
performed by the machine from input to output. In a typical deep-learning system
such as a convolutional neural network, there may be tens or hundreds of millions
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Figure 1.18. Flowchart of the supervised learning algorithm.

of these synaptic weights. The set of synaptic weights of the system is called the
weight vector. To properly adjust the weight vector, the backpropagation algorithm
computes a gradient vector. The gradient vector describes, for each weight, by how
much the error would decrease (or increase) if the synaptic weights were changed by a
tiny amount. The key insight of the backpropagation algorithm is that gradient vector
of the objective function can be computed backwards from the output to the input
of the network. The weight vector is then adjusted in the opposite direction to the
gradient vector. The objective function is a complex function in the multidimensional
weight space, featuring multiple local minima and maxima. Figure 1.19b gives a
schematic example of an objective function δ as a function of a one-dimensional
weight vector. Thanks to the gradient vector we can follow the direction of steepest
descent in this multidimensional function, towards a global minimum where the error
is the lowest on average [108].

The optimal weight vector determined with backpropagation, which makes sure
that the network performs the best on the training data set, is also the one that
most likely will perform well on new images that do not belonging to the training
data set, with images that the network didn’t “seež before, in a process which is
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Figure 1.19. (a) Schematic representation of the computation of the objective
function δ as the distance between the desired output of the network z and the
actual network output z. Adapted from [122]. (b) Illustration of the gradient
descent process, performed to minimize the error of the network thanks to the
backpropagation algorithm.

called generalization. Once the weight vector is deőned with training in computer
simulation, it is possible to import the weight in the artiőcial neural network. In
the case of an artiőcial neural network where the synapses are implemented with
NVM devices, each device is programmed to the resistance level determined by the
backpropagation learning algorithm.

Unsupervised learning

While supervised learning ofers the possibility to achieve excellent performance,
similar to the human one, even on very complex recognition tasks such as face
recognition [121], its main limitation is the need of a labeled training data set,
which can require hundreds of millions of elements in order to achieve excellent
performance [108]. If we take inspiration from human learning, we realize that it
is largely unsupervised: the structure of the world is learned by observing it, not
by using a huge database of labeled examples, as it happens in supervised learning.
Even though human learning is still relatively obscure and still object of research,
the biological process known as Spike Timing Dependent Plasticity (STDP) is widely
believed to play a key role in learning and storing information in the brain [82].

Spike timing dependent plasticity (STDP) is a biological process or learning-rule
that changes and adjusts the weight of each synapse based on the time diference
between the spiking of post- and pre-synaptic neurons. According to STDP, if
the post-synaptic neuron spikes right after the pre-synaptic neuron, the synapse
is potentiated, i.e. its weight increases (Long Term Potentiation, LTP). On the
contrary, if the post-synaptic neuron spikes before the pre-synaptic neuron, the
synaptic connection is depressed or weakened (Long Term Depression, LTD) [123].
Fig. 1.20 shows the experimentally observed STDP rule in cultured hippocampus
neuron cells [81]. As a consequence of this learning rule, the synaptic weights in the
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Figure 1.20. Experimentally observed STDP rule in cultured hippocampus neurons.
Change in Excitatory Post Synaptic Current (EPSC) amplitude is indicative of
change in synaptic strength or conductance. A spike timing ∆t is defined as time
difference between spikes from the post-synaptic neuron and the pre-synaptic neuron,
∆t = tpost − tpre. ∆t < 0 implies LTD while ∆t > 0 implies LTP [81].

brain change over time, and the brain rewires itself with a learning rule that conveys
a concept of causality: inputs that might be the cause of the post-synaptic neuron’s
excitation are made even more likely to contribute to neuron spiking in the future,
whereas inputs that are not the cause of the post-synaptic spikes are made less likely
to participate in the future.

Unsupervised STDP-inspired learning rules have been successfully proposed in
neuromorphic systems with artiőcial NVM synapses. In some examples, STDP is
obtained by the overlapping of complex spike shapes [90]. While this approach closely
resembles what is observed in biology, it often requires complicated CMOS circuitry
to obtain such complex spike shapes. This approach thus comes at the cost of larger
area and power consumption.

A simpliőed deterministic learning rule, shown in Fig. 1.21a, has been proposed
in [101] with multilevel PCRAM synapses. It features the advantage of relying on
simple spike design. A stochastic version of STDP associated to binary NVMs such
as CBRAM, OxRAM and STT-MRAM has been also proposed in [105], [124]ś[126].
It is shown in Fig. 1.21b. It is based on a functional equivalence [127] that exists
between multilevel deterministic synapses and binary probabilistic synapses. When a
LTP or LTD occurs, instead of partially changing the conductance of the the synapse,
stochastic STDP speciőes probability p < 1 of changing it totally. And if several
NVMs are connected in parallel, a multibit synapse can be emulated.
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(a) (b)

Figure 1.21. (a) Deterministic [101] and (b) stochastic [105] simplified
STDP learning rule.

1.3.6 Applications

Bio-inspired computing systems and neuromorphic hardware has a very wide set of
potential applications. Software based artiőcial neural networks are already being
used eiciently in őelds such as image classiőcation, pattern extraction, face recog-
nition, machine learning, machine vision, self-driving cars, robotics, optimization,
prediction, natural language processing (NLP) and data-mining [128]ś[134]. Analysis
of big-data, web searches, data-center applications, and smart autonomous systems
are new emerging őelds where neuromorphic hardware can play a signiőcant role [63].
Neuromorphic concepts are also being explored for defense and security applications
such as autonomous navigation, unmanned aerial vehicles, cryptography [135]. Neuro-
morphic hardware have also health-care related applications such as future generation
prosthetics and brain-machine interfaces [136]. The hardware implementation of deep
convolutional neural network can open the way to power eicient recognition tasks,
such as predicting the activity of potential drug molecules [137], analysing data from
particle accelerator [138], [139], analysing brain circuits [140], and predicting the
efects of DNA mutations DNA on gene expression and disease [141], [142]. Deep
convolutional neural networks have also achieved very promising results in natural
language understanding [143], particularly topic classiőcation, sentiment analysis,
question answering [144] and language translation [145], [146].

1.4 Conclusion

Bio-inspired computing systems where artiőcial neural networks are emulated in
software or implemented in hardware with traditional von Neumann architectures,
such as Digital Signal Processors (DSPs), Graphic processing Units (GPUs) and
Field-Programmable Gate Arrays (FPGAs), have have shown strong limitations
in terms of power consumption, scalability and reconőgurability [147]. The true
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potential of bio-inspired systems can be realized with the implementation on optimized
special purpose hardware which can provide direct one-to-one mapping with the
learning algorithms running on it [67]. Emerging resistive memory technologies (as
PCM, OxRAM...) are expected to change not only the conventional Von Neumann
memory hierarchy. They will also play a key role in the hardware implementation of
neuromorphic systems, thanks to their exceptional properties of density, scalability,
nonvolatility and low power consumption.
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Chapter 2

Neuromorphic Systems based on

PCRAM synapses

In this chapter, we investigate the use of phase-change random access memory
(PCRAM, or PCM) devices as artiőcial synapses. After considering the pro’s and
con’s for the adoption of a multilevel synapse approach, we propose the use of PCM
device as binary synapse as a simple and eicient solution. We test the functionality
of the proposed approach through large-scale neural network simulations. The use
of the proposed binary PCM synapse is studied in a neuromorphic system designed
for complex visual pattern extraction. We explore unsupervised learning adopting a
probabilistic STDP learning rule. Diferent PCM programming schemes for architec-
tures with- or without-selector devices are provided. The system-level simulations
show that such a system can solve a complex real-life video processing problem
(vehicle counting) with high recognition rate (>94%) and low power consumption.
We also study the impact of the resistance window on the power consumption of the
system during the learning phase. The problem of resistance drift in PCM devices is
also addressed, and we propose a programming strategy for the mitigation of this
issue.

2.1 Introduction

As discussed in Chapter 1, emerging resistive memories will not only play a key role
to reduce the memory hierarchy gap, in the framework of conventional Von Neumann
computing. They will also be a key enabling factor for the hardware implementation
of artiőcial neural network.

In this chapter, we will focus on the possibility of implementing unsupervised
learning using PCM devices as synapses. Among the diferent emerging non volatile
memory technologies, PCM is one of the most mature. The main advantages of this
technology are scalability, reliability and low variability [64], [148]ś[152]. Among its
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attractive features, the possibility of programming devices to multilevel resistance
states makes PCM an appealing candidate for the realization of artiőcial synapses
[153], [154]. For this reason, numerous research groups [101], [104], [153], [155],
[156] have investigated the use of PCM devices as artiőcial synapses, adopting the
multilevel approach introduced in Section 1.3.2. Numerous neuron spike schemes
have been proposed in the literature to implement unsupervised STDP-based learning
with PCM artiőcial synapses. In this section, we review the main programming
techniques proposed in the literature.

The scheme proposed in [153] and shown in Fig. 2.1a is a multi-pulse scheme,
in which the pre-synaptic spike consists of SET and RESET pulse trains with
varying voltage amplitudes. The post-synaptic spike is an individual pulse which, by
overlapping with one of the pulses of the pre-synaptic pulse train, has the efect of
programming the device to a state that depends on the relative timing at which pre-
synaptic and post-synaptic spikes have been őred. The weakness of this programming
scheme is the fact that it uses unnecessary pulses in the pre-synaptic spike [64]. The
majority of pulses in the pre-synaptic train is not actually used to program the
synapse, because only one of them overlaps with the post-synaptic spike. These extra
pulses might have the efect of disturbing the synapse and other synapses connected
to the same neuron. The large quantity of unnecessary programming pulses is also
related to an unwanted large power consumption [65]. This is due to the charging of
interconnect metal lines, which is not negligible if the considered synapse array is
large. A single programming pulse scheme, proposed in [100], [156] and illustrated
in Fig. 2.1b, addresses the drawbacks of the multi-pulse scheme. This approach
relies on the use of a communication signal between the pre-synaptic neuron and
the post-synaptic neuron. One important characteristic of PCM devices is the
fact that gradual change of conductance can be achieved using identical pulses only
in one direction, i.e. from high to low resistance state (Long Term Potentiation,
LTP), by gradually increasing of a tiny amount the size of the crystalline region
of the phase change material (Section 1.2.1) applying identical consecutive SET
pulses. The RESET process, however, is an abrupt process because it is achieved
by melting the whole crystalline region and then quenching it into the amorphous
phase. If one wishes to obtain a gradual Long Term Depression (LTD), i.e. gradually
increase the resistance state from low to high resistance values, RESET pulses with
increasing amplitude need to be used. So the single-pulse programming scheme,
even if it avoids unnecessary programming pulses, still requires the generation of
non-identical voltage pulses, with amplitude changing at every spike. The desired
spike voltage is obtained dynamically as a function of spike timing according to the
STDP rule. In order to implement this functionality in hardware, a complex neuron
design has to be adopted. Each neuron’s circuitry has to keep track of the spike
timing, i.e. the time diference between the last time the neuron spiked and the time
it received the communication signal. Once this time diference is computed, the
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(a) (b)

Figure 2.1. (a) Multi-pulse and (b) single-pulse programming scheme for
PCM synapses. [64].

desired amplitude of the programming pulse is determined with the STDP rule and
the spike is generated.

In the next subsection, we will discuss how these limitations can be overcome by
adopting two devices per synapses with the “2-PCMž synapse approach, at the cost
of the introduction of a refresh scheme.

2.1.1 The 2-PCM Synapse refresh scheme

The “2-PCM synapsež approach, brieŕy presented in Section 1.3.2, is an alternative
solution proposed for the őrst time in [101], [157] and recently adopted in [104]. It
is schematically illustrated in Fig. 2.2a. An important advantage of the “2-PCM
Synapsež approach is the following: since it is based mostly on the crystallization
operation of PCM devices (SET), it allows deőning a programming methodology
that uses identical neuron spikes, composed of single pulses, to obtain both gradual
LTP and LTD, thus requiring a simpler neuron design. This advantage comes at
the cost of a synaptic density reduced by a factor 2, because two PCM devices per
synapse are used instead of one.

The conductance of each PCM device gradually increases during the learning,
both for LTP and LTD operations. It tends to saturate towards the highest achievable
conductance, in which the totality of the active phase change material is crystallized.
Therefore, a refresh mechanism is introduced to reduce the conductance of LTP
and LTD devices, while keeping the weight of the equivalent synapse unchanged. A
schematic representation of the refresh operation is shown in őgure Fig. 2.2b. As
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(a)

(b)

Figure 2.2. Illustration of the refresh scheme required by the 2-PCM
synapse approach. Source: [157]

soon as one of the two devices reaches the maximum conductance value, a RESET
operation is performed on both devices. At this point both devices are in the high
resistive, amorphous state. In order to recover the equivalent synaptic weight before
the refresh operation, a series of SET operations is performed on the device that had
the highest conductance, until the equivalent weight is restored. One has to know
the average number of conductance levels N obtainable before full crystallization
of the phase-change material in use, for a given SET pulse shape (duration and
amplitude). A refresh operation is scheduled after N LTP or LTD operations, using
for example a simple counter. This approach does not require permanent monitoring
of the state of the LTP and LTD devices [65], however this approach still requires a
rather complex neuron design in order to restore the equivalent synaptic weight at
each refresh operation.
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Figure 2.3. (a) Scheme of the studied GST PCM device (top) and cross-section
TEM image (bottom) [23]. (a) Experimental results of 103 SET-RESET cycles.

In the next sections, we will hence discuss how PCM devices can be used in
binary mode in order to simplify the programming scheme and therefore avoid the
drawbacks of the multilevel approach.

2.2 PCM binary synapse

We propose here a diferent approach for PCM synapses, i.e. a binary probabilistic
one, where only two states are used for the synaptic weights and the switching of
the device between these two states is governed by a probabilistic learning rule.
This study was carried out to simplify system programming by avoiding the refresh
operation previously required in the 2-PCM approach, and to optimize the synaptic
power consumption.

In order to extract the characteristics of PCM devices operated in binary mode
and be able to model the PCM synapses in artiőcial neural network simulations,
electrical characterization was performed. PCM devices composed of a 100 nm thick
Ge2Sb2Te5 (GST) phase-change layer were studied. The phase change material
was deposited at room temperature by plasma-assisted sputtering on a cylindrical
tungsten heater plug with a diameter of 300 nm. Figure 2.3a shows a Transmission
Electron Microscopy (TEM) image of the studied devices. Devices could be repeatedly
switched between low resistance (ON) and high resistance (OFF) states with SET
and RESET programming pulses. Figure 2.3b shows the switching operation between
ON and OFF states for 103 cycles using the programming conditions indicated in
őgure.

Based on the ResistanceśCurrent (RśI) characteristic shown in Fig. 2.4, it appears
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Figure 2.4. Resistance–current characteristics of GST-based PCM device.

that it is possible to program the device with diferent RON and ROFF values. Diferent
RON values can be achieved by using diferent pulse-widths for the SET operation.
By tuning the RESET current IRESET (i.e. by tuning the gate voltage of the selector
transistor in a 1T-1R architecture) diferent values for ROFF can be achieved. In a
selector-free 1R conőguration, diferent values for the RESET current IRESET can be
achieved for instance by using materials with diferent resistivity for the heater plug
or by just tuning the voltage amplitude of the RESET pulse. In the next section,
we will study how the binary device, featuring tunable SET and RESET states, is
employed as artiőcial synapse in a neuromorphic system.

2.3 Neuromorphic Architecture

The double-layer artiőcial neural network illustrated in Fig. 2.5a is introduced in this
section. In this neuromorphic system, binary PCM synapses are used to achieve full
connectivity between CMOS neuron layers. The input of the network is composed
of a bio-inspired artiőcial retina sensor [106]. The artiőcial retina is composed of
128× 128 spiking pixels or neurons. The sensor working principle can be summarized
as follows. The artiőcial retina is sensitive to the luminosity change in its visual
őeld. Each pixel generates an event, or spike, each time the relative change of
its illumination intensity exceeds a positive or a negative threshold. Therefore,
depending on the sign of the change in intensity, events can be of either type ON
if the sign is positive or type OFF if the sign is negative. The working principle of
this device is thus diferent compared to standard video sensors, where the video is
recorded as a temporal sequence of static images, frame by frame. The sensor is used
to record a video of cars passing on six diferent lanes of a motorway. Figure 2.5b
shows a frame extracted from the video, where the six diferent lanes have been
highlighted. A őrst neuron layer composed of 60 neurons is connected with fully
connected topology to the input of the network. There are two synapses per pixel,
one for each event type, ON or OFF. The output of the network is composed of a
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(a) (b)

Figure 2.5. (a) Schematic of the fully connected neuromorphic system studied in
simulation. (b) An example of one of the frames of the input video, showing cars
passing on multiple lanes of a motorway. The separation between lanes (in yellow
color) has been added to illustrate the distinction among different lanes and is not
present in the original input video.

second layer of 10 neurons, where each neuron is connected to each neuron of the
previous layer via one PCM synapse. The total number of synapses in the studied
system is thus Nsynapses = 2 · 128 · 128 · 60 + 60 · 10 = 1 966 680.

The neuromorphic system here described is used to detect cars passing on diferent
lanes: when a car is driving on a given lane, the corresponding output neuron is
activated. This allows to extract information about when and which lane a car
is driving on. In order to make sure that diferent neurons become sensitive to
diferent lanes, avoiding that one neuron becomes sensitive to the full set of lanes,
a particular learning strategy is adopted, i.e. competitive learning. Competitive
learning is obtained by implementing lateral inhibition, i.e. when a post-synaptic
neuron őres, the integration of incoming spikes in the other post-synaptic neurons
of the same layer is disabled [158]. Therefore, we avoid that all neurons become
sensitive to the full input frame and we make sure to diferentiate the neurons
sensitivity. This neuromorphic system is analogous to that proposed in [101] and
described in Section 1.3.3. The diference is that in this approach, only 1 PCM device
per synapse is used, and the learning rule has been adapted to the new proposed
synapse. The neuromorphic system proposed here is associated to a probabilistic
STDP learning rule. Its adoption is based on a functional equivalence [127] existing
between a multilevel deterministic learning rule and a binary probabilistic one. This
equivalence is schematically represented in Fig. 2.6: when a long term potentiation or
depression occurs, instead of gradually changing the conductance of the the synapse
with probability p = 1, probabilistic STDP has a probability p < 1 of switching
the synaptic totally from one state to the other. A similar approach has been
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Figure 2.6. Illustration of the equivalence existing between multi-level determin-
istic and binary probabilistic synapses. p indicates the probability of change in
conductance or switching. Adapted from [105].

Figure 2.7. Binary probabilistic learning rule adopted for the simulations.

adopted in previous works, such as in [105], [159]ś[161]. This approach is motivated
by biology research [162], presenting some evidence that STDP learning could be
in part a stochastic process. As shown in the learning rule scheme of Fig. 2.7,
if the time diference between the spike of a post-synaptic neuron and the spike
of a pre-synaptic neuron is smaller than the long term potentiation (LTP) time
window tLTP, then the PCM synapse has a given probability to switch to the ON
state (LTP or synaptic-potentiation). Otherwise, the PCM device has a distinct
given probability to switch to the OFF state (LTD or synaptic depression). Neuron
parameters, including switching probability and spike timing values shown in Fig. 2.7,
have been determined using the genetic evolution algorithm described in [163]. The
desired switching probabilities can be enforced in the system extrinsically by using a
Pseudo-Random Number Generator (PRNG) circuit, similarly to [105]. The PRNG
circuit controls the probability of LTP and LTD with a 2-bit signal.

In order to implement the full connectivity of the CMOS neuron layers in the
artiőcial neural network, we suggest two possible architectures, shown in Figs. 2.8a
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and 2.8b: a matrix structure with a selector transistor for each PCM device and
a selector-free crossbar structure. The crossbar (selector-free) architecture ofers
the highest possible integration density, however it can be only implemented if
the programming conditions for the chosen PCM technology ensure that there are
no unwanted device disturbs (see Section 2.3.1). On the other hand, the matrix
architecture, while requiring more area for selectors, is not sensitive to disturb issues.
It should be noted that the two architectures and programming schemes are valid
not only for PCM technology-based synapses, but can be extended to other unipolar
devices, as for example unipolar oxide-based resistive memories [164] described in
Section 1.2.4.

2.3.1 Operation of the system

The operation of the proposed neuromorphic system can be classiőed in two diferent
modes: learning-mode and read-mode.

Learning mode

In learning mode the synaptic programming is enabled, following the STDP rule.
The spiking activity recorded with the artiőcial retina is presented to the network for
a period of time tLEARNING = 680 s. The network learns from data in unsupervised
fashion, and diferent output neurons become sensitive to the passing of car on
diferent lanes. It is only during the learning mode that the synaptic weights is
changed with SET and RESET operations.

Two diferent programming schemes are proposed for the two diferent studied
architectures:

• Programming scheme for matrix structure with selectors (Fig. 2.8a). In the
learning mode, when a post-synaptic neuron őres, all the incoming synapses
are activated by means of the select transistor. Concurrently, a write-mode
signal is sent to all pre-synaptic neurons so that the following happens: if a
pre-synaptic neuron őred recently, i.e. during the LTP time window, a VSET

signal has a pLTP probability to be applied to the device. On the contrary, if
the last activity of the pre-synaptic neuron is outside the LTP window, there is
a pLTD probability for a reset pulse to be applied. In the example of Fig. 2.8a),
the following scenario is represented. The post-synaptic neuron in the őrst
row of the memory array őres. As a consequence, all the PCM devices in
the őrst row of the matrix are selected, while all other rows are not selected.
The post-synaptic sends a write-mode signal to the pre-synaptic neurons. The
pre-synaptic neurons can be categorized in two categories, labeled as “Inputž
and “No inputž. The pre-synaptic neurons marked as “Inputž received an input
spike in the recent past, within the LTP time-window ∆t deőned by the STDP
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rule. On the contrary, the pre-synaptic neurons marked as “No inputž did
not receive any input spike within the LTP window. The “Inputž neurons are
thus possible candidates for performing an LTP operation. The actual decision
whether an LTP operation actually occurs or not is made according to the value
of the őrst bit of the 2-bit signal from the PRNG block. If the bit is equal to 1
(as in the case of the őrst column), then LTP occurs, by applying a SET voltage
with amplitude VSET. The conductance G of the PCM synapse thus increases.
If the bit is equal to 0 (third column), no programming pulse is applied, so
the conductance is unchanged. Similarly, the “No inputž neurons are possible
candidate for performing an LTD operation. The actual decision whether an
LTD operation actually occurs or not is made according to the value of the
second bit of the 2-bit signal from the PRNG block. If the bit is equal to 1
(as in the case of the fourth column), then LTD occurs, by applying a RESET
voltage with amplitude VRESET. The conductance G of the PCM synapse thus
decreases. If the bit is equal to 0 (second column), no programming pulse is
applied, so the conductance is unchanged.

• Programming scheme for selector-free crossbar structure (Fig. 2.8b). Whenever
a post-synaptic neuron őres, a feedback pulse −1

2
VRESET is fed back to all

the synapses connected to it on the same row. If 1

2
VRESET < VSET, the signal

does not afect the resistive state of the connected synapses as its amplitude
is less than the programming threshold. At the same time, a write-mode
signal is provided to all pre-synaptic neurons so that they will őre according
to the probabilities given by the STDP rule and implemented by means of
the PRNG block. If a pre-synaptic neuron was active in the LTP window,
there is a pLTP probability for a V∆ = VSET − 1

2
VRESET signal to be őred. It

will interact with the feedback signal so that the actual voltage drop across
the corresponding synapse is VSET = V∆ − (−1

2
VRESET) and the synapse is

switched to the ON state. The amplitude of the V∆ pulse on its own is not large
enough to program the other connected synapses. If a pre-synaptic neuron’s last
activity is outside the LTP time window, its output will be a +1

2
VRESET pulse

with a pLTD probability or a −1

2
VRESET pulse with a (1−pLTD) probability. The

positive pulse will interact with the feedback resulting in a pulse of amplitude
VRESET = +1

2
VRESET − (−1

2
VRESET), while the negative pulse will result in a

voltage drop across the device equal to 0V, thus keeping the resistance of the
cell unaltered.

Read mode

After the learning phase, the learning achieved by the network is evaluated in read
mode by showing to the network an 85 s long video recording. When the circuit is
in read mode, the synaptic programming is disabled. Spiking activity propagates
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(a) Architecture with selector device

(b) Selector-free architecture

Figure 2.8. (a) Architecture with selector device and (b) selector-free architecture.

through the network, from the input to the output layer. SET and RESET operations
are not performed. Only spikes, consisting of read pulses, occur. Whenever an input
event occurs, a read voltage pulse (or spike) is applied by the pre-synaptic neurons
across the PCM synapses. In the architecture with selector, all transistors are turned
on by applying a select voltage on the gate terminals. The input events contribute to
the current integration of the post-synaptic neurons according to the weight (i.e. the
resistive state) of the synaptic connections. When the integration threshold of a
post-synaptic neuron is reached, a spike is fed forward to the next neural layer or
the output of the circuit.
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Figure 2.9. Simulated values of the binary PCM synapses resistance over 1000 cycles.

2.3.2 System performance

We tested the functionality of the proposed system with the event-driven “XNETž
simulation tool for spiking neural networks presented in details in [165], [166]. The
synapses were modeled by implementing lognormal distributions with mean values for
RON=110Ω, ROFF=1.06MΩ extracted from data presented in Fig. 2.3b. Figure 2.9
shows the simulated values of binary PCM devices over 1000 cycles. In all simulations
a 10% device-to-device standard deviation was implemented for both resistive states.
A 5% cycle-to-cycle standard deviation was also implemented for RON and a 10%
cycle-to-cycle standard deviation was implemented for ROFF. The activity of each
output neuron is compared to a reference data set, in which the timing of the passing
of cars in each lane is labeled by hand. In this way, a score or detection rate can be
computed for each output neuron with respect to the reference data of each lane.
The detection rate takes into account both false negatives, (i.e. missed cars) and
false positives, i.e. neuron spiking even if no car passed on the considered lane at
a given time. Since there are 10 output neurons and 6 lanes, the 6 best matching
neuron-lane couples are selected and taken into account for the score computation. In
Table 2.1 the score of the output neurons of the neuromorphic system here proposed
is presented and compared to the results previously obtained with the “2-PCMž
multi-level deterministic approach reported in [101]. The őnal sensitivity patterns of
the 6 neurons that became sensitive to the 6 lanes are shown in Fig. 2.10. Cars in
the őrst and sixth lanes, being at the edge of the visual őeld of the retina, activate
less pixels compared to those on other lanes. The detection rate for the central
lanes is equal to 95% on average, and it is comparable to the results obtained with
the multilevel-deterministic approach shown in [101]. This conőrms the functional
equivalence between the two systems. The score obtained by the corresponding
neurons is low (< 85%), so it has been omitted. In the next section, we will describe
how the choice of programming conditions, and the corresponding values of RON and
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detection rate (%)

lane
2śPCM ref. [101]

Binary Probabilistic

[this work]

1st N.A. N.A.

2nd 100 97

3rd 89 93

4th 89 94

5th 96 96

6th N.A. N.A.

Total synaptic
power consumption 112 µW 73 µW

Table 2.1. Cars detection rate by lane as obtained with the system based on the
multilevel-deterministic PCM synapses [101] and the binary probabilistic PCM
synapses presented in this chapter.

Figure 2.10. Sensitivity maps of 6 neurons at the end of learning phase. The
neurons became selective to cars passing on the central lanes.

ROFF, afect the power consumption of the system.

2.4 Power consumption analysis

As discussed in Section 2.2, by varying the programming conditions for the PCM
synapses it is possible to obtain diferent values for RON and ROFF. Based on this
consideration, a set of parametric simulations has been carried out in order to study
the impact of the PCM programming conditions on synaptic power consumption, and
provide guidelines to optimize the power consumption in the studied neuromorphic
system. First, a set of simulations has been performed changing the SET conditions
together with the corresponding RON values, while keeping ROFF ≈ 1MΩ constant.
Speciőcally, the SET pulse width has been varied from tSET = 100 ns up to tSET = 1 µs,
with corresponding RON values ranging from RON≈100Ω to RON≈10 kΩ. Then, a
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set of simulations changing RESET conditions and the corresponding ROFF values
has been carried out. The reset current has been varied from IRESET=17mA to
IRESET=30mA. In this set of simulations, the low resistance state value RON≈100Ω
has been kept constant. In all simulations, the system remained functional and the
average detection rate was ≥ 94%. In the next section the results of the parametric
simulations in term of power consumption are discussed, considering both learning
mode and read mode.

2.4.1 Learning mode power consumption

First, power consumption in learning mode has been evaluated. In order to do so,
the number of SET and RESET events performed during the learning phase has
been recorded, during the learning time tLEARNING = 680 s.

Section 2.4.1 shows that the ratio between the total number of RESET and SET
events remains constant when the resistance window, deőned as the ratio ROFF/RON,
changes. Indeed, this means that the programming activity is dominated by the
input stimuli and the STDP learning rule. However, as shown in Section 2.4.1, the
absolute number of both SET and RESET events increases when the resistance
window is reduced. This can be explained with the fact that, when the resistance
window is reduced, the ROFF value is closer to the RON value. So, the contribution
of the synapses in OFF state to the current integration at the post-synaptic neurons
is larger. This means that the threshold of the integrate and őre neuron is reached
more frequently. As a consequence, the number of times that neurons őre is larger,
leading to an increased number of LTP and LTD events.
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Once the number of SET (NSET) and RESET operations (NRESET is known, it
is possible to estimate the power consumption associated to the SET and RESET
switching events, i.e. the synaptic power consumption PLEARNING during the learning
time tLEARNING = 680 s, using the following approximated formulas:

ESET ≈ VSET · ISET · tSET (2.1)
ERESET ≈ VRESET · IRESET · tRESET (2.2)

ELEARNING = ESET ·NSET + ERESET ·NRESET (2.3)

PLEARNING =
ELEARNING

tLEARNING

, (2.4)

where VSET (VRESET), ISET (IRESET) and tSET (tRESET) are the voltage amplitude,
current and time width associated to each SET (RESET) programming pulse.

Section 2.4.1 shows that when ROFF is decreased while keeping RON őxed (red
curve) it is possible to reduce the synaptic programming power during learning by
32%. This is explained by the fact that smaller current values are required to obtain
smaller ROFF values. It should be noted that the high current values considered
in these simulations, in the order of tens of mA, are due to the large PCM test
structures (300 nm heater plug) studied in this work. In ultra-scaled state of the art
devices [29], the reset current can be reduced to µA, so giving rise to programming
power in the order of nW. Weakening the SET state (increasing RON, blue curve)
does not translate into a reduction of the programming power. This is explained by
two reasons: 1) the STDP rule is strongly dominated by LTD, i.e. RESET operations,
rather than SET operations; 2) when the resistance window is decreased, the number
of RESET events increases (see Section 2.4.1). So, the efect of weakening the SET
conditions gets compensated by the increased number of RESET events.

2.4.2 Read mode power consumption

In order to compute the power consumption associated to the read mode operation,
the system spiking activity has been recorded during the read-mode time, with
duration tTEST = 85 s. Total read energy has been computed as the sum of the
energy associated to each read pulse or spike.

EREAD =
∑

i

V 2
READ · 1

Ri

· tREAD (2.5)

PREAD =
EREAD

tTEST

, (2.6)

where VREAD is the amplitude of the read spikes, tREAD is the read pulse width
and Ri is the resistance of each synapse, that can be equal to either RON or ROFF.
It should be noted that the variation of the RON values plays a bigger role in the
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Figure 2.13. Programming power as a function of decreasing
ROFF (RON=110Ω constant, red line, squares) and increasing RON
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determination of the power consumption in read mode, as it determines the most
important contribution to the current ŕowing into the synapses at each read pulse
since RON is orders of magnitude smaller than ROFF. As shown in Section 2.4.2,
increasing the RON value (blue curve), it is possible to reduce the power consumption
for read operations by 99%. Variation of ROFF value, on the other hand, determines
a negligible variation in the read mode power consumption.

2.5 Resistance drift

As discussed in Section 1.2.1, one of the main issues of PCM technology is the
resistance drift, which is a change of the device resistance value over time. Considering
the devices in the RESET state, structural relaxation occurs in the amorphous phase
regions of the calchogenide material [167]. As a consequence, the resistance of PCM
device increases with time. Resistance drift in the crystalline SET state of GST-based
PCMs is shown to be much smaller than in the amorphous phase [167], [168].

Resistance drift has a limited impact during the learning phase of a neuromorphic
system. In fact during learning, because of the STDP learning implementation,
spiking activity and corresponding LTP and LTD events dynamically change as
a function of the resistive state of the synapses [65]. A resistance drift towards
high resistance state is balanced-out by an increased LTP activity, which brings the
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resistance of the devices back to the low resistance state. So the main efect of drift
during learning phase is a delay in the learning time.

However, resistance drift efect might be much more detrimental in the read
mode operation of the neuromorphic system, when the uncontrolled change in the
resistance state of the synapses cannot be compensated by the plastic programming
activity characteristic of the learning phase. For this reason, the performance of
systems featuring drifting synapses might change over time, compared to the original
performance of the network obtained right after the learning phase.

Based on these considerations, XNET learning simulations of the car video
application discussed in the previous sections have been conducted. This study has
been performed using both multilevel deterministic (2-PCM) and binary probabilistic
approaches. These simulations have been carried out to evaluate how many devices,
at the end of the learning phase, are in the high resistance state and thus in the
resistance range afected by drift. Figure 2.15a and Fig. 2.15b show the őnal synaptic
resistance distributions of the PCM devices, corresponding to the multilevel and
binary PCM synapses, respectively.

Results show that, in the case of the 2-PCM synapse approach (Fig. 2.15a), about
60% of the devices are in the SET state, i.e. in the resistance range not afected by
drift. This is due to the fact that, in the 2-PCM synapse approach, both potentiation
(LTP) and depression (LTD) are obtained by SET events. This result is valid even
if the learning rule is predominantly governed by LTD as in the studied case. So,
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(a) (b)

Figure 2.15. Comparison of the distributions of synaptic resistance states for
(a) the 2-PCM synapse approach and (b) binary PCM approach at the end of
the visual learning simulation.

at the end of the learning phase, the majority of PCM devices are programmed in
the low resistance range which is rather immune to the drift problematic [32], [168],
[169]. For this reason, the 2-PCM synapse approach seems inherently robust to the
drift problematic. However, a non-negligible amount of devices (about 40%) still lies
in the region which is afected by drift. When the learning is over and the system
is used in read mode, the resistance value of these synapses will change over time.
This implies that the response of the network will also change over time, together
with the performance of the network in read mode, which is an undesired efect.

In the case of the binary PCM synapses shown in Fig. 2.15b it appears that, at
the end of the learning phase 97%, of the devices is in the RESET state, i.e. in the
resistance state which is afected by drift. This result suggests that in theory the
problem of drift would severely afect neuromorphic systems based on the binary
PCM approach. Section 2.5.1 presents a programming strategy that we conceived in
order to mitigate the problem of drift.

2.5.1 Drift mitigation strategy

In the case of binary PCM Synapse architecture the impact of drift can be fully
mitigated if the reset state of the PCM devices is tuned carefully to a partial RESET
states, where the drift problem is negligible. In order to evaluate this strategy, we
performed XNET simulations for the Binary-PCM synapse architecture using 3
diferent PCM RESET states, keeping the SET state constant with RON≈ 600Ω:

1. negligible drift region, mean ROFF = 20 kΩ;

2. low drift region, mean ROFF = 30 kΩ;

3. high drift region, mean ROFF = 123 kΩ.
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Figure 2.16. Distribution of synapses in RESET state for the binary PCM synapse
approach with mean ROFF values of 20 kΩ, 30 kΩ and 123 kΩ.

Table 2.2. Comparison of learning statistics for the different simu-
lated architectures [170].

The őnal synaptic resistance distributions for the PCM synapses in the 3 cases are
shown in Fig. 2.16. Table 2.2 compares the learning statistics for the multilevel
2-PCM and the binary PCM approach with partial RESET states immune to drift.
The energy consumption decreases in the case of binary-PCM synapse as the current
required to program partial-reset states (20 kΩ and 30 kΩ) is much smaller compared
to the current required to program the RESET strong reset state (128 kΩ). During
read mode, the power consumption of the binary PCM approach is much smaller
because, at the end of learning, the majority of the devices is in the high resistance
state, contrary to the 2-PCM approach, as shown in Figs. 2.15a and 2.15b.
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(a) (b)

Figure 2.17. (a) Schematic representation of the scaled wall storage structure
PCM device [25]. (b) SET and RESET experiment for 106 cycles on scaled
wall storage PCM device.

2.6 Simulations using scaled devices

In the previous sections, we carried out our analysis based on electrical results obtained
from test devices featuring a large heater plug. The corresponding programming
current is thus very large, in the order of tens of mA. In this section, we will show
how, using state-of-the-art PCM devices, it is possible to reduce the programming
current and, as a consequence, the synaptic programming energy. For this reason,
electrical characterization has been performed on “wall storagež PCM memory cells,
fabricated in 90 nm technology node in the framework of the R&D project between
STMicroelectronics and CEA-LETI [25]. The device structure is schematically
represented in Fig. 2.17a. The smallest feature size of the heater is not limited by the
photolithographic resolution. The active phase-change material is GST. Figure 2.17b
shows the RON and ROFF values for one device corresponding to 106 SET-RESET
cycles. The experimental resistance values of the PCM devices have been used to
model, in XNET simulation, the resistance distributions of the PCM synapses during
the learning of the car video. The characteristics of the STDP learning rule have also
been optimized by genetic evolution algorithm [163] in order to adapt the learning
to the new synaptic distributions. Speciőcally, the LTP time window and LTD
probabilities have been increased from tLTP = 7.6ms, pLTD = 0.11 to tLTP = 13.4ms,
pLTD = 0.21. Therefore, the network activity is larger in terms of SET and RESET
events in the case of the wall storage device. Simulation results are presented in
Table 2.3, where the learning statistics of the two studied neuromorphic systems,
with large heater synapses and scaled wall storage synapses, are compared. Results
show that, even if the programming activity is increased in the case of the scaled
synapses, the total programming energy associated to SET and RESET events is
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Quantity
Large heater

synapses
Wall storage

synapses

pLTP 0.14 0.14

pLTD 0.11 0.21

tLTP 7.6 ms 13.4 ms

Nb. SET pulses 4.5 · 105 8.9 · 105

Nb. RESET pulses 1.6 · 107 4.7 · 107

Nb. Read pulses 2.48 · 109 2.48 · 109
Energy associated
to SET events 0.4mJ 0.2mJ

Energy associated
to RESET events 47.3mJ 4.3mJ

Total energy
(SET + RESET) 47.7mJ 4.5mJ

Total power
(SET + RESET) 70.1 µW 6.6 µW

Read energy 43 µJ 0.3 µJ

Read power 64 nW 0.5 nW

Table 2.3. Comparison of PCM learning statistics obtained for large heater devices
and scaled wall storage devices.

reduced by one order of magnitude, from 70 µW to 7 µW. Furthermore, the power
consumption associated to the read mode is reduced by three orders of magnitude,
from 64 nW to 0.5 nW. This is due to the smaller current associated to the read
operations with the scaled devices. The most important contribution to the to the
total read current is in fact given by the read operations on devices in the SET
state, because their resistance is smaller compared to the RESET state. Since for
the scaled devices the mean RON is much larger compared to the heater plug devices
(57 kΩ vs. 110Ω), the resulting read current is smaller.

2.7 Conclusion

In this chapter, we investigated the use of PCM devices as synapses in a fully
connected artiőcial neural network. We presented the limitations associated to the
use of the multilevel synapse approach. Therefore, driven by the motivation to
overcome the limitations associated to the multilevel approach, we explored the use
of PCM synapses in binary mode. Based on the results obtained from electrical
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characterization, we performed simulations of a large scale artiőcial neural network
for complex visual application, tuning the resistance levels of the SET and RESET
states according to the selected programming conditions. Programming schemes
for architectures with- or without-selector devices are provided. The proposed
programming schemes avoid the use of complex refresh schemes and unnecessary
programming pulses required by multilevel PCM synapses. Simulation results show
that the learning mode power consumption associated to the studied neuromoprphic
can be dramatically reduced if the RESET state of the PCM devices is tuned to a
relatively low resistance. Read-mode power consumption, on the other hand, can be
minimized by increasing the resistance values for both SET and RESET states of the
PCM devices. We also investigated the issue of PCM resistance drift and we proposed
a strategy to mitigate this problem. We also observed that, using scaled devices,
it is possible to dramatically reduce the power consumption thanks to the smaller
programming current. In conclusion, we successfully demonstrated the interest of
using PCM devices in binary mode in a neuromorphic system for visual applications.
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Chapter 3

OxRAM technology: failure

mechanisms and variability

In this chapter, the main features of the HfO2-based OxRAM technology, one
of the most promising emerging non-volatile memory (NVM) technologies, are
presented. Experimental results on endurance failure mechanisms are discussed
and a programming methodology to improve endurance at low operating current
is proposed. A physical model able to explain OxRAM variability in both Low
Resistance State (LRS) and High Resistance State (HRS) is presented. This study
is carried out with a dual aim. From the point of view of conventional memory
applications, variability is indeed one of the limiting factors for the adoption of
OxRAM technology in commercial products. The understanding of the source of
resistance variations of OxRAM can thus give guidelines to reduce this issue. From
the point of view of neuromorphic computing, OxRAM devices are an ideal candidate
for the implementation of artiőcial synapses. The development of a model able to
reproduce device variability for a wide range of programming conditions can be used
to study the impact of synaptic variability at the system level.

3.1 Device structure

The devices studied in this chapter feature a metal-insulator-metal (MIM) structure
composed of an HfO2 layer between a TiN/Ti top electrode and a TiN bottom
electrode (Fig. 3.1) [171]. A bitcell is composed of 1 Transistor − 1 Resistor (1T1R)
structure, where the access transistor is used to select the cell when integrated into
an array and limit the current ŕowing through the device during programming. The
electrical characterization was performed on both 1T1R bitcells and on a 28 nm
CMOS digital testchip that contains 16 Circuits Under Test (CUTs) of 1 kb each,
plus a digital controller (Fig. 3.2a,b), fabricated in the framework of an R&D project
between STMicroelectronics and CEA-LETI [172]ś[174].
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Figure 3.1. 1T-1R device schematic.

(a) (b) 

Figure 3.2. (a) SEM cross section of CMOS 28 nm stack including MIM device, (b)
16 kb circuit demonstrator layout [172].

3.2 Device operation

Typical I−V characteristics and switching behavior of a 1T1R bitcell are shown in
Fig. 3.3. The operation of the device is bipolar, i.e. opposite voltage is necessary for
the switching of the device from low to high resistance state and vice versa. Devices
initially in Pristine Resistance State (PRS), featuring very high resistances, typically
larger than 1GΩ, are subjected to an electroforming operation (forming) by applying
a positive voltage (≈ 2V) across the device (red curve). This operation induces a soft
breakdown of the oxide layer thus creating a conductive őlament (CF) rich in oxygen
vacancies (VO) [48]. After the forming operation, the device is established in the Low
Resistance State (LRS). The RESET operation, consisting in the application of an
opposite voltage VRESET across the device, partially disrupts the CF by recombination
of oxygen vacancies with oxygen ions, hence leading to the High Resistance State
(HRS) (green curve). In the SET operation, a positive voltage is applied on the top
electrode (blue curve). This reforms the CF, bringing the device back in LRS. After
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Figure 3.3. Typical Current-Voltage OxRAM characteristics. FORMING, SET
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Figure 3.4. Flow chart of device operation.

the initial forming step, the device can be switched multiple times between LRS
and HRS with RESET and SET operations as schematically depicted in Fig. 3.4.
Table 3.1 reports the three main programming parameters that are associated to the
three programming operations. After each SET and RESET operation, a low-őeld
measurement of the device resistance is performed (READ operation): a voltage
VREAD = 0.1V is applied on the top electrode and the corresponding read current
ŕowing through the device is measured.

3.3 Endurance: failure mechanisms

Endurance is deőned as the number of SET/RESET cycles that a device can sustain
while remaining functional, i.e. maintaining a signiőcant resistance contrast between
the ON/OFF states. When SET or RESET operations are not efective to switch
the resistance state of the devices, the device is not functional and a failure occurs.

In the context of the use of OxRAM devices as artiőcial synapses, a good endurance
is of great importance, because it allows a longer learning phase in a neuromorphic
system, if the application requires a long learning phase. At the same time, it is
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Operation
Programming

parameter
Symbol

FORMING
Compliance current

imposed during
FORMING operation

IC FORMING

RESET
Voltage applied to
the device during
RESET operation

VRESET

SET
Compliance current

imposed during
SET operation

IC SET

Table 3.1. Parameters associated to the three programming operations
of OxRAM devices

also important to reduce the energy required for SET and RESET operations, in
order to reduce power consumption during device operation. The impact of SET
and RESET operations on endurance has been thoroughly investigated in literature.
Chen et al. [175] provided experimental evidence of two opposite endurance failure
mechanisms, observed as a function of the SET programming current IC SET for a
given reset voltage VRESET. The experiments were carried out on a memory stack
similar to the one studied in this thesis, composed of TiN/Hf/HfO2/TiN [175].

1. Low programming current IC SET: an endurance failure with resistance stuck
at HRS, with resistance values larger than 10MΩ. This value is closer to pre-
forming resistance values than to typical HRS resistance obtained after RESET
operation. SET operations are not useful anymore to bring the resistance of
the device back to LRS. An example is reported in Fig. 3.5a.

2. High programming current IC SET: in this case, the failure occurs with the
resistance of the device stuck at LRS. The RESET operation is not functional to
bring the device resistance back to HRS. An example of this type of endurance
is presented in Fig. 3.5b.

Chen et al. [175] also demonstrated that, by carefully balancing SET and RESET
conditions, it is possible to improve the endurance as shown in Fig. 3.5c, achieving
an endurance larger than 1010 SET-RESET cycles. This however implies that, for
a given value of VRESET, the value of IC SET must be increased to an intermediate
value. This leads to an increased power consumption with respect to the conditions
described in point 1.

In this work, we explore an alternative approach to improve endurance without
increasing the power consumption during cycling. We start from the observation
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(a) (b)

(c)

Figure 3.5. Example of: (a) endurance failure mechanism 1, where the resistance is
stuck at pre-forming, high resistive state; (b) endurance failure mechanism 2, where
the resistance is stuck at low resistive state. (c) Selecting balanced SET/RESET
conditions allows improving the endurance but requires increasing IC SET, thus
increasing power consumption. Adapted from [175].

that, in order to reduce the average power consumption P , it is necessary to use an
IC SET as small as possible for a given reset voltage VRESET and programming pulse
width t, as shown in Fig. 3.6. The approximated equations that have been used to
estimate the average power consumption are the following:

ESET ≈ IC SET · VSET · t (3.1)
ERESET ≈ IRESET · VRESET · t (3.2)
ETOT = ESET + ERESET (3.3)

P =
ETOT

T
(3.4)

where ESET and ERESET are the energies required for SET and RESET operations,
respectively. IC SET is the compliance current imposed by the select transistor during
the SET operation. IRESET is the current ŕowing through the device during RESET,
and assumed equal to IC SET, according to the universal RESET characteristics of
OxRAM devices [176]. VSET = 1V and VRESET are the voltage drops across the 1T1R
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Figure 3.6. Estimated switching power as a function of IC SET, obtained for 3
different values of VRESET, for a pulse width of t = 100 ns and t = 1 µs.

structure during SET and RESET operations, respectively. T is the time frame
over which the average is computed, assumed equal to 1 s. As a consequence, the
endurance failure mechanism that will be encountered is mechanism 1, i.e. resistance
stuck at HRS.

Fig. 3.7 shows the typical bitcell behavior during an endurance experiment. The
programming current is ≈ 230 µA. If long pulse widths equal to 1 µs for both RESET
and SET are used, no failure occurs and more than 108 cycles endurance can be
achieved (Fig. 3.7 (a)). If shorter pulses with height 1 V and width 100 ns are used,
a failure in endurance is observed after around 105 cycles, with the resistance of the
device stuck at high resistance state Fig. 3.7 (b). The SET failure is an evidence of
the unbalance between RESET and SET conditions, which is accentuated at short
programming time. Speciőcally, the value of IC SET ≈ 230 µA is too low for the
adopted VRESET = 1.3V at t = 100 ns.

While the role of SET and RESET programming conditions has been discussed
in literature in depth [175], little importance has been given to the role of the
FORMING operation on the endurance performance. We can schematically represent
our hypothesis of what happens in the OxRAM device during FORMING and őrst
RESET operation with the simple schematic pictures reported in Fig. 3.8. During
FORMING operation, the oxygen vacancy-rich Conductive Filament (CF) is formed
in the insulator layer. The size cross-section Φ of the CF is believed to be proportional
to the current ŕowing through the cell IC FORMING [177]. During the 1st RESET
operation, the CF is partially dissolved in the region with length LGAP. Higher the
reset voltage VRESET, higher LGAP [171], [178]. This hypothesis is supported by the
fact that higher VRESET values correspond to higher HRS resistance values. The
portion of the CF that remains after the őrst RESET operation would work like a
reservoir (RES) for the formation/dissolution of the CF in the following SET/RESET

60



3 – OxRAM technology: failure mechanisms and variability

t=100ns 
VSET=1V 
VRESET=1.3V 

t=1µs 
VSET=1V 
VRESET=1.3V 

(a) (b) 

IC SET≈230µA IC SET≈230µA 

Figure 3.7. (a) Endurance test for programming pulse width t = 1 µs. The device
can be successfully switched for more than 108 cycles. (b) Using shorter programming
pulse width (t = 100 ns), an early SET failure with device stuck at HRS is observed.

Figure 3.8. Schematic view of pristine device, conductive filament after forming
and VO reservoir in HRS after first RESET operation.

cycles. The presence of this reservoir is justiőed by the fact that the SET voltage is
much lower with respect to the forming one. Moreover this reservoir can justify the
lower RESET resistance value with respect to the initial pristine PRS state.

Having this simple scenario in mind, failure in endurance presented in Fig. 3.7b
can be explained as follows. The gradual increase of the high resistance level during
cycling suggests a gradual decrease of this reservoir. At every SET/RESET cycle
a small fraction of RES is lost, until it becomes too small to create a continuous
conductive őlament during SET operation and the cell remains stuck in pre-forming
state. In partial support of this hypothesis, experimental results also provided in
reference [175] show that it is possible to recover the failed device by applying a new
FORMING step, which can be interpreted as re-forming the reservoir.
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Figure 3.9. Endurance as a function of the ratio IC FORMING/IC SET, obtained
for different values of VRESET for t = 100 ns. Each point corresponds to the mean
value on about 4 cells. An experimental optimal value of the ratio is observed at
IC FORMING/IC SET ≈ 2.7.

3.3.1 Endurance improvement for low programming current

Based on the previous considerations, to improve endurance for a given SET/RESET
condition, we propose to increase the ratio between the reservoir and the conductive
őlament size. Higher is the ratio between the reservoir and the conductive őlament size,
better will be the endurance. In order to achieve this, a tailored forming operation is
here suggested. It features a compliance current during forming (IC FORMING) higher
than the compliance current used during subsequent SET operations (IC SET), in
order to increase the size of the vacancies reservoir generated during the forming
operation. Endurance performances (number of cycles obtained with LRS <10 kΩ)
as a function of the ratio IC FORMING/IC SET obtained with a strong (red curve, square
symbols) and weak (blue curve, circle symbols) RESET conditions, are shown in
Fig. 3.9. Each point corresponds to the mean value computed on about 4 cells. Worse
endurance performance for strong RESET conditions can be explained by an early
depletion of the vacancies reservoir generated during the forming operation. Higher
IC FORMING/IC SET values allow to increase the oxygen reservoir and consequently
to improve the endurance performances. However IC FORMING values higher than
900 µA degrade the oxide properties and consequently the cell reliability. Thus
an experimental optimal value of IC FORMING/IC SET of about 2.7 is observed. In
Fig. 3.10, more than 108 cycles without failure have been demonstrated for weak
RESET conditions with an optimal value of the ratio IC FORMING/IC SET ≈ 2.7 and a
SET pulse height 1V and width 100 ns. Since a higher current is used only at the
forming step and not during the subsequent SET/RESET operations, the impact of
the higher IC FORMING on the total power consumption is negligible.

Moreover, we demonstrated that the devices can withstand >108 read cycles
without drift for both LRS and HRS. Figure 3.11 shows the read current response
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V
SET

=1V 

V
RESET

=1.3V 

t=100ns 

Figure 3.10. Endurance test for short programming pulse width t = 100 ns

after ad hoc forming operation with IC FORMING/IC SET ≈ 2.7. More than 108

SET-RESET cycles are achieved.

Figure 3.11. Read current response to pulse voltage stress corresponding to 108

read cycles. Pulse width is equal to 1 µs, amplitude 0.1V.

to pulse voltage stress corresponding to 108 read cycles. The experiment was
interrupted for time limitations, not because of device failure. Pulse width is equal
to 1 µs, amplitude 0.1V. Red curve corresponds to the average over multiple devices
(grey curves).

3.4 Variability

As introduced in Section 1.2.4, variability is one of the main issues that limits OxRAM
technology to be adopted in large memory arrays. As an example of the order of
magnitude of variability, Fig. 3.12 shows the values of LRS and HRS resistances of a
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Figure 3.12. Resistance values of LRS and HRS during 100 corresponding
SET and RESET operations.

single device measured with a READ operation, corresponding to 100 consecutive
SET-RESET cycles, performed with 100 ns pulse-width and 1V-1.5V pulse-height,
respectively. The HRS exhibits signiőcant variability with resistance values ranging
over one decade between 20 kΩ and 200 kΩ). The LRS variability appears to be
smaller, with points tightly distributed around the 2 kΩ value. In order to extensively
characterize the properties of variability, we performed a thorough work of electrical
characterization. This has been done with the goal of collecting a large statistics of
resistance distributions for both LRS and HRS on multiple devices. To summarize
the results on variability obtained for diferent programming conditions, Fig. 3.13
reports the typical Cumulative Distributions Function (CDF) of the resistance in
LRS and HRS. A single curve is obtained for 100 SET-RESET cycles (as presented in
Fig. 3.12), while the diferent curves are obtained by respectively tuning the values of
the programming current during SET (IC SET őxed by the gate word-line voltage of
the transistor, ranging from 10 µA to 340 µA) and the reset voltage (pulse amplitude
of the bit-line voltage VRESET ranging from 1.3V to 1.7V). By tuning the SET
and RESET conditions it is possible to tune the resistance values of LRS and HRS,
respectively. The distributions are well approximated as lognormal. In order to
prove this, we performed statistic Pearson’s χ2 tests, which conőrmed the goodness
of őt of the resistance distributions as lognormal with 95% conődence. The mean
HRS value hence is controlled by the reset voltage, while the standard deviation
of the distribution remains nearly constant, independently of the values of VRESET.
In LRS, on the contrary, it appears that both the mean value and the standard
deviation of the distributions change with IC SET. As shown in Fig. 3.13, the
statistic estimators µR and σR are extracted for each curve, i.e. for each SET/RESET
condition. For a given resistance distribution, the value of µR is extracted as the
50% of the distribution, while σR is determined as the diference between 70% and
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Figure 3.13. Experimental cumulative distributions of (a) LRS changing
IC SET while keeping VRESET constant and (b) HRS, changing VRESET while
keeping IC SET constant. The extraction of mean value (µR) and standard
deviation (σR) are indicated.

Figure 3.14. Experimental σR vs. µR, showing the variability evolution
from LRS to HRS.

30% of the distribution. Plotting the value of σR as a function of µR leads to the
graph σR (µR) in Fig. 3.14. This plot, which is representative of more experiments
than those presented in Fig. 3.13, demonstrates a continuous evolution of resistance
variability from a constant HRS value to a decreasing LRS value. Similar results
were obtained in the literature by Fantini et al. [57] with a similar memory stack
TiN/Hf/HfO2/TiN. The diference is that a plateau in variability was not observed:
σR increased with µR also in HRS. More importantly, the continuity in the evolution
of variability from LRS to HRS was not put in evidence. Similar results have also
been obtained by Ambrogio et al. in [179], with OxRAM devices also featuring a
TiN/Ti/HfO2/TiN memory stack. A comparison between the results obtained by
the Politecnico di Milano group and our results are reported in Fig. 3.15. A similar
trend is recognizable and a continuity in the evolution of the variability is observed
in both cases, whatever the process technology.
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Figure 3.15. Comparison between experimental results of σR vs. µR obtained
independently by (a) Ambrogio et al. and published in ref. [179] and (b) the results
presented in this thesis in Fig. 3.14 (computed in linear scale) [59].

3.5 Variability Modelling: 3D resistor network ap-

proach

In this section, we address the modeling of OxRAM variability based on the experi-
mental results provided Section 3.4.

In the literature, two diferent approaches have been used to model the variability
of LRS and HRS.

• Resistance variability in LRS has been interpreted as the results of variations of
the őlament size and geometry in the framework of the quantum point contact
model [57], [58], [180].

• In HRS, resistance variability has been interpreted as the results of variation in
the length of the tunneling barrier in the framework of trap-assisted tunneling
model [55], [56], [181] and of the Poisson ŕuctuation of the number of defects
in the gap region [179].

The experimental observation of the continuity in the evolution of variability
from LRS to HRS, discussed in Section 3.4, provided us the motivation to explore a
modeling approach valid for both LRS and HRS.

The scenario described in Fig. 3.16 has been employed to deőne the CF shape:
after forming operation, the VO concentration (<VO>) is constant along the CF
length (Fig. 3.16a). After RESET, a portion of the őlament is disrupted in the LGAP

region and the <VO> proőle gradually changes with a truncated normal distribution
proőle on each side (Fig. 3.16b). The trap position features a constant standard
deviation sVo on the edges. Stronger RESET voltages correspond to longer LGAP

regions, hence leading larger resistance. After the SET operation, the length LGAP

is reduced. Below a critical length, the two trap distributions overlap, inducing
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Figure 3.16. Schematic view of the theoretical oxygen vacancy profile along the
filament (z direction) after (a) Forming, (b) SET and (c) RESET operation.

a progressive increase of <VO> in the LGAP region (Fig. 3.16c). The 3D resistor-
network approach allows deőning the random position of an arbitrary number of
VO’s describing the CF in the HfO2 layer. Table 3.2 provides a summary of the
parameters used to model the őlament in terms of <VO> and geometry, as indicated
in Fig. 3.18. sVo can be interpreted as the abruptness of the <VO> proőle along the
LGAP region. The maximum value of the oxygen vacancy concentration is a őtting
parameter, the only constraint is that the minimum distance between two oxygen
vacancies should not be smaller than the interatomic distance (≈ 3Å [56]). Hence,
LGAP is the only parameter used to modulate the resistance value. Lower LGAP

values correspond to a higher trap concentration in the CF. Once the positions of
the VO’s have been randomly determined for a őxed value of LGAP, according to the
probability proőle explained in Fig. 3.16, the computation is carried out by solving a
3D resistor network where the nodes of the network are composed by the VO’s and
the top and bottom residual portions of the őlament. An example of two VO system
is shown in Fig. 3.17. Using Kirchhof’s őrst law applied on this simpliőed system,
the set of equations 3.5 can be obtained:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

(V1 − V2)G12 + (V1 − V3)G13 + (V1 − V4)G14 = 0

(V2 − V1)G12 + (V2 − V3)G23 + (V2 − V4)G24 = 0

(V3 − V1)G13 + (V3 − V2)G23 + (V3 − V4)G34 = 0

(V4 − V1)G14 + (V4 − V2)G24 + (V4 − V3)G34 = 0

(3.5)

where Vi is the voltage at the ith node of the resistor network and Gij is the
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Figure 3.17. Schematic of the resistor network implemented in model, for a simplified
configuration with only two traps.

conductance between i and j nodes. Eq. 3.5 can be rewritten as in Eq. 3.6.
⎧

⎪

⎪

⎨

⎪

⎪

⎩

V1 (G12 +G13 +G14)−G12V2 −G13V3 −G14V4 = 0

...
V4 (G14 +G24 +G34)−G14V1 −G24V2 −G34V3 = 0

(3.6)

Eq. 3.6 can be generalized to the case of a resistor network with n nodes using Eq. 3.7.

Vi −

∑

i /=j

(GijVj)

∑

i /=j

Gij

= 0 i, j = 1, . . . , n (3.7)

In order to determine the conductance value Gij between two nodes i, j, the
following equation is used:

Gij = G0 exp

[

−2

√
2meffEB

h̄
(xij − a)

]

(3.8)

where meff = 0.1m0 is the electron efective mass in hafnia, EB ≈ 2 eV is the energy
barrier height, xij is the distance between traps i and j, a ≈ 3 nm is the inter-atomic
distance, i.e. the minimum distance between traps [56], and G0 is deőned as the
quantum of conductance equal to 2q2/h. Equation 3.8 hence deőnes the conductance
between two traps as equal to the quantum of conductance if their distance is
equal to the interatomic distance a (i.e. two traps next to each other). Else, the
conductance is reduced by a factor equal to the tunneling probability between traps,
which decreases exponentially with their distance. Using the boundary conditions
V1 = VREAD = 0.1V and Vn = 0V it is possible to solve Eq. 3.7, obtaining voltage and
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Figure 3.18. Averaged VO concentration as a function of vertical position along the
filament, and position of traps in the gap for one random drawing, illustrating the
main parameters used in the model (and listed in Table 3.2).

current values at every node. It is thus possible to extract the equivalent resistance
of the őlament.

It is worth noticing that our modeling approach is a simpliőcation of more complete
models provided in [56], [182]. In our approach, the position of oxygen vacancies is not
the result of a self consistent SET/RESET simulation. In other words, our model does
not allow to reproduce the full IV curve of OxRAM deivces. The validity of the model
is limited to the computation of the trap-assisted tunneling current corresponding to
small values of voltage typical of READ operation (VREAD = 0.1V). In this range,
the shape of the energy barrier between traps can be considered rectangular and
the Eq. 3.8 is valid. For larger values of voltage, a more computationally expensive
model should be adopted, taking into account the electric őeld, electron-phonon
coupling and lattice relaxation.

Figs. 3.19 (a) and (b) illustrate two diferent őlament conőgurations for two
diferent LGAP values, corresponding to LRS and HRS respectively. In Figs. 3.19 (c)
and (d) the simulated trap concentration proőles corresponding to LRS and HRS
are shown. The light grey curves represent single random conőgurations, while the
dark blue lines are the average proőles of traps over multiple cycles, reproducing
the scenario represented schematically in Fig. 3.16. Figs. 3.19 (e) and (f) show the
lateral cross sections of the őlament in LRS and HRS, respectively. The color code
indicates the voltage values along the őlament obtained solving Eq. 3.7 and Eq. 3.8
for a read voltage equal to 0.1V. In the case of LRS the voltage at the traps changes
continuously along the simulated őlament constriction. In HRS, on the other hand,
an abrupt voltage drop occurs between top and bottom residual őlament portions.
Fig. 3.20 reports the evolution of the voltage proőle of the traps along the length of
the simulated CF constriction, from LRS to HRS, corresponding to four diferent
values of LGAP. For a resistance value of ≈ 8 kΩ, corresponding to LGAP = 2nm
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Parameter Description Default value

<VO>MAX

Peak value of VO

concentration
distribution

4× 1022 cm−3

sV o

Standard deviation
of VO concentration

distribution
4Å

Φ Filament diameter 1 nm

LGAP

Distance between
top and bottom CF
residual portions

function of R

Table 3.2. Summary of the parameters used for the model.

(Fig. 3.20a), the OxRAM device is in LRS and a linear voltage proőle is obtained.
For two intermediate resistance states, ≈ 20 kΩ and ≈ 80 kΩ, corresponding to
LGAP = 2.5 nm and LGAP = 3nm respectively (Fig. 3.20b-c), the resistivity along the
CF is not constant and consequently the voltage proőle is non-linear. In the case of
a high resistive state of ≈ 200 kΩ, (LGAP = 3.5 nm, Fig. 3.20d) a voltage drop occurs
in the middle of the LGAP region, where no traps are present and the resistivity of
the oxide is the largest. In the latter case, the conduction mechanism is dominated
by tunneling between the two residual őlament portions.

3.6 Continuity of variability from LRS to HRS: model

calibration

The previous equations is used in a Monte Carlo like code, which generates multiple
sets of random trap conőgurations, and hence generates statistical sets of resistances
for a given LGAP. This statistic, for one LGAP, is used to build CDF graph, like in
the experimental case, as presented in Fig. 3.21, which shows the simulated CDFs of
resistance obtained for values of LGAP increasing from 1 nm to 4 nm. The extraction
of statistic estimators µR and σR can be performed on simulated CDFs as in the case
of the experimental results.

In order to calibrate the model, a set of simulations has been performed varying the
parameters listed in Table 3.2. Fig. 3.22 reports a comparison between experimental
results (symbols) and simulations (solid lines). The dependence of the variability on
the parameters listed in Table 3.2 has been evaluated: increasing <VO> decreases
σR in HRS due to the reduction of possible spatial combinations of traps (Fig. 3.22a);
increasing sV o increases σR in HRS and displaces the transition between the two
regimes (Fig. 3.22b). Finally increasing Φ lowers σR and displaces the transition
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Figure 3.19. (a), (b) 3-dimensional view of simulated CF in LRS and HRS.
(c), (d) Lateral cross-section of CF with voltage values calculated using Eq. 3.7
and Eq. 3.8. (e), (f) Oxygen vacancy concentration <VO> profiles for LRS and HRS.
Grey curves correspond to individual random drawings; blue curves correspond to
the average of these drawings over different cycles.

point (Fig. 3.22c). The model has thus been calibrated and the best őt values listed in
Table 3.2 have been obtained. Fig. 3.23 reports a comparison between experimental
and simulation results obtained with calibrated parameters.

The modeling approach presented in this work is valid in both LRS and HRS
using the same set of equations. It reproduces very well the experimental results
presented in Section 3.4, thus explaining the continuity in the evolution of variability
from LRS to HRS.
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Figure 3.20. Simulated voltage profile of traps in the LGAP region for LGAP= 2nm

(a), 2.5 nm (b), 3 nm (c), 3.5 nm (d).

Figure 3.21. Simulated cumulative distributions of resistance obtained for values
of LGAP increasing from 1 nm to 4 nm. It is possible to observe continuity in the
transition between LRS and HRS.

3.7 Variability from 28 nm memory array demon-

strator

3.7.1 Cycle-to-cycle variability

In this section, we focus on the cycle-to-cycle (temporal) variability, i.e. on the
resistance variations occurring at each SET/RESET cycles observed on the same
device. In order to evaluate experimentally the cycle-to-cycle variability of OxRAM
resistance over a large statistics, 104 consecutive SET-RESET have been performed

72



3 – OxRAM technology: failure mechanisms and variability

Figure 3.22. Variability dependence on (a) <VO>MAX, (b) width of the <VO>

profile distribution sV o and (c) CF diameter. Black points are geometric mean of
experimental data, simulations in solid lines.

Figure 3.23. Experimental and simulated standard deviation of the resistance as
a function of the mean resistance. The simulation curve has been obtained using
parameters reported in Table 3.2.

on the same bitcell (Fig. 3.24). The corresponding CDFs are reported in Fig. 3.25a
(symbols). The model presented in the previous section has been used to perform 104

simulations, keeping the value LGAP= 1.5 nm and LGAP= 3.5 nm constant for LRS
(Fig. 3.25b) and HRS (Fig. 3.25c), respectively. The corresponding CDFs are reported
in Fig. 3.25a (lines). Simulations well reproduce the experimental distributions. Cycle-
to-cycle variability is thus interpreted as the result of the random placement of oxide
defects VO in the CF constriction region, which is partially re-formed and disrupted
at each SET-RESET cycle, for a őxed value of LGAP.
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Figure 3.24. Resistance values of LRS and HRS during 104 SET and RESET
operations on single bitcell.

Figure 3.25. (a) Experimental and cumulative distribution of resistance values for
LRS and HRS. (b), (c) 3D view of the CF in LRS and HRS, respectively.

3.7.2 Device-to-device variability

The device-to-device (spatial) variability has been also evaluated. Device-to-device
variability is deőned as the resistance variation observed over a large population
of devices programmed with the same conditions. In Fig. 3.26(a) cumulative dis-
tributions of LRS and HRS extracted from 1 kb OxRAM array [172] statistics are
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Figure 3.26. (a) Cumulative distributions of LRS and HRS for experimental
(symbols) and simulated (solid lines) 1 kb OxRAM array. Discrete steps in the
experimental distributions are due to discrete thresholds in read current sensing.
The experimental distribution is cut at ≈ 1MΩ due to lower limit in current
sensing. (b) Lateral view of CF with LGAP= µLgap = 3.5 nm. (c) Histogram of
LGAPdistribution of simulated CFs.

reported. No correction code or smart programming algorithms [183] (allowing for
higher programming windows), have been used. In the memory array, the READ
operation is performed with a digital controller by sensing the read current of each
device and comparing it to multiple thresholds. This is why discrete steps in the
experimental distributions (symbols) are obtained. The experimental distribution is
cut at ≈ 1MΩ because of the lower limit in current sensing of the digital controller.

The device-to-device variability is higher with respect to the cycle-to-cycle vari-
ability on single devices. Therefore, to model the device-to-device variability, a
dispersion of the LGAP value has been introduced (as shown in Fig 3.26c), following a
normal distribution with µLgap = 3.5 nm and σLgap = 3Å. This source of variability
is added to the intrinsic variability due to random placement of traps at each pro-
gramming cycle described in Section 3.7.1, and it can capture spatial variations such
as process related variations in local thickness of the deposited HfO2 layer. Fig 3.26b
illustrates the lateral view of a CF with LGAP = µLgap. As shown in Fig 3.26a, the
physical model well reproduces the device-to-device experimental LRS and HRS
distributions.
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3.8 Conclusion

In this chapter, a 3D model able to reproduce the resistance variability behavior of
OxRAM devices, for a wide range of resistance values, has been presented. The change
of resistance state and the associated variability is interpreted as a consequence of the
modulation of the oxygen vacancies VO concentration proőle along the conductive
őlament. The model well reproduces the variability trend from HRS to LRS and
is able to explain the variability of 1 kb OxRAM array. According to the results
obtained with this model, it could be possible to reduce the variability of OxRAM
resistance by controlling the gradient proőle of traps at the edge of the CF. This
understanding could be used for the technological optimization of future OxRAM
devices. Thanks to this model, variability of OxRAM devices can be quantitatively
estimated and be taken into account in simulations of neuromorphic systems based
on OxRAM-based synapses.

76



Chapter 4

OxRAM devices as artificial synapses

for convolutional neural networks

In this chapter, we study the use of OxRAM devices as artiőcial synapses in neu-
romorphic systems. We őrst review the results already reported in the literature
on the use of OxRAM synapses in neuromorphic systems, examining advantages
and disadvantages of both multilevel and binary approach. We then propose an
OxRAM-based synapse design that combines together the advantages of multilevel
and binary approaches. Based on the proposed synapses, we propose a hardware
implementation of a convolutional neural network (CNN) for complex visual appli-
cations such as handwritten digits and traic signs recognition. Based on OxRAM
electrical characterization results and thanks to the understanding and modeling of
device variability that we achieved in Chapter 3, we study in simulation the impact
of OxRAM programming conditions on the network performance. We then explore
the possibility of unsupervised learning. Finally, we investigate the tolerance of the
proposed network to both temporal and spatial synaptic variability.

4.1 Introduction

Among the advantages of OxRAM technology, good scalability, write speed and low
switching energy [46], [184]ś[187] are attractive not only for conventional memory
applications, but also for the implementation of artiőcial synapses in neuromorphic
systems. Thanks to these appealing properties, OxRAM devices have been indicated
in literature as good candidates to emulate biological synaptic plasticity in artiőcial
neural networks. Two main approaches of OxRAM synapse implementation have
been demonstrated by multiple research groups [92], [93], [96], [99], [125], [188], [189]:
multilevel (or analog) and binary approach. In this section, we will review the main
advantages and disadvantages of both implementations.

In the multilevel approach, a single device is used to implement an artiőcial
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(a) (b)

Figure 4.1. (a) Multilevel 1R OxRAM programming scheme developed with pulse
amplitude modulation. (b) STDP-like curve calculated on OxRAM devices employing
the signal schemes in (a). Adapted from [96].

synapse. Multiple Low-Resistance State (LRS) resistance levels for emulating Long-
Term Potentiation (LTP) and multiple High Resistance State (HRS) resistance
levels for Long-Term Depression (LTD) are adopted. In unsupervised learning, a
deterministic STDP rule can be used for the learning phase. Figure 4.1a illustrates
schematically the programming scheme initially proposed by Yu et al. [96] for HfOx -
based synapses, where the use of multiple spikes with varying amplitudes are adopted.
The programming scheme is proposed for 1R devices. In this programming scheme,
pre- and post-synaptic spikes overlap and, according to their relative timing, the
voltage drop across the synapse is either positive or negative. Since the considered
OxRAM technology is bipolar (see Section 1.2.4), this results in either a SET or
a RESET operation, respectively. The amplitude of the resulting SET or RESET
programming pulse also varies according to the relative spike timing. Tuning the
applied SET voltage amplitude results allows modulating the current ŕowing through
the 1R device, and so multiple LRS states can be achieved. Tuning the RESET
voltage allows to modulate the HRS states, leading to the STDP rule shown in
Fig. 4.1b. Nevertheless this approach leads to diferent drawbacks. It implies that
each neuron must generate pulses with varying amplitudes, thus leading to additional
overhead in the neuron circuitry. Furthermore, this approach requires, for every
spike event, the generation of unnecessary programming pulses that are not actually
used to program the synapse. This, as previously discussed in Section 2.1, leads to
excessive power consumption due to charging long interconnect metal lines in the
case of large synaptic arrays. The lack of a selector transistor, associated to the
use of unnecessary programming pulses, can also lead to programming disturb to
the other synapses of the array. An alternative multilevel solution, that partially
addresses these limitations, by avoiding the use of unnecessary programming pulses,
has been proposed by Ambrogio et al. in [188]. A schematic illustration of this
solution is shown in Fig. 4.2. It relies on a 1T1R synapse structure and two distinct
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Figure 4.2. Multilevel programming scheme for 1T1R synapse in the LTP regime
(left) and the LTD regime (right). Adapted from [188].

spike conőgurations are implemented for LTP and LTD. In LTP conőguration, the
pre-synaptic spike consists of an exponentially decreasing positive voltage spike
applied to the gate of the transistor. The post-synaptic spike is a square pulse
applied on the top electrode terminal of the 1T1R device. The efective voltage on
the gate of the transistor during the resulting SET programming pulse is a function
of the time diference between post and pre spike. This allows to modulate the
compliance current during the SET operation, thus achieving multilevel LRS. In
LTD conőguration, the pre-synaptic pulse consists of a square positive pulse, applied
on the gate of the transistor. The post-synaptic spike is a negative voltage pulse,
exponentially decreasing in absolute value. According to the time diference between
pre- and post-synaptic spike, the voltage drop across the device during the resulting
RESET operation is modulated, thus achieving multiple HRS states. The main
disadvantage of this approach lies in the fact that the choice between the LTP and
the LTD conőguration is done a priori, before the timing diference between pre- and
post-spike are computed. Even if partial LTP-only or LTD-only learning rules have
been proposed for simple visual applications [99], in most systems the possibility of
dynamically switch between LTP and LTD in a full STDP learning rule is required.
For this reason, the attractiveness of this synaptic design is limited. A multilevel
solution that overcomes this limitation has been proposed by Wang et al. [189] from
the same research group. The schematic of the proposed synapse is shown in Fig. 4.3
and it features a two-transistor-one-resistor (2T1R) structure. Thanks to the use
of two transistors (communication gate and őre gate) it is possible to achieve LTP
and LTD according to the timing of the pre-synaptic (VTE) and post-synaptic (VFG)
spikes. This implementation comes at the cost of a lower integration density, due to
the adoption of two transistors per synapse, and a relatively complex neuron spike
shape in order to achieve bio-realistic STDP learning rule. It has been shown that
using simpler waveforms with rectangular shape, it is possible to obtain a simpliőed
binary STDP learning rule [189]. Always in the framework of the multilevel analog
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Figure 4.3. Multilevel programming scheme for 2T1R OxRAM
synapse. Adapted from [189].

Figure 4.4. Example of intrinsic stochastic SET transition under weak programming
condition for binary OxRAM synapse. Adapted from [125].

approach, it has been demonstrated in literature that it is possible to achieve gradual
modulation of the conductance of OxRAM structures by applying identical LTP and
LTD pulses in the case of bilayer TiO

x
/TiOy structures (10 ms programming pulse

width) [92] or perovskite Pr0.7Ca0.3MnO3 (PCMO) (pulse width down to 10 µs) [93].
An alternative strategy to the multilevel OxRAM programming scheme is the

binary approach. In this programming methodology, only two distinct resistive states
of the OxRAM device, LRS and HRS, are exploited. For unsupervised learning,
this approach is associated to a probabilistic STDP learning rule, as explained in
Section 1.3.2. This programming strategy has been adopted for OxRAM devices by
Yu et al. in [125]. Figure 4.4 shows an example of stochastic switching in OxRAM
devices, where switching probability pSET < 1 is obtained by exploiting the intrinsic
stochasticity of the device when operated using weak programming conditions.
Alternatively, since controlling the intrinsic switching probability is not a trivial task,
since it strongly depends on the technology and the programming conditions, an
external source of stochasticity can be implemented using a Pseudo-Random Number
Generator (PRNG) circuit. The use of a PRNG circuit to implement extrinsic
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stochasticity ofers the advantage of a full control on the switching probabilities for
both LTP and LTD, independently on the OxRAM technology and the selected
programming conditions. This advantage comes at the cost of additional design
complexity and on-chip area consumption. It should be noted however that the
PRNG is a resource shared at system level, and a single PRNG block can be used
to implement the required switching probability for all synapses of a neuromorphic
system. Compared to the multilevel synapse approach, the binary approach ofers the
great advantage of relying on simple SET and RESET programming pulses. These
programming pulses are optimized for speed and low power consumption, and are
thus ideal for the implementation of an energy eicient hardware implementation
of an artiőcial neural network. However, the use of only two resistance levels per
synapse, with respect to the multi-level approach, can be insuicient to achieve good
performances in neuromorphic systems designed for some complex applications, as
for example image recognition [190].

4.2 Multilevel synapse with binary OxRAMs in par-

allel

In the previous section, we introduced the advantages and disadvantages of im-
plementing artiőcial synapses with OxRAM devices using multi-level and binary
approaches, using one device per synapse. In this section, we propose a solution
based on a “hybridž approach, which tries to unify the advantages of both multi-level
and binary approach. In this solution, a single synapse is composed of n multiple
binary OxRAM cells operating in parallel. The model which we refer to is schemati-
cally represented in Fig. 4.5: all the devices on the same row, connected in parallel,
build-up an equivalent synapse which connects a pre-synaptic neuron (neuron A)
to a post-synaptic neuron (neuron B). Since parallel conductance sum up, the
conductance of the equivalent synapses ranges from the sum of the n conductances in
the HRS to the sum of all the n conductances in the LRS. This strategy provides the
opportunity to build an analog-like conductance behavior for a binary device, at the
cost of an increased number of devices needed to build a synapse. This approach ofers
the advantage of a simple programming methodology for the OxRAM devices, in
which standard SET and RESET pulses, optimized for high endurance and low-power
consumption, are used to switch the device resistance from LRS to HRS and vice
versa. A similar concept, based on the use of multiple binary devices in parallel to
obtain multilevel behavior, was independently developed by Bill and Legenstein from
Graz University of Technology, Austria. Their work on the compound memristive
synapse model, was published in Frontiers in Neuroscience on December 16, 2014
[190]. Our work was originally presented at the 2014 International Electron Devices
Meeting (IEDM), held in San Francisco on December 15ś17, 2014 [59].
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Figure 4.5. Schematic of OxRAM-based synapses used for convolution in CNN. All
the OxRAM devices on the same row build one equivalent synapse. Driver circuit is
used to individually program OxRAM devices and propagate spikes to next neuron
layer. The weighted PRNG is used for on-line learning, to implement extrinsic
stochasticity in probabilistic STDP learning rule.

In order to deőne the resistance state (LRS or HRS) of each OxRAM device needed
to obtain the desired equivalent synaptic conductance, two alternative approaches
can be used: supervised or unsupervised learning. Supervised learning is obtained
using backpropagation algorithm [191], where the LRS/HRS status of each OxRAM
device is determined with computer simulations (of-line learning), then discretized
and imported in the memory array with a one-time programming operation. In
unsupervised learning, the LRS/HRS status of the devices is learned in-situ (on-line
learning) with the stochastic STDP learning rule shown in Fig. 4.6a. According
to the diference ∆t of the spiking time of the post-neuron (ts) and the pre-neuron
(tx), a Long Term Potentiation (LTP) or a Long Term Depression (LTD) operation
is carried out. An LTP (LTD) operation consists in applying to each device of the
equivalent synapse a SET (RESET) operation with a probability pSET (pRESET). In
the considered range of programming conditions, the studied devices do not show
intrinsic stochasticity, i.e. switching probability is equal to 1. Extrinsic stochasticity is
thus obtained using an external Pseudo Random Number Generator (PRNG) circuit
block, which provides tunable switching probabilities pSET and pRESET. Intrinsic
stochasticity can be envisioned by using weaker programming conditions [105], [125].
The driver circuit block can be used to individually program the OxRAM devices.

4.2.1 LTP and LTD curves on OxRAM synapses

In order to validate the functionality of the proposed synapse design, we carried
out simulations of LTP and LTD operations on OxRAM synapses composed by a
variable number of devices connected in parallel. Figs. 4.6 (b), (c), (d) and (e) show
the evolution of the conductance corresponding to 100 LTP followed by 100 LTD
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Figure 4.6. (a) Probabilistic STDP learning rule. 100 consecutive LTP and LTD
events, with pSET = 0.02 and pRESET = 0.04 on a synapse composed of b) 1 OxRAM
device, c) 3 OxRAM devices, d) 10 OxRAM devices and e) 20 OxRAM devices
connected in parallel. The use of multiple devices allows to implement a multilevel
equivalent synapse, and increasing the number of devices connected in parallel
increases the number of intermediate conductance levels. It should be noted that
the vertical axis scale is not constant.

operations for a synapse composed of b) n = 1 OxRAM device, c) n = 3 OxRAM
devices, d) n = 10 OxRAM devices and e) n = 20 OxRAM devices connected in
parallel, using a binary probabilistic approach with pSET = 0.02 and pRESET = 0.04.

In the case of (b) a single OxRAM device, obviously, only two conductance levels
can be achieved. Using multiple OxRAM devices (c, d, e) allows to obtain a gradual
modulation of conductance, with a behavior which is similar to an analog approach.
Increasing the number of devices connected in parallel increases the number of
intermediate conductance levels. Note that, for the same number of intermediate
conductance levels, using multiple OxRAM devices does not necessarily introduce a
penalty in power consumption with respect to a single analog device. In fact the
number of switching events needed to program the synaptic weight is the same in
the case of a single analog synapse and multiple binary OxRAMs in parallel (it is
n switching events times 1 device and 1 switching event times n devices for the
analog and binary approaches respectively). Achieving multiple conductance levels
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Figure 4.7. Experimental resistance levels and associated variability for (a) weak
and (b) strong programming conditions. (c-d) Corresponding simulated synaptic
distributions introduced in Xnet.

with multiple devices in parallel has the advantage of enabling a multilevel behavior
in a way which is independent on technology: the fabrication of reliable nanoscale
synaptic devices, featuring continuous conductance changes, has turned out to be a
challenging task [190].

Thanks to the understanding of the origin of OxRAM devices resistance variability
explained in Chapter 3, it is possible to associate to each OxRAM programming
condition a mean value of resistance and its corresponding variability. As shown
in Fig. 4.7, weak programming conditions result in smaller programming window
(i.e. smaller separation between the distributions of HRS and LRS) and larger
variability (Fig. 4.7 a and c). Stronger programming conditions, on the other
hand, result in larger programming window and tighter distributions showing better
variability for LRS (Fig. 4.7 b and d). Figure 4.8 shows the impact of the choice of
the programming condition on the conductance evolution of the synapses. Light
grey curves are the conductance response of 25 synapses composed of 20 OxRAM
devices each, when 100 LTP and 100 LTD operations are performed consecutively
with pSET = 0.02 and pRESET = 0.04. Red curves are the mean conductance over
25 synapses. When stronger programming conditions are used (condition B), the
associated larger programming window allows achieving a wider range of conductance
values with respect to weaker programming conditions (condition A). The quantities
Gmax, i.e. the average conductance after 100 LTP events, and ∆G, i.e. the diference
between the maximum and minimum conductances on a set of 25 synapses, have been
extracted for the two conditions. Due to the fact that a probabilistic learning rule is
used, the impact of the device variability on the synaptic conductance response plays a
secondary role with respect to the stochasticity introduced by the probabilistic STDP
learning rule. In fact a ratio ∆G/Gmax ≈ 32% is obtained for both programming

84



4 – OxRAM devices as artificial synapses for convolutional neural networks

Figure 4.8. Conductance evolution corresponding to 100 consecutive LTP and LTD
events. Grey lines are representative of 25 synapses composed of 20 OxRAMs each,
programmed with (a) weak programming conditions (Condition A Fig. 4.7) and (b)
strong programming conditions (Condition B Fig. 4.7).

conditions.

4.3 Convolutional Neural Network architecture

In the previous section, we proposed a solution for the implementation of an OxRAM-
based synapse, which allows to obtain a multilevel-like behavior using devices oper-
ated in binary mode and connected in parallel. In this section, we will show how
such OxRAM synapses can be used for the hardware implementation of spiking
Convolutional Neural Networks (CNNs). As discussed in Section 1.3.4, software im-
plementations of CNNs are currently the best solutions for complex visual tasks such
as traic sign people’s faces recognition [108], [121]. The use of NVM synapses, and
in particular OxRAM devices, would open the way to the eicient implementation of
hardware CNNs thanks to their good properties of endurance, speed and low-power
consumption [46].

The architecture that we propose is presented in Fig. 4.9, and it is designed
following the software design guidelines for CNNs provided by Simard et al. [191].
Our test-bench application is the recognition of handwritten digits of the Mixed
National Institute of Standards and Technology (MNIST) database [192], which
is commonly used [112]. The database contains 60 000 training images and 10 000
testing images. The proposed architecture is composed of a feature extraction module,
made of two cascaded convolutional layers, and a classiőcation module, made of two
fully connected layers. While in the fully connected classiőcation module the neurons
of a given layer are connected to every neuron of the previous layer by a large number
of synapses, in convolutional layers a small set of synapses (constituting several
kernels) is shared among diferent neurons to connect layer N and N + 1 through
a convolutional operation, as described in Section 1.3.4. A convolutional layer is
composed of several feature maps, each of them being connected to the feature maps
of the previous layer through a convolution kernel. The kernel corresponds to a
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Figure 4.9. CNN architecture for handwritten digits recognition.

feature that has to be localized in the input image. In a layer, each feature map
contains the results of the convolution of the input maps (which are the output
feature maps of the previous layer), each of them with a diferent convolution kernel.
It contains information about the locations where the kernel features are present
in the input map. The feature extraction module therefore transforms the input
image into a simpler set of feature maps. The classiőcation module connects the
obtained set of feature maps to the output layer. The őrst convolutional layer is
composed of 6 feature maps of size 13× 13 (169 neurons). The second convolutional
layer is composed of 12 feature maps with size 5× 5 (25 neurons). The third layer
of the network, with fully connected topology, is composed of 100 neurons. The
output layer is composed of 10 neurons, where each neuron is associated to one of
the 10 digit categories. For the őrst convolutional layer, 6 kernels composed of 5× 5
synapses are used to carry out the convolution operation

The designed architecture has a structure equivalent to the structures used
for software implementations of CNNs. The main diference resides in the way
the convolution operation is carried out. Mathematically, a discrete convolution
operation, for a kernel with size k × k, consists of a series of multiply-accumulate
(MAC) operations shown schematically in Fig. 4.10, and described with the following
equation:

Fi,j =
k−1
∑

p=0

k−1
∑

q=0

Vi+p,j+q ·Kp,q (4.1)

where Fi,j is the brightness value at coordinates i, j in the feature map, Vi+p,j+q is
the brightness values at coordinates i + p, j + q in the receptive őeld of the input
image, Kp,q is the kernel coeicient at coordinates p, q. p and q vary between 0 and
k − 1. k = 5 is the size of the kernel in our case.
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Figure 4.10. Schematic representation of the multiply accumulate circuit block for
the implementation of convolution operation, using a Von Neumann approach [193].

In a conventional Von Neumann architecture, the convolution operation would be
carried out using digital multipliers, adders and registers. In Fig. 4.10 the building
blocks of a possible digital circuit for the convolution operation are shown. The
operands V and K are stored in memory as numbers in digital format. At every
clock cycle, these data have to be retrieved from the system memory and stored back
in memory after computation. This process has to be repeated Nc times, according
to the following equation:

Nc = k2 · f 2 ·NK ·NF ·Ncl (4.2)

where k is the size of one kernel, f is the size of one feature map, Nk is the number
of kernels in one convolutional layer, NF is the number of feature maps in one
convolutional layer, and Ncl is the number of convolutional layers in the network.
Figure 4.11 reports the estimated number of clock cycles associated to the retrieval
and storage of data in memory for MAC operations in a Von Neumann CNN, as
a function of the number of kernels and feature maps, for k = 5, f = 20, Ncl = 2.
We can observe that the number Nc can rapidly increase for large networks. This
leads to an unwanted latency in computation, i.e. the so called memory bottleneck,
peculiar to the Von Neumann architectures, as described in Chapter 1. In the
case of a state-of-the-art convolutional neural network for the recognition of traic
signs with 8 bit synapses [194], for example, a Von Neumann implementation would
require ≈ 125 million clock cycles for the recognition of one image. This would
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Figure 4.11. Estimated number of clock cycles associated to the retrieval and
storage of data in memory for MAC operations in a Von Neumann CNN, as a
function of the number of kernels NK and feature maps NF.

correspond to a latency of 625ms assuming an operating frequency of 200MHz.
Possible solutions to mitigate the memory bottleneck, always in the framework of
Von Neumann architectures, are the following:

• increasing the data level parallelism using Single Instruction, Multiple Data
(SIMD) instructions [195];

• increasing the number of processing cores, assuming distributed memory [193].

Increasing data parallelism by 16 times, using 128 bit memory bus, and using 16
processing cores in parallel, would reduce the required number of cycles to ≈ 500 000
which, at 200MHz frequency, corresponds to a latency equal to 2.5ms per image
recognition [193]. Smaller latencies could be achieved using higher frequencies in
Graphics Processing Units (GPUs) that allow even larger parallelism, but these
solutions are not viable for implementation in embedded systems. In fact power
consumption of high-end GPUs is in the order of 250 W [193].

In our solution, thanks to the use of OxRAM synapses in a spiking neural network,
the MAC operations required for convolutions are performed directly in memory, in
a fully parallel and distributed approach. Speciőcally, the multiplication is carried
out using the simple Ohm’s law:

IOUTPUT = VSPIKE ·Gkernel (4.3)

where VINPUT is a voltage that, using a proper encoding, represents the input image.
Gkernel is the conductance of an OxRAM synapse which represents the kernel feature
and IOUTPUT is the current that has to be accumulated at the output feature map
neuron.
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Figure 4.12. Schematic illustration of the spike encoding rule adopted to convert a
static input image to AER representation.

We focus here on the őrst factor VSPIKE of Eq. (4.3), i.e. the voltage encoding of
the input image. Since the task of the network is to recognize static images, we have
to őrst convert the static images into voltage spikes that can be fed to the artiőcial
neural network. Figure 4.12 illustrates schematically the conversion algorithm that we
adopted. The input images are composed of 29× 29 pixels. Each pixel’s brightness
is converted into a voltage spike train with a given frequency, during a time slot
t = 1 µs. The lowest pixel brightness (i.e. black pixel) is converted to the lowest
spiking frequency fMIN = 1MHz. The highest pixel brightness (i.e. white pixel)
is converted to the highest spiking frequency fMAX = 8MHz. All the gray-scale,
intermediate pixel brightness values are linearly converted into spiking frequency
between fMIN and fMAX. The static input image is thus converted into an Address-
Event Representation (AER) format, where each pixel is associated to a neuron
address (i, j coordinates with i, j varying from 0 to 28 or equivalently, a sequential
address from 0 to 840) and a list of events in time (voltage spike train). This approach
has the advantage of being compatible with bio-inspired sensors such artiőcial retinas
[106] studied in Chapter 2.

Now that the input image has been converted into AER format, let’s focus on
the second factor Gkernel of Eq. (4.3). The kernel is a collection of k × k synaptic
weights, representing a feature to be convoluted with the input image. We propose
to implement the kernel in hardware using the OxRAM array presented in Fig. 4.13.
In this array, each row represents one of the k× k synaptic weights of the kernel and,
at each row, an OxRAM-based synapse composed of n devices connected in parallel
is implemented. In the case of a 5× 5 kernel, 25 rows are needed. As we have seen
in Section 4.2.1, using n devices in parallel allows us to obtain a multilevel analog
behavior, with an equivalent conductance that is tunable between GMIN and GMAX,
for a total number of conductance levels equal to n.

We have examined the factors VSPIKE and Gkernel of Eq. (4.3). Figure 4.14 explains
how the resulting current IOUTPUT is obtained. When a spike VSPIKE occurs at
coordinates x, y in the input image, an address decoder is used to dynamically map
the kernel synapses to the feature map neurons that have the input neuron x, y
in their receptive őeld. The spike is then propagated through the synapses of the
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Figure 4.13. Proposed hardware implementation of convolutional kernel
using OxRAM synapses.

Figure 4.14. Spike propagation through synaptic kernel. The address decoder is
used to dynamically map the kernel synapses to the feature map neurons that have
the input neuron x, y in their receptive field.

kernel to the mapped Integrate and Fire (IF) neurons. The IF neurons accumulate
(integrate) the incoming current over time, and will őre when a given threshold is
reached. The spiking frequency SFi,j of the feature map neuron Fi,j at coordinates
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Figure 4.15. Propagation of spiking activity through CNN neuron layers.

i, j will thus be given by the following formula:

SFi,j ∝ IOUTPUTi,j =
k−1
∑

p=0

k−1
∑

q=0

SV i+p,j+q ·GKp,q (4.4)

where IOUTPUTi,j is the accumulated current at the node i, j. SV i+p,j+q are the spiking
frequencies of the input neurons in the receptive őeld of the FM neuron i, j. GKp,q

are the conductance values of the synaptic kernel, with p, q varying between 0 and
k − 1. We can thus observe that there exists an equivalence between the discrete
formula of the convolution Eq. (4.2) and the spiking implementation in Eq. (4.4).

In order to validate the functionality of our design for the recognition task of the
MNIST database, we performed simulations using the special-purpose spiking neural
network simulator Xnet [165], [166], using synapses composed of n = 20 OxRAM
devices connected in parallel. In order to deőne the resistance state of each OxRAM
device we used the supervised backpropagation learning algorithm. Figure 4.15 shows
an example of the propagation of the spikes through the layers of the CNN, from the
input to the output layer, when a test image representing the handwritten digit “8ž is
presented to the network. At the input layer, the static image is converted in AER
format, with neurons spiking at diferent frequencies according to the brightness
of the corresponding image pixel. The signal are propagated through the network
until the output layer, where the neuron with the highest spiking frequency (neuron
number 8 in this speciőc case) indicates the category in which the input image has
been categorized by the network.

4.3.1 Impact of OxRAM programming conditions

In order to study the impact of OxRAM programming conditions on the network
performance, we performed a thorough simulation work. As demonstrated in Fig. 4.7
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Figure 4.16. Recognition success for the network operated in read-mode as a
function of LRS for different HRS. The kernels are defined using backpropagation
algorithm. Both LRS and HRS variability are taken into account. Highlighted points
correspond to weak and strong programming conditions of Fig. 4.7 a and b.

the device variability strongly depends on the programming conditions: the weaker
the programming conditions, the larger the variability. Fig. 4.16 reports the accuracy
of the CNN network in the recognition of the 10,000 MNIST handwritten digits as a
function of the LRS mean value (bottom axis) and the associated device variability
(top axis) for diferent HRS values. For this study, synapses composed of 20 OxRAM
devices have been used and the kernels have been deőned using backpropagation
algorithm. The recognition rate slightly improves by decreasing the LRS value and
the associated variability as well as by increasing the HRS. A recognition rate higher
than 94% is achieved for all the studied programming conditions. Table 4.1 reports a
summary of the performance of the CNN for the programming conditions highlighted
in Fig. 4.7. For strong programming conditions (Fig. 4.7 b), a performance of
98.3% correctly recognized digits is achieved. Using weak programming conditions
(Fig 4.7 a) the network performance is degraded (94% recognized digits), but the
switching energy is reduced from 60 pJ to <10 pJ.

4.4 Unsupervised learning

In the previous section, we proposed a novel CNN architecture based on OxRAM
synapses and we validated the functionality of the proposed design in Xnet simulations.
In order to deőne the synaptic weights and therefore the resistance state of each
OxRAM device, we used supervised learning with backpropagation algorithm.
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Cond. A Cond. B

Fig. 4.7 a Fig. 4.7 b

SET energy / dev. 5pJ 34 pJ

RESET energy / dev. 9pJ 58 pJ

Recognition success 94.0% 98.3%

Table 4.1. Summary of programming energy and network accuracy for weak and
strong OxRAM programming conditions

Figure 4.17. Proposed implementation of STDP for on-line, on-field learning.
Synaptic weights are changed with SET/RESET pulses applied on OxRAM devices.

In this section, we explore the possibility of implementing unsupervised STDP
learning on the studied CNN architecture. Figure 4.17 explains the proposed STDP
learning rule that we adopted. The learning performances obtained in simulation are,
as expected [108], worse than the performances obtained with supervised learning.
Even if the recognition rate is low (< 80%), the network is functional and learning of
kernel features can occur in unsupervised way. We have also evaluated the proposed
OxRAM based synapse on a Fully Connected binary probabilistic Neural Network
for visual pattern recognition, having a similar number of connections of our CNN
but a larger number of synapses due to the fully connected topology. Table 4.2
reports the learning statistics comparison between CNN and Fully Connected Neural
Network approaches. Statistics were obtained for unsupervised STDP learning over
a database of 60,000 patterns, with a spike-frequency encoding of each pattern on a
time-frame of 1 µs, for a total learning time of 60 ms. Given the same number of
connections in the network, the amount of programming events per device is up to 3
orders of magnitude higher for CNN, due to shared weights [59]. Device endurance,
discussed in Section 3.3.1, becomes therefore a critical factor for spike-based learning
in CNN, with an estimated endurance requirement of > 105 for a relatively small
database like MNIST. The CNN approach allows reducing the number of synapses
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Learning phase duration: 60 ms

60 000 patterns of 1 µs

Fully Connected NN Convolutional NN

Nb. of connections 9.5 · 104 8.6 · 104

Nb. of synapses 9.5 · 104 8.8 · 103 (shared)

Average SETs / synapse 2.4 · 102 4.2 · 105

Average RESETs / synapse 5.0 · 102 2.2 · 105

Table 4.2. Comparison of learning statistics for CNN and Fully Connected
Network for STDP learning.

(memory array size), resulting in smaller neuron fan-out and parasitic capacitance,
which implies thus easier hardware implementation. The estimated memory array
size needed to implement in hardware the proposed CNN architecture for MNIST
database recognition, using 10 OxRAM per synapse, is in the order of 600 kb. This
is an attainable goal for current 1T1R technology capabilities, with state-of-the-art
demonstrators with size in the order of 16 Gb [196]. However, for more complex
applications, a larger number of synapses is needed, as we will describe in Section 4.5.

4.5 Synaptic weight resolution

In Section 4.2.1 we have demonstrated that using more OxRAM cells per synapse
increases the synaptic weight resolution (Fig. 4.6), but comes at the cost of more
complex process integration. We therefore study here the impact of the number
n of OxRAM devices per synapse on the performance of the CNN presented in
Section 4.3. A parametric simulation has been performed, varying the parameter
n and keeping all the other parameters of the network constant. Both weak and
strong programming conditions corresponding to Condition A and B in Fig. 4.7 are
used. Figure 4.18 reports the recognition success of 10 000 handwritten digits after
learning with backpropagation algorithm [191] as a function of the number n of
OxRAM devices used to implement each synapse in the network. The recognition
success improves as n increases for both programming conditions and for n higher
than 12 the maximum network performance greater than 97% is reached. For weak
programming conditions (red curve), the recognition error is slightly larger than
the one obtained for strong programming conditions (blue curve) for all values of n.
However, the diference is lower than 7% for n larger than 12.

We have also evaluated how the synaptic resolution requirements change for more
complex applications than MNIST, i.e. the recognition of traic signs of the German
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Figure 4.18. Recognition success over 10 000 handwritten digits database
as a function of the number n of OxRAM devices used to implement each
synapse in the network.

Traic Sign Recognition Benchmark (GTSRB) database [197]. To do so, we have
compared two state-of-the-art CNNs for the recognition of MNIST and GTSRB
databases, adapted from the software implementation presented by Ciresan et al. in
[194]. The proposed architectures are shown in Fig. 4.19a and Fig. 4.19b. They are
both composed of a feature extraction module followed by a classiőcation module.
The feature extraction module is made of two cascaded convolutional layers, each
of them followed by a max-pooling -i.e. subsampling- layer [112] in the case of the
GTSRB network. The max-pooling layers reduce the size of the feature maps by a
factor 2, thus reducing the complexity of the network. The classiőcation module is
made of two fully connected layers. For the MNIST applications 16 (size: 4 × 4)
and 90 (size: 5 × 5) shared kernels are used in the őrst and second CNN layers
respectively, while for the more complex GTSRB applications 32 (size: 4× 4) and
186 (size: 5 × 5) shared kernels are implemented. In order to deőne the optimal
value of the synaptic weight resolution, i.e. the number (n) of OxRAM devices
needed per synapse, simulations have been performed on both CNN architectures.
Figure 4.20 shows the simulation results in terms of recognition success as a function
of the value n. It appears that more complex application tasks, such as the GTSRB
database recognition, are indeed more demanding in terms of number of devices. In
fact, in the case of handwritten digits recognition (MNIST), 11 OxRAM devices per
synapse are enough to achieve a recognition performance equivalent to the reference
recognition success rate obtained with the formal CNN model with ŕoating-point
precision synapses. In the case of the more complex recognition task of traic signs,
20 OxRAM devices per synapse are necessary to achieve a recognition rate equivalent
to the reference one. Using n = 11 devices per synapse, the estimated size of
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(a) MNIST

(b) GTSRB

Figure 4.19. CNN architecture for (a) handwritten digits recognition (MNIST
database) and (b) traffic signs recognition (GTSRB database).

the OxRAM array needed to implement the CNNs is 600 kb for MNIST and 1 Mb
for GTSRB, respectively. Vertical Resistive Memories (VRAM), which consists of
ReRAM cells integrated in multi-layered VNAND-like structure, is a simple and cost
efective 3D processes to achieve high memory density [198]. The CNN architecture
proposed in this chapter can be adapted using a 1T-nR structure, where 1 access
transistor is used to access n OxRAM devices vertically stacked in the back-end of
line process using a VRAM integration scheme [199].

4.5.1 Analog vs. digital integration neuron

We have discussed until now about the implementation of the OxRAM synapses. In
this section, we focus on the neuron implementation. We consider in this work the
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Figure 4.20. Recognition success as a function of the number n of parallel OxRAM
devices used to implement an equivalent synapse, using analog neuron model and
taking into account c2c and d2d variability. Dashed lines: reference recognition
success rate obtained on the testing dataset with the formal CNN model and
floating-point precision synapses.

Figure 4.21. Block diagram of leaky-integrate-and-fire neuron [200].

Leaky Integrate-and-Fire (LIF) model. Its main building blocks of a are reported in
Fig. 4.21: after propagating through the synapses, the incoming spikes are integrated
at the neuron and, when a given integration threshold is reached, an output spike
is produced. Two design solutions can be adopted for the implementation of a
LIF neuron: analog and digital. Figures 4.22a and 4.22b report the schematic
implementations of analog and digital neuron, respectively [200].

• analog integration: a spike is propagated through every OxRAM devices of
a synapse in a single step. Devices are selected at the same time and the
current of the equivalent synapse is read-out using an analog integration neuron
Fig. 4.22a. This solution allows faster spike propagation (because all devices are
read at the same time), but it is potentially more sensitive to device variability.
Nevertheless, we assumed here to be in an ideal case, thus neglecting CMOS
variability and noise.

• digital integration: the spike signal is propagated through the synapse by
performing a digital read operation, i.e. a binary sampling of each device and
digital integration is performed Fig. 4.22b. This approach is in principle more
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(a)

(b)

Figure 4.22. (a) Analog and (b) digital LIF neuron schematic [200].

robust to variability. Two digital read-out methods can be used: I/ Sequential,
where one device at a time is read sequentially. The LRS/HRS state of each
OxRAM is determined by comparing the read-out current to a single threshold.
II/ “One-stepž, where the synaptic weight of the synapse is digitally read-out
in a single step by comparing the read-out current to multiple thresholds. The
latter solution allows for a faster operation but comes at the cost of a larger
reading circuit.

The choice between analog and digital integration neuron schemes is discussed in
the next section, in terms of variability, power and area consumption.

4.6 Tolerance to variability

In this section, we focus on the impact of the variability on the large network
performance. To do so, we have used the results of both cycle-to-cycle (c2c) and
device-to-device (d2d) variability extracted from 16 kb OxRAM array. Simulations
have been carried out using the simpliőed trap-assisted-tunneling model presented in
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(a) (b)

Figure 4.23. Experimental and simulated results of (a) cycle-to-cycle and (b)
device-to-device synaptic variability.

c2c variability d2d variability
statistic
estimator
[Log10(R)]

CF property
statistic
estimator
[Log10(R)]

CF property

LRS σC2C = 0.02

Fixed CF
shape,

random VO

position

µD2D = 3.45
σD2D = 0.06

µLgap = 1.6 nm
σLgap = 1Å

HRS σC2C = 0.2

Fixed CF
shape,

random VO

position

µD2D = 5.5
σD2D = 0.45

µLgap = 3.5 nm
σLgap = 3Å

Table 4.3. Summary of variability statistic estimators and corresponding
conductive filament properties.

Chapter 3. The experimental and simulation results for c2c and d2d variability are
shown in Fig. 4.23a and Fig. 4.23b, respectively. Figure 4.23a reports the resistance
distributions of a single device cycled 104 times. Figure 4.23b reports the resistance
distributions corresponding to a single programming cycle for a 16 kb population. It is
worth noticing that the TAT model allows us to simulate the resistance distributions
of large memory arrays of up to 1 Mb. The experimental distribution of HRS is cut
at ≈ 1MΩ because of the lower limit in current sensing of the digital controller. A
summary of the extracted statistic estimators and the simulated OxRAM conductive
őlament properties used to model c2c and d2d variability is provided in Table 4.3.

The statistic estimators presented in Table 4.3 have been used to simulate in Xnet
simulation the resistance distributions of the 600 kb array needed for the MNIST
CNN. The resistance of the OxRAM device numbered i in the network is deőned
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Figure 4.24. Impact of temporal (c2c) and spatial (d2d) variability on recognition
success of OxRAM based CNN using analog and digital integration neurons.

using the following relations:

µi,C2C = lognorm (µD2D, σD2D) (4.5)
Ri = lognorm (µi,C2C, σC2C) (4.6)

where lognorm (µ, σ) is a function that draws a random sample from the base-10
lognormal distribution with parameters µ and σ. Values of statistic estimators µD2D,
σD2D, σC2C are extracted from experimental results (Table 4.3). Relations 4.5 and
4.6 allow considering the contributions of d2d and c2c variability in an independent
way. In fact, it is possible to suppress c2c (d2d) variability by setting σC2C = 0
(σD2D = 0). By suppressing the efect of both c2c and d2d it is possible to simulate
an ideal synapse with neither temporal nor spatial variability.

Fig 4.24 presents the performance of the simulated network on the MNIST
database recognition task comparing analog and digital integration neuron models.
In this simulation, n = 11 OxRAM devices have been used to implement each synapse.
n = 11 has been chosen based on the results of Fig. 4.20, because increasing the
number of devices over n = 11 does not lead to better performance, but increases the
system complexity. Recognition success is deőned as the number of well-recognized
digits over the tested 10 000 handwritten digits. Results show that the d2d and
the c2c variability do not impact signiőcantly the application performance. Even
in the worst (but realistic) case where both d2d and c2c variability are considered,
the recognition success is still larger than 98.9%. Indeed, these results indicate the
strong tolerance of the CNN to variability, with both digital and analog integration.
With digital integration, the efect of variability is suppressed even further and no
signiőcant diference is observed between the studied scenarios. It should be observed
that a digital integration neuron design ofers slightly better variability immunity,
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however, digital neurons typically consume more power and need for larger silicon
area: using data from [200], we have estimated 41 pJ/spike and 538 µm2 for the
digital neuron versus 2 pJ/spike and 120 µm2 for the analog neuron.

4.7 Conclusion

In this chapter we have presented a novel design of an OxRAM-based synapse,
ofering multilevel capabilities using multiple binary HfO2 devices connected in
parallel. Electrical characterization, physical modeling and simulations suggest that
OxRAM technology is a good candidate for the hardware implementation of artiőcial
synapses in neuromorphic systems. Using the proposed OxRAM synapses, we have
presented for the őrst time a hardware implementation of a convolutional neural
network where the convolution operation is performed directly in memory, overcoming
the memory bottleneck of the Von Neumann implementations. A thorough analysis
of both cycle-to-cycle and device-to-device variability of OxRAM synapses, extracted
from a 28 nm-CMOS OxRAM array data, has been carried out. The impact of device
variability on CNN performance has been studied, evaluating both analog and digital
integration neurons. Results show that the proposed CNN architecture is highly
tolerant to variability with no need of program-and-verify algorithms. Recognition
success rates higher than 99% and 97% have been demonstrated for the MNIST and
GTSRB networks, respectively, which are similar to the state-of-the-art recognition
success rates obtained with formal CNN models, implemented with ŕoating-point
precision synapses. Furthermore, the proposed architecture allows to reduce the
estimated time required for the recognition of each pattern, considering similar
operating frequency. For instance, in the case of the MNIST recognition application,
a latency equal to 1 µs per image is estimated for our proposed OxRAM-based CNN,
with spike encoding frequency fMAX = 8MHz. The estimated latency per image
estimated for a full CMOS, Von Neuman architecture is 2.5ms, using 16 parallel
processing cores with a clock frequency equal to fclock = 200MHz. The obtained
results conőrm that OxRAM technology is a promising candidate for hardware
implementation of spiking, resistive memory-based CNNs.
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Conclusions

In this Ph.D. thesis, we have explored the use of PCM and OxRAM devices as
artiőcial synapses for neuromorphic systems. Firstly, we focused on PCM technology,
being the most mature among the emerging non-volatile memory technologies. PCM
devices ofer the possibility of multilevel programming by gradually changing the
size of the crystalline portion of the active phase-change material. This property
closely resembles the plasticity of real synapses, so PCM devices were among the
őrst emerging NVMs to be investigated as nanoscale artiőcial synapse [101], [153].
We analyzed the drawbacks related to the use of the multilevel PCM synapse
approach, i.e. the generation of programming pulses with varying amplitude and
complex refresh schemes. Therefore, driven by the motivation to overcome the
limitations associated to the multilevel programming, we have explored the use of
PCM synapses in binary mode [201]. We have investigated PCM as synapses through
simulations of fully connected artiőcial neural network for the detection of cars in
a video. We have provided PCM programming schemes for synaptic architectures
with- or without-selector transistor. The proposed synaptic programming schemes
avoid the use of complex refresh operations and unnecessary programming pulses
required by multilevel PCM synapses. Starting from the results obtained from
electrical characterization, we have carried out simulations of a large scale artiőcial
neural network for complex visual application. We have demonstrated that, by
tuning the resistance levels of the SET and RESET states according to the selected
programming conditions, it is possible to tune the power consumption of the system.
Speciőcally, simulation results show that the learning mode power consumption
can be dramatically reduced if the RESET state of the PCM devices is tuned to a
relatively low resistance. Read-mode power consumption, on the contrary, can be
minimized by increasing the resistance values for both SET and RESET states of
the PCM devices. These considerations give additional degrees of freedom to system
designers, who can properly select PCM programming conditions based on whether
the designed system is used mostly in read mode after an initial programming phase,
or a continuous learning is required over the life-span of the system, in order to adapt
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for example to an input whose nature changes over time. Furthermore, we have
investigated the issue of PCM resistance drift and we have proposed a strategy to
mitigate this problem. We have also observed that, using scaled devices, it is possible
to dramatically reduce the power consumption thanks to the smaller programming
current. Summing up, we have successfully demonstrated the interest of using PCM
devices in binary mode in neuromorphic systems for visual applications.

Secondly we have considered OxRAM technology, which is a very promising
emerging NVM in terms of scalability, low power consumption and speed. Since
variability is the main drawback of OxRAM technology, we have carried out an
extensive work of electrical characterization on single bitcells and on 16 kb memory
array, in order to understand the source of variability. Starting from the electrical
characterization results, we have developed a simpliőed trap-assisted tunneling model
able to reproduce the OxRAM variability from low (LRS) to high resistance state
(HRS), highlighting the continuity of the mechanisms involved in the variability [202],
[203]. We have carried out the analysis of OxRAM variability with a dual goal. On
one hand, the developed model provides an insight on the source of variability of
OxRAM, providing technology guidelines for the improvement of reliability. Activity
is on-going to physically characterize the properties of the conductive őlament(s)
using in situ Transmission Electron Microscopy (TEM) to observe the dynamic
switching of OxRAM devices [54]. The engineering of the memory stack can also
improve the reliability of OxRAM devices, adopting for example bilayer solutions
[174]. On the other hand, the computational eiciency of the developed model
allows to simulate large memory arrays and take into account the synaptic variability
corresponding to a wide range of programming conditions in neuromorphic systems
simulations.

Thanks to the results obtained through device electrical characterization and
simulation, we have proposed a novel design of an OxRAM-based synapse, ofering
multilevel capabilities using multiple binary HfO2 devices connected in parallel. Us-
ing such OxRAM-based synapses, we have proposed for the őrst time a hardware
implementation of a convolutional neural network where the convolution opera-
tion is performed directly in memory, overcoming the memory bottleneck of the
Von Neumann implementations. CNNs are the state-of-the-art architectures for
image recognition applications, used in commercial software implementations such
as Facebook [121], for the recognition of people faces. A thorough analysis of both
cycle-to-cycle and device-to-device variability of OxRAM synapses on system-level
performance has been carried out. The impact of device variability on CNN perfor-
mance has thus been studied, evaluating both analog and digital integration neuron
models. Simulation results show that the proposed CNN architecture is highly
tolerant to variability. Recognition success rates higher than 99% and 97% have been
demonstrated for the handwritten digits and traic sign recognition, respectively.
These results, obtained simulating OxRAM synapses and taking into account the
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device variability, are equivalent to those obtained in software implementation of
CNN using ŕoating point precision synaptic weights. Furthermore, the time required
for the recognition of each image has been reduced, with an estimated latency reduced
from 2.5ms per image to 1 µs per image in the case of handwritten digits recognition.
Such results conőrm that OxRAM technology is a promising candidate for hardware
implementation of spiking, resistive memory-based neuromorphic systems.

5.1 Future perspectives

In this work, we started from electrical results obtained from the characterization of
memory bitcells and 16 kb array, and then moved to the evaluation of the proposed
neuromorphic systems by simulation. The next step requires imperatively the
fabrication of a hardware demonstrator, where CMOS neurons and RRAM synapses
will be co-integrated.

For this purpose, the convolutional neural network architecture is a very promising
candidate for a possible hardware implementation, due to its modular architecture
and because it relies on the use of relatively small synaptic kernels to perform the
operation of convolution. For example, a kernel with typical size n = 5× 5 would
require an array of size 25× 20 NVM devices, if 20 NVM parallel devices per synapse
are adopted. This is deőnitely an attainable goal for current technology. Furthermore,
due to the small size of synaptic array, problems due to parasitic capacitance and
charging of long metal lines are easily avoided.

A őrst step towards the realization of a full network would thus be the realization
of a single NVM kernel array, with its corresponding output neurons organized in a
feature map. This kernel can be used to perform the convolution of one feature with
a given input image at a time. Thanks to the use of AER representation encoding,
it is a simple task to test a variety of input patterns, visual or auditory. Since the
NVM devices are re-programmable many times, the extraction of multiple features
can be tested, using the same synaptic array.

Once the design of a single synaptic kernel and the corresponding feature map has
been validated, the next step would be the implementation of a whole convolutional
layer, where multiple convolution operations are carried out in parallel using multiple
kernels and feature maps. After completing the design of a convolutional layer,
the next task is to cascade multiple convolutional layers one after the other, to
achieve a complete feature extraction module. Finally, a classiőcation module has
to be implemented. This is the building block which is most demanding in terms
of memory size, due to its fully connected topology. In the case of the network for
the recognition of handwritten digits from the MNIST database, a memory array of
600 kb would be required. In the case of traic sign recognition, we estimated an
array size of 1Mb. For more complex applications, a larger memory array might be
necessary. The possibility of vertical integration of resistive memory devices [199],
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[204] is a promising solution to increase synaptic density.
The use of binary devices for the implementation of artiőcial synapses has the

advantage of being a very ŕexible approach, in the sense that it is not tightly bound
to a speciőc memory technology, but it can be easily adapted to alternative options.
In fact, the binary approach relies on non-volatile memory devices with only two
programmable resistance levels. This feature is common to any emerging NVM
technology: not only PCM and OxRAM, but also CBRAM and STT-MRAM. Neuro-
morphic systems designers can easily take advantage of the progresses of the research
and development of emerging NVM devices for conventional memory applications,
in terms of device reliability, low-power operation, uniformity, manufacturability,
using simple programming schemes based on standard SET/RESET operations.
The systems designer is thus relieved from the task of coming up with complex
programming schemes aimed at obtaining multilevel programming, that need to be
change every time a new technology is adopted.

An aspect that has to be taken into account is the fact that, in this work, we
focused in this work on supervised learning, using backpropagation algorithm. In
addition to this, it is of primary importance a deeper investigation of unsupervised
learning with CNNs, which is particularly useful when a training data set is not
available.

In conclusion, the fabrication of a fully integrated, emerging NVM-based neuro-
morphic hardware demonstrator seems, to the author of this thesis, a task that can
be accomplished in the near future.
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The Xnet simulator

In this thesis, neuromorphic system simulations have been performed using Xnet, an
event-driven simulator for spiking neuromorphic architectures developed by Bichler et
al. at CEA-LIST [165], [166]. Xnet is currently being used in the framework of the
collaboration between LETI and LIST for the study of the use of emerging memory
devices as artiőcial synapses in neuromorphic systems. The simulator is a special-
purpose software that has been designed to provide an intermediate modeling layer
for neuromorphic hardware, closing the gap between hardware description languages,
such as VHDL [205], Verilog [206] or SystemC [207], and neural network simulators
used by the neuroscience community, such as Neuron [208], Brian [209] or NEST
[210]. Xnet is characterized by a high computational eiciency, thanks to the use
C++ programming language standard libraries. This allows for fast and eicient
architectural exploration, in terms of network topology, neuron parameters and
learning rule parameters. At the same time, natively takes into account experimental
variability and stochasticity in both synaptic and neural models, allowing for a
feedback exchange between technology and architecture levels.

Figure A.1 indicates the typical Xnet simulation ŕow. Input data are őrst
converted into spiking activity that can be fed to the spiking neural network. In
the case of video streams in Address Event Representation (AER) format, the input
data can be used directly as the input of the system. This is the case, for example,
of the car video presented in this thesis in Chapter 2. This direct compatibility is
particularly useful because AER format is a standard asynchronous communication
protocol, used in many bio-inpired sensors such as artiőcial retinas, and widely
used in the neuromorphic community [106], [211], [212]. In the case of static input
images, as in the case of handwritten digits (MNIST) or traic signs (GTSRB)
images, the pre-porcessing phase consists in scaling, őltering and conversion of each
pixel brightness into spike encoding for the input neurons, with multiple available
conversion algorithms. In the case of auditive data, the audio stream is fed into a
band-pass őlter bank, and each őlter is associated to an input neuron.

After the pre-processing phase, spikes are elaborated by the event processing
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Figure A.1. Diagram of Xnet simulation flow.

engine, which is organized around an event queue, implemented with a priority
queue of the C++ standard library. Such engine comprises functional models of
LIF neurons, with both analog and digital integration implementations. For the
synapses, the model is based on real device characterization data, with the possibility
of simulating both binary and multilevel devices, with tunable synaptic redundancy.
Variability characteristics are extrapolated with statistic methods from electrical
characterization data. Neurons and synapses can be arranged in multiple neural
network topologies. In this thesis, we focused on multilayer fully connnected neural
networks and convolutional neural networks. The learning rule associated to the
simulated neuromorphic system can be both supervised and unsupervised (STDP).

In order to obtain the output of the network, the output neuron layer spiking
activity is monitored. It is thus compared to a reference spiking activity (expected
output) in order to compute the performance of the network.

In conclusion, Xnet is a powerful tool that allows for computationally eicient
simulations of neural networks, taking into account electrical characteristics of real
nanodevices.
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Appendix C

Résumé en français

Introduction

Le cerveau humain est composé d’un grand nombre de réseaux interconnectés, dont
les neurones et les synapses en sont les briques constitutives. Caractérisé par une
faible consommation de puissance, de quelques Watts seulement, le cerveau humain
est capable d’accomplir des tâches qui sont inaccessibles aux systèmes de calcul
actuels, basés sur une architecture de type Von Neumann. La conception de systèmes
neuromorphiques vise à réaliser une nouvelle génération de systèmes de calcul qui ne
soit pas de type Von Neumann. L’utilisation de mémoires non-volatile innovantes
en tant que synapses artiőcielles, pour application aux systèmes neuromorphiques,
est donc étudiée dans cette thèse. Deux types de technologies de mémoires sont
examinés : les mémoires à changement de phase (Phase-Change Memory, PCM) et les
mémoires résistives à base d’oxyde (Oxide-based resistive Random Access Memory,
OxRAM).

C.1 Mémoires non-volatiles émergentes et systèmes

neuromorphiques

Dans le chapitre 1, nous introduisons le contexte et la motivation derrière la recherche
menée au cours de la préparation de cette thèse. D’une part, les dispositifs mémoire
non volatile (NVM) émergents sont étudiés ayant à l’esprit le rôle central qu’ils
vont jouer dans les architectures de mémoire du future. D’autre part, une nouvelle
application de dispositifs NVM, qui a attiré un grand intérêt au cours des dernières
années, est étudiée : la réalisation de synapses artiőciels dans les architectures de calcul
inspirées du cerveau humain. Compte tenu de l’interdisciplinarité necessaire dans ce
projet, ce chapitre décrit en profondeur les concepts de bases pour contextualiser
cette recherche.
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Figure C.1. La hiérarchie de la mémoire dans les ordinateurs. Une petite quantité
de mémoire volatile à haute performance et coûteuse est à proximité du CPU. De
grandes quantités de mémoires non volatiles plus lentes et des unités de stockage à
faible coût sont loin du CPU, en bas de la hiérarchie. Source : [4].

C.1.1 Technologies de mémoire non volatile émergentes

La conception des systèmes informatiques est actuellement basée sur l’architecture
de Von Neumann [1]. Dans cette architecture, une distinction marquée existe entre
le rôle de l’unité centrale de traitement (Central Processing Unit, CPU) et l’unité de
mémoire (Memory Unit, MU). Il existe un écart entre le processeur et la mémoire
en termes de performances : les performances de calcul sont généralement limitées
par la vitesse avec laquelle les données peuvent être récupérées dans la mémoire. Le
temps de latence et la bande passante sont donc les principaux facteurs de limitation
des performances [2].

La mémoire est généralement structurée comme une hiérarchie de dispositifs de
mémoires volatile et non volatile, aőn de parvenir à un compromis entre coût et
performances optimales. Le but de cette hiérarchie, comme montré sur la Fig. C.1, est
de combler l’écart de performance entre le processeur qui est rapide et les technologies
de mémoire et de stockage plus lentes, tant en gardant le coût du système le plus
faible possible.

Depuis l’apparition et la forte croissance des appareils portables tels que les
lecteurs de musique et les téléphones cellulaires, la mémoire ŕash s’est imposée dans
la hiérarchie de stockage de l’information, entre la RAM et le disque dur, comme
solution de stockage non volatile. Comme le montre la őgure C.2, la croissance de
la technologie Flash a explosé au cours des dernières années, et elle est devenue la
technologie de stockage de données dominante pour les applications mobiles.

Cependant, la technologie Flash est confrontée à de nombreux déős pour le
développement des futurs noeuds technologiques, en raison de limitations physiques
intrinsèques. Pour cette raison, des eforts de recherche sont actuellement en cours
aőn de trouver de nouvelles technologies de mémoire non volatile, avec une meilleure
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Figure C.2. Tendances de croissance du gigaoctet de stockage Flash, source : [12].

capacité d’évolution par rapport à la Flash.
Dans la recherche de solutions innovantes de mémoire non-volatile, diférentes

technologies sont ainsi apparues au cours des 15 dernières années [19], [20].
Les principales technologies de mémoire non volatile émergentes sont les suivantes :

• Les mémoires à changement de phase (Phase-Change Random Access Memory,
PCRAM ou PCM) ;

• Les mémoires magnetiques (Spin-Transfer-Torque Magnetic Random Access
Memory, STT-MRAM) ;

• Les mémoires à pont conducteur (Conductive-Bridging Random Access Memory,
CBRAM) ;

• Les mémoires à oxyde métallique (metal Oxide resistive Random Access Memory,
OxRAM).

Le tableau C.1 présente les performances actuellement atteintes par ces technologies.

C.1.2 Systèmes neuromorphiques

En plus d’un changement radical dans l’organisation de la hiérarchie de la mémoire
dans les architectures de calcul de type Von Neumann, les mémoires non-volatiles
innovantes ont été identiőées comme des acteurs clés dans un possible changement
du paradigme de calcul, au-delà de l’architecture traditionnelle de Von Neumann,
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PCRAM
STT-

MRAM
CBRAM OxRAM

Feature
Size F (nm)

Demonstrated 45 65 20 5

Projected 8 16 5 <5

Cell Area
Demonstrated 4F2 20F2 4F2 4F2

Projected 4F2 8F2 4F2 4F2

Programming
Voltage (V)

Demonstrated 3 1.8 0.6 1

Projected <3 <1 <0.5 <1

Programming
Time (ns)

Demonstrated 100 35 <1 <1

Projected <50 <1 <1 <1

Programming
Energy (J/bit)

Demonstrated 6 · 10−12 2.5 · 10−12 8 · 10−12 < 1 · 10−12

Projected 1 · 10−15 1.5 · 10−13 N.A. 1 · 10−16

Read
Voltage (V)

Demonstrated 1.2 1.8 0.2 0.1

Projected <1 <1 <0.2 0.1

Retention
Time

Demonstrated >10yr >10yr >10yr >10yr

Projected >10yr >10yr >10yr >10yr

Endurance
(nb. cycles)

Demonstrated 109 > 1012 1010 1012

Projected 109 > 1015 > 1011 > 1012

Table C.1. Comparaison des performances des différentes technologies de mémoire
non volatile émergents selon la International Technology Roadmap for Semiconductor
(ITRS) 2013 [63], avec des projections pour l’année 2026.
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Figure C.3. Comparaison entre la consommation de puissance d’un superordina-
teur Watson d’IBM et le cerveau humain [68].

grâce à leur utilisation comme synapses artiőciels dans les systèmes neuromorphiques
[64].

Comme le montre la őgure C.3, la consommation de puissance associée à l’archi-
tecture de Von Neumann est de plusieurs ordres de grandeurs supérieure par rapport
à la puissance requise par le cerveau humain. L’invention de nouvelles architectures
est donc nécessaire pour combler l’écart de l’eicacité qui existe entre les architectures
de calcul classiques et le cerveau humain. Dans la recherche de solutions de calcul
plus eicaces, les systèmes neuromorphiques ont ainsi été proposées comme une
nouvelle génération de systèmes de calcul, avec un rôle complémentaire par rapport
aux machines de Von Neumann [68].

On estime que dans le cerveau humain, il y a environ 1011 neurones, et 1015

synapses (Fig. C.4). En raison du nombre de synapses (environ 4 ordres de grandeur
plus grand que le nombre de neurones) le déő est donc de trouver une conception
eicace pour la synapse, aőn d’être en mesure d’intégrer les réseaux de neurones à
grande échelle sur une puce. Cette implémentation matérielle de synapses artiőciels
est discuté dans les chapitres 2 et 4 de cette thèse.
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Figure C.4. Vue schématique de la structure de base d’une cellule neuronale.
L’encart montre un zoom de la synapse biologique. Source : [85].

C.2 Systèmes neuromorphiques basés sur des synapses

de type PCRAM

Dans le chapitre 2, nous avons tout d’abord étudié l’utilisation de dispositifs de type
PCM en tant que synapses dans un réseau neuronal artiőciel entièrement connecté
(fully connected, Fig. C.5a). En ce qui concerne la réalisation de synapses artiőcielles,
deux types d’approche existent [105]. Le prémier, dit multniveau, utilise plusieurs
niveaux de résistance par dispositif synaptique. Le deuxieme approche, dit binaire,
consiste à utiliser des dispositifs synaptiques avec deux états de résistance seulement.

Nous avons présenté les limitations associées à l’utilisation de l’approche mul-
tiniveaux. Par conséquent, aőn de surmonter les limitations associées à l’approche
multiniveaux, nous avons exploré l’utilisation des synapses PCM en mode binaire.
Sur la base des résultats obtenus à partir des caractérisations électriques, nous
avons efectué des simulations d’un réseau neuronal artiőciel à grande échelle pour
une application visuelle complexe (Fig. C.5b). Les niveaux des états de résistance
SET et RESET ont donc été réglés en simulation en fonction des conditions de
programmation expérimentales sélectionnées.

Deux systèmes de programmation, pour des architectures avec ou sans dispositif
sélecteur, sont prévus (Figs. C.6a et C.6b). Les systèmes de programmation proposées
évitent ainsi l’utilisation de systèmes de rafraîchissement complexes requis par des
synapses PCM multiniveaux.
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(a) (b)

Figure C.5. (a) Schématique du système neuromorphic entièrement connecté
étudié en simulation. (b) Un exemple de l’un des images de l’entrée vidéo, montrant
des voitures qui passent sur plusieurs voies d’une autoroute. La séparation entre les
voies (en jaune) a été ajoutée pour illustrer la distinction entre les différentes voies
et n’est pas présente dans la vidéo d’entrée d’origine.

Les résultats de simulation montrent de plus que la consommation de puissance
en mode d’apprentissage associée au système neuromorphique étudié peut être
considérablement réduit si l’état RESET des dispositifs PCM est őxé à résistance
relativement faible. La consommation d’énergie en mode de lecture, d’autre part, peut
être minimisée par l’augmentation des valeurs de résistance des états SET et RESET
des dispositifs PCM. Nous avons également étudié la question de la dérive de la
résistance de PCM dans le temps, et nous avons proposé une stratégie pour atténuer
ce problème. Nous avons observé qu’en utilisant des dispositifs de taille réduite
(Figs. C.7a et C.7b), il est possible de réduire considérablement la consommation
d’énergie grâce à un courant de programmation plus petit (Tableau C.2).

En conclusion, nous avons démontré avec succès l’intérêt de l’utilisation de
dispositifs de PCM en mode binaire pour la réalisation d’un système neuromorphique
dedié à des applications visuelles complexes.

C.3 Technologie OxRAM : mécanismes de défauts

et variabilité

Dans le chapitre 3, les principales caractéristiques de la technologie OxRAM à
base de HfO2, l’une des technologies de mémoire non volatile émergentes les plus
prometteuses, ont été présentées. Les dispositifs étudiés dans ce chapitre sont des
structures Métal-Isolant-Métal (MIM) composées d’une couche HfO2 entre une
électrode supérieure TiN/Ti et une électrode inférieure de TiN (Fig. C.8). Une cellule
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(a) Architecture avec dispositif sélecteur

(b) Architecture sans dispositif sélecteur

Figure C.6. (a) Architecture avec dispositif sélecteur et (b) sans dispositif sélecteur.

mémoire est composée d’une structure 1 Transistor − 1 Résistance (1T1R), où le
transistor d’accès est utilisé pour sélectionner la cellule lorsqu’elle est intégrée dans
une matrice et pour limiter le courant circulant à travers le dispositif pendant la
programmation. La caractérisation électrique a été efectué sur des cellules 1T1R
individuelles et sur une puce CMOS 28 nm de test numérique qui contient 16 circuits
sous test (CUTs) de 1 kb de mémoire OxRAM chacun, plus un contrôleur numérique
(Fig. C.9a,b), fabriquée dans le cadre d’un projet de R&D entre STMicroelectronics
et le CEA-LETI [172]ś[174]. Les caractéristiques I−V typiques et le comportement
de commutation d’un cellule d’information 1T1R sont présentés dans la őgure C.10.

Les résultats expérimentaux de l’étude des mécanismes de défaillance et d’en-
durance ont été discutées et une méthodologie de programmation pour améliorer
l’endurance à faible courant de fonctionnement a été proposée. Une opération de
ń formation ż appropriée a été suggérée dans cette thèse (Fig. C.11). Il prévoit un
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(a) (b)

Figure C.7. (a) Représentation schématique de la structure de dispositif
PCM à taille réduite [25]. (b) Expérience pour 106 cycles SET-RESET pour un
dispositif PCM à taille réduite.

Quantity
Large heater

synapses
Wall storage

synapses

pLTP 0.14 0.14

pLTD 0.11 0.21

tLTP 7.6 ms 13.4 ms

Nb. SET pulses 4.5 · 105 8.9 · 105

Nb. RESET pulses 1.6 · 107 4.7 · 107

Nb. Read pulses 2.48 · 109 2.48 · 109
Energy associated
to SET events 0.4mJ 0.2mJ

Energy associated
to RESET events 47.3mJ 4.3mJ

Total energy
(SET + RESET) 47.7mJ 4.5mJ

Total power
(SET + RESET) 70.1 µW 6.6 µW

Read energy 43 µJ 0.3 µJ

Read power 64 nW 0.5 nW

Table C.2. Comparaison des statistiques d’apprentissage PCM obtenues pour les
dispositifs de grande et petite taille.
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Figure C.8. Schéma du dispositif 1T-R.

(a) (b) 

Figure C.9. (a) Coupe SEM du stack CMOS 28 nm, y compris le dispositif MIM,
(b) layout du circuit demonstrateur 16 kb [172].

courant de formation (IC FORMING) supérieur au courant utilisé lors des opérations de
SET ultérieurs (IC SET), aőn d’augmenter la taille du réservoir de lacunes d’oxygène
générées pendant l’opération de formation. Une valeur optimale expérimentale de
IC FORMING/IC SET d’environ 2, 7 est observée.

Un modèle physique capable d’expliquer à la fois la variabilité des OxRAM à
l’état faiblement résistif (low resistance state, LRS) et à l’état hautement résistif
(high resistance state, HRS) a été présenté. La őgure C.12 montre un bon accord
entre les résultats expérimentaux et les simulations.

L’étude de variabilité a été réalisée avec un double objectif. Du point de vue
des applications de mémoire classique, la variabilité est en efet l’un des facteurs
limitants l’adoption de la technologie OxRAM dans des produits commerciaux. La
compréhension de la source des variations de résistance des OxRAM peut donc donner
des lignes directrices pour résoudre ce problème. Du point de vue de l’informatique
neuromorphique, les dispositifs OxRAM sont des candidats idéaux pour la réalisation
des synapses artiőcielles. Le développement d’un modèle capable de reproduire la

120



C – Résumé en français

F
O

R
M

IN
G

 

SET 

RESET 

Pristine 

state 

HRS 

LRS 

Figure C.10. Caractéristiques de courant-tension OxRAM typiques. Les opérations
de FORMING, SET et RESET sont mises en évidence.

Figure C.11. Endurance en fonction du ratio IC FORMING/IC SET, obtenu pour
différentes valeurs de VRESET avec temps de programmation t = 100 ns. Chaque
point correspond à la valeur moyenne sur environ 4 cellules. Une valeur optimale
expérimentale du rapport est observée IC FORMING/IC SET ≈ 2, 7.

variabilité de l’appareil pour une large gamme de conditions de programmation peut
être utilisé pour étudier l’impact de la variabilité synaptique au niveau du système.

C.4 Dispositifs OxRAM en tant que synapses pour

des réseaux de neurones convolutifs

Dans le chapitre 4, nous avons présenté une nouvelle conception de synapse artiőcielle
à base de dispositifs OxRAM, ofrant des capacités à plusieurs niveaux en utilisant
de multiples dispositifs binaires connectés en parallèle (Fig. C.13). La caractérisation
électrique, la modélisation physique et les simulations suggèrent que la technologie
OxRAM est un bon candidat pour la réalisation de synapses artiőcielles dans les
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Figure C.12. Écart-type de la résistance expérimental et obtenu en simulation en
fonction de la résistance moyenne.

Figure C.13. Schéma de synapses à base de OxRAM utilisés pour l’opération de
convolution dans l’architecture CNN. Tous les dispositifs de OxRAM sur la même
ligne construisent une synapse équivalente. Le circuit de pilotage est utilisé pour
programmer individuellement les dispositifs OxRAM et propager les impulsions entre
les couches de neurones. Le circuit Pseudo-Random Number Generator PRNG est
utilisé pour l’apprentissage en ligne, pour obtenir la stochasticité extrinsèque dans
une règle d’apprentissage probabiliste Spike-Timing Dependent Plasticity, STDP.

systèmes neuromorphiques.
En utilisant les synapses OxRAM proposées, nous avons présenté pour la première

fois une réalisation d’un réseau neuronal convolutif (Convolutional Neural Network,
CNN) où l’opération de convolution est efectuée directement dans la mémoire
(Fig. C.14a et C.14b).

Une analyse approfondie de la variabilité cycle à cycle et dispositif à dispositif
des synapses OxRAM, extraite d’une matrice OxRAM, a été réalisée. L’impact de la
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(a) MNIST

(b) GTSRB

Figure C.14. Architecture CNN pour (a) reconnaissance de chiffres manus-
crits (MNIST database) et (b) reconnaissance de panneaux de signalisation
routière (GTSRB database).

variabilité des dispositifs sur la performance du réseau convolutif a été étudié. Les
résultats montrent que l’architecture proposée CNN est très tolérante aux variations,
sans qu’il soit nécessaire d’utiliser un algorithme de correction.

Des taux de reconnaissance supérieurs à 99% et 97% ont été respectivement
démontrés pour les réseaux de reconnaissance de chifres manuscrits et de panneaux de
signalisation routière. Le taux sont proches de l’état de l’art des taux de reconnaissance
obtenus avec des modèles formels de CNN, réalisés en utilisant des synapses avec
précision à virgule ŕottante. En outre, l’architecture proposée permet de réduire le
temps nécessaire à la reconnaissance de chaque image par rapport à une architecture
de type Von Neumann, compte tenu d’une fréquence de fonctionnement similaire.
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C.5 Conclusions

Dans cette thèse, nous avons exploré l’utilisation de dispositifs PCM et OxRAM
en tant que synapses artiőciels pour les systèmes neuromorphiques. Les résultats
obtenus conőrment que les deux technologies sont des candidats prometteurs pour
la réalisation des systèmes neuromorphiques à base de mémoires résistives, tant
en termes d’eicacité énergétique que de bonnes performancese. En perspective,
la prochaine étape nécessitera la fabrication d’un démonstrateur matériel, où les
neurones CMOS et les synapses RRAM seront co-intégrés.
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