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Hétérostructures supraconductrices
et isolants topologiques
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1 - Introduction

The study of transition metal oxide interfaces has generated a large interest in the
research community since a two-dimensional electron gas (2DEG) was found in the
atomically abrupt heterointerface of LaAlO3/SrT iO3 grown along the (001) orien-
tation of the SrT iO3 (STO) structure by Ohmoto and Hwang in 2004 [37]. Since
then, several other 2DEGs have been found at the interfaces of LaAlO3/SrT iO3

grown along the (110) and (111) orientations and in various polar/non-polar inter-
faces (LaTiO3−STO, CaTiO3−STO, GdTiO3−STO...) [9, 13, 30]. A lot of effort
has been devoted to reveal the origin of such 2DEG. In the case of polar interfaces,
the alternating polarity of atomic layers forces the electric charges to reconstruct at
the interface in order to avoid a divergent electrostatic potential [56]. The presence
of Oxygen vacancies can also create metallic states at the interface, even with non-
polar interfaces [34, 65, 66]. There are also suggestions that the cationic intermixing
at the interface can result in the interfacial metallicity [22].

The study of these two-dimensional electron gases in transition metal oxides (TMOs)
is crucial. TMOs can behave as insulators, semiconductors or even metals. Ferro-
electricity, metal to insulator transitions, magnetism and high temperature super-
conductivity are some of the many physical phenomena that can be found in these
systems. The complexity of their electronic structure is responsible for most of the
relevant physics. This makes these materials very rich and promising for practical
applications. It can be argued that the discovery of the conducting interface be-
tween a (001)SrT iO3 surface and a LaAlO3 film [37] triggered the large interest in
the understanding of these 2DEGs, both theoretically and experimentally.

These 2DEGs do not only appear at the interface of two TMOs, they can also
be found at the bare surface of SrT iO3 [43], KTaO3, and other transition metal
oxides [5, 6, 9]. One of the goals of this thesis is the study of the 2DEG that
can be found at the (001) surface of SrT iO3. This 2DEG shows signs of several
physical phenomena such as spin-orbit induced spin textures or superconductivity
[15, 14, 20, 31]. The properties of the 2DEG strongly depend on the crystallographic
direction of the surface [15], on the surface termination, and on the potential Oxygen
deficiencies induced at the surface. TMO crystals usually present oxygen vacancies
(or other cationic vacancies), point defects, planar dislocations and other structural
defects, however their location within the crystal lattice is difficult to control. It has
been confirmed that the intrinsic n-type interfaces are conducting [41,42]. However,
the carrier density and its spatial distribution are not fully understood yet. The
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majority of doped electrons are supposed to be confined within a few layers from the
interface.

This particular work will focus mainly on the properties of Strontium Titanate. In
this chapter we will review some of the properties of SrT iO3 and we will introduce
the mathematical model that we will use for our calculations. In chapter 2 we will
study the crystal when it is cut along the (111) direction and we will take a look
at the potential existence of topological states and their properties. In chapter 3
we will show the cluster that we will use to study the (001) surface of STO and we
will explain the importance of understanding the impact of Oxygen vacancies in the
system. In chapter 4 we will show the electronic structure of the cluster and we will
study the impact of Oxygen vacancies and surface termination. We will show further
results in Appendix C. We will make some comments on DFT calculations in chapter
5. Finally, we will make a summary of our results in chapter 6.

There are several reasons for the choice of this particular material. Firstly, SrT iO3

has very flat surfaces that can be controlled chemically, making it very attractive
for experimental research [20]. It is actually the father of a whole new generation of
materials used to engineer new electronic components. Secondly, we are interested in
the interfaces of TMOs, and the simplest interface that one can find is that between
a transition-metal oxide and vacuum. Moreover, as we will see in the next chapter,
the charge gap of this insulator separates Oxygen 2p and Titanium 3d states, so
that when the material is doped, part of the 3d states will be occupied and new
electronic properties will appear. Of course and alternative choice could have been
the study of the interface of LaAlO3/SrT iO3 [13, 30], however this system is much
more complicated to study theoretically due to the non-neutral layers LaO+ and
AlO−2 . More information about the LaAlO3/SrT iO3 interface is given in chapter
6.

The study of two-dimensional electron gases or, in general, transport in confined
geometries is essential for the development of the current technology [5, 6]. One of
the current goals in the industry is to increase the density of transistors per volume
on electronic chips in order to increase the efficiency of electronic devices. This, in
principle, could be achieved using confined geometries instead of the prototypic 3D
semiconductors. Moreover, the appearance of new quantum states that give rise to
new phenomena lay the foundations for the research of new promising technologies.
Thus, the potential ability to change SrT iO3 crystals into metals is a very important
subject towards future electronic applications.

Silicon-based semiconductors are reaching their limits. It is no longer possible to
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reduce the size of en electronic system or increase its power by some orders of mag-
nitude. From a technological point of view, SrT iO3 has around ten times larger
dielectric constant at room temperature and could be used to build electronic de-
vices and used as a substitute of conventional semiconductors, allowing even smaller
devices. One of the main advantages of this material is the carrier concentration,
found to be up to two orders of magnitude larger than that of a MOSFET. On the
other hand, it has been mentioned that the band gap is around 3.2 eV , which is
much larger than the electronic gap of Silicon, around 1.1 eV . This is a disadvantage
in terms of energy cost and mobility.

There is plenty of experimental research already done on the surface of SrT iO3.
Theoretical studies are still limited. One of the key questions is what is the difference
between the two possible terminations of SrT iO3 (SrO and TiO2) when Oxygen
vacancies are introduced. We will address this and other questions throughout this
study and we will compare some of our results with DTF calculations.
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1.1 SrT iO3 structure and properties

Figure 1.1: SrT iO3 structure.

Most complex transition-metal oxides with the generic ABO3 formula have a cubic
perovskite structure at room temperature. This is indeed the case of SrT iO3. The
basic cubic cell can be constructed by placing Strontium atoms in the corner, Oxygen
atoms in the center of each face, and one Titanium atom at the center of the cube.
This means that each Titanium atom is surrounded by an octahedron of six Oxygen
atoms, and each Strontium atom will be at the center of a cube where eight Titanium
atoms (and their corresponding octahedron) are placed at the corners (see Fig. 1.1).
Along the (001) direction it can be seen as a stacking of neutral SrO and TiO2 layers.

Titanium is an element belonging to the transition metal series. These elements
usually have d states that are rather close in energy to the valence s states. The d
states are actually closer to the nucleus than the s states. This means that one can
treat the d electrons as localized electrons, because the overlap interaction between
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s electrons forces neighboring atoms to be sufficiently far from each other so that
the overlap of d electrons is very weak. For this reason, in section 1.2 we justify the
treatment of d electrons as point particles sitting on the nucleus of Ti atoms when
using the tight binding model.

(a) Ferroelectric distortion. The Titanium
and Oxygen sublattices get displaced.

(b) Antiferrodistortive distortion. The
Oxygen octahedra rotate around the cen-
tral Titanium atom.

Figure 1.2

Possible distortions of this perfect crystal structure can occur if the TiO6 octahedron
rotates around the Titanium atom at the center (antiferrodistortive distortion, AFD)
or when there is a polar displacement of some ions in the crystal (ferroelectric dis-
tortion, FE) [50, 17, 71]. The rotations of the Oxygen octahedra reduce the Ti-O-Ti
angle, strongly modifying the transport and magnetic properties of this compound.
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At the critical temperature of Tc ≈ 105K SrTiO3 undergoes a cubic to tetragonal
transition [17, 70]. These are AFD rotations where the TiO6 octahedra rotate around
the z axis (see Fig 1.2b), and the rotations in successive layers are out of phase. This
distorsion changes the lattice parameters and bond angles of the crystal. The a and
b (horizontal lattice distances) decrease whereas the c (vertical lattice parameter)
increases with the distortion angle. The idea is to keep the volume of the bulk unit
cell constant, so smaller horizontal lattice distances imply larger vertical one. Thus,
the ratio c/a increases with the AFD angle. Around 65K there is an orthorhombic
transition [50].

Figure 1.3: The degeneracy of the five Ti 3d orbitals is lifted depending on the
crystal field surrounding the Titanium atom. This Figure shows the relative energy
levels of these orbitals in a spherical, cubic, tetragonal and non inversion-symmetric
tetragonal environment.

In general, the effective potential at an atomic site has the same symmetry as that
of the crystal structure. This symmetry is usually non-spherical (i.e., different than
that of vacuum), meaning that the degeneracy of the atomic levels will be lifted.
By looking at the symmetry of the crystal field we can already make predictions on
the degree of orbital degeneracy of the system. Figure 1.3 shows the corresponding
energy levels of the Titanium 3d orbitals depending on the crystal field felt by the
Titanium atom. The five 3d orbitals are degenerate in energy when the atom is in
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the vacuum and there is spherical symmetry. The cubic symmetry splits the levels
into two groups. The t2g group (Γ25′ , composed by dxy, dxz and dyz) is lower in
energy compared to the eg group (Γ12, dx2−y2 and dz2). The degeneracy of these
two groups can be split again when the SrT iO3 has a tetragonal structure at lower
temperatures.

In this work we will focus on the cubic structure of SrT iO3. This is because in
the 2DEG all the relevant energy scales (sub-band splitting, spin-orbit interaction,
exchange constants) are far larger than the 2-3 meV caused by the AFD transi-
tion. The Oxygen p-orbitals (px, py, pz) remain degenerate within this structure,
because the system has cubic-symmetry. However, this symmetry partially lifts the
degeneracy of the Titanium d-orbitals, as shown in Figure 1.3.

SrT iO3 is known to have exceptional dielectric properties. The dielectric constant
of strontium titanate is around 300 times larger than that of the vacuum at room
temperature. This value can rise up to 24000 at low temperatures.

SrT iO3 is a non-polar pseudo-cubic band insulator with an electronic gap of ∼ 3.2
eV . The valence band is dominated by Oxygen 2p orbitals, and the conduction
band is dominated by Titanium 3d orbitals. The crystal field split the t2g and the
eg bands by ∼ 2.5 eV . When doped, this compound can be used as an n-type
semiconductor.
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1.2 Tight binding model

There is plenty of evidence showing that the tight binding model is a very good
approximation to study the electronic structure of some TMOs [23, 43]. Usually the
nearly free electron model is very suitable for delocalized electrons in simple metal
thin films or even semiconductor heterostructures. This model suggests that the
electrons are free to move with the usual parabolic dispersion relation. However,
this is not true for perovskite oxides where the d electrons are confined within a
small radius from the nucleus of the transition-metal ion sites and the electron is
forced to hop through intermediate Oxygen sites. Thus, a tight binding model is a
better approach to study the physical properties of perovskite oxides in general and
SrT iO3 in particular.

In the case of SrT iO3, the d electrons are confined within a few unit cells. This
confinement is responsible for the appearance of orbital-selective quantum well states,
which have been experimentally observed for several heterostructures with ARPES
(Angular Resolved Photoemission Spectroscopy) [38].

All the calculations and simulations made for this work assume the following:

• The role of Strontium atoms is neglected. Only Titanium and Oxygen atoms
are taken in consideration. The electron structure of Strontium is [Kr] 5s2,
with two electrons outside its krypton-like core.

• Only the five d orbitals play a role in the Titanium atoms (s and p orbitals
are neglected). The electron structure of Titanium is [Ar] 3d2 4s2, with four
electrons outside its argon-like core.

• Only the three p orbitals play a role in the Oxygen atoms (s orbitals are
neglected). The electron structure of Oxygen is [He] 2s2 2p4.

• Titanium atoms can only interact with the nearest surrounding Oxygen atoms
(six in the absence of vacancies) and the six nearest Titanium atoms (see Figure
1.1).

• Oxygen atoms can only interact with the nearest neighbor Oxygen atoms (eight
in the absence of vacancies) and the two nearest Titanium atoms.

Two neighboring atoms separated by the Euclidean vector ~vab will then interact with
each other. The interaction term in the tight binding Hamiltonian between these two
neighboring atoms describes an electron jumping from one particular orbital of the
second atom (orbb) to one particular orbital of the first atom (orba). This interaction
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term has the following form:

Hint(~vab, orba, orbb) = t(~vab,orba,orbb)e
i~k~vabA†orbaBorbb

where t(~vab,orba,orbb) is the corresponding amplitude of any particular interaction. This
amplitude depends on the two orbitals involved in the interaction and on their relative
spatial position. This amplitude can be calculated using the Slater-Koster rules.
A more extensive explanation on how to compute this amplitude can be found in
Appendix A. A†orba is the creation operator. It creates an electron in the orbital orba
on site a. Borbb is the corresponding annihilation operator (orbital orbb, site b). The
spin dependence of the electron is implicit in the definition of orba and orbb.

This somewhat simplified tight binding model is more than enough to recreate plenty
of calculations made on SrT iO3 and to obtain some of its physical properties. Once
the Hamiltonian of the model is built (see sections 2.2 and 3.1), we can already com-
pute the energy bands in the bulk of SrT iO3. Figure 1.4a shows the band structure
of the perovskite at several points along the Brillouin zone calculated by Piskunov
[16]. This figure is in perfect agreement with other theoretical DFT calculations and
experimental observations [11]. Figure 1.5 shows again the band structure of SrT iO3.
This second plot has been calculated using the tight binding model proposedat the
begining of this section. There are several parameters that need to be tuned in the
model of SrT iO3. These parameters are summarized in Table 1.

Table 1: Tight-binding parameters (in eV ).

On-site energies d-d interactions p-p interactions p-d interactions

Edxy=Edxz=Edyz = −11.04 ddσ = 0 ppσ = 0.0381 pdσ = −2.1225
Edx2−y2

=Edz2 = −8.54 ddπ = 0 ppπ = −0.02177 pdπ = 1.0381

Epx=Epy=Epz = −14.13 ddδ = 0.00136

The simple cubic Bravais lattice of SrT iO3 gives rise to a Brillouin zone with simple
orthorhombic lattice (see Fig. 1.4b) where the Titanium atoms are placed in sites
with full cubic symmetry and the Oxygen atoms in sites with tetragonal symme-
try.

We can clearly differentiate two types of bands in the plot. The valence bands are
mainly Oxygen-p states, which are completely occupied in SrT iO3. The Titanium-d
states give rise to the conduction bands, that are completely empty. The Fermi level
is located in the gap. Since the unit cell of the bulk contains one Titanium atom
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(a) Piskunov et al. calculate the bulk electronic structure with
HF/DFT [16] (energy scale in atomic units).

(b) Simple orthorhombic
lattice Brillouin zone.

(c) Mattheiss. Bulk electronic structure, adjusted LCAO [11] (energy scale in Ry).

Figure 1.4: Bulk structure of SrT iO3.
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Figure 1.5: Bulk structure of SrT iO3 calculated with our tight-binding model.

and three Oxygen atoms, we expect 1 × 5 + 3 × 3 = 14 bands in the bulk. More
precisely, five conduction bands coming from the five d orbitals of the Titanium atom
and nine valence bands coming from the p orbitals of the Oxygen atoms. One of the
main differences between the two figures is that in Figure 1.5 there are only two
branches of bands in the conduction part, whereas there are several more bands in
the conduction part of Figure 1.4a. This is because in our model we neglected the
role of strontium atoms. Those bands belong to strontium-s states that are a bit
higher in energy compared with the Titanium-d states.

d-bands

As we stated before, in SrT iO3 the Fermi energy is within the gap that separates
valence and conduction bands. Thus, it would be interesting to understand the
properties of the conduction bands that will host any extra electron that is added to
the system. At the Γ point we can observe the degeneracy of the three t2g and two
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eg states described in the previous section.

- When we move from Γ to X, we see that one of the t2g states does not disperse. We
identify this state with the dyz orbital. The other two states remain degenerate and
they disperse. These are dxy and dxz states. Regarding the eg states, we see that one
of them does not disperse along this direction (this is the dz2 state), but the other
does. This second eg band belongs to the dx2−y2 orbital.

- Going from X to M we see that the dyz state now disperses, as expected. Similarly,
the degeneracy of the dxy and dxz bands is broken, since now dxz does not disperse
and remains flat, but dxy does. It is interesting to note that at M the dyz and dxz
states are now degenerate again. Similarly, now both dz2 and dx2−y2 disperse.

- All the bands disperse along the path M − Γ, as expected. In the end we recover
the t2g-eg symmetry at the Γ point. This band structure can be easily ploted by
just analyzing the symmetry and degeneracy of the orbitals at different points of the
Brillouin zone and then connecting the dots.

The characterization of the valence p states is a bit more difficult because of the
hybridization of the p-states. In any case, one can see that some bands disperse
more than others at different parts of the Brillouin zone, so one could in principle
guess the contribution of the px-py-pz orbitals to these bands.
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2 - The (111) bilayer

Figure 2.1: When SrT iO3 is cut along the (111) direction, we obtain alternate layers
of Ti and Sr atoms.

Since it is at the surfaces and at the interfaces of TMOs that the 2DEGs can be found,
it is necessary to study different terminations to investigate the electronic properties
of these 2DEGs. It has been suggested that some TMOs with perovskite structure
might give rise to particularly interesting phenomena. For example, previous works
show magnetic and topological phase transitions in (111) bilayers of some transition
metal oxides with perovskite structure [44]. Part of this work consists on the study of
the (111) surface of SrT iO3 and on the search of new possible topological states.

Along the (111) direction the SrT iO3 structure can be seen as stacking (SrO3)
4−

and Ti4+ layers. In Figure 2.1 we can see that the Ti atoms form a triangular lattice.
Thus, two consecutive (111) Ti planes form a honeycomb lattice.

A topological insulator is essentially a material that behaves just like a conventional
insulator in the bulk, but that behaves quite differently on the surface, potentially
showing conducting states [53, 60, 61]. The bulk gap is usually generated by the
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spin-orbit interactions. At the surface, this bulk-gap can disappear and gapless
surface states can be found. These surface states (or edge states) have properties
different from the other electronic states in the material. They are protected by the
time-reversal symmetry of the material.

In the coming sections we will study the electronic properties of the (111) bilayer
and we will investigate the appearance of several edge states.
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2.1 The honeycomb structure

In addition to the properties of the two-dimensional electron gases at transition-metal
oxide interfaces we are also interested in the study of boundary states in topologi-
cal insulators. The honeycomb-lattice geometry possibly gives rise to topologically
protected spin-polarized bands in the presence of bulk spin-orbit interactions [18,
47, 54]. This is a general feature of TMOs with perovskite structure, but the prop-
erties of these states depend on the physical properties of the crystal. In order to
recover a honeycomb geometry, we need to have strong enough confinement of the
2DEG, ideally two unit cells. SrT iO3 (111) confines but KTaO3 (111) is expected
to confine even more due to the stronger polar charge of the layers. There have been
some experimental results studying the surface of KTaO3 that show that the 2DEG
confined between two layers of Ta atoms (forming a honeycomb lattice) could lead
to a topological metal [19].

(a) Two (111) layers cut in the SrT iO3 cu-
bic structure.

(b) Honeycomb lattice. In red, Ti atoms
of the first layer. In blue, Ti atoms of the
second layer.

Figure 2.2: Two (111) layers of a perovskite structure give rise to the honeycomb
lattice.

Both SrT iO3 and KTaO3 are insulators with similar band gaps and they both
can be made into n-type semiconductors when doped going from a transparent and
colorless sample to darker and opaque one (see Fig. 2.3) [18, 19]. There are however
several differences between SrT iO3 and KTaO3. One of them is that the bulk
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spin-orbit coupling is considerably larger in KTaO3. Also, the lattice parameter of
SrT iO3 (∼ 3.905Å) is slightly smaller than that of KTaO3 (∼ 3.9885Å). The charge
distribution and the polar character of the surface are also different. At the beginning
of this chapter it was stated that the SrT iO3 structure can be seen along the (111)
direction as a stacking of (SrO3)

4− and Ti4+ layers. In the case of KTaO3 these are
(KO3)

5− and Ta5+ layers. In terms of crystal structure, we described in section 1.1
how SrT iO3 undergoes several structural transformations at different temperatures
including a cubic to tetragonal transformation around 110K. However KTaO3 seems
to remain cubic even at 1K.

Figure 2.3: Photographs of SrT iO3 samples at different bulk dopings [26].

When the STO crystal is cut along the (111) direction, the Titanium atoms of each
layer create a two-dimensional triangular lattice. If we look at the first two (111)
layers, as shown in Figure 2.2a, both lattices superpose and the hexagonal honeycomb
lattice is recovered (Figure 2.2b).

There are two Titanium atoms per unit cell, each one coming from one of the (111)
layers. The crystallographic symmetries of the 2DEG plane have an impact on the
symmetry of the electronic structure of the system. The (111) plane has 6-fold
symmetry. This means that, when viewed along a direction normal to the plane, all
the t2g orbitals are equivalent modulo a rotation of 120◦.
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2.2 The Hamiltonian

Figure 2.4: Red nodes represent Titanium atoms that belong to the first (111) layer.
Atoms of the second layer are represented in blue. This figure illustrates that the
nearest neighbors of any particular Titanium atom are the three closest Titanium
atoms of the opposite layer. The second nearest neighbors would be the six nearest
Titanium atoms belonging to the same layer.

The physical properties of the (111) bilayer can be mathematically described using
the following Hamiltonian:

H = Ho +H1st +HSO +Htrig

where:

Ho =
∑

i

∑

da,db

∑

σ=↑,↓
EdaA

†
i,da,σ

Ai,da,σ + EdbB
†
i,db,σ

Bi,db,σ

Ho denotes the on-site energies of the different orbitals. Ai,da,σ is the annihilation
operator that removes an electron of the first layer located at the position i with spin
σ in the orbital da. The sum spans all the sites of the lattice and is extended to all
the orbitals involved. Similarly Bi,db,σ acts on the second layer.

H1st = −t
∑

<i,j>

∑

da,db

∑

σ=↑,↓
ei
~k~vijA†i,da,σBj,db,σ + e−i

~k~vijB†i,db,σAj,da,σ
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H1st represents the nearest neighbor interactions (see Fig. 2.4). The hopping ampli-
tude is independent of the orbitals involved in the interaction because only the three
t2g orbitals are taken into account and they are equivalent in the honeycomb lattice
(see section 2.1). The eg doublet is much higher in energy. The hopping amplitudes
between the eg doublet are significantly smaller compared with the interactions be-
tween the t2g triplet. Even though we do not include them in this model, we can
still extract the main physical properties of the system. In reality the Titanium
atoms talk to each other through the Titanium-Oxygen-Titanium interaction. The
parameter t takes into account this interaction.

HSO = λ~L · ~S
Htrig = ∆

∑

i

∑

d1,d2

∑

σ=↑,↓
A†i,d1,σAi,d2,σ +B†i,d1,σBi,d2,σ

Spin-orbit interaction is included in HSO and Htrig. It is included to lift the spin-
degeneracy in the 2DEG. Rashba splitting is generated when one considers on-site
spin-orbit interactions (HSO) together with processes in which the electrons change
orbital character when they hop between two neighboring metal sites. The latter
process is described by the trigonal field Htrig. A full description of the spin-orbit
Hamiltonian is given in Appendix B.
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2.3 Infinite vs finite size

Much in the same way as people investigated edge states in the 2D fractional quantum
hall effect (FQHE) [68], we may ask whether the 2DEG displays interesting features
at its boundary. For the FQHE, these special states are detected when the bulk
is insulating, since the edge is conducting. There is one notable exception for the
ν = 1/2 FQHE when the bulk is metallic. In that respect we are considering the
2DEG counterpart of the ν = 1/2 case.

Several physical properties of the (111) bilayer can be studied using the tight-binding
Hamiltoninan described in the previous section. The Hamiltonian describes a two-
dimensional infinite system with no spatial limitations. Figure 2.5 illustrates the
energy bands of the Ti bilayer for two different values of the spin-orbit coupling
parameter.

(a) Strong SO coupling (λ = 5 eV ). (b) Weak SO coupling (λ = 1.5 eV ).

Figure 2.5: Energy bands of the infinite (111) bilayer

As stated in the begining of this chapter, one can clearly differentiate between the
valence and conduction states in the presence of strong spin-orbit coupling. The gap
closes as this interaction is removed.

Once the SrT iO3 crystal has been cut along the (111) direction, one recovers an
infinite surface with honeycomb structure. In order to look for edge states, the
idea is to limit the size of this system in one of the spatial directions and study its
electronic structure. Figure 2.2b shows the unit cell of the crystal (containing two
Titanium atoms that belong to the two (111) layers). This unit cell is replicated

1one of the two primitive vectors of the hexagonal lattice, the other being ( 1
2 ,
√
3
2 )
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Figure 2.6: The first Brillouin zone of the honeycomb lattice has this particular
hexagonal form. Different physical properties of the lattice may be different at dif-
ferent points along the Brillouin zone. Usually by looking at the Γ, M and K points
(and the paths connecting them) one can recover all the information about the elec-
tronic structure of the system.

Figure 2.7: If the unit cell is replicated along the (1, 0) direction1, then one obtains
an infinite horizontal strip made of an alternating zig-zag pattern of Ti atoms. This
figure illustrates the hexagonal lattice limited in the y-direction to four strips.

along the primitive translation vectors. If the system is to be limited in size, the
replication of the unit cell has to be limited as well. The idea is to let the system
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be infinite in the x-direction but to have a limited size in the y-direction. To do so,
the number of (infinitely long) horizontal strips is then a finite number. Figure 2.7
shows an example when the system is limited to only four strips.

The Hamiltonian has to be modified a bit in order to study finite size effects, be-
cause now the unit cell contains 2×N Titanium atoms, where N is the number of
strips considered. This unit cell is then repeated along the x-direction. Thus, the
Hamiltonian is now dependent on the number of strips studied.

Figure 2.8: Energy bands of 20 strips. Strong spin-orbit coupling (λ = 5 eV ).

The energy spectrum of the finite-size system is a bit different than that of the
infinite bilayer. A number of 20 strips is already enough to clearly see the effects of
the limitation in size. Figures 2.8 and 2.9 show the energy bands for different values
of the spin-orbit coupling.

In Figure 2.8 the valence and conduction parts are clearly differentiated (similar to
2.5a). At the Γ point the top of the valence band is at 0.3 eV and the bottom of
the conduction band can be found at 3.26 eV . This means that at Γ there is a
band gap of 2..96 eV . This gap is larger at other points in the Brillouin zone. We
can also differentiate two kinds of bands in the spectrum. Some bands are grouped

27



Figure 2.9: Energy bands of 20 strips. Weak spin-orbit coupling (λ = 1.5 eV ).

together along the Brillouin zone (in black). Some other bands (in red) are single
bands that split from the previous branch at some points in the Brillouin zone. These
single bands are the potential candidates for the edge states that we are looking for.
Similar results can be retrieved when the spin-orbit coupling is rather weak. In this
case the gap separating the conduction and valence parts shrinks, but similar single
edge states can be found. In section 2.4 we will study the physical properties of these
single bands and we will identify their origin.

Note that the values of the spin-orbit coupling parameter λ are quite large (5 eV
and 1.5 eV respectively). Usually the measured values of this interaction are around
30-50 meV for SrT iO3 and around 0.45 eV for KTaO3. We decided to exagerate this
value in order to fully appreciate the appearance of the edge states. This effect can
be particularly seen when comparing Figures 2.8 and 2.9. Strong spin-orbit coupling
interaction let us see more clearly the appearance of these edge states and makes
it easier to study their properties (that we analyze in the next chapter). Realistic
values of λ would make it harder to find and study these edge states.
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2.4 Edge states

As a rule of thumb, a topological insulator is characterized by the existence of edge
(or surface) states that, due to time-reversal symmetry, cannot be adiabatically con-
nected to the other bulk states [47, 53, 60]. Historically, the first example of a state
of matter which was topologically different than the other known states of matter
was the Quantum Hall state [54]. In a 2D sample, the electric current is carried only
along the edge of the sample, leaving the bulk insulating.

In Mathematics, the idea of topological invariance is generally used to classify objects
depending on their geometry. For instance, two-dimensional surfaces can be classified
by the number of holes in them, i.e. the genus. A key concept is that two objects
are topologically equivalent if one can be smoothly deformed into the other. As an
example, one can look at the famous comparison between a donut and a cup of tea,
both of them containing just one single hole.

In Physics we can also classify systems depending on their topology. A key concept
is that of smooth deformation. In the previous example the word smooth refers to the
fact that you are changing the shape of the tea-cup without creating any more holes
in the deformation process. In Physics, we can use this deformation process if we look
at the energy spectrum of a particular system. For instance, in an insulator one can
find some states (valence) separated from others (conduction) by a gap. A smooth
deformation in the Hamiltonian would be one that leaves this gap untouched, and
the gap is not closed. Thus, if we have two systems belonging to the same topological
class and we put them in contact, the interface can show gapless states, but it is not
a requirement. However, if the two systems belong to different topological classes,
then new gapless states will appear at the interface.

In section 2.3, where we studied finite width system consisting of 20 strips, we saw
that, depending on the band filling, edge states could be found. (Figures 2.8 and
2.9). Usually these states exhibit some peculiar properties at some points in the
Brillouin zone. In this section we will study the properties of these candidates. To
do so, we will study the parity and the evolution of the wave function of several
states along the Brillouin zone.
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2.4.1 Parity

Figure 2.2 shows that the system is composed by two types of atoms, those that
belong to the first layer and those that belong to the second layer. This means that
any eigenvector can be written as a linear combination of the spin dependent orbitals
of the two atoms:

Ψ =
∑

σ,orbs

ασ,orb + βσ,orb

where α and β are the eigenfunctions representing the two types of atoms. The
eigenvector Ψ is said to be even if after the interchange of the two atoms Ψ remains
invariant. It is odd when the eigenvector changes sign.

Even : Ψ
α↔β−−−→ Ψ

Odd : Ψ
α↔β−−−→ −Ψ

When we look at the parity of the lowest band in the bulk, we observe that its parity
changes along the Brillouin zone. We find that the lowest state is even at the Γ point
and at two M points but it becomes odd at the third M point, as illustrated in Fig.
2.10.

This means that the point M2 is isolated from the rest of the points, which means
that it is not possible to smoothly connect it with Γ or the other two M points. This
will cause the appearance of edge states when we limit the system in size. This is
precisely the reason why we obtain single isolated bands in the electronic structure
of the 20-strips system (Figure 2.8).

We have found one M point due to a particular choice of the lattice vectors. An
alternative choice that is not orthogonal but that conforms to the rotational symme-
try of the lattice would give three odd M points. This does not change anything in
terms of topology, since what counts is the product of the parities at the four time
reversal invariant points, Γ and M .

2.4.2 Localization

There are plenty of bands in Figure 2.8. The number of bands depends on the number
of strips considered. If we choose one of these bands, we can study its wave function
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Figure 2.10: Parity of the lowest band at different points in the Brillouin zone.

along the Brillouin zone. The wave function contains all the information about that
particular band. Part of this information is the localization of the band. That is,
we can see what particular atoms (and strips) are contributing to that band at any
point in the Brillouin zone. Most of the bands do not show any particular feature,
one can simply see that all the strips are contributing more or less following some
distribution. However, this is not the case with edge states. These states are usually
localized on the surfaces of the system. Thus, it would be interesting to see the strip
contribution of one of these states.

Figure 2.11 shows the localization of the wave function of the highest edge state
candidate (red bands in Fig. 2.8). It can be clearly seen that at the M point the
wave function is completely localized on one of the edges of the system, in strip
number 1 (2.11d). As soon as we move away from M towards Γ, this localization
disappears (2.11e - 2.11l). This is in perfect agreement with what can be seen in the
band structure. At M the highest edge state is completely isolated from the rest of
the states (between the two conduction branches). This state remains separate from
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(j) (k) (l)

(m) (n) (o)

(p) (q) (r)

Figure 2.11: Evolution of the spatial distribution of the wave function along the
Brillouin zone.
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the rest until the K point, where it merges with the two conduction branches and
delocalizes (2.11i).

When we look at the strip-distribution of any other normal band (the ones shown
in black in Fig. 2.8), we see that is is like 2.11r at any point in the Brillouin zone.
That means that is is completely delocalized. In summary, we have two types of
bands. The first type of bands is always delocalized and its parity does not exhibit
any special behaviour. The second type of bands (shown in red in Fig. 2.8) are
different in the sense that they are strongly localized on one of the edges of the
system at particular points in the Brillouin zone and their parity is not the same
everywhere.

Experimental observations show that the measured thickness of the 2DEG appears
comparable for KTaO3 (111) and SrT iO3 (111) [18, 19]. The band filling and spin-
orbit energies are such that topological effects might show more easily in the case of
KTaO3, without requiring electrostatic doping to get close to the M points.
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2.5 Polarity

SrT iO3 seen along the (111) direction displays polar surfaces. In the introduction
of this chapter we mentioned that we would find alternating (SrO3)

4− and Ti4+

layers. Thus, the unit cell in the stacking sequence bears a non-zero dipole moment.
These dipoles are not a surface phenomenon, they can be found in the bulk of STO
as well [76]. One could argue that the existence of a macroscopic dipole moment
would generate an infinite surface energy. This situation can be avoided after surface
reconstructions or if compensating charges are introduced in the surface. This means
that in the end the surface configuration is different than that of the bulk. These
changes have a deep impact on the surface electronic structure.

In the previous sections we have shown the electronic structure of the (111) bilayer
of SrT iO3 and we have studied the properties of the edge states that arise when the
bilayer is limited in size. In the Hamiltonian we denoted the on-site energies of the
atomic orbitals belonging to the two layers as Eda and Edb . For simplicity, in our
calculations we consider these two values to be equal. That is, we consider that both
layers are equivalent.

In a more realistic model, these two layers are not strictly equivalent. The first layer
would have as neighbors the second layer and the vacuum, whereas the second layer
would be placed between the first layer and the bulk of SrT iO3. We should either
implement surface reconstruction (affection the on-site energies of the atoms) and
consider the charge distribution of the layers.

The implementation of polarity in our model would change the electronic structure
of the system. However, we would find similar edge states (this is what is actually
experimentally found [18]). The localization of these states would be very similar.
A more in-depth study on the parity of these states would be required, since the
interchange of the two layers can no longer be made.
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3 The (001) surface of SrT iO3

In previous chapters we reported that experimental results show that the behaviour
of the surface of SrT iO3 is different than that of the bulk. This is why it is important
to study doped SrT iO3 and the effect that the doped layers have on the surface. This
can be done mainly either by atomic substitutions of certain atoms in the crystal
(such as replacing Sr with a d1 transition metal like La or replacing Ti with a d3
transition metal such as Nb), or by reducing the Oxygen content introducing Oxygen
vacancies. Our work will focus on the latter case.

The presence of Oxygen vacancies at the surface of the crystal can be the source of
the metallic state and might be responsible for the different physical properties of the
material, such as magnetism, if they manage to break the time-reversal symmetry of
the crystal. In principle they can give an explanation of the two-dimensional electron
gas found at the surface of SrT iO3 and other transition metal oxides. One of the
purposes of this work is to study the specific role that these vacancies play in the
formation of the observed 2DEG.

The electronic structure of SrT iO3 is affected not only by the density of these Oxygen
vacancies but also by their relative position and arrangement in the crystal. Thus,
we will investigate different arrangements of single and pairs of vacancies for the
two possible surface terminations of the crystal. A single vacancy is the minimum
number of vacancies that we can introduce in the system. Di-vacancies are specially
interesting, since they might be able to explain the in-gap states observed experi-
mentally around −1.3 eV below the Fermi energy. Three or more vacancies would
produce Oxygen vacancy concentrations much higher than those found in STO. The
Oxygen atoms populate the crystal structure as neutral atoms. When one Oxygen
atom is removed, the two electrons used to fill the 2p6 orbital can be returned to the
crystal. Thus, the Oxygen vacancy can be considered as a double donor impurity, as
shown in Figure 3.1.

One possible approach to study the role of these vacancies is density functional theory
(DFT). As an example, in [65] several slab configurations are analyzed, focusing on
cases where two Oxygen vacancies can be found near the surface. Using a 3x3x4 slab,
they find that these vacancies promote new in-gap states in the electronic structure
of SrT iO3.

Another approach is to build a theoretical model of these slabs for different arrange-
ments of Oxygen defects and extract the band structure and other physical properties
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(a) Each Oxygen atom contributes with 2 electrons that
need to be placed somewhere in the crystal.

(b) One electron can be captured by the neighboring Ti
atom. The other electron can be placed between the TiO2

layers contributing to the formation of the 2DEG.

Figure 3.1: Possible explanation of the coexistence of superconductivity and mag-
netism in the presence of Oxygen vacancies.

of the system out of this model. The main advantage of this approach is that it allows
us to track the origin of new electronic states and it makes it very easy to analyze
the orbital character of the new states, as well as their location within the slab.
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Figure 3.2: The 2 × 2 × 4 cluster. In red, Ti
atoms, surrounded by an octahedra of O atoms
in blue. The existing atoms have been num-
bered so that the data shown in the coming
chapters can be interpreted.

We will use a 2×2×4 cluster for our
calculations. There are a total of 68
atoms in the cluster (16 Titanium
atoms and 52 Oxygen atoms).

The Figure shows a cluster that
is SrO-terminated. The termina-
tion of the top layer plays an im-
portant role in the calculations and
some electronic states present differ-
ent properties depending on the ter-
mination of the surface. This is why
it is not only important to study the
role of the existence of vacancies and
their position, but also on the termi-
nation of the surface. Study of this
cluster with a TiO2 layer surface can
be done if we consider that the top
four Oxygen atoms can be removed.
We can consider them as ”vacan-
cies” (in addition to whatever va-
cancies are studied within the clus-
ter).

This cluster can be used to study the
bulk of SrT iO3 or the (001) surface
in contact with vacuum. The clus-
ter is periodic in the xy plane (that
is, Ti atom 1 is also connected to O
atom 22, Ti atom 35 is connected
to O atom 9, etc.). The bulk can be
analyzed imposing periodic bound-
ary conditions. This means that O
atoms 33, 34 67 and 68 are the same
as O atoms 20, 32, 54 and 66, re-
spectively. The surface of (001) can be studied by breaking the symmetry along the
z-axis, so that the O atoms mentioned before are no longer equivalent.

Technically, if periodic boundary conditions are used along x and y this cluster can
be simplified to a 1 × 1 × 4 cell. Thus, a simplified unperturbed cluster would
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show the same electronic structure and properties than that of the 2 × 2 × 4 cell
(see section 4.1). However, we will not give results for the 1 × 1 × 4 system for
several reasons. First of all, such cell does not allow the study of antiferrodistortive
distortions, because when one octahedron rotates clockwise, the adjacent octahedra
in the xy plane have to rotate counter-clockwise, and this cannot be implemented in
a periodic xy system with a single column. Secondly, the study of Oxygen vacancies
is rather difficult because one single vacancy would already yield a big density of
Oxygen defects much higher than what is experimentally observed. Finally, a single
column of Titanium atoms is not enough to study different relative positions of di-
vacancies. For these reasons, we will continue our study using the 2× 2× 4 cell for
all the calculations.

The size of the cluster is big enough to obtain relevant data about the surface of
SrT iO3. We know that most transition-metal perovskites can accommodate a high
density of Oxygen vacancies, and even when we introduce two vacancies in the TiO2-
terminated cluster the effective stoichiometry of the system is SrT iO2.875.
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3.1 Mathematical model

In the study of the 2×2×4 cluster there are a total of 68 atoms (16 Titanium atoms
and 52 Oxygen atoms, see Figure 3.2).

Taking into account that any single orbital can hold up to two electrons (spin up
and down), there are a total2 of 2× (16× 5 + 52× 3) = 472 individual spin-orbitals
to be taken into account.

The Hamiltonian has the following form:

H = Ho +Hint +HSO

where

Ho =
∑

i(T i)

∑

d

∑

σ=↑,↓
EdA

†
i(T i),d,σAi(T i),d,σ +

∑

j(O)

∑

p

∑

σ=↑,↓
EpB

†
j(O),p,σBj(O),p,σ

Ho is a diagonal matrix that contains the information of the on-site energies of
the different atomic orbitals. Ai(Ti),d,σ is the annihilation operator that removes an
electron of the orbital d of the Titanium atom in position i(Ti) with spin σ. Bj(O),p,σ is
the annihilation operator that removes an electron of the orbital p of the Oxygen atom
in position j(O) with spin σ. A†i(T i),d,σ and B†j(O),p,σ are their counterpart creation

operators. The first sum spans all the Titanium sites (16 in total) of the cluster and
the five d orbitals (see section 1.2). Similarly the second sum spans all the Oxygen
sites (52 in total) of the cluster and the three p orbitals.

Hint =
∑

<i(T i1),j(T i2)>

∑

d1,d2

∑

σ=↑,↓
Td1,d2,i(T i1),j(T i2)e

i~k~vi(Ti1)j(Ti2)A†i(T i1),d1,σAj(T i2),d2,σ

∑

<i(T i),j(O)>

∑

d,p

∑

σ=↑,↓
Td,p,i(T i),j(O)e

i~k~vi(Ti)j(O)A†i(T i),d,σBj(O),p,σ

∑

<i(O1),j(O2)>

∑

p1,p2

∑

σ=↑,↓
Tp1,p2,i(O1),j(O2)e

i~k~vi(O1)j(O2)B†i(O1),p1,σ
Bj(O2),p2,σ +H.C.

(1)

2There are two spins (up-down), five d orbitals for the Titanium atom and three p orbitals for
the Oxygen atom. That is: spin×(#Ti×#d-orbs+#O×#p-orbs) = 2× (16× 5 + 52× 3) = 472
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Hint represents the nearest neighbor interactions. The most general case involves
interactions between neighboring Titanium atoms (first term), interactions between
neighboring Titanium-Oxygen atoms (second term) and interactions between neigh-
boring Oxygen atoms (third term). When the Hamiltonian of the (111) bilayer was
introduced in section 2.2, the hopping amplitude between any two atoms was always
−t because the symmetry of the system allowed it. This is no longer the case. Now
the five d orbitals are not equivalent and this hopping amplitude depends on the
relative position and the orbitals of the two atoms involved in the interaction. The
calculation of this amplitude can be done using the Slater-Koster rules (see appendix
A).

HSO = λ~L · ~S

HSO introduces spin-orbit coupling into the system. This term lifts the degeneracy
of the spin up-down orbitals. We explain the physical meaning of this term and we
show how to compute it in appendix B.
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3.2 Oxygen vacancies

Figure 3.3: Representation of a single vacancy above a Titanium atom. The Ti atom
will only interact with the five remaining Oxygen atoms.

The presence of Oxygen vacancies can be implemented in the model described in the
previous section. To do so, the hopping amplitudes between the atoms near to the
vacancy have to be tuned, as well as the on-site energies of these atoms. Relaxation
can be simulated by displacing the Titanium atoms close to the vacancy.

Hopping amplitudes

In the previous section the Hamiltonian of the cluster was introduced using the tight
binding model. It was stated that the interactions between any two atoms depended
on their relative position and on the orbitals involved. Before removing the Oxygen
atom to create a vacancy, the interaction between that Oxygen atom and a neigh-
boring Titanium atom was proportional to the hopping amplitude Tda,pb,i(T ia),j(Ob).
Once the Oxygen is removed, the possibility of an electron hopping from the Tita-
nium atom to the Oxygen atom has to be removed. To do so, this hopping amplitude
must be zero. Setting all the hopping amplitudes in the interaction between any kind
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of atom with the Oxygen to be removed to zero is the first step to simulate a vacancy
in the Hamiltonian. That is, if the Oxygen atom in position m(O) is going to be
removed, then

Td,p,i(T i),m(O) = 0

Tp1,p,i(O1),m(O) = 0

for all possible d and p orbitals, and for all possible i(Ti) and i(O1) positions.

Relaxation

One way to simulate relaxation is by displacing the Titanium atoms. Normally
the position of the Titanium atom is such that the overall energy of the atom is
minimized. When the Titanium atom is surrounded by six Oxygen atoms, its natural
position is in the middle of the octahedron, equidistant from all the surrounding
Oxygen atoms. When one (or more) of the Oxygen atoms is removed, the Titanium
atom needs to find a new stable position.

Figure 3.4: Removing an Oxygen atom changes the local crystal field of the neigh-
boring atoms. On-site energies, hopping amplitudes and position of the atoms have
to be adjusted.

Figure 3.4 shows the displacement of the Titanium atom when the Oxygen atom
above it is removed. In this particular case, the Titanium atom would go down to
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a new stable position. The displacement is not so strong in this case (around 4% of
the Ti-O distance), but the impact on the Hamiltonian and the electronic structure
is critical. Once again, the hopping amplitude between the displaced Titanium atom
and its neighboring atoms depends on their relative position from each other. If
the position of one of the atoms is modified, so is the hopping amplitude. This
means that the hopping amplitudes Td1,d2,i(T i1),j(T i2) and Td,p,i(T i),j(O) in (1) have to
be recalculated.

On-site energies

The five d orbitals are degenerate in vacuum, and so are the three p orbitals. This
is not the case with the perovskite structure. As we mentioned in section 1.1 the
five d orbitals split into the t2g triplet and the eg doublet. The degeneracy of these
two sets can be split again if we introduce Oxygen defects in the crystal. As a
first approximation we can consider that the six Oxygen atoms surrounding any
Titanium atom are responsible for the local crystal field felt by the Titanium atom.
If we remove any of those Oxygen atoms, we change this crystal field, such that the
cubic symmetry is broken. In the following sections we will show how the on-site
energies of some particular orbitals change depending on the presence and position
of one or more Oxygen vacancies.
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4 Impact of Oxygen vacancies on the
(001) surface of SrT iO3

As mentioned before, the appearance of the two-dimensional electron gas found at
the (001) surface of SrT iO3 can be explained by the presence of Oxygen vacancies
at the surface of the crystal. The density and relative position of these vacancies
can have an impact on the physical properties of such 2DEG. In this chapter (and
in appendix C ) several configurations of the cluster will be presented.

The (001) surface has two possible terminations. One of them is the TiO2 terrace
and the other one is the SrO terminations. Their electronic structure is quite similar
but there are slight differences that we will comment in the following sections.

Thanks to the fact that we are modeling the problem by means of a Hamiltonian
we can use a simple mathematical trick to access states that are not experimentally
realized and also that require elaborate schemes to be stabilized in DFT calcula-
tions. This trick consists on removing the Oxygen atom smoothly, so that there is
a continuous transition between the cluster with all the Oxygen atoms in place and
the cluster with one or more vacancies. This can be easily done by introducing a
parameter α that regulates the existence of vacancies. More precisely, if α = 0 then
the Oxygen atom is removed and there is a vacancy in the cluster. If α = 1 then the
Oxygen atom has not been removed and there are no vacancies in the cluster. An
intermediate value of α has no physical interpretation but it helps to understand the
emergence of new electronic states that might give rise to the observed 2DEG.

In section 3.2 it was stated how the hopping amplitudes between atoms, the position
of the atoms and their on-site energies depended on the existence and position of
the vacancies. Using this parameter α all these physical quantities can be smoothly
regulated. That is, if the real hopping amplitude between an Oxygen atom and a
Titanium atom is to, then the mathematical amplitude would be αto, so that the
amplitude is to when α = 1 and the Oxygen atom is in the cluster, and it becomes 0
when α = 0 and the Oxygen atom has been removed. Similar linear transformations
can be done with the position of the atoms and their on-site energies.

Figure 4.1 can be helpful to visualize this trick. The Figure shows the energy states
(y-axis) at the Γ point of the cluster for different values of α (x-axis). α regulates
the existence of one of the Oxygen atoms on the top SrO layer. On the far right of
the picture it can be observed that all the states are grouped in either the bottom
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Figure 4.1: The horizontal axis denotes the presence of the Oxygen atom (it is the
parameter α mentioned in the introduction of this chapter). On the far right, we can
see the energy states at the Γ point when the Oxygen atom is still present. Thus,
we can see the usual insulating case where the valence and the conduction states are
separated by a large gap. On the left, we see the energy states when the Oxygen
atom is not present, meaning that the system has one Oxygen vacancy. The smooth
transition between the two cases helps us visualize the origin of the new states created
both in the gap and within the conduction part.

of the figure (valence states, the top of the valence part is at −14.05 eV ), or in
the top (conduction states, the bottom of the conduction bands is at −11.04 eV ).
On the far left of the picture there are also states that belong to the valence and
conduction bands, but there are also two new types of states. Firstly, there are states
at 0 eV These states represent the vacancy. Where there was an Oxygen before with
an on-site energy of around −14 eV there is vacuum now. The site occupied by
the Oxygen is now empty, and this site has a on-site energy of 0 eV and there is
no hopping amplitude connecting this site with any other atom. These states are
completely orthogonal to the rest of the states. Secondly, there are new (degenerate)
states in the gap that separates the valence and the conduction part, at around
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−11.5 eV . In the next sections we will study the particular properties of these new
in-gap states. Finally, some of the conduction states have changed. We will also pay
attention to some of the new conduction states appearing above the bottom of the
conduction part.

In the model used to calculate the bulk electronic structure of SrT iO3 there were
several parameters that needed to be tuned (see Table 1). These parameters are
still present for this model of the 2 × 2 × 4 supercell. The numerical values that
were tuned for the bulk will be the same in this case. However, since now we are
introducing the possibility of Oxygen vacancies and Titanium displacements, there
are new parameters that need to be tuned.

In the perfect cubic lattice we know that the d orbitals split into two groups, the eg
and the t2g. This means that Edxy=Edxz=Edyz and Edx2−y2

=Edz2 . This is no longer
the case in the presence of Oxygen vacancies. When an Oxygen atom is removed,
its neighboring Titanium atom is surrounded by a slightly different crystal field that
will split this degeneracy. As an example, let us suppose that we remove the Oxygen
atom that is above a Titanium atom in the z-axis. In this case, the dxy and dx2−y2
do not feel the difference, but there will be a change in the on-site energies of the
dz2 and dxz-dyz orbitals, lifting the eg and t2g degeneracies.

Another set of parameters that needs to be tuned is the position of some of the
atoms within the cluster. In the example mentioned before (see Fig. 3.4), the
Titanium atom would be shifted along the z axis a modest 4% of the original Ti-O
distance.
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4.1 SrO-termination. No vacancies.

Figure 4.2: 2 × 2 × 4 supercell with no
vacancies.

The 2× 2× 4 cluster was already intro-
duced in chapter 3. Before evaluating
the electronic properties of the cluster
with Oxygen vacancies, it is important
to evaluate them when all the Oxygen
atoms are present.

As a reminder, there are 68 atoms in the
cluster (16 Titanium atoms and 52 Oxy-
gen atoms). Figure 4.2 shows all the ex-
isting atoms, that have been numbered
so that the data shown in the coming
chapters can be interpreted.

The slab is periodic in the XY plane,
whereas the symmetry in the z direction
has been broken imposing surface termi-
nations. Even though there are slight
differences between the atoms close to
the surfaces and the atoms in the bulk
of the slab, we consider the symmetry of
the system to be perfectly cubic. All the
p orbitals of all the Oxygen atoms are
considered degenerate in energy, as well
as the t2g triplets and the eg doublets of
the Titanium atoms.

In this section we will study the energy
states at the Γ point and we will show
the orbital and site character of the bot-
tom of the conduction band (above the
Fermi energy) before any Oxygen atom is removed. We will also show the energy
bands along the Brillouin zone. These results will be used as a benchmark for the
results that we obtain when we introduce Oxygen vacancies in the system.
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Figure 4.3: Electronic states at the Γ point of the 2× 2× 4 cluster.

Figure 4.3 shows the energy states at the Γ point. Since we want to study the
electronic structure of the cluster without Oxygen vacancies first, the states appear
flat because no Oxygen atom is being removed at all. It can be clearly seen the two
groups of states, one representing the valence part and the other one the conduction
part. The gap is around 2.96 eV .

When we introduce Oxygen vacancies, there will be new in-gap states close to the
conduction part. In order to make a comparison, we will show the character of the
electronic states at the bottom of the conduction bands.

Several degenerate states can be found there. Figure 4.4a shows that the first con-
duction state has mostly dxy character (slightly mixed with the other t2g orbitals due
to the small spin-orbit coupling). Figure 4.4b indicates the site contribution of this
particular state (check Figure 4.2 to see the numbers of the atoms). It is quite clear
that this state is located mostly on the eight Titanium atoms in the middle of the
supercell, and there is a small contribution coming from the eight Titanium atoms
close to the surfaces (illustrated in Figure 4.6a).

Some of the other degenerate states at the bottom of the conduction band have the
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(a) Orbital (b) Sites

Figure 4.4: Orbital/site character of the electronic states at the bottom of the con-
duction band (I).

(a) Orbital (b) Sites

Figure 4.5: Orbital/site character of the electronic states at the bottom of the con-
duction band (II).

profile shown in Figure 4.5. Again it is a dxy state, but now (as seen in Figure 4.5b)
it is located on the surfaces of the cluster, mostly. There is a slight contribution
coming from the Titanium atoms on the bulk of the supercell but it is the surface
Titanium atoms the ones that contribute most (see Figure 4.6b).

The energy states shown in Figure 4.3 are calculated at the Γ point. Figure 4.7 shows
the energy states at different points in the Brillouin zone.

Figures 4.3, 4.5 and 4.6 show properties of the eigenstates calculated at the Γ point.
The full band structure along the Brillouin zone is presented in Figure 4.7. The
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(a) Titanium-sites character of the elec-
tronic states at the bottom of the conduc-
tion band (I).

(b) Titanium-sites character of the elec-
tronic states at the bottom of the conduc-
tion band (II).

Figure 4.6: There are a total of eight degenerate states at the bottom of the conduc-
tion part. Four of them with the profile shown in Figure 4.4 and the other half with
the profile shown in Figure 4.5.

valence part has a strong p-character and the big majority of the contribution is
coming from the Oxygen atoms. 2.96 eV separates the top of the valence band and
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Figure 4.7: Band structure of the pure 2× 2× 4 cluster.

the bottom of the conduction band. The conduction band has two parts due to
the splitting of the eg and t2g orbitals in the perovskite structure. In the absence
of Oxygen vacancies, the Fermi level is located above the valence bands. Thus, a
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large amount of energy is required to promote on electron from the valence to the
conduction part, and this is why SrT iO3 is a good insulator. This band structure
will suffer some changes when we introduce Oxygen vacancies, as we will see in the
coming sections.

Summary

• The electronic structure of the SrO-terminated cluster is that of a common
insulator. The valence and conduction states are clearly separated by a band
gap.

• The valence states are mainly oxygen-p states. The conduction states have
strong Titanium d character.

• The orbital character of the bottom of the conduction band is dxy.

• We will consider the case of the pure TiO2 terminated cluster in section 4.4.
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4.2 SrO-termination. One apical vacancy

Figure 4.8: The cluster with one Oxygen
vacancy on the top SrO layer.

The simplest case to analyze is the one
where one of the Oxygen atoms of the
top SrO layer is removed (green site in
Figure 4.8).

As it was stated at the beginning of
this chapter, the on-site energy of site
20 (site of the vacancy, see Figure 4.2)
will be smoothly turned to zero and all
the hopping amplitudes connecting this
site with its neighbors will also be re-
moved, leaving this vacuum-site isolated
from the rest of the supercell. This
vacuum-site will create new electronic
states at 0 eV , quite far from the top of
the conduction part. Since these states
are completely orthogonal to the rest of
the states, they will never be filled with
electrons and they do not affect the elec-
tronic structure of the system.

The Titanium atom right below the
Oxygen vacancy will be pulled down in
the z-direction as an adaptation to the
new local crystal field.

The change in the crystal field surround-
ing the Titanium atom below the va-
cancy lifts the degeneracy of the t2g and
eg orbitals of this particular atom. That
is, the on-site energy of the dz2 will be
lowered now that there is not a pz or-
bital above it to couple with. Analo-
gously, and for the same reason, there
will be a slight change in the on-site en-
ergies of the dxz and dyz orbitals (these are the only two that remain degenerate in
energy).
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Figure 4.9: Electronic states at the Γ point when one Oxygen atom is removed. On
the right, the electronic states when the Oxygen atom has not been removed. On
the left, the electronic states when the Oxygen atom has been completely removed
and the neighboring atoms have adapted to the new local crystal field.

Figure 4.9 shows the transition of the electronic states when the Oxygen atom is
removed. On the right side of the plot one can find the energy states of the supercell
at the Γ point when there is still an Oxygen in place and the system has not been
perturbed (these states are identical to the ones found in Figure 4.3). On the left side
one can find the new electronic states once the Oxygen atom has been fully removed.
In the middle, the smooth transition between the two physical situations.

There are several differences between both sides of the plot, but there are two features
that are critical:

1. There are six new degenerate states at 0 eV . These states emerge in the
case of an atomic configuration where one (or more) Oxygen atom is missing.
These states are completely decoupled from the rest of the system because the
’interatomic’ matrix elements connecting this site with the rest of the cluster
are zero. Moreover, the fact that these states are far from the top of the
conduction part prevents any electron from getting there when the system is

54



doped.

2. There are two new in-gap states around 0.42 eV below the bottom of the
conduction band.

Figure 4.10: Zoom of Fig. 4.9.

In Figure 4.10 we can clearly see the new in-gap state coming from the valence part,
and several new electronic states that are created above the bottom of the conduction
band.

It is important that we understand the orbital and site character of the new states
found in the gap and the other new states that appear in the vicinity of the bottom
of the conduction part.

The orbital and site character of the two new degenerate in-gap states is shown in
Figure 4.11. They are mostly a mixing of dz2-pz orbitals coming from atoms 4 and
17. Atom 4 is the Titanium atom right below the vacancy (see Fig. 4.2) and atom
17 is the Oxygen atom right below the Titanium atom. This means that these states
are quite localized in the vicinity of the vacancy introduced and that the neighboring
atoms are affected much more than the other atoms in the slab. There is also a bit
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(a) Orbital (b) Sites

Figure 4.11: Orbital/site character of the two new electronic states found in the gap.

of dx2−y2-px/y mixing coming from the Titanium and Oxygen atoms in the vicinity
of the vacancy, but it is minimal.

(a) Orbital (b) Sites

Figure 4.12: Orbital/site character of the electronic states at the bottom of the
conduction band.

Above these two new in-gap states there is the bottom of the conduction band. The
orbital and site character of the first degenerate states in the conduction band is
shown in Figure 4.12. It can be clearly seen that it is an almost pure dxy state,
similar to what was found in the cluster with no vacancies. Figure 4.12b shows that
the Titanium atoms in the middle of the cluster contribute more than the Titanium
atoms situated close to the surface, but the contribution is not completely symmetric.
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That is, the Titanium atoms that are closer to the vacancy contribute more than
the atoms that are further. This s a bit different from what was found in the cluster
with no vacancies.

(a) Orbital (b) Sites

Figure 4.13: Orbital/site character of the lowest new electronic states above the
bottom of the conduction band.

(a) Orbital (b) Sites

Figure 4.14: Orbital/site character of the next new electronic states above the bottom
of the conduction band.

Several new states appear in the conduction part. Figure 4.13 shows the orbital/site
character of the lowest new degenerate states. They are pure dxy states mainly
localized on the edges of the cell. Figure 4.14 shows the character of one of the
degenerate new states found above the previous dxy states. It is a mixture of dxz and
dyz orbitals localized mainly around the Titanium number 3 and around the other
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Titanium atoms belonging to the column of the Oxygen vacancy. Titanium atoms
on the adjacent columns also contribute a bit. The contribution coming from the
diagonally opposed column is negligible.

Special attention has to be paid to the symmetry of the system. We mentioned in
the beginning of the chapter that the cluster was periodic in the x and y directions
and that, in the absence of distorsions, the system is completely symmetric in the
x-y plane. This symmetry remains untouched when we introduce one apical vacancy
in the top SrO layer. This feature can be read off from the histograms, where the
weight of the px and py orbitals is the same (as well as the dxz and dyz). Also, the
weight of Titanium/Oxygen atoms in the x axis is the same as the atoms found
when the system is rotated by 90◦. This analysis seems to be false when we look
at the last set of histograms (Figure 4.14). The histograms show a slight difference
between the dxz and the dyz orbitals as well as a difference between the four columns
of the cell. This is because we showed the orbital/site character of only one of the
degenerate states in the conduction band. A closer look to the histograms of the
other degenerate states reveals that all the histograms can be paired such that in the
end a perfect xy symmetry is recovered.

Once again, the energy states shown in Figure 4.9 are calculated at the Γ point,
but we can calculate the energy states of the system when the Oxygen has been
completely removed at different points in the Brillouin zone, as shown in Figure
4.15. The main feature in this structure is the appearance of two new degenerate
bands between the valence and the conduction part (and their counterparts below
the valence bands). The orbital contribution of these two states can be studied at any
point along Figure 4.9 (in the process of removing the Oxygen atom). What we see
is that initially there is a big contribution coming from the Oxygen to be removed,
so the orbital character is mainly p. There is a small contribution coming from the
d orbitals of the Titanium below the (future) vacancy and from other surrounding
Oxygen atoms. As soon as we start removing the Oxygen atom (diminishing the
interatomic hopping amplitudes, changing the on-site energies of some particular
orbitals and relaxing the structure) the contribution of the Oxygen atom diminishes
and the Titanium atom below begins to contribute more to this state. This is why
in Figure 4.9 we see a state from the valence band taking off towards the conduction
part. The contribution to this state coming from the different atomic orbitals suffers
some changes along the process of removing the Oxygen atom. In the end, we recover
Figure 4.11. The orbital and site character of these states does not strongly depend
on k. Similar orbital contributions are obtained when the new states are evaluated
at other points of the Brillouin zone. The Fermi level is located between the new
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Figure 4.15: Band structure of the 2× 2× 4 cluster with one apical Oxygen vacancy.

in-gap states (which are filled with electrons) and the conduction part.
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Summary

• New features appear in the band structure when one apical vacancy is intro-
duced on the SrO surface.

• Two degenerate states appear in the gap close to the bottom of the conduction
part. These are states localized around the Titanium below the vacancy and
their orbital character is mainly dz2 .

• The bottom of the conduction band remains unchanged, although its localiza-
tion within the slab is slightly different due to the symmetry breaking in the z
direction.

• Other new states appear in the conduction band. These are t2g states.

• Some of the new conduction states are dxy states. Others are a combination of
dxz − dyz states.
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4.3 SrO-termination. Two vertical vacancies

Figure 4.16: The cluster with two Oxygen
vacancies vertically aligned

There are other positions where we can
introduce a single vacancy. We show re-
sults for a single vacancy introduced in
the first TiO2-plane in appendix C. In
this section we will study the electronic
structure of the cluster when we intro-
duce two Oxygen vacancies vertically
aligned as shown in Figure 4.16.

Again, the on-site energy of sites 17 and
20 (sites where the Oxygen atoms are re-
moved, see Figure 4.2) will be smoothly
turned to zero and all the hopping am-
plitudes connecting these sites with their
neighboring atoms will also be removed,
leaving these vacuum-sites isolated from
the rest of the supercell. Once again,
these vacuum-sites will create new elec-
tronic states at 0 eV , completely orthog-
onal to the rest of the states, that will
never be filled with electrons and that
do not affect the electronic structure of
the system.

This time the Titanium atom (4) right
below the first Oxygen vacancy (20) will
not be pulled down in the z-direction be-
cause the local crystal field at site 4 is
symmetric in this direction. However,
the Titanium (3) below the second va-
cancy (17) will adapt to the new non-
symmetric local crystal field and will be
pulled down in the z-direction.

The change in the crystal field surround-
ing the Titanium atom below the second vacancy lifts the degeneracy of the t2g and
eg orbitals of this particular atom. That is, the on-site energy of the dz2 will be
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lowered now that there is not a pz orbital above it to couple with. Analogously, and
for the same reason, there will be a slight change in the on-site energies of the dxz
and dyz orbitals (these are the only two that remain degenerate in energy).

Figure 4.17: Electronic states at the Γ point when two Oxygen atoms are removed.
On the right, the electronic states when the Oxygen atoms have not been removed.
On the left, the electronic states when the Oxygen atoms have been completely
removed and the neighboring atoms have adapted to the new local crystal field.

Figures 4.17 and 4.18 show the energy states calculated at the Γ point. Again we see
that the right side of the picture is the same as Figure 4.3 because the Oxygen atoms
have not been removed yet. However, the left side of the picture shows the energy
states when both Oxygen atoms have been completely removed. We can clearly see
the appearance of new states in the gap, similar to what was found in the previous
section.

A closer look reveals that, apart from the in-gap states, there are also new states
formed above the bottom of the conduction band.

The orbital and site character of the two lowest new degenerate in-gap states is
shown in Figure 4.19. They are mostly a mixing of dz2-pz and dx2−y2-px/y orbitals
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Figure 4.18: Zoom of Fig. 4.17.

(a) Orbital (b) Sites

Figure 4.19: Orbital/site character of the first in-gap state.

coming from atom 4 and its neighbors. That is the Titanium atom between the two
vacancies and the surrounding Oxygen atoms. This means that these states are quite
localized in the vicinity of the vacancies introduced and that the neighboring atoms
are affected much more than the other atoms in the slab.
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(a) Orbital (b) Sites

Figure 4.20: Orbital/site character of the second in-gap state.

The orbital and site character of the next two new degenerate in-gap states is shown
in Figure 4.20. This time there is more contribution coming from the dz2-pz orbitals
of atoms 4 and 14, that is, the Titanium atom below the second vacancy and the
Oxygen atom right below. There is also a bit of dx2−y2-px/y mixing coming from the
Titanium and Oxygen atoms in the vicinity of the vacancies, but it is minimal.

(a) Orbital (b) Sites

Figure 4.21: Orbital/site character of the states found at the bottom of the conduc-
tion band.

Above these four new in-gap states there is the bottom of the conduction band. The
orbital and site character of the first degenerate states in the conduction band is
show in Figure 4.21. It can be clearly seen that it is an almost pure dxy, similar to
what was found in the cluster with no vacancies or with a single vacancy. Figure
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4.21b shows that the Titanium atoms in the middle of the cluster contribute more
than the Titanium atoms situated close to the surface, but the contribution is not
completely symmetric.

(a) Orbital (b) Sites

Figure 4.22: Orbital/site character of the first new conduction state.

Figure 4.22 shows the character of the lowest new conduction state. This state is
very similar to the one found in the single-vacancy case (see Fig. 4.22). It is a
mixture of dxz and dyz orbitals localized mainly around the Titanium number 3 and
around the other Titanium atoms that belong to the same column (column of the
vacancies).

(a) Orbital (b) Sites

Figure 4.23: Orbital/site character of the second new conduction state.

Higher new conduction states have the character shown in Figure 4.23. We encounter
again that the dxz-dyz orbitals are contributing the most. The main difference is that
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now these states are localized around the Titanium atom between the two vacancies
(atom number 4).

Again, this particular cluster with two vacancies along the z axis is symmetric in
the x-y plane, something that can be clearly seen in the histograms. The last two
sets do not show this symmetry because they only show the properties of one of the
degenerate states created. The histograms of the other degenerate states are the
xy-mirrors of the histograms shown.

Once again, the energy states show in Figure 4.17 are calculated at the Γ point,
but we can calculate the energy states of the system when the Oxygen atoms have
been completely removed at different points in the Brillouin zone, as shown in Figure
4.24. This time we see the appearance of two pairs of degenerate bands in the gap
separating the valence and conduction parts (corresponding to the new in-gap states
shown in Figure 4.17). Just like in the previous case, these new bands rise from the
valence band, they do not drop from the conduction part, even though they both
show strong d-character. This is because the p-character shrinks in the process of
removing the Oxygen atom. And again, the histograms shown in Figures 4.19 and
4.20 calculated at the Γ point can be reproduced at any other point in the Brillouin
zone. These new bands are filled, such that the Fermi energy can be located above
the highest in-gap state, below the conduction part.

Summary

• Several new states appear both in the gap and within the conduction part when
two apical vacancies are created.

• Two distinct pairs of degenerate states appear in the gap.

• The lowest pair of in-gap states is localized around the Titanium between the
two vacancies. The orbital character is mainly dz2 .

• The second pair has also strong dz2 character. It is localized around the Tita-
nium atom below the second vacancy and the Oxygen atom below.

• The bottom of the conduction band remains unchanged (slightly different lo-
calization).

• Other new states appear in the conduction band. These are t2g states, mainly
a combination of dxz − dyz states.
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Figure 4.24: Band structure of the cluster with two vacancies. Two new in-gap bands
appear, as well as new conduction states.
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4.4 TiO2-termination. No vacancies.

Figure 4.25: Four Oxygen vacancies need
to be introduced in order to study the
TiO2 surface.

We have pointed out that the termi-
nation of the surface plays an impor-
tant role in the band structure and elec-
tronic properties of this material. The
SrO termination preserves the octahe-
dral Oxygen environment of Titanium
atoms. In the case of the TiO2 termina-
tion, an entire surface of Oxygen atoms
is removed, which is a large perturba-
tion. Presumably a physical surface is
a mixture of both types of terminations.
Here I will show some of the properties of
the electronic states found when we con-
sider the TiO2-termination before we in-
troduce more Oxygen vacancies. In ap-
pendix C I will include different cases
with single and double vacancies and we
will compare the differences in the elec-
tronic structure.

As we mentioned before, a particular
feature of the TiO2-terminated cluster
is that it already has four vacancies
(for the actual structure, we also re-
move Strontium atoms, which implies
that, overall, one does not introduce
charges in the system, whereas a nor-
mal vacancy would). Namely, the top
four Oxygen atoms that formed the top
SrO-layer have been removed. This is a
significant perturbation from the stand-
point of the chemical structure. It is un-
clear if the system does not reconstruct
or strains. Thus, the TiO2-terminated
cluster is analogous to the SrO-terminated cluster in the presence of four apical
Oxygen vacancies.
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Figure 4.26: Electronic states at the Γ point when the top SrO layer is removed.
On the right, the electronic states of the SrO -terminated cluster without vacancies.
On the left, the electronic states when it is TiO2-terminated.

Figures 4.26 and 4.27 show the electronic states at the Γ point before and after
removing the top layer of Oxygen atoms. It is interesting to note that several states
appear in the valence-conduction gap and also within the conduction part. This is in
contradiction to what is found experimentally and to what DFT calculations show.
These in-gap states should not appear for any kind of termination. There are several
reasons why this is happening. One of them is the way we implement the crystal
field. The on-site energies of the atomic orbitals depend on the relative position of
the neighboring atoms. Removing a full layer of Oxygen atoms dramatically changes
de crystal field felt by the Titanium atoms below due to relaxation effects. The
numerical calculations need to be tuned to match this crystal field to what is shown
in the literature. In any case, it is important to note that this calculation of the
electronic structure without vacancies will be used as a benchmark in order to study
the impact of Oxygen vacancies in the cluster. Below I will show the orbital and site
character of all these states. These states will be found (in addition to others) when
we include other vacancies, so it is important to rule them out when evaluating other
configurations.
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Figure 4.27: Electronic states at the Γ point when one Oxygen atom is removed. On
the right, the electronic states when the Oxygen atom has not been removed. On
the left, the electronic states when the Oxygen atom has been completely removed
and the neighboring atoms have adapted to the new local crystal field.

(a) Orbital (b) Sites

Figure 4.28: Orbital/site character of the first pair of degenerate in-gap states that
appears when we remove the top SrO layer.
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First we encounter a pair of degenerate states with dz2-pz character localized around
the Titanium atoms in the top layer and the Oxygen atoms below (Fig. 4.28). This
histogram is similar to Figure 4.11b, where one apical vacancy was introduced in the
top SrO-layer. We obtain similar states because we are doing something similar. We
are introducing four similar vacancies in the top SrO-layer.

(a) Orbital (b) Sites

Figure 4.29: Orbital/site character of the second pair of in-gap states.

(a) Orbital (b) Sites

Figure 4.30: Orbital/site character of the third pair of in-gap states.

Next we find four degenerate states with similar characteristics. Figures 4.29 and
4.30 shows the histograms for one of these four states. The orbital character is the
same, but the site-contribution is slightly different. In the first case, the state is
localized around two of the top Titanium atoms (numbers 8 and 38). in the second
case, the states are localized around Titanium atoms 4 and 42. So in the end the

71



full xy symmetry is recovered. There is a fourth pair of states that is created when
we study the TiO2-termination, but it falls higher in the conduction band.

(a) Orbital (b) Sites

Figure 4.31: Orbital/site character of the bottom of the conduction band.

Finally we show the orbital character of the bottom of the conduction band. It has
the usual dxy character, this time localized close to the TiO2 surface.

In Figure 4.32 we show the band structure along the Brillouin zone. We can see that
the momentum-dependence of the in-gap states found when we chop the top SrO
layer is different than that of the in-gap states found in the previous sections. This
time, the states are part of the conduction band. As we mentioned before, these
states should fall within the conduction part and they are not truly in-gap states.
The crystal field of the cluster needs to be tuned so that these results match DFT
calculations and experimental data.

Summary

• A TiO2-terminated surface is a big perturbation to the cluster. The top SrO
surface needs to be removed.

• In the absence of Oxygen vacancies, we recover the insulating band structure
with a clear differentiation between the valence and conduction parts.

• The bottom of the conduction part is mainly dxy.
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Figure 4.32: Energy bands of the TiO2 terminated cluster in the absence of Oxygen
vacancies.

73



4.5 TiO2-termination. Two vertical vacancies.

Figure 4.33: The TiO2-terminated cluster
with two Oxygen vacancies in the bottom
SrO subsurfaces.

In the previous section we showed
the electronic properties of the TiO2-
terminated cluster in the absence of
Oxygen vacancies. In this section we will
introduce two apical vacancies vertically
aligned in the lowest SrO subsurfaces.
We will see that new in-gap states ap-
pear in addition to the ones found with-
out defects. We will show the properties
of these new states and we will see the
differences in the band structure.
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Figure 4.34: Electronic states at the Γ point when two Oxygen atoms vertically
aligned are removed. On the right, the electronic states when the Oxygen atoms
have not been removed. On the left, the electronic states when the Oxygen atoms
have been completely removed and the neighboring atoms have adapted to the new
local crystal field.

Figures 4.34 and 4.35 show the new electronic states that appear when we remove
the two Oxygen vacancies in the SrO subsurfaces (in addition to the top Oxygen
atoms to create the TiO2 termination). We can clearly see that several in-gap states
appear. Some of them are the same as those we found in the previous section. But
others are new. It is important that we understand the properties of the new in-gap
states.

The lowest new in-gap state is a dz2 state localized around the Titanium atom be-
tween the two vacancies (Fig. 4.36). This state is similar to the one we found when
we introduced two apical vacancies in the SrO-terminated cluster.

The next three pairs of states (Figures 4.37, 4.38 and 4.39) show the states that we
already found in the absence of vacancies. These are the states that need to be tuned
with the crystal field so that they rise to the conduction band, as DFT calculations
and experiments show. Thus, these six states are not new in-gap states.
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Figure 4.35: Electronic states at the Γ point when one Oxygen atom is removed. On
the right, the electronic states when the Oxygen atom has not been removed. On
the left, the electronic states when the Oxygen atom has been completely removed
and the neighboring atoms have adapted to the new local crystal field.

(a) Orbital (b) Sites

Figure 4.36: Orbital/site character of the first in-gap states. This state is generated
by the vertical vacancies on the bottom of the slab.
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(a) Orbital (b) Sites

Figure 4.37: Orbital/site character of the second pair of in-gap states. This state was
already present without the two vacancies (see previous section) and it is generated
by the top TiO2 surface.

(a) Orbital (b) Sites

Figure 4.38: Orbital/site character of the third pair of in-gap states (generated by
the top TiO2 surface).

Figure 4.40 shows the second in-gap state that we would encounter due to the pres-
ence of the two Oxygen vacancies. As expected, it is a dz2-pz state localized around
the Titanium above the second vacancy and the neighboring Oxygen atom in the
z axis. These results are very similar to those found when two vacancies vertically
aligned were introduced in the SrO-terminated cluster.

Finally, we encounter the usual dxy state at the bottom of the conduction band (Fig.
4.41).
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(a) Orbital (b) Sites

Figure 4.39: Orbital/site character of the fourth pair in-gap states (generated by the
top TiO2 surface).

(a) Orbital (b) Sites

Figure 4.40: Orbital/site character of the fifth and last pair in-gap states. It is
generated by the two vacancies vertically aligned.

When we plot the energy spectrum of this system along the Brillouin zone we can
clearly see that there are two types of in-gap bands (Fig. 4.42). One type belongs to
the conduction band, and these new bands are created by the four Oxygen vacancies
that we need to implement in order to create a TiO2 termination. The other type
of bands are truly in-gap bands generated by the two vacancies introduced at the
bottom of the slab.
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(a) Orbital (b) Sites

Figure 4.41: Orbital/site character of the bottom of the conduction band.

Summary

• Several new states appear when we include two vertical vacancies on the bottom
of the cluster.

• We recover the same in-gap states/bands that we found in the TiO2-terminated
cluster in the absence of vacancies.

• We find two new pairs of states similar to the ones we found in the SrO-
terminated cluster when two vacancies were vertically aligned.

• The bottom of the conduction band does not suffer major changes.
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Figure 4.42: Energy bands of the TiO2-terminated cluster with two vacancies verti-
cally aligned. We can see some in-gap states that are generated by the presence of
the two vacancies. The in-gap states generated by the removal of the top SrO layer
are part of the conduction band.
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5 Comparison with DFT

Our calculations need to be tuned so that our results are consistent with DTF cal-
culations and experimental observations. Particularly we will compare our results
with those found by Roser Valent́ı et al. [65, 66, 80].

Single vacancies

When we introduce one Oxygen vacancy in the cluster we find a new in-gap state in
the band structure. Similar calculations [66, 65, 80] done in a stoichiometric 2x2x6
relaxed slab3suggest that this new state should be in the conduction part.

Our calculations DFT

One vacancy One in-gap state is found. The
orbital character of this in-gap
state is dz2-pz if the vacancy is on
a SrO plane and dx2−y2-px/y if it
is on a TiO2 plane. The bottom
of the conduction band has dxy
character.

No in-gap state is found. The
energy of the electronic struc-
ture is lower when the vacancy
is in the TiO2 plane.

Fermi level The electrons released by the
Oxygen atom go to the in-gap
state. Thus, the Fermi level is
above this state and the conduc-
tion band has no electrons.

The Fermi level is in the conduc-
tion band. For the same oxygen-
vacancy doping, TiO2 termi-
nated slabs lead to the occupa-
tion of more Ti dxy bands than
the SrO terminated slabs.

Table 2: Some differences between our calculations and DFT when one single vacancy
is introduced in the slab.

3Structure relaxations were done by considering the Born-Oppenheimer procedure as imple-
mented in the Vienna ab initio simulation package (VASP). The wave functions were represented
using the projector augmented wave (PAW) method and they considered the LDA+U functional
with U = 5 eV and J = 0.64 eV for the Ti 3d states in all the relaxations. The Brillouin zone was
sampled with a k-mesh of (442) for the 2x2x4 slab. Based on the optimized structure, the elec-
tronic properties were calculated using the all-electron full potential local orbital (FPLO) method
and they employed both the generalized gradient approximation (GGA)as well as the GGA+U
approximation as exchange-correlation functionals within DFT
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(a) Total and partial density of states of: (a)
bulk STO; (b) 2x2x6 SrO-terminated slab
with one vacancy in the top SrO layer; (c)
2x2x6 TiO2-terminated slab with one va-
cancy in the top TiO2 layer.

(b) Orbital character of the band structure
of the 2x2x6 cluster with oxygen vacancy.
(a) SrO termination; (b) TiO2 termination.

Figure 5.1: No in-gap states are found when one Oxygen vacancy is introduced [66].

Figure 5.1b shows the band structure of STO with one single vacancy. We can clearly
see that there is no in-gap state. The fact that they do not seem to see an in-gap
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state suggests that the vacancy is fully ionized. In the bulk (see Fig. 1.5) we see a
small number of bands on the bottom of the conduction part. The perfect perovskite
symmetry of the bulk is broken when we study slabs because The Titanium (and
Oxygen) atoms are not equivalent any more. This is why we can see in Figures 5.1b
and 4.7 how the electronic structure splits into a ladder of subbands.

In summary, we find that the main difference between our calculations and DFT
is the existence of a new in-gap state. The energy of this state is very important
and it affects the electronic properties of the structure. If it is below the conduction
part, then there are no conducting electrons in the band structure, they are localized
around the Titanium atoms neighboring the vacancy. If, as DFT suggests, this
state merges into the conduction band, then we would find that the bottom of the
conduction band is partically filled with electrons.

Double vacancies

In our calculations we seem to find a new pair of (degenerate) in-gap states for each
Oxygen vacancy introduced in the cluster. Thus, when we include two vacancies we
found two pairs of in-gap states. The orbital character of this states depends on the
position of the vacancies. DFT calculations suggest that only one state can be found
in-gap when two vacancies are present.

In [66, 65, 80] they study different configurations for two Oxygen vacancies within a
3x3x4 STO slab. Apparently, some of the energetically most favorable configurations
are:

• Two vacancies aligned in the top TiO2 plane (see page 138).

• Two vacancies non-aligned in the first TiO2 plane (page 119).

• Two vertically aligned vacancies in the first two SrO planes (page 61).

One of the observations that we made is that when we introduce a vacancy in the
SrO layer, we find new localized dz2-pz states, whereas if the vacancy is in the TiO2

layer these localized states are dx2−y2-px/y. These observations are in agreement with
DFT. However, LDA+U calculations suggest that when only one vacancy is present,
the two electrons only contribute to the conduction band and no localized-in-gap
states are found (Figure 5.1). As I mentioned before, we seem to find a new pair
of (degenerate) in-gap states for each Oxygen vacancy introduced in the cluster.
Figure 5.2 shows the density of states (and orbital distribution) when two vacancies
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Figure 5.2: Partial densities of states for Titanium ions neighboring Oxygen vacan-
cies. (a) and (b) vacancy is in the SrO plane. (c) and (d) in the TiO2 plane [65].

are introduced ((a) and (b) vertically aligned, (c) and (d) horizontally aligned). It
seems that only one pair of degenerate states is found (with the appropriate orbital
distribution). DFT calculations suggest that in-gap states can be observed only if we
cluster two (or more) vacancies in the cell. The reason for this disagreement might
be that our new in-gap states are very low in energy.

Cyril Martins found similar results. He considered a TiO2-terminated relaxed struc-
ture and performed DFT calculations using a GGA+U functional (U = 5, J = 0.64
eV ). Figure 5.3 shows that for a divacancy column two new bands appear. Only one
of them is in the gap, the second is above the bottom of the conduction band. Also,
the fact that it is TiO2-terminated does not provide extra in-gap bands. However,
our study of the orbital and site character of the new states is consistent with these
DFT calculations, and we have a better understanding of the origin of the new states
generated by the Oxygen vacancies.
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Figure 5.3: DFT calculations of a TiO2-terminated 2x2x4 slab with an oxygen di-
vacancy column. In red, Ti-dz2 states. In blue Ti-t2g states. In green O-p states.

Spin textures and magnetism

A particular phenomenon that can be observed in the surface of STO is the coexis-
tence of superconductivity and magnetism. This coexistence could be explained by
the presence of Oxygen vacancies. When we include configurations of two vacancies,
we find an in-gap state (around 1 eV below the conduction part) that seems to give
rise to localized magnetism. There are also other t2g conduction states caused by
the di-vacancy that appear to contribute to the (Rashba) spin texture. In Figure
5.2 we can appreciate a peak in the density of states below the Fermi energy. This
might promote a magnetic stability, if, as Stoner criterion states, Un(EF ) = 1 where
n(EF ) is the number of electrons at the Fermi level. Essentially, the in-gap states (of
eg character) can be occupied by 0, 1 or 2 electrons. Magnetism would arise in the
presence of a single electron. This is not the case with zero or two electrons unless
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there are several eg orbitals available to place the second electron. Due to Coulomb
repulsion, the second electron could also be promoted to the conduction band (t2g
state), and it is this kind of itinerant carriers the responsible for producing Rashba
spin-textures near the surface of SrT iO3.

Figure 5.4: Nonmagnetic GGA+SO bandstructure for the unrelaxed (left) and re-
laxed (right) 1x1x6 slab.

Figure 5.4 shows the band structure of a 1x1x6 slab. When the slab is unrelaxed, the
conduction electrons are very confined to the surface (around the Titanium atoms
neighboring the Oxygen vacancies). When the slab is relaxed it suffers strong recon-
struction and the electrons are redistributed over the whole slab. In this case, a few
partially occupied dxy bands can be observed at the Fermi surface.

Relativistic FPLO calculations of the 1x1x6 relaxed slab reveal the spin texture at
the kz = 0 Fermi surface, as shown in Figure 5.5. It seems that the bands split a
few meV in the nonmagnetic case. The spins are almost fully polarized parallel to
the kz = 0 surface, pointing in opposite directions to each other in the split bands.
It is because inversion symmetry at the surface of SrT iO3 has been broken that
we can see the manifestation of the relativistic Rashba effect. Conversely, when
a magnetic moment along z is included, the Rashba winding is still present but
weaker compared to the nonmagnetic case. The in-plane spin component is now
rather small and the splitting of the bands is much larger. Despite the revealing
results of these calculations, one has to be aware that they might be over amplified
due to the fact that periodicity in the planar direction leads to configurations with
1D rows of vacancies. This is a very high density of vacancies per unit cell. The
density of states in the presence of 1D rows of vacancies diverges at the edges of the
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(a) Nonmagnetic. (b) Ferromagnetic m ‖ z.

Figure 5.5: Spin-texture in GGA+SO for the relaxed slab.

Brillouin zone, such that Stoner criterion is fulfilled even for very small U . This is the
reason why itinerant magnetism is exaggerated. Analogous calculations4have been
done on bigger slabs [80]. Figures 5.6(a)-(c) show the electronic structure and the
spin textures of a 2x2x4 slab with one single vacancy. Figures 5.6(d)-(f) show the
case where two Oxygen vacancies are introduced in the TiO surface of a 3x3x4 slab.
Again, since the vacancies break of inversion symmetry at the surface of SrT iO3,
they find clear signatures of the relativistic Rashba effect.

4Generalized-gradient approximation (GGA) in the Dudarev GGA+U scheme for the relaxations
and electronic structure. Analysis using the all-electron full-potential local orbital (FPLO) method
and GGA+U functional. Checks were also performed with the all-electron full-potential linearized
augmented plane wave method as implemented in Wien2k. Spin textures for the various slabs were
obtained from full relativistic calculations in FPLO (GGA+SO+U) with a newly implemented
subroutine. (a) and (d) are based on nonmagnetic GGA+SO+U calculations with U = 5 eV , and
(b), (c), (e), (f) are obtained from ferromagnetic GGA+SO+U calculations with m ‖ z. Reciprocal
space units are 0.402 Å−1 for (a) and (c), 0.268 Å−1 for (d) and (f).
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Figure 5.6: (a)-(c) Spin-textures and spin-polarized bandstructures for a relaxed
2x2x4 slab with one Oxygen vacancy. (d)-(f) -for a relaxed 3x3x4 slab with an
Oxygen divacancy in the surface TiO2 layer.

In-gap states and number of vacancies

In the previous chapter we showed some of the results that we obtain when we in-
troduce one or two vacancies in the 2x2x4 cluster. In general, we found that the
number of in-gap states is proportional to the number of Oxygen vacancies present.
There are no in-gap states if we do not remove any Oxygen atom. When we intrro-
duce a single vacancy, we find a pair of degenerate in-gap states appearing below the
conduction band. For two vacancies, we find two pairs of degenerate states.

Figure 5.7 shows the band structure of the 2x2x4 slab using DFT. When a single
vacancy is introduced, a new in-gap state of eg character is formed below the Fermi
level. Most of the charge originated by this vacancy is shared by the dxy orbitals of
the Titanium atoms in the surface. For two vacancies, another in-gap state appears.
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(a) One single Oxygen vacancy. (b) Two Oxygen vacancies at the surface.

Figure 5.7: Ferromagnetic GGA+SO+U Ti 3d bandstructure for the relaxed 2x2x4
slab with Oxygen vacancies with a m ‖ z setup. (a) Layer resolved. (b) Orbitally
resolved. Note that the thickness of lines is proportional to the strength of the 3d
character on the bands.

We conclude that there is an agreement between the tight-binding calculations and
DFT regarding the appearance of in-gap states as a function of number of vacancies.
There is also a perfect agreement about their orbital character. However, there is
still a disagreement regarding the exact energies of these in-gap states with respect
to the conduction band. Particularly, tight binding calculations need to be tuned
better to check wether the new states appear in-gap or within the conduction band,
as DFT suggests.
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6 Conclusions

In this thesis we have studied the electronic properties of the surface of Strontium
Titanate. SrT iO3 flat surfaces can be used for a vast range of applications, mak-
ing this material very attractive for technical applications, and it is important to
understand its properties.

This work can be divided into two parts. in the first part we studied the (111)
bilayer of this material and investigate the existence of topological states (chapter
2). The second part focuses on the examination of the electronic structure of the
(001) surface of SrT iO3 and the role that Oxygen vacancies play (chapters 3 and
4).

In chapter 2 we analyzed the (111) bilayer of transition metal oxides (TMOs) and
we found that interesting properties arose when we limit the system in size. Namely,
several states appear that are localized on the edge of the system (at least in some
parts of the Brillouin zone) and their parity is not the same everywhere. This is a
hint that topological states will arise. A topological metallic state can be created
both in SrT iO3 and KTaO3 (111) through doping, to bring the Fermi level to the
M points, but the relevant energies make it easier in the case of KTaO3.

The second backbone of this work is the study of the properties of the electronic
structure for different terminations and Oxygen vacancies of SrT iO3. In general,
we know that there is a gap separating the top of the valence band (2p Oxygen
states) and the bottom of the conduction band (3d Titanium states), and that the
Fermi level is within the gap. One or more Oxygen vacancies would dope the system
with extra electrons (each Oxygen vacancy providing two electrons). These electrons
would then occupy the Ti 3d states at the bottom of the conduction band.

First let us compare one of the two terminations when we remove one Oxygen atom,
the SrO terminated surface. A surface Oxygen would be one of the apical Oxygen
atoms in the SrO layer, as shown in Figure 4.8. The removal of this atom affects
mainly the Titanium atom below the vacancy, and the occupied Ti 3d orbital shows
strong dz2character. In this case the local symmetry around the Oxygen vacancy has
fourfold rotation on the top SrO layer. In principle one might think that, since the
eg states are higher in energy compare with the t2g triplet in the perovskite structure,
then the extra electron(s) introduced into the system would occupy the t2g states of
the Ti atom. However, as we showed in previous chapters, this is not actually the
case. The reason is that when we remove the apical Oxygen of the first (001) SrO
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layer, then we remove the rather strong pdσ hybridization between the pz-dz2orbitals,
pulling the 3dz2 state back into the gap.

We will now turn to the TiO2 terminated surface. Lets consider that the Oxygen
to be removed is one between two Titanium atoms, as shown in Figure 6.37. This
time the local symmetry around the vacancy has twofold rotation on the TiO2 plane
that has the vacancy. Before removing the Oxygen atom, the degenerate dyz and dxz
states are lower in energy compared to the dxy states because there is an Oxygen
atom missing in the z-direction (i.e., the SrO layer that does not exist anymore). If
we now decide to remove the Oxygen atom between two Titanium atoms (in the x
axis), then the dxz and dx2−y2 are further pulled down in energy due to the loss of
pdπ and pdσ hybridizations, respectively.

We find that Oxygen vacancies create both in-gap states and new conduction states.
Usually the in-gap states have eg character and are localized around the position of
the vacancy. The conduction states are mostly t2g states that are also in the vicinity
of the vacancy.

To conclude this work, I will make some comments regarding the LaAlO3/SrT iO3

interface. As stated in the introduction of this thesis, SrT iO3 has two possible
terminations in the (001) direction. If we look at the LaAlO3/SrT iO3 interface, this
means that if the termination of the SrT iO3 crystal is a TiO2 plane, then LaAlO3

will continue with a LaO plane. Conversely, it will continue with a AlO2 plane when
SrT iO3 terminates with a SrO plane. We know that both TiO2 and SrO are neutral,
meanwhile AlO2 and LaO are negatively and positively charged, respectively. This
means that the alternance of a neutral and a charged plane will induce a dipole in
the interface, producing an electric potential that diverges with thickness. This is
known as the polar catastrophe.

The polar catastrophe can be avoided. The divergence of the electric potential can
be removed if half an electron (per unit cell) is added to the TiO layer in the interface
(obtaining a conducting n-doped interface). If the interface is AlO2/SrO, then we
need to introduce Oxygen vacancies on the SrO layer (leading to an insulating p-
doped interface with some atomic reconstruction).

Several experiments and DFT calculations reveal the coexistence of ferromagnetism
and superconductivity at the LAO/STO interface. It has been demonstrated that the
ferromagnetic property of the 2DEG comes from the existence of Oxygen vacancies
in the LAO or STO layers [30].
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Figure 6.1: Image taken from [56]. The polar catastrophe illustrated for atomically
abrupt (001) interfaces between LaAlO3 and SrT iO3. a) If the interface plane is
AlO2/LaO/T iO2, this produces a non-negative electric eld (E), leading in turn to an
electric potential (V) that diverges with thickness. b) If the interface is instead placed
at the AlO2/SrO/T iO2 plane, the potential diverges negatively. c) The divergence
catastrophe at the AlO2/LaO/T iO2 interface can be avoided if half an electron is
added to the last TiO layer. d) The divergence for the AlO2/SrO/T iO2 interface
can also be avoided by removing half an electron from the SrO plane in the form of
Oxygen vacancies.

6.1 Further work

The results shown in this work have been calculated using the 2× 2× 4 cell without
distortions. We are aware that both ferroelectric and antiferrodistortive distortions
modify the band structure and properties of the electronic states. Even though we
have some data showing this phenomenon, this study is preliminary, and a more
exhaustive research is needed in order to fully understand how important these dis-
tortions are and how critical is their impact on the electronic properties of the SrT iO3

surface.

Even though the nature of the in-gap and conduction states is clear, we need to
review our model of the crystal field and our numerical parameters so that we can
recreate better experimental and DFT results. It looks like the single band found in
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the presence of one single vacancy should fall within the conduction band instead of
the top of the gap. Also, all the states that appear due to the removal of the top
SrO layer should fall within the conduction part as well. We should only see in-gap
states when two (or more) vacancies are introduced in the system. At least this is
what DFT calculations show.

A complete study on the magnetic properties and spin textures (Rashba) of this sys-
tem is also missing. There are already several DFT studies that report the existence
of bound states below the conduction band and of magnetism when one or more
Oxygen vacancies are introduced in the SrT iO3 structure. These phenomena can be
studied if we include local correlation effects in our model.
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Appendix

A- Slater-Koster interactions

The Slater-Koster rules can be used to calculate the hopping amplitude when an
electron located in a particular orbital jumps to another orbital located at a different
position. Particularly, we are interested in the interaction between 2p and 3d orbitals
(see chapter 1.2) [8].

Figure 6.2: Spatial representation of the three 2p orbitals.

It is important to determine all the interatomic matrix elements between 2p and
3d orbitals. We will assume that the electron jumps from orbital orba located at
position ~va to another orbital orbb located at position ~vb. In this case the matrix
element would be proportional to the following integral:

tab ∼
∫

vol.

Ψ†a(r− va)HΨb(r− vb)dv (2)

Computing this integral is not an easy task. In order to simplify things we will
assume that the first orbital is at the origin of coordinates and that the second
orbital is somewhere on one of the conventional x-y-z axis. The Hamiltonian can be
replaced by a potential that is then symmetric in the directions orthogonal to such
axis. We will not compute the full integral, we will just evaluate whether it is zero
or has another value. The mathematical form of the 2p and 3d orbitals is given in
Table 5. An easy way to evaluate integral (2) is to remove the radial part of the
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Figure 6.3: Spatial representation of the five 3d orbitals.

wave equations and to pull out the constants. Thus, the wave functions that we will
use to compute the integral can be found in Table 3.

2p orbitals 3d orbitals

Ψpx = x Ψdxy = xy
Ψpy = y Ψdxz = xz
Ψpz = z Ψdyz = yz

Ψdx2−y2
= x2−y2

2

Ψdz2
= 2z2−x2−y2

2
√
3

Table 3: Simplified orbital equations of the 2p and 3d orbitals
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p-p interactions

(a) (b)

Figure 6.4: Any interaction between two p orbitals can be expressed as a linear
combination of these two simplified interactions.

We will consider that the two p-orbitals are aligned in the x axis. Figure 6.4 illustrates
the two possible configurations where the integral (2) does not vanish with two 2p
orbitals. It is easy to see that any configuration that involves two different p orbitals
would vanish because of the odd parity of the product Ψ†aΨb. The integral for the
px-px case would have the form

∫
vol.

x2V (x)dv that, in principle, is non-zero. We will
define this integral as ppσ, a constant. Similarly, the py-py and pz-pz cases would
lead to

∫
vol.

y2V (x)dv and
∫
vol.

z2V (x)dv, respectively. These integrals have the same
value because of the y-z symmetry when the two orbitals are aligned in the x axis.
We define the value of these two integrals as ppπ.

Thus, we only need two constants (ppσ and ppπ) to calculate any possible interaction
between two arbitrary p-orbitals. If the orbitals are not aligned along the x axis
(which is usually the case), we can always consider a new coordinate system where
the new x′ axis is the line connecting both orbitals (see Transformation of coordinates
at the end of the section), then rewrite the old orbitals as a linear combination of the
p orbitals in the new coordinate system and then calculate the interaction amplitude
between these new orbitals aligned in the x′ axis.
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(a) (b)

Figure 6.5: Any interaction between a p orbital and a d orbital can be expressed as
a linear combination of these two simplified interactions.

p-d interactions

This time, for convenience, we consider the two orbitals aligned along the z axis.
Figure 6.5 illustrates two possible configurations where the integral (2) does not
vanish with one 2p orbital and one 3d orbital. For convenience, we define the in-
tegral for the pz-dz2 case as a constant named pdσ. This integral would have the
form

∫
vol.

z(2z2 − x2 − y2)V (z)dv that, in principle, is non-zero. We also define
the integral involving the px-dxz orbitals as a constant named pdπ, having the form∫
vol.

zx2V (z)dv.

It is easy to see that the integral becomes zero if the interaction is between a px
orbital and a dz2/dx2−y2 (odd parity in the x direction) or between px and dxy/dyz
(odd parity in the y direction). Since the two orbitals are aligned in the z-direction,
the same results apply when we consider interactions involving the py orbital.
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It is also easy to see that the integral becomes zero when pz interacts with dxy/dxz/dyz
due to the odd parity in the x and/or y directions. The only integral that needs to
be analyzed is the one involving pz and dx2−y2 . This integral,

∫
vol.

z(x2 − y2)V (z)dv,
is also zero because, even though is it even in the x-y directions, the integral taken
along the x direction cancels the one taken along the y direction due to the symmetry
of the dx2−y2 orbital.

Thus, we only need two constants (pdσ and pdπ) to calculate any possible interaction
between two arbitrary p and d-orbitals. Again, if the orbitals are not aligned along
the z axis, we can always consider a new coordinate system where the new z′ axis
is the line connecting both orbitals, then we can rewrite the old orbitals as a linear
combination of the p and d orbitals in the new coordinate system and then calculate
the interaction amplitude between these new orbitals aligned in the z′ axis.

d-d interactions

Let us consider again that the two 3d orbitals are aligned along the z direction. It is
easy to see that the interaction of two different t2g orbitals would cancel the integral
(2) due to the odd parity of either x or y or both. If we combine two dxy orbitals
then (2) would become

∫
vol.

x2y2V (z)dv, and we can define the value of this integral
as ddδ. A combination of two dyz orbitals would give

∫
vol.

y2z2V (z)dv. The value
of this integral is different because the potential depends on the z coordinate. The
value of this integral is defined as ddπ. We obtain a similar result when we combine
two dxz orbitals. Integral (2) becomes zero when we mix a t2g with an eg because
it will become odd in either x or y. Thus, we only need to investigate interactions
between two eg orbitals. If we combine two dz2 orbitals (2) becomes proportional to∫
vol.

(2z2−x2−y2)2V (z)dv and it does not vanish. We define the value of this integral
as ddσ. The interaction between dz2 and dx2−y2 is zero because the integral taken
in the x direction would cancel the one taken in the y direction. We only need to
investigate the interaction between two dx2−y2 orbitals. This interaction is analogous
the interaction between two dxy orbitals and we obtain again ddδ.

Transformation of coordinates

We have seen that the interaction between any two orbitals aligned along the x or
the z axis can be expressed as a linear combination of other interactions that we
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(a) (b) (c)

Figure 6.6: Any interaction between two d orbitals can be expressed as a linear
combination of these three simplified interactions.

already know. Thus, the general idea to calculate the interaction of any two orbitals
whose relative position is arbitrary is the following:

• We want to calculate the interaction amplitude between two orbitals located
at arbitrary positions.

• We consider that the first orbital is located at the origin of coordinates. The
second orbital is located at an arbitrary position defined by the cosines of
the angles formed by the line connecting both orbitals and the (x, y, z) axis,
respectively. That is, a position defined by the three numbers (l = cos(θx),m =
ccos(θy), n = cos(θz)).

• We define a new coordinate system where both orbitals are aligned along a
particular axis (usually the new x′ or z′ axis).

• We rewrite the orbitals in the new coordinate system doing a transformation
of coordinates. Thus, any particular orbital can be expressed as a linear com-
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bination of the orbitals in the new coordinate system.

• We express the interaction between the two linear combinations of orbitals as
a sum of interactions between single orbitals aligned in a particular axis.

• We use the constants defined in this chapter in order to calculate th interaction
term.

If we follow the previous steps, we can calculate the interaction between any two
orbitals as a function of l, m and n. Table 4 shows the interaction amplitudes for all
the possible pairs of orbitals.
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Table 4: Interaction amplitudes for different pair of orbitals

px − px (1− l2)(ppπ) + l2(ppσ)
px − py −lm(ppπ) + lm(ppσ)
px − pz −ln(ppπ) + ln(ppσ)

py − py (1−m2)(ppπ) +m2(ppσ)
py − pz −mn(ppπ) +mn(ppσ)

pz − pz (l2 +m2)(ppπ) + (1− l2 −m2)(ppσ)

dxy − px m(1− 2l2)(pdπ) +
√

3l2m(pdσ)

dxz − px n(1− 2l2)(pdπ) +
√

3l2n(pdσ)

dyz − px −2lmn(pdπ) +
√

3lmn(pdσ)

dx2−y2 − px (1− l3 + lm2)(pdπ) +
√
3
2
l(l2 −m2)(pdσ)

dz2 − px
√

3n(l2 +m2)(pdπ)− l
2
(−2 + 3l2 + 3m2)(pdσ)

dxy − py l(1− 2m2)(pdπ) +
√

3lm2(pdσ)

dxz − py −2lmn(pdπ) +
√

3lmn(pdσ)

dyz − py n(1− 2m2)(pdπ) +
√

3m2n(pdσ)

dx2−y2 − py m(1− l2 +m2)(pdπ) +
√
3
2
m(l2 −m2)(pdσ)

dz2 − py
√

3m(−1 + l2 +m2)(pdπ)− m
2

(−2 + 3l2 + 3m2)(pdσ)

dxy − pz −2lmn(pdπ) +
√

3lmn(pdσ)

dxz − pz l(−1 + 2l2 + 2m2)(pdπ)−
√

3l(−1 + l2 +m2)(pdσ)

dyz − pz m(−1 + 2l2 + 2m2)(pdπ)−
√

3m(−1 + l2 +m2)(pdσ)

dx2−y2 − pz n(−l2 +m2)(pdπ) +
√
3
2
n(l2 −m2)(pdσ)

dz2 − pz
√

3n(l2 +m2)(pdπ)− n
2
(−2 + 3l2 + 3m2)(pdσ)

Further explanations on how to compute this table can be found in J. C. Slater and
G. F. Koster. Simplified LCAO Method for the Periodic Potential Problem [4].
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B- Atomic orbitals and spin-orbit coupling

A free electron with spin ~s and momentum ~k that moves under the influence of
an electric field along the z direction can be described with the Rashba Hamilto-
nian:

HR ∼ (ẑ × h̄~k)~s (3)

The Rashba interaction terms are the ones responsible for the lifting of the spin-
degeneracy in two-dimensional electron systems. The microscopic origin of this effect
is the spin-orbit coupling. This effect can be described as

HSOC ∼ (~∇V × ~p)~s (4)

where V is the crystal potential and ~p is the momentum of the electron. It is quite
easy to see that one recovers the Rashba Hamiltonian making use of the fact that an
electric field can be expressed is terms of the gradient of a potential. This expression
can be simplified a bit when the potential is spherically symmetric (usually it is the
nucleus of the atom the one that contributes most to the potential gradient). In this
case the spin-orbit coupling Hamiltonian reads

HSOC ∼
1

r

dV (r)

dr
L · s (5)

Equation (5) describes the coupling of the angular momentum of an electron and
its spin. We can consider the potential contribution to be constant in the vicinity
of a particular atom. We can also make use of the ladder operators: Lx = L++L−

2

Ly = L+−L−
2i

Sx = S++S−
2

Sy = S+−S−
2i

so that the final form of the Hamiltonian
becomes

HSOC = λL · S = λ(LxSx + LySy + LzSz) =
λ

2
(L+S− + L−S+ + 2LzSz) (6)

where λ is the spin-orbit coupling constant.

In chapter 1.2 it was mentioned that the electron configurations of Titanium and
Oxygen are [Ar] 3d2 4s2 and [He] 2s2 2p4, respectively. The electrons of the outer
shells belong then to 3d and 2p orbitals. Thus, we need to know the mathematical
description of these orbitals in order to calculate the spin-orbit Hamiltonian. The
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equation of the 2p and 3d atomic orbitals are given in Table 5, as a function of the
spatial coordinates.

2p orbitals 3d orbitals

Ψpx = R2p

√
3
4π

x
r

Ψdxy = R3d

√
60
16π

xy
r2

Ψpy = R2p

√
3
4π

y
r

Ψdxz = R3d

√
60
16π

xz
r2

Ψpz = R2p

√
3
4π

z
r

Ψdyz = R3d

√
60
16π

yz
r2

Ψdx2−y2
= R3d

√
15
16π

x2−y2
r2

Ψdz2
= R3d

√
5

16π
2z2−x2−y2

r2

R2p = 1
2
√
6
ρZ3/2e−ρ/2 R3d = 1

9
√
30
ρ2Z3/2e−ρ/2

Table 5: Orbital equations of the 2p and 3d orbitals. r is the radius expressed in
atomic units, Z is effective nuclear charge for a particular orbital in that atom and
ρ = 2Zr

n
where n is the principal quantum number (2 for the 2p orbitals and 3 for

the 3d orbitals).

The evaluation of the Hamiltonian using the orbital equations of Table 5 is nontrivial.
It is much easier to express these equations as functions of the spherical harmonics
and a radial term. We show this dependence in Table 6 (we do not include the radial
term because it is not affected by the spin-orbit Hamiltonian).

2p orbitals 3d orbitals

Ψpx = 1
i
√
2
(Y 1

1 + Y −11 ) Ψdxy = −i√
2
(Y 2

2 − Y −22 )

Ψpy = 1√
2
(Y 1

1 − Y −11 ) Ψdxz = −1√
2
(Y 1

2 − Y −12 )

Ψpz = Y 0
1 Ψdyz = i√

2
(Y 1

2 + Y −12 )

Ψdx2−y2
= 1√

2
(Y 2

2 + Y −22 )

Ψdz2
= Y 0

2

Table 6: Orbital equations of the 2p and 3d orbitals. r is the radius expressed in
atomic units, Z is effective nuclear charge for a particular orbital in that atom and
ρ = 2Zr

n
where n is the principal quantum number (2 for the 2p orbitals and 3 for

the 3d orbitals).
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Finally, using the description of the atomic orbitals given in Table 6, the Hamiltonian
(5) and the fact that

L+Y
m
l =

√
l(l + 1)−m2 −mY m+1

l

L−Y
m
l =

√
l(l + 1)−m2 +mY m−1

l

LzY
m
l = mY m

l

S+Y
↑ = 0

S+Y
↓ = Y ↑

S−Y
↑ = Y ↓

S−Y
↓ = 0

SzY
↑ =

1

2
Y ↑

SzY
↓ =
−1

2
Y ↓

we can already compute the spin-orbit Hamiltonian for both the p and d atomic
orbitals:

HSOC,2p =
λ

2




0 i 0 0 0 −1
−i 0 0 0 0 −i
0 0 0 −1 −i 0
0 0 −1 0 −i 0
0 0 i i 0 0
−1 i 0 0 0 0




where the basis of HSOC,2p is (px,↑, px,↓, py,↑, py,↓, py,↑, py,↓).
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HSOC,3d =
λ

2




0 −i 0 0 0 0 0 −1 i i
√

3

i 0 0 0 0 0 0 −i −1 i
√

3
0 0 0 −2i 0 1 i 0 0 0

0 0 0 0 0 −i
√

3 −
√

3 0 0 0

0 0 1 i i
√

3 0 i 0 0 0

0 0 −i 1 −
√

3 −i 0 0 0 0
−1 i 0 0 0 0 0 0 2i 0
−i −1 0 0 0 0 0 −2i 0 0

−i
√

3
√

3 0 0 0 0 0 0 0 0




where the basis ofHSOC,3d is (dyz,↑, dyz,↓, dxz,↑, dxz,↓, dxy,↑, dxy,↓, dx2−y2,↑, dx2−y2,↓, dz2,↑, dz2,↓).
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C- Other configurations of Oxygen vacancies in the

(001) surface of SrT iO3

This appendix is a continuation of chapter 4. We will describe the electronic struc-
ture of the cluster for different positions of the Oxygen vacancies and for different
terminations of the surface.

In the end, we include a table with the main features.
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SrO-terminated. Two non-aligned vacancies

Figure 6.7: One vacancy in on the top SrO
plane. The second vacancy is located in
the first TiO2 layer.

After removing one of the apical Oxygen
atoms, we can also remove one of the
neighboring Oxygen atoms in the first
TiO2 layer. This particular position of
the Oxygen divacancy is interesting be-
cause the Hamiltonian has to be partic-
ularly tuned. We consider that the to-
tal impact of the two vacancies in the
cluster is the linear sum of the impact
of each vacancy separately. This means
the following:

1) The vacancy on the top SrO layer will
only affect the Titanium atom right be-
low. This particular atom will suffer the
same changes than that of section 4.2.
It will be pulled down in the z-direction
as an adaptation to the new local crys-
tal field. The on-site energy of the dz2
will be lowered now that there is not a
pz orbital above it to couple with. There
will also be a slight change in the on-site
energies of the dxz and dyz orbitals.

2) The vacancy on the first TiO2 layer
will affect the two adjacent Titanium
atoms. These atoms will be displaced
in the x-direction away from the va-
cancy. The self energies of their dx2−y2
and dxy/xz orbitals will be lowered as
well.

Moreover, this and other of the stud-
ied configurations are of particular in-
terest from an energetic point of view
[65].
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Figure 6.8: Electronic states at the Γ point when two Oxygen atoms are removed. On
the right, the electronic states when the Oxygen atoms have not been removed. On
the left, the electronic states when the Oxygen atoms have been completely removed
and the neighboring atoms have adapted to the new local crystal field.

Figure 6.8 shows the transition of the electronic states when the Oxygen atoms are
removed. Once again, the left side of the plot one shows the energy states of the
supercell at the Γ point when the two Oxygen atoms are still part of the cluster and
the system has not been perturbed. On the left side we can find the new electronic
states once the Oxygen atoms have been fully removed. In the middle, the smooth
transition between the two physical situations. We can clearly see the appearance of
two pairs of degenerate states in the gap below the conduction band.

A closer look reveals the appearance of both in-gap states and new conduction
states.

The orbital character of the lowest in-gap state is shown in Figure 6.10. One can
see a strong coupling of the dx2−y2-py orbitals coming from the two Titanium atoms
affected by the vacancies and the neighboring atoms in the y-direction. There is also
some coupling of the dz2-pz orbitals between the Titanium below the apical vacancy
and the Oxygen atom below. Of course the main contribution is coming from atom
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Figure 6.9: Zoom of Fig. 6.8.

(a) Orbital (b) Sites

Figure 6.10: Orbital/site character of the first pair of in-gap states.

4, the Titanium affected by both vacancies. And the absence of px character of this
state is due the removal of the Oxygen atom connecting the two Titanium atoms in
the y-direction.
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(a) Orbital (b) Sites

Figure 6.11: Orbital/site character of the second pair of in-gap states.

The orbital character the second in-gap state is shown in Figure 6.11. This time the
dominant orbitals are dz2-pz coming from the Titanium atom most affected by both
vacancies and the Oxygen atom below. The contribution of the dx2−y2-py orbitals
coming from the two Titanium atoms surrounding the vacancy in the TiO2 plane is
also present. Again we see the absence of the px orbital. This is because we decided
to create the Oxygen vacancy between two Titanium atoms in the y axis breaking
the x-y symmetry of the system.

(a) Orbital (b) Sites

Figure 6.12: Orbital/site character of the states found at the bottom of the conduc-
tion band.

Finally, we show in Figure 6.12 again the dxy-character of the bottom of the conduc-
tion band.
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Figure 6.13: Band structure. We can clearly see the two in-gap states generated by
the vacancies.

The full band structure of this configuration is shown in Figure 6.13. We can clearly
see the two in-gap states that are generated by the two oxygen vacancies. These
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results have some similarities with the ones we found when the two vacancies were
vertically aligned. The main difference here is the orbital/site contribution of one of
the new bands.

At the end of this appendix we include a table showing the main features of these
configurations.
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SrO-terminated. One vacancy in the first TiO2 layer.

Figure 6.14: The 2x2x4 cluster with one
vacancy in the top TiO2 layer.

Previously we showed the electronic
properties of the cluster when one sin-
gle vacancy is introduced in the top SrO
plane. It is also interesting to study the
case where one single vacancy is intro-
duced in the first TiO2 plane.
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Figure 6.15: Electronic states at the Γ point when one Oxygen atom is removed. On
the right, the electronic states when the Oxygen atom has not been removed. On
the left, the electronic states when the Oxygen atom has been completely removed
and the neighboring atoms have adapted to the new local crystal field.

Figure 6.15 shows the transition of the electronic states when the Oxygen atom in
removed. Once again, the left side of the plot one shows the energy states of the
supercell at the Γ point when the Oxygen atom is still part of the cluster and the
system has not been perturbed. On the left side we can find the new electronic states
once the Oxygen atom has been fully removed. In the middle, the smooth transition
between the two physical situations. We can clearly see the appearance of a new
in-gap state below the conduction band.
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Figure 6.16: Zoom of Fig. 6.15.

(a) Orbital (b) Sites

Figure 6.17: The pair of gap states has dx2−y2-px/py character. These states are lo-
cated around the two Titanium atoms surrounding the vacancy. This pair of degen-
erate states is similar to one of the pairs that we found in the previous configuration.
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(a) Orbital (b) Sites

Figure 6.18: The bottom of the conduction band has the usual dxy character.

(a) Orbital (b) Sites

Figure 6.19: Other new states are found within the conduction part. These states
have the usual t2g character similar to the ones we found in previous configurations.
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Figure 6.20: The full band structure reveals the in-gap band created by the vacancy.
The dx2−y2-py character remains the same along the Brillouin zone.
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SrO-terminated. Two non-aligned vacancies in the

first TiO2 layer.

Figure 6.21: Cluster with two vacancies in
the top TiO2 plane.

Another interesting configuration arises
when two vacancies are introduced in
the same TiO2 plane. They can be ei-
ther aligned in one direction or they
can form 90◦ with their neighboring
Titanium atom. We will study both
configurations in this section and the
next.

Particularly, we will see that one single
vacancy creates an in-gap state below
the conduction bands. DFT calculations
do not show this state. This probably
means that this state should be higher
in energy, and it should be part of the
conduction band. In general we found a
pair of degenerate in-gap states for each
Oxygen vacancy that we introduce in the
cluster. DFT calculations usually show
in-gap states whenever we introduce two
or more vacancies.
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Figure 6.22: Electronic states at the Γ point when the vacancies are introduced.
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Figure 6.23: Zoom of Fig. 6.22.

(a) Orbital (b) Sites

Figure 6.24: The first pair of in-gap states has strong dx2−y2-px/y character and it is
located in the vicinity of the vacancies.
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(a) Orbital (b) Sites

Figure 6.25: The second pair of in-gap states has similar orbital character and it is
also located in the vicinity of the vacancies. This time the d contribution coming
from the Titanium atoms is stronger, and this is why this states are higher in energy.

(a) Orbital (b) Sites

Figure 6.26: The bottom of the conduction band has the usual dxy character.
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(a) Orbital (b) Sites

Figure 6.27: Other new conduction states are created due to the presence of the
vacancies. These states have the usual t2g character.
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Figure 6.28: the band structure shows the bands generated by the Oxygen vacancies.
It is particularly interesting that the first band is now much closer to the valence
part and the second band is right below the conduction bands.
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SrO-terminated. Two aligned vacancies in the first

TiO2 layer.

Figure 6.29: Two aligned vacancies in the
top TiO2 layer.

Here we show the second configuration
when two vacancies are introduced in the
same TiO2 plane. This time the vacan-
cies are aligned in the y direction
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Figure 6.30: Electronic states at the Γ point when two Oxygen vacancies are intro-
duced in the top TiO2 layer.
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Figure 6.31: Zoom of Fig. 6.30.

(a) Orbital (b) Sites

Figure 6.32: The first pair of in-gap states has strong dx2−y2-py character coming
from the Titanium atoms close to the vacancies in the y direction.
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(a) Orbital (b) Sites

Figure 6.33: The second pair of states is very similar. It also shows the strong dx2−y2-
py character and they also come from the Titanium atoms close to the vacancies in
the y direction. This results can be understood knowing that these vacancies break
the xy symmetry of the cluster and that the dx2−y2 is energetically favored by these
vacancies.

(a) Orbital (b) Sites

Figure 6.34: The dxy character of the bottom of the conduction band remains un-
changed.
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(a) Orbital (b) Sites

Figure 6.35: These vacancies also generate new conduction states. These states have
the usual t2g character, similar to what we found in previous cases.
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Figure 6.36: The band structure shows the two pairs of in-gap bands generated by
the removal ot he two Oxygen atoms in the top TiO2 layer.
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TiO2-terminated. One vacancy in the top surface.

Figure 6.37: The TiO2-terminated cluster
with one extra vacancy.

We will study now the electronic proper-
ties of the TiO2-terminated cluster with
one Oxygen vacancy in the surface (that
is, the TiO2 layer).
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Figure 6.38: Electronic states at the Γ point when one Oxygen atom is removed.

Several in-gap states are found. Many of these states are generated by the Oxy-
gen atoms that have been removed in the top SrO layer so that we get the TiO2

termination. Other states are generated by the vacancy in the top TiO2 layer.
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Figure 6.39: Zoom of Fig. 6.38.

(a) Orbital (b) Sites

Figure 6.40: This pair of states has strong eg character and it is located around the
Titanium atoms close to the vacancy.
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(a) Orbital (b) Sites

Figure 6.41: The second pair of states is attributed to the TiO2 termination. These
states are always found when we consider this termination. Usually these states
should fall within the conduction band.

(a) Orbital (b) Sites

Figure 6.42: The third pair of states is also a consequence of the surface termination.
It is located in the top surface.
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(a) Orbital (b) Sites

Figure 6.43: Similar dz2-dx2−y2 character is found in the fourth pair of states. Only
the first pair is generated by the Oxygen vacancy. The rest of the states are generated
by the removal of the top SrO surface.

(a) Orbital (b) Sites

Figure 6.44: The bottom of the conduction band has the usual dxy character, this
time located mostly around the second TiO2 layer.
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(a) Orbital (b) Sites

Figure 6.45: Other conduction states are generated. These states have the usual
dxz-dyz character.
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Figure 6.46: The complete band structure reveals what we have commented in the
previous images. Only one band remains in the gap. This band is generated by the
vacancy (they are actually two degenerate bands). The other bands belong to the
conduction part. They should be higher in energy. We find them in the gap due to
a simplification of the crystal field.
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TiO2-terminated. Two aligned vacancies in the first

TiO2 layer.

Figure 6.47: Cluster with two oxygen va-
cancies in the top TiO2 surface.

In this section we will study the con-
figuration where two Oxygen vacancies
are aligned in the y-direction in the top
TiO2-surface.

138



Figure 6.48: Electronic states at the Γ point when both Oxygen atoms are removed.

We find again several in-gap states and new conduction states. Some of these states
are generated by the two vacancies introduced, but others are a consequence of the
surface termination.

139



Figure 6.49: Zoom of Fig. 6.48.

(a) Orbital (b) Sites

Figure 6.50: The first in-gap states have strong dz2-dx2−y2 character and are located
around the two Titanium atoms surrounding the vacancies. These degenerate states
are actually generated by the two Oxygen vacancies.
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(a) Orbital (b) Sites

Figure 6.51: The second pair of in-gap states also has strong dz2-dx2−y2 character
and it is also located around the two Titanium atoms surrounding the vacancies.

(a) Orbital (b) Sites

Figure 6.52: The third pair of states have the dz2 character characteristic of apical
vacancies. These states are generated by the removal of the top SrO layer. This
histogram is also representative of the fourth and fifth pairs of states found in the
gap. All these states should be within the conduction band because they are not
generated by the vacancies.
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(a) Orbital (b) Sites

Figure 6.53: The bottom of the conduction band has the usual dxy character.

(a) Orbital (b) Sites

Figure 6.54: Other conduction states are generated. They have the t2g character
that we have seen in previous configurations.
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Figure 6.55: The band structure reveals that, indeed, only some of the in-gap states
are actually in-gap states generated by the vacancies. The other bands are conduction
bands that are too low in energy. These results are similar to the ones we found in
the previous section.
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TiO2-terminated. Two apical vacancies.

Figure 6.56: Two vertically aligned Oxy-
gen vacancies below the TiO2 surface.

The final configuration that we will show
in this work is the case where we in-
troduce two sub-surface apical vacancies
below the top TiO2 surface.
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Figure 6.57: Electronic states at the Γ point when two Oxygen atoms are removed.
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Figure 6.58: Zoom of Fig. 6.57.

(a) Orbital (b) Sites

Figure 6.59: The first pair of in-gap states has strong dz2-pz character and it is
located around Titanium atom number 4. This state is generated because we have
removed the two Oxygen atoms above and below this Titanium atom.
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(a) Orbital (b) Sites

Figure 6.60: The second pair of in-gap states also has strong dz2-pz character and
it is located around Titanium atom number 3. This is the Titanium between the
two apical vacancies. This state is very similar to the one we found when two apical
vacancies were introduced in the SrO-terminated cluster.

(a) Orbital (b) Sites

Figure 6.61: the next three pairs of states have the dz2 character located in the first
TiO2 layer that corresponds to the vacancies introduced to remove the SrO layer.
These states belong to the conduction band in theory.
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(a) Orbital (b) Sites

Figure 6.62: The bottom of the conduction band remains dxy.

(a) Orbital (b) Sites

Figure 6.63: Other conduction t2g states are generated by the vacancies. These states
are similar to the ones we found in previous configurations.
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Figure 6.64: We can again see that the highest in-gap bands are actually part of
the conduction states. These bands should be higher in energy. Only the bands
generated by the apical vacancies remain in the gap.
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Configuration SrO termination TiO2 termination

No vacancies Insulator. Valence and conduc-
tion bands separated by a gap.

Similar valence-conduction
bands. Several states appear
in-gap. These states actually
belong to the conduction part,
they should be higher in energy.

One vacancy in
the SrO surface

Appearance of two degenerate in-
gap dz2 states and several conduc-
tion t2g states.

-

One vacancy in
the first TiO2

layer

Two degenerate states appear in
the gap. They have strong dx2−y2
character and they are localized
around the Titanium atoms sur-
rounding the vacancy.

Similar degenerate dx2−y2 appear
in the gap localized around the
Titanium atoms close to the va-
cancy.

Two vacan-
cies vertically
aligned

Two in-gap states are found.
Both have strong dz2 character
and are located around the Tita-
nium atoms close to the vacancy.

Similar pair of (degenerate) dz2
bands appear in the gap. These
states are localized around the Ti-
tanium atoms surrounded by the
vacancies.

Two vacancies in
the TiO2 plane

Two pairs of degenerate states
appear in the gap. They have
strong dx2−y2 character and they
are localized around the Titanium
atoms close to the vacancy.

Two pairs of degenerate dx2−y2
states appear in the gap.

Table 7: Some properties of the electronic states in the 2x2x4 cluster for some con-
figurations of Oxygen vacancies.

There are some features that seem to be universal:

• Each vacancy creates a pair of degenerate states in the gap.

• If the vacancy is created in the SrO layers, these states will show dz2 character.

• If the vacancy is created in the TiO2 layers, these states will show dx2−y2
character.

• TiO2-terminated clusters show extra states in the gap that should be within
the conduction band.
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O. Hijano Cubelos, M. J. Rozenberg, T. Maroutian, O. Lecoeur and A. F.
Santander-Syro. Orientational tuning of the Fermi sea of confined electrons at
the SrT iO3 (110) and (111) surfaces. Phys. Rev. Applied 1, 051002 (18 June
2014).

16 S. Piskunov, E. Heifets, R. I. Eglitis and G. Borstel. Bulk properties and
electronic structure of SrT iO3, BaTiO3, PbT iO3 perovskites: an ab initio
HF/DFT study. Computational Materials Science 29 (2004) 165-178.

17 Xinyue Fang. Phase Transitions in Strontium Titanate. Term essays for
Spring 2013. Course Physics 563: ”Phase Transitions and the Renormalization
Group”. Department of Physics, University of Illinois at Urbana-Champaign.

18 C. Bareille, T. Rödel, F. Fortuna, F. Bertran, M. Gabay, M. Bibes, A. Barthélémy,
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Stöger, Michael Schmid, Jaime Sánchez-Barriga, Andrei Varykhalov, Cesare

153



Franchini, Karsten Held and Ulrike Diebold. Anisotropic two-dimensional elec-
tron gas at SrT iO3 (110) protected by its native overlayer. Proc Natl Acad Sci
U S A. 2014 Mar 18; 111(11): 39333937. (2014).

32 Prabir Pal, Pramod Kumar, Aswin V., Anjana Dogra and Amish G. Joshi.
Chemical potential shift and gap-state formation in SrT iO3−δ revealed by pho-
toemission spectroscopy. J. Appl. Phys. 116, 053704 (2014).

33 K. van Benthem and C. Elsasser. Bulk electronic structure of SrT iO3: Ex-
periment and theory. Journal of Applied Physics. Volume 90, number 12.
15-December-2001.

34 Zhong Fang, Kiyoyuki Terakura. Spin and orbital polarizations around Oxygen
vacancies on the (001) surfaces of SrT iO3. Surface Science 470 (2000) L75-
L80.

35 Guru Khalsa, Byounghak Lee and A. H. MacDonald. Theory of t2g electron-gas
Rashba interactions. Phys. Rev. B 88, 041302(R). (2013).

36 N. Pavlenko, T. Kopp, E. Y. Tsymbal, G. A. Sawatzky and J. Mannhart.
Magnetic and superconducting phases at the LaAlO3/SrT iO3 interface: The
role of interfacial Ti 3d electrons. Physical Review B 85, 020407(R) (2012).

37 A. Ohtomo and H. Y. Hwang. A high-mobility electron gas at the LaAlO3/SrT iO3

heterointerface. Nature Vol 427. 29 January 2004.

38 K. Yoshimatsu, K. Horiba, H. Kumigashira, T. Yoshida, A. Fujimori, M. Os-
hima. Metallic Quantum Well States in Artificial Structures of Strongly Cor-
related Oxide. Science (15 July 2011). Vol. 333 no. 6040 pp. 319-322. DOI:
10.1126/science.1205771.

39 Beena Kalisky, Eric M. Spanton, hilary Noad, John R. Kirtley, Katja C.
Nowack, Christopher Bell, Hiroki K. Sato, Masayuki Hosoda, Yanwu Xie,
Yasuyuki Hikita, Carsten Woltmann, Georg Pfanzelt, Rainer Jany, Cristoph
Richter, Harold Y. Hwang, Jochen Mannhart and Kathryn A. Moler. Lo-
cally enhanced conductivity due to the tetragonal domain structure in the
LaAlO3/SrT iO3 heterointerfaces. Nature Materials. DOI: 10.1038/NMAT3753
(8 September 2013).

40 Lu Li, C. Richter, J. Mannhart and R. C. Ashoori. Coexistence of magnetic
order and two-dimensional superconductivity at LaAlO3/SrT iO3 interfaces.
Nature Physics. DOI: 10.1038/NPHYS2080 (4 September 2011).

154



41 M. Huijben, G. Rijnders, D. H. A. Blank, S. Bals, S. V. Aert, J. Verbeeck, G.
V. Tendeloo, A. Brinkman, and H. Hilgenkamp. Electronically coupled com-
plementary interfaces between perovskite band insulators. Nature Materials 5,
556 (2006).

42 S. Thiel, G. Hammerl, A. Schmehl, C. W. Schneider, and J. Mannhart. Tunable
quasi-two-dimensional electron gases in oxide heterostructures. Science 313,
1942-1945 (2006).

43 S. McKeown Walker, A. de la Torre, F. Y. Bruno, A. Tamai, T. K. Kim, M.
Hoesch, M. Shi, M. S. Bahramy, P. D. C. King and F. Baumberger. Control
of a two-dimensional electron gas on SrT iO3 (111) by atomic Oxygen. Phys.
Rev. Lett., 113, 177601 (2014).

44 Satoshi Okamoto, Wenguang Zhu, Yusuke Nomura, Ryotaro Arita, Di Xiao and
naoto Nagaosa. Correlation effects in (111) bilayers of perovskite transition-
metal oxides. Phys. Rev. B 89, 195121. (2014)

45 Markus König, Hartmut Buhmann, Laurens W. Molenkamp, Taylor Hughes,
Chao-Xing Liu, Xiao-Liang Qi and Shou-Cheng Zhang. The Quantum Spin
Hall Effect: Theory and Eperiment. Journal of the Physical Society of Japan.
Vol. 77, No 3 ( March, 2008), 031007.

46 Markus König, et al. Quantum Spin Hall Insulator State in HgTe Quantum
Wells. Science 318, 766 (2007); DOI: 10.1126/science.1148047.

47 Xiao-Liang Qi and Shou-Cheng Zhang. Topological insulators and supercon-
ductors. Rev. Mod. Phys. 83, 1057. (2011).

48 A. F. Santander-Syro, C. Bareille, F. Fortuna, O. Copie, M. Gabay, F. Bertran,
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P. Le Fèvre3, M. Bibes5, A. Barthélémy5, T. Maroutian6, P. Lecoeur6, M. J. Rozenberg4
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1CSNSM, Université Paris-Sud and CNRS/IN2P3, Bâtiments 104 et 108, 91405 Orsay cedex, France, 2Universität Würzburg,
Experimentelle Physik VII, Am Hubland, 97074 Würzburg, Germany, 3Synchrotron SOLEIL, L’Orme des Merisiers, Saint-Aubin-
BP48, 91192 Gif-sur-Yvette, France, 4Laboratoire de Physique des Solides, Université Paris-Sud and CNRS, Bâtiment 510, 91405
Orsay, France, 5Unité Mixte de Physique CNRS/Thales, Campus de l’Ecole Polytechnique, 1 Av. A. Fresnel, 91767 Palaiseau,
France and Université Paris-Sud, 91405 Orsay, France, 6Institut d’Electronique Fondamentale, Université Paris-Sud and CNRS,
Bâtiment 220, 91405 Orsay, France.

Two-dimensional electron gases (2DEGs) at transition-metal oxide (TMO) interfaces, and boundary states
in topological insulators, are being intensively investigated. The former system harbors superconductivity,
large magneto-resistance, and ferromagnetism. In the latter, honeycomb-lattice geometry plus bulk
spin-orbit interactions lead to topologically protected spin-polarized bands. 2DEGs in TMOs with a
honeycomb-like structure could yield new states of matter, but they had not been experimentally realized,
yet. We successfully created a 2DEG at the (111) surface of KTaO3, a strong insulator with large spin-orbit
coupling. Its confined states form a network of weakly-dispersing electronic gutters with 6-fold symmetry, a
topology novel to all known oxide-based 2DEGs. If those pertain to just one Ta-(111) bilayer, model
calculations predict that it can be a topological metal. Our findings demonstrate that completely new
electronic states, with symmetries not realized in the bulk, can be tailored in oxide surfaces, promising for
TMO-based devices.

T
he realization of 2DEGs at surfaces or interfaces of transition-metal oxides is a field of bursting activity1–13.
These materials are usually correlated-electron systems presenting a wealth of unique properties, such as
high-temperature superconductivity, colossal magnetoresistance, metal-to-insulator transitions, or multi-

ferroic behaviour. In the search for new functionalities and future electronic device applications, a crucial
challenge is to find original ways to design the oxide-based 2DEGs, so as to endow them with the exotic physics
of their parent compounds, and to tailor novel states of matter.

Research in non-trivial topological edge states is also a very active field14–19. The possibility of realizing these in
oxide-based 2DEGs, raised in several recent theoretical works20–24, is attracting much interest. A practical pro-
posal was based on a key insight: that the cubic ABO3 perovskite structure, common to many correlated oxides,
realizes a honeycomb lattice when a bilayer along the [111] direction is considered20,23,24. Such artificial structure
could, in principle, be digitally engineered as a sandwich between two oxide insulators20. However, this approach
currently remains a technological challenge.

Here we take an alternative route towards the same goal. Beyond the realization of 2DEGS at LaAlO3/SrTiO3

interfaces oriented along [001]1, and lately [110] and [111] cristallographic directions25,26, it was recently dis-
covered that 2DEGs can be simply obtained at the vacuum-cleaved (001) surface of insulating ABO3 perovs-
kites10–13 opening an exciting perspective to create novel 2DEGs at the surface of correlated oxides. Following this
methodology, here we demonstrate that the Fermi sea of the 2DEG can be crafted by properly choosing the
cleaving plane of the perovskite crystal. Specifically, we obtain a 2DEG at the (111) surface of the strong spin-orbit
coupled insulator KTaO3 (KTO), and determine directly its electronic structure using angle-resolved photoemis-
sion spectroscopy (ARPES). We observe an open Fermi surface of 6-fold symmetry with weakly dispersing
branches, which is unique among all other previously known oxide-based 2DEGs. Using model calculations
we show that it originates from electron hopping between consecutive layers of Ta atoms along the [111]
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direction. Furthermore, by analyzing the symmetries of this elec-
tronic structure, we demonstrate that confining this novel 2DEG
to a bilayer of Ta atoms, hence a honeycomb lattice, will lead to a
topological metal.

Results
Basic considerations: structure of KTaO3 along the [111] direc-
tion. Figure 1(a) presents the crystal structure of KTaO3. Along the
[111] direction, the system has 3-fold symmetry, as any cubic system,
and consists of alternating layers of Ta and KO3. There are three
different Ta-(111) layers per unit cell, labelled Ta-I, Ta-II and Ta-III.
Figure 1(b) shows the Ta atoms in the 3D structure seen from the
[111] direction. Arrows represent the lattice vectors of a 2D unit cell
in the (111) plane, which corresponds to a centered hexagonal
network with 6-fold symmetry. When only two layers are consi-
dered (Ta-I and Ta-II, for example), the lattice formed by nearest
neighbors is a honeycomb lattice (thick black lines), similar to the bi-
layer structure proposed in Ref. 20. As we shall see later, our ARPES
data are consistent with the formation of a 2DEG with the periodicity
and the symmetry of an unresconstructed (111) plane.

Experimental electronic structure. Figure 2(a) shows the Fermi
surface (color map) of the 2DEG measured at the (111) surface of
transparent and bulk insulating KTO, pictured in Fig. 2(b). Experi-
mental details of the extraction of this Fermi surface are given in the
Supplementary Material. The black hexagons in figure 2(a) represent
the Brillouin zone of the unreconstructed (111) surface. Note that the
observed Fermi surface has a well defined 6-fold symmetry and a
periodicity corresponding to that of the unreconstructed KTO-(111)
layers. By Bloch theorem, we infer that the 2DEG is formed by
itinerant conduction electrons experiencing an in-plane potential
compatible with unreconstructed (111) layers. In turn, this
strongly suggests that, while one might expect that the highly-polar
KTO-(111) surface reconstructs, the observed 2DEG is formed by
electrons confined in unreconstructed subsurface layers.

More specifically, the Fermi surface of Fig. 2(a) consists of 6
branches extending out from C to the six M points. From the area
enclosed by this Fermi surface, we obtain a carrier density n2D ,
1014 cm22. The observation of such a large Fermi surface fully sup-
ports the quasi-2D (i.e., confined) character of the electron gas.
Indeed, if the Fermi surface was a cross-section of an hypothetical

3D Fermi surface, the ensuing electron density would be, by simple

scaling, n3D*n3=2
2D *1021cm{3. For such density, only one order of

magnitude smaller than that of pure gold, the sample would be highly
conducting and its aspect would be mirror-like, in stark contrast with
the transparent character of the bulk crystal shown in figure 2(b),
indicative of an insulating state.

Different energy-momentum intensity maps across the Fermi sea
provide valuable complementary information about the 2DEG at the
(111) surface of KTO. Figures 2(c, d) show the dispersion along the
h�110i direction, dashed green line in figure 2(a), in the form of,
respectively, intensity map and stack of momentum distribution
curves (MDCs). This dispersion indicates that the Fermi surface
branches are formed by electron-like bands coming close to each
other near C. The effective mass of these electron-like bands,
deduced from a parabolic fit (red dashed lines), is m��110h i<0:3me

(me is the free electron mass). Furthermore, as shown by the stack
of energy distribution curves (EDCs) in figure 2 (e), the bottom of
each of these electron bands is essentially non-dispersive along the
CM direction. Accordingly, the Fermi surface forms a star with six
open branches, each branch being composed of two quasi-parallel
sheets. In other words, the electronic structure of the 2DEG at the
(111) surface of KTO consists of a network of weakly dispersing
‘‘electron gutters’’.

Since we observe only the first subband (E1) of the 2DEG, we can
only estimate an upper limit for the extension L of the 2DEG. We
make the reasonable assumptions that E1 < 2V0, where V0 is the
depth of the confining potential well, and that the next quantum level
(E2) of the same nature as the measured subband lies at an energy E2

2 E1 < V0, at or above EF. The result, detailed in the Supplementary
Material, is L , 16 Å, or equivalently, L , 7 Ta-layers along (111).

Note, from figures 2(c–e), that there is an intense background
below E 5 2260 meV trailing behind the bands forming the
2DEG. The most likely origin of this background is inelastic scatter-
ing of the electrons off impurities or disorder. This can be either in-
plane scattering, which will broaden the spectral lines, or scattering
of the electron on its way out of the surface during the photoemission
process. For instance, we expect that the fractured native surface will
be rugged, and will contain a large density of vacancies. Thus, a large
number of photo-emitted electrons will loose some kinetic energy,
due to inelastic scattering, on their way out of the solid. All these
electrons will contribute to an intense inelastic background trailing

Figure 1 | KTaO3 crystal in real space: schematics of the structure along the [111] direction. (a) Crystal structure of KTaO3. Dashed triangles

indicate the three Ta-(111) layers in the unit cell, labeled Ta-I, Ta-II and Ta-III. Ta atoms lying in the same (111) plane have the same shading color

(green, blue or red). Note that Ta atoms in consecutive Ta-(111) layers are nearest neighbors. (b) View along the [111] direction of the Ta atoms alone.

Lines connecting Ta atoms represent the edges of the 3D unit cell. Thick black lines connect nearest neighbors in layers Ta-I and Ta-II, forming a

honeycomb lattice. Curved double arrows represent electron hopping between nearest neighbors. Straight black arrows are the lattice vectors of a 2D unit

cell in the (111) plane. Such 2D unit cell is independent of the number of Ta-layers considered.
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behind the broadened parabolic quasi-particle peak. As this back-
ground is extrinsic to the electronic structure, it has no effect on the
quasi-particle spectral function, in agreement with the observation,
noted earlier, that the experimental effective mass of the 2DEG’s
band is essentially the same as the one given by non-correlated
tight-binding calculations (Supplementary Material and Ref. 13).

Discussion
The observed electronic structure can be understood in terms of
electron hopping between neighbouring Ta layers. To see how, we
modeled the 2DEG using a tight binding (TB) hamiltonian on a Ta-
(111) bilayer with the hopping parameters determined from our
previous study of KTO-(001)13 –see details in the Supplementary

Figure 2 | Electronic structure of the 2DEG at the (111) surface of bulk insulating KTaO3. (a) Fermi surface in the (111) plane, obtained from the

superposition of ARPES maps measured at hn 5 96 eV and hn 5 50 eV, and integrated over [250, 15] meV around EF. Black hexagons correspond to the

surface Brillouin zones. (b) Picture of a measured sample of KTaO3 before fracturing in vacuum. (c) Energy-momentum intensity map of the band

structure in the h�110i direction, measured along the dashed green line in panel (a). The red dashed lines are parabolic fits to the dispersion. (d) Stack of

MDCs for the intensity map in (c). Each MDC was integrated over 620 meV around its corresponding energy. Thicker lines represent the MDCs at EF

and at the bottom of the bands. Dashed lines are guides to the eye for the peaks of the two observed bands. (e) Stack of EDCs alongCMC, dashed red arrow

in panel (a). The positions of the peaks at E , 2260 meV correspond to the bottom of the parabolic electron bands, like those of panel (c), forming the

quasi-non-dispersive ‘gutters’. Data of (c), (d) and (e) were measured at hn 5 96 eV.

www.nature.com/scientificreports

SCIENTIFIC REPORTS | 4 : 3586 | DOI: 10.1038/srep03586 3



Material. Indeed, as schematically indicated by the double arrows in
figure 1(b), and in Ref. 20, the largest hopping occurs between the Ta
atoms of consecutive (111) layers, as they correspond to nearest
neighbors along [001] in the cubic 3D lattice. In figure 3(a) we
compare the experimental ARPES Fermi surface to the calculated
Fermi surface. We observe that the model correctly gives the band-
structure of the weakly dispersing electron gutters. The comparison
between the data and calculations close to the C point is more dif-
ficult due to the experimental resolution. We checked that including
extra Ta layers or considering the hopping of electrons between Ta
atoms on the same (111) layer, which are next-nearest neighbors, will
mainly change the computed band-structure around the C point, but
not the structure of the gutters, so that the comparison above remains
valid.

The weakly dispersing gutters along the CMC lines are the most
salient feature of the observed Fermi surface. They can be intuitively
understood from the directional overlaps between t2g orbitals in
neighboring Ta sites, which give rise to large nearest-neighbor hop-
ping amplitudes along the [001] (and equivalent) directions. When
seen from the [111] direction, these appear as directional zig-zag
chains at 120u from each other, as depicted in Fig. 3(b) for two
consecutive Ta (111) layers. Each set of parallel hopping chains on
the 2D lattice will lead to open weakly dispersing Fermi sheets in
reciprocal space, i.e., to the observed gutters.

Our results demonstrate that a 2DEG with hexagonal symmetry
can be easily created at the (111) surface of KTO. As an outlook for
near-future investigations, an exciting feature arises when such a
2DEG is confined to a Ta-(111) bilayer, which forms a honeycomb
lattice –as seen from the lattice formed by layers Ta-I and Ta-II in
figure 1(b). In this case, following Ref. 27, one can demonstrate
(details in the Supplementary Material) that the electron wave-func-
tion of the ground state has an odd parity at one of the M points (and
its time-reversal partner), but an even parity at all other points,
implying a non trivial topological index Z2 5 1. In this case, the
2DEG at the KTO (111) surface would correspond to a topological
2D metal, similar to some of the non-trivial states predicted in Ref.

20, with the 2DEG itself corresponding to the ‘‘bulk’’ states, and the
non-trivial states appearing at the 1D edges of the sample.

From a broader perspective, our results show that different surface
orientations can be used to tailor Fermi seas and to radically change
the microscopic state, hence the physical properties, of oxide per-
ovskite-based 2DEGs. Of particular interest is the prospect for engin-
eering 2DEGs of strongly correlated insulators on honeycomb
lattice-structures, which could lead to correlated topological and
edge-states with new physical properties not shown by semiconduct-
ing topological insulators. Thus, in perspective, our results provide
some initial bridges between the fields of topological matter, corre-
lated electrons and oxide electronics.

Methods
The angle resolved photoemission spectroscopy (ARPES) experiments were done at
the Synchrotron Radiation Center (SRC, University of Wisconsin, Madison) and at
the Synchrotron SOLEIL (France), using linearly polarized photons in the energy
range 20–100 eV and Scienta R4000 detectors with vertical slits (henceforth the ky

direction). The momentum and energy resolutions were 0.25u and 15 meV,
respectively. The mean diameter of the incident photon beam was smaller than 50 mm
(SOLEIL) and about 150 mm (SRC).

The samples studied were undoped transparent high-grade laser crystals of KTaO3

(SurfaceNet, GmbH), of purity 99,9995%, grown by a modified top seeded solution
growth (TSSG) using KO2 as solvent. The estimated amount of oxygen vacancies is
less than 10 ppm, being mostly concentrated in the seeding area, which was not used
for the final cut crystals. Similarly, the estimated amount of defects is less than
100 cm23.

The crystals were mounted with h�110i ky

�
� and fractured in-situ along the (111)

surface at 25 K (SRC) and 10 K (SOLEIL), in pressure lower than 6 3 10211 Torr. The
fractured surfaces had homogeneous electron photo-emittance over a large area.
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PHOTON-ENERGY-DEPENDENT SELECTION RULES

The Fermi surface presented in figure 2(a) of the main text was obtained by superposing

two Fermi surfaces measured at hν = 50 eV and hν = 96 eV, shown in figures S1(a) and

S1(b) respectively. As seen from these figures, one subtle aspect of our data is that while the

hexagonal structure in reciprocal space is associated with the 6-fold symmetry of the (111)

surface of real space, the observed symmetry of the electronic structure around the Γ points

appears as 3-fold. Two a-priori prominent possibilities are a surface reconstruction, or an

effect of photoemission selection rules. A surface reconstruction, which may be expected from

the polar (111) surfaces, would imply a longer periodicity of the real space lattice, hence a

smaller periodicity in reciprocal space. At odds with this expectation, we actually observe, in

figures S1(a, b), a Fermi surface with a periodicity larger than the one of the unreconstructed

2D Brillouin zone. An alternative explanation, consistent with the rest of our data, is that

the observed 3-fold symmetry results from photoemission selection rules extinguishing 3 out

of the 6 Fermi surface branches required by the symmetry of the unreconstructed Brillouin

zone. In fact, in the photoemission process [SR1], the absorption of an incident photon

induces an energy- and momentum-conserving optical transition of the electron from a bound

state in the 2DEG to a non-occupied state. Transitions to bulk final states have a larger

cross-section. As shown in the inset of figure S1, these states display the required three-fold

symmetry at all momenta along < 111 > (and 6-fold only at a plane passing through a bulk

Γ point), effectively “filtering” the 2DEG states that can be detected. A similar effect is

observed, for instance, in the topological surface states of Sb(111) [SR2].

The data from figures S1(a, b) fully confirm the above picture: by switching the photon

energy from 50 eV (panel a) to 96 eV (panel b), thus changing the final bulk state and

its orientation thereof, one selectively turns “on” and “off” the complementary pairs of 3-

branches of the Fermi surface. This demonstrates that the intrinsic electronic structure at

the KTO-(111) surface has the expected 6-fold symmetry.

ESTIMATE OF THE EXTENSION OF THE 2DEG

Following our previous works on the 2DEGs at the (001) surfaces of SrTiO3 and

KTaO3 [SR3, SR4], we approximate the effect of the confining potential acting in the [111]
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Figure S 1: (a) Experimental Fermi surface in the (111) plane, obtained from the ARPES intensity at

hν = 50 eV, and integrated over the energy range [−50,+50] meV around EF . Black hexagons correspond

to the surface Brillouin zones. (b) Corresponding Fermi surface at hν = 96 eV. The data were obtained on

the same sample. The inset shows an iso-energy surface of the bulk t2g states (red surface), illustrating the

3-fold symmetry of the final photoemission state for photon energies inducing transitions to (111) planes

above or below a bulk Γ point (yellow planes).

(or z) direction by a potential wedge V (z) = V0 + eFz, where e is the charge of the electron

and F is the strength of the electric field along z. The quantized eigenenergies En are given

in very good approximation by:

En = −V0 +

(
ℏ2

2m⋆
z

)1/3 [(
3π

2

)(
n− 1

4

)
eF

]2/3

, (1)

where n indicates the subband, V0 is the depth of the confining potential well, and m⋆
z is

the bulk effective mass in the (111)-direction. The effective mass is obtained by a bulk tight

binding calculation (see next section), yielding m⋆
z ≈ 0.28me.

By measuring the subband splitting ∆E = E2 −E1, we can in principle deduce F . In the

data presented in the main text, we observe only one subband. Thus, we can only infer a

lower limit for the subband splitting: ∆E ≥ 0.26 eV. This gives a lower limit for the strengh

of the electric field: F ⪆ 166 MeV/m. Using this field strength, and the approximation

eFL ≈ ∆E, we can estimate an upper limit for the depth (L) of the confining potential

well. This gives L ⪅ 16 Å, or about 7 Ta layers.
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BAND STRUCTURE PROPERTIES AND PERSPECTIVE FOR TOPOLOGICAL

NON-TRIVIAL NATURE

In this section we show how the remarkable band-structure geometry of the 2DEG in

KTO-(111) can be brought into light using a tight binding modeling, and draw further insight

into the nature of the 2DEG by investigating the symmetries of the resulting electronic states.

As discussed in Ref. [SR4], low energy states in KTO pertain to the t2g triplet of d

orbitals. In the main text, we deduced from the band structure that the 2DEG is confined

to less than 7 Ta-layers. Here, we will demonstrate that, by considering that the conducting

sheet is only a single Ta-bilayer thick, the 2DEG gains a topologically non-trivial nature.

We follow the derivation of Xiao et al. [SR5], and introduce a unit cell consisting of two

Ta atoms; that in the top (bottom) layer is denoted with a 1 (2) index. The values of the

main hopping amplitudes, which involve like-orbitals, are t and tδ between nearest neighbour

interlayer Ta sites, and t′ between nearest neighbour intralayer sites. We may conveniently

estimate their values using the Slater-Koster expressions [SR6] and the Solid State Table

in Harrison’s book [SR7]. We also include the potential energy difference V between the

two layers as well as a trigonal crystal field term Et. Lastly, we account for the large bulk

spin-orbit term by adding a λL⃗ · S⃗ contribution.

In the absence of spin-orbit terms, a convenient basis to express the Hamiltonian H0 of

the bilayer is {X ′
1σ, Y

′
1σ, Z

′
1σ, X

′
2σ, Y

′
2σ, Z

′
2σ}, where the states X ′, Y ′, Z ′ have a dominant

dyz, dxz, dxy character respectively, and where σ =↑, ↓ is a spin index [SR4]. Using Dirac’s

notation, the non spin-orbit coupled Hamiltonian for the bilayer is thus:

H0 =
∑

(I=X′,Y ′,Z′),σ

|dI,σ,1, dI,σ,2⟩M⟨dI,σ,2, dI,σ,1|, (2)

where the matrix M is given by 
 aI eI

e∗
I bI


 . (3)

If we define a two-dimensional real space basis parallel to the bilayer [SR5] and Fourier
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transform the interactions, the entries of M are:

aX′ = −2t′ cos(−
√

3

2
kxc+

3

2
kyc);

aY ′ = −2t′ cos(

√
3

2
kxc+

3

2
kyc);

aZ′ = Et − 2t′ cos(
√

3kxc); (4)

bI = aI + V ; (5)

eX′ = −t(1 + exp −i(−
√

3

2
kxc+

3

2
kyc)) − tδ exp −i(

√
3

2
kxc+

3

2
kyc);

eY ′ = −t(1 + exp −i(
√

3

2
kxc+

3

2
kyc)) − tδ exp −i(−

√
3

2
kxc+

3

2
kyc);

eZ′ = Et − 2t exp −i(3
2
kyc) cos (

√
3

2
kxc) − tδ; (6)

with c =
√

2/3d, and d the Ta–Ta interatomic distance.

Inspection of Eq.(6) reveals that all eI ’s are real at the Γ point and at the three M points:

M1 ≡ (1/c)(π/
√

3, π/3), M2 ≡ (1/c)(−π/
√

3, π/3), M3 ≡ (1/c)(0, 2π/3). As t ∼ 1.4 eV

is at least one order of magnitude larger than both Et and tδ, we see that eI < 0 at Γ, M1,

M2, but eI > 0 at M3. If the value of the potential is not too different for layers 1 and

2 (i.e, V ≪ 2t′), then bI ∼ aI . In that limit, the smallest eigenvalue is aI − |eI |, giving

the lowest energy band. The corresponding eigenvectors are 1/
√

2(|dI,σ,1⟩ − sign(eI)|dI,σ,2⟩).
Accordingly, at the Γ point, we get a four-fold degeneracy of the energy bands, while the

eigenvectors, which are of X ′ or Y ′ orbital character, have even parity (when we exchange 1

and 2). At M1 and M2, the minimum energies are aX′ −|eX′| and aY ′ −|eY ′|, respectively, and

the corresponding eigenvectors are 1/
√

2(|dX′,σ,1⟩ + |dX′,σ,2⟩) and 1/
√

2(|dY ′,σ,1⟩ + |dY ′,σ,2⟩).
Again, eigenvectors have even parity. By contrast, at M3, the eigenvector corresponding

to the minimum energy aZ′ − |eZ′| is given by 1/
√

2(|dZ′,σ,1⟩ − |dZ′,σ,2⟩) and hence has odd

parity.

We now consider spin-orbit coupling. The basis which diagonalizes the spin-orbit Hso

Hamiltonian consists of the Γ8c quartet (ψ1 = 1√
2
(X ′↑ + iY ′↑), ψ3 = 1√

6
(X ′↑ − iY ′↑ + 2Z ′↓)

and their Kramers partners, ψ2, ψ4 respectively) and of the Γ7c doublet (ψ5 = 1√
3
(−X ′↑ +

iY ′↑ + Z ′↓) and its time-reversed conjugate ψ6).

5



(-) 

(+) 

Figure S 2: Colour maps of the products Re⟨Ψ0|ψi,1⟩×Re⟨Ψ0|ψi,2⟩ and Im⟨Ψ0|ψi,1⟩× Im⟨Ψ0|ψi,2⟩ for the

6 components (i = 1 . . . 6) along the {ψ} basis of the ground-state wave-functions at Ta-sites 1 and 2. These

scalars serve as “parity-markers”: the product is positive (blue hues) if the parities of the wave-functions on

the Ta-1 and Ta-2 sites tend to be the same, and negative (red hues) in the opposite case (white is zero). The

regions where the colors mix randomly are regions where the absolute value of the plotted scalar is either

very small, close to zero within the resolution limits of our computational capabilities, or changing very fast

(i.e., near a red/blue boundary). Note that the above scalars become strictly identical to the parity only at

the Γ and M points, where Ψ0 is real. For each color map, the exact values of the corresponding product

at the Γ and three consecutive M points are indicated by the filled circles.

As the total Hamiltonian H0 + Hso has time reversal symmetry, we diagonalize it in

the {ψ} basis. At the special points Γ and M , which are their own Kramers partners,

we have both parity and time reversal invariance. We focus on the lowest energy band,

which shows occupied electronic states in the photoemission data, and exhibits the 6-fold

symmetry pattern of electron gutters shown in figure 3(a) of the main text. We denote as

Ψ0 the corresponding lowest-energy eigenstate of the total Hamiltonian. Thus, Ψ0, and its

Kramers partner, have even parity at Γ, M1, M2 and odd parity at M3.
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To illustrate this, figure S2 shows momentum-resolved maps of the relative signs for the

contributions of the 1 and 2 Ta-sites to Ψ0. These maps allow one to visualize the basin of

attraction of the parity eigenstates at Γ and the different M points. They clearly show that

the electron ground-state has an odd parity at one of the M points (and its time-reversal

partner), but an even parity at all other points, implying a non trivial topological index

Z2 = 1. Our calculations furthermore indicate that a second, higher-energy band, lies below

the Fermi level near the Γ point (see figure 3(a) of the main text). We find (not shown) that

the corresponding state has even parity at Γ.

All the above considerations imply that confining to one Ta-bilayer the 2DEG at the

(111) surface of KTaO3 endows it with a topologically non trivial Z2 = 1 nature [SR8].

We checked that, if the conducting sheet is confined within three layers, rather than two,

a topological state can still be observed, but for fillings larger than those pertaining to the

gutter structure seen in ARPES.
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(111) surfaces
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We report the existence of confined electronic states at the (110) and (111) surfaces of SrTiO3.
Using angle-resolved photoemission spectroscopy, we find that the corresponding Fermi surfaces,
subband masses, and orbital ordering are different from the ones at the (001) surface of SrTiO3.
This occurs because the crystallographic symmetries of the surface and sub-surface planes, and the
electron effective masses along the confinement direction, influence the symmetry of the electronic
structure and the orbital ordering of the t2g manifold. Remarkably, our analysis of the data also re-
veals that the carrier concentration and thickness are similar for all three surface orientations, despite
their different polarities. The orientational tuning of the microscopic properties of two-dimensional
electron states at the surface of SrTiO3 echoes the tailoring of macroscopic (e.g. transport) proper-
ties reported recently in LaAlO3/SrTiO3 (110) and (111) interfaces, and is promising for searching
new types of 2D electronic states in correlated-electron oxides.

Two-dimensional electron gases (2DEGs) in transition-
metal oxides (TMOs) present remarkable phenomena
that make them unique from a fundamental viewpoint
and promising for applications [1, 2]. For instance, het-
erostructures grown on the (001) surface of SrTiO3, a
TMO insulator with a large band-gap of ∼ 3.5 eV,
can develop 2DEGs showing metal-to-insulator transi-
tions [3], superconductivity [4], or magnetism [5, 6].
Recently, 2DEGs at the (111) and (110) interfaces of
LaAlO3/SrTiO3 were also reported [7]. The latter
showed a highly anisotropic conductivity [8] and a su-
perconducting state spatially more extended than the one
at the (001) interface [9]. Interestingly, theoretical works
have also predicted that exotic, possibly topological, elec-
tronic states might occur at interfaces composed of (111)
bilayers of cubic TMOs [10–13], as two (111) planes of
transition-metal ions form a honeycomb lattice, similar
to the one found in graphene. In this context, the discov-
eries that 2DEGs can also be created at the bare (001)
surfaces of SrTiO3 [14–16] and KTaO3 [17, 18], and more
recently at the (111) surface of KTaO3 [19], opened new
roads in the fabrication and study of different types of
2DEGs in TMOs –in particular using surface-sensitive
spectroscopic techniques, which give direct information
about the Fermi surface and subband structure of the
confined states. The origin of the confinement is at-
tributed to a local doping of the surface region due to
oxygen vacancies and/or lattice distortions.

Here we show that new types of 2DEGs can be di-
rectly tailored at the bare (110) and (111) surfaces of
SrTiO3. Imaging their electronic structure via angle-
resolved photoemission spectroscopy (ARPES), we find

that their Fermi surfaces, subband masses, and orbital
ordering are different from the ones of the 2DEG at the
SrTiO3 (001) surface [14, 15] and the ones predicted for
the bulk, being thus uniquely sensitive to the confining
crystallographic direction. This occurs because the crys-
tallographic symmetries of the 2DEG plane, and the elec-
tron effective masses along the confinement direction, in-
fluence the symmetry of the electronic structure and the
orbital ordering of the t2g orbitals. Furthermore, the ob-
served carrier concentrations and 2DEG thicknesses for
different surfaces allow us to showcase the impact of oxy-
gen vacancies and of the polar discontinuity on distinctive
features of the confined conducting sheet.

The confined states were either created by fractur-
ing the samples in vacuum or by chemically and ther-
mally preparing the surfaces in situ, and studied through
ARPES at the Synchrotron Radiation Center (SRC, Uni-
versity of Wisconsin, Madison) and the Synchrotron
Soleil (France). The sample preparation, similar to the
one in references [20, 21], is detailed in the Supplemen-
tal Material [22]. All through this paper, we describe
the crystal structure in a cubic basis of unit-cell vectors,
and note as [hkl] the crystallographic directions in real
space, 〈hkl〉 the corresponding directions in reciprocal
space, and as (hkl) the planes orthogonal to those direc-
tions.

The major difference between the confined states at
various surface orientations of SrTiO3 originates from the
different symmetries of the corresponding crystal planes:
4-fold for the (001) plane, 2-fold for the (110) surface, and
6-fold for the (111) surface. Another difference is the po-
lar character of the surface. Thus, while the (001) termi-
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FIG. 1. (a, b) Unit cell of the cubic perovskite lattice of SrTiO3. The grey planes are the (110) and (111) planes, respectively. The yellow
dots represent the O2− anions, the black dot in the center the Sr2+ cation, and the red/green/blue dots the Ti4+ cations in different
(110) or (111) planes. Both orientations are highly polar, as the crystal is built of alternating layers of (SrTiO)4+ and (O2)4− or Ti4+

and (SrO3)4−. (c, d) Ti4+ cations of the crystal lattice at the (110) and (111) planes. The black arrows indicate the lattice vectors of the
Ti4+ cations in one (110) or (111) plane. As indicated by the black lines in panel (d), a (111)-bilayer of Ti4+ cations forms a honeycomb
lattice. (e) Bulk Fermi surface, calculated using a tight-binding model with an unrealistically large value of 1021 cm−3 for the bulk carrier
density, intended to make the Fermi surface visible. Such carrier density is at least three orders of magnitude higher than the bulk carrier
density of the samples prepared for this study. (f, g) Cross section of the bulk Fermi surface in (e) along the (110) and (111) planes,
respectively. The grey lines show the cross section of the bulk 3D Brillouin zone through a Γ point, while the black lines correspond to
the surface Brillouin zone.

nations, namely SrO or TiO2, are nominally non-polar,
the (110) terminations are alternatively (SrTiO)4+ and
(O2)

4−, and the (111) terminations are either Ti4+ or
(SrO3)

4−. These different surface symmetries and their
polarity are illustrated in figures 1(a-d). Note in partic-
ular, from figure 1(d), that a (111)-type bilayer of Ti4+

cations forms a honeycomb lattice, as noted in Ref. [10].

For our discussion later, it will be instructive to con-

TABLE I. Effective light (L) and heavy (H) masses predicted by a
TB model in the bulk (first row) and experimental in-plane masses
of the 2DEGs at the (001), (110), and (111) surfaces (other rows)
along the different high-symmetry directions of the crystal lattice
(columns) of SrTiO3. In the bulk, all the effective masses along
〈111〉 are identical.

m100/me m110/me m112̄/me m111/me

L H L H L H

Theory bulka 1.06 7.16 1.06 1.85 1.24 2.46 1.48

SrTiO3(001) 0.7b 10.0b 0.7c 1.3c 0.8c 1.8c 1.0c

SrTiO3(110) 1.0 8.5 1.6 6.0 – – –

SrTiO3(111) – – 0.27 1.08 0.33 8.67 –

a From Ref. [23] b From Ref. [14]
c From TB model using experimental masses along 〈100〉

trast the observations at the (110) and (111) SrTiO3

surfaces with both the 2DEG at the (001) surface and
a model bulk electronic structure. Figure 1(e) shows
the bulk Fermi surface from a simplified tight-binding
(TB) model where the electron hopping amplitudes be-
tween the three t2g orbitals of neighboring Ti4+ are
tπ = 0.236 eV and tδ′ = 0.035 eV [23], and we neglect
spin-orbit coupling and tetragonal distortions. Near the
Γ point, this gives effectives masses listed in the first row
of table I for various directions. Figures 1(f, g) show
cross sections of the bulk Fermi surface along the (110)
and (111) planes through the Γ point, illustrating their
respective 2-fold and 6-fold symmetries. The experimen-
tal spectra at the SrTiO3 (001) surface [14], on the other
hand, fit well to a TB form where the hopping amplitudes
are t̄π = 0.36 eV and t̄δ′ = 0.025 eV, leading to values of
the effective masses near the Γ point shown in the second
rows of table I. Note that all these masses differ by about
30% from the bulk theoretical ones.

We now present our experimental results. Figure 2(a)
shows the Fermi surface measured at the fractured (110)
surface of an undoped insulating SrTiO3 sample. As
we will see, our observations are similar to another re-
cent study of the 2DEG at the SrTiO3(110) surface in a
Nb-doped sample prepared in situ by Wang et al. [24].
The metallic states we observe present the same 2-fold
symmetry of the unreconstructed (110) surface Brillouin
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FIG. 2. (a) ARPES Fermi surface map (second derivative) at
hν = 91 eV in the (110) plane of a fractured insulating SrTiO3

sample. The map is a superposition of intensities measured in the
bulk Γ130 and Γ131 Brillouin zones [22]. The red lines indicate the
edges of the unreconstructed (110) Brillouin zones. (b) Energy-
momentum intensity map at a Γ point along the k〈001〉 direction.

zone (BZ), represented by red rectangles. This implies
that (i) the macroscopic properties of this 2DEG should
be highly anisotropic, echoing the observed anisotropic
transport characteristics reported in 2DEGs at (110)
LaAlO3/SrTiO3 interfaces [8], and (ii) any surface rough-
ness or reconstructions, expected in this highly polar sur-
face, do not affect the 2DEG, which must then reside in
the sub-surface layers –in agreement with our previous
conclusions on fractured (111) surfaces of KTaO3 [19].
Figure 2(b) shows the dispersion along the k〈001〉 direc-
tion, giving rise to the longest of the two ellipsoidal Fermi
surfaces in figure 2(a). The band forming the shortest el-
lipsoid is eclipsed by photoemission selection rules along
this direction (see the Supplemental Material [22]). The
band bottom and Fermi momenta are about −40 meV
and 0.3 Å−1, respectively.

From the data above, we model the Fermi surface of
the 2DEG at the SrTiO3 (110) surface as two orthog-
onal ellipses, one along along 〈001〉 with semi-axes of
0.3 Å−1 and 0.1 Å−1, the other along 〈11̄0〉 with semi-
axes 0.25 Å−1 and 0.13 Å−1. From the area AF en-
closed by the Fermi surfaces, we obtain a carrier den-

sity n
(110)
2D = AF /2π2 ≈ 1 × 1014 cm−2. The electronic

states associated to such a high charge carrier density
must be confined to the region near the surface –otherwise
the bulk would be highly conductive, in contradiction
with the insulating nature of the samples studied. Simi-
larly, from the band bottom and Fermi momenta, using
a parabolic approximation, we obtain the effective band
masses along 〈001〉 and 〈1̄1̄0〉 (and equivalent directions),
listed in the third row of table I. These effective masses
are similar to the ones determined in the aforementioned
study [24] of the 2DEG at the SrTiO3(110) surface. In
our study, the band bottom of the heavy band, c.f. fig-
ure 2(b), and the carrier density of the 2DEG are slightly
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FIG. 3. (a) Fermi surface map measured at hν = 110 eV on a
SrTiO3 (111) surface prepared in-situ. The black lines indicate the
edges of the unreconstructed (111) Brillouin zones around Γ222. (b)
Fermi surface map (second derivative of ARPES intensity, negative
values) in the k〈111〉 – k〈1̄1̄2〉, or (11̄0) plane, acquired by measuring
at normal emission while varying the photon energy in 1 eV steps
between hν1 = 67 eV and hν2 = 120 eV. The experimental Fermi
momenta, represented by the black and red circles, were obtained
by fitting the momentum distribution curves (MDCs) integrated
over EF ± 5 meV. The red rectangle is the bulk Brillouin zone in
the (11̄0) plane. (c) Energy-momentum map across the Γ point
along the 〈1̄1̄2〉 direction. The dispersions of a heavy band and
light bands are visible. (d) Raw energy distribution curves of the
dispersions shown in panel (c). In panels (a) and (c), the blue lines
are simultaneous TB fits to the Fermi surface and dispersions.

lower, probably due to the different surface preparation
techniques.

Henceforth, we focus on new experimental results at
the (111) surface of SrTiO3, which as we will see presents
the hexagonal symmetry of the unreconstructed surface,
and could thus be an interesting platform for the quest
of new electronic states and macroscopic properties at
oxide surfaces.

Figure 3(a) shows the Fermi surface measured at the
SrTiO3 (111) surface prepared in-situ, as described in the
Supplemental Material [22]. It consists of three ellipses
forming a six-pointed star, thus strongly differing from
the Fermi surface at the SrTiO3 (110) surface, shown in
figure 2(a), or the one at the SrTiO3 (001) surface, dis-
cussed in previous works [14–16]. Additional experiments
show that for surfaces prepared in-situ with either (1×1)
or (3×3) reconstructions, the band structure and period-
icity of the confined states are identical, and correspond
to the one expected from an unreconstructed surface [22].
This indicates that the 2DEG at the SrTiO3(111) surface
is also located in the sub-surface layers, and is at best
weakly affected by the surface reconstructions at the po-
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lar (111) surface.
The 2D-like character of the electronic states is strictly

demonstrated from the Fermi surface map in the 〈111〉−
〈1̄1̄2〉 plane, shown in figure 3(b). Here, one sees that
the bands do not disperse along k〈111〉 over more than
half a bulk Brillouin zone, thereby confirming the con-
fined (i.e., localized) character of the electrons along the
[111] direction in real space. The modulation of the in-
tensity in the Fermi surface map, a typical feature of
quantum well states [25, 26], is discussed in the Sup-
plemental Material [22]. Interestingly, note that the red
rectangles in figures 2(a) and 3(b) represent the Brillouin
zone in the (110) (or equivalent) plane. Yet, as seen from
those figures, the shapes of the corresponding Fermi sur-
faces are completely different. This directly shows the
orientational tuning of the Fermi surface due to different
confinement directions.

Figure 3(c) shows the energy-momentum map at the
Γ point along the 〈1̄1̄2〉 direction, corresponding to the
major axis of the ellipsoids forming the 6-pointed-star
Fermi surface. The dispersions of one light band and
one heavy band are clearly visible. These constitute
the ground state of the 2DEG. Additional subbands are
not observed, implying that the band bending at the
surface is too low to populate the upper quantum-well
states. Within our resolution, the heavy and light bands
are degenerate at Γ, with their band bottom located
at about −57 meV. We fit simultaneously these disper-
sions and the whole Fermi surface of figure 3(a) using a
simple tight-binding model [22]. The fit, shown by the
continuous blue lines, yields Fermi momenta of about
0.07 Å−1 and 0.36 Å−1 for, respectively, the light and
heavy bands along 〈1̄1̄2〉. This gives an electron concen-

tration n
(111)
2D ≈ 1.0 × 1014 cm−2, and effective masses

listed in the third row of table I.
We now draw some comparisons between the ef-

fective masses and thicknesses of the 2DEGs at the
SrTiO3 (001), (110) and (111) surfaces. Table I shows
that, while the masses along the “natural” electron-
hopping directions in the bulk ([001] and equivalent) are
comparable between the 2DEGs at the SrTiO3 (001) and
(110) surfaces, the masses along [110] at the (110) sur-
face, and all the masses of the 2DEG at the (111) surface,
are very different from the ones expected from the tight-
binding parameters describing the bulk or the 2DEG at
the (001) surface. In this respect, note that if the con-
finement direction is [110] or [111], then the electrons
moving in the 2DEG plane along a direction other than
[001] will experience the confining potential gradient and
the modified crystal field outside the surface, as they will
hop in staircase patterns between first neighbors along
[001] (or equivalent) directions –see figures 1(a-d) and
Ref. [8, 19]. The understanding of these mass differ-
ences, also reported in quantum well states at thin films
of simple-metals [27] or strongly-correlated oxides [28],
should be the subject of further theoretical works.

The maximal spatial extension dmax of the 2DEGs at
the SrTiO3 (110) and (111) surfaces can be estimated
using a triangular potential well model [22]. We obtain
d110

max ≈ 1.7 nm, which amounts to 6 2D-layers or 3 bulk
unit cells along [110], and d111

max ≈ 1.9 nm, corresponding
to ∼ 9 layers of Ti (111), or again about 3 bulk unit cells
along [111].

Finally, we note that the orbital ordering of the elec-
tronic states at the (110) and (111) surfaces of SrTiO3

is different from the one at the (100) surface. In the
first two cases, the bands are degenerate within our ex-
perimental resolution, whereas at the (001) surface the
smallest observed splitting between bands of different or-
bital character is of 50 meV [14]. As the confinement
energy of each band is inversely proportional to its effec-
tive mass along the confinement direction [14], different
surface orientations result in different orbital ordering.
But along the [111] direction the effective masses of the
three t2g bands are identical, and so their degeneracy at
the Γ point is not lifted by the confinement. Similarly,
the effective masses of bands of different orbital charac-
ter along [110] are quite similar (see table I). Hence, the
degeneracy lift is rather small, and cannot be observed
in our data. This demonstrates the influence of the con-
finement direction on the orbital ordering.

Several scenarios have been proposed to explain the
origin of the 2DEG at the LaAlO3/SrTiO3 (001) inter-
face. According to one of these, the formation of a con-
ducting sheet prevents the occurrence of a polar catas-
trophe in the material. Yet, the discovery of a confined
2DEG at the (001) surface of SrTiO3, with characteris-
tics similar to those of the above heterostructure, sug-
gests that the driving mechanism may not be unique, as
in the bare SrTiO3 all the layers are electrically neutral.
Instead, in the latter case, surface oxygen vacancies are
believed to cause and to confine the gas [14, 15, 24]. Ad-
ditionally, for the (110) and (111) SrTiO3 surfaces, of
nominal polar charge 4e, one would expect a much larger
carrier concentration in the 2DEG, and a very strong
electric field confining the electrons in a narrow sheet at
the surface. However, we observe that the carrier concen-
trations and thicknesses of the 2DEGs are quite compa-
rable for all three orientations (this work and Ref. [14]):
n2D ∼ 1014 cm−2, dmax ∼ 2 nm. In fact, in the polar
SrTiO3 surfaces studied here, the polar catastrophe does
not seem to be compensated by the electrons of the 2DEG
but by surface reconstructions or relaxations, while the
2DEG lies in the subsurface layers. Thus, although the
2D electronic structure (effective masses, orbital order-
ing) depends on the surface orientation, the thickness and
carrier concentration of the 2DEG might be controlled by
another factor, probably oxygen vacancies and/or lattice
distortions induced by the synchrotron light irradiation,
as discussed in the Supplemental Material [22].

In conclusion, our results show that the symmetries,
electronic structure, and orbital ordering of the con-
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fined states at the surface of TMOs can be tailored by
confining the electrons along different directions in the
same material. Such orientational tuning echoes the
differences of transport properties reported recently in
LaAlO3/SrTiO3 (110) and (111) interfaces [7–9]. In par-
ticular, from our data, the highly anisotropic transport
behavior observed in the (110) interfaces [8] can be di-
rectly related to the 2-fold symmetry of the Fermi surface
measured by ARPES. More generally, our results provide
an exciting route for obtaining new types of 2D electronic
states in correlated-electron oxides.

We thank V. Pillard for her contribution to the sam-
ple preparation. T.C.R. acknowledges funding from the
RTRA Triangle de la Physique (project PEGASOS).
A.F.S.-S. and M.G. acknowledge support from the In-
stitut Universitaire de France. This work is supported
by public grants from the French National Research
Agency (ANR) (project LACUNES No ANR-13-BS04-
0006-01) and the “Laboratoire d’Excellence Physique
Atomes Lumière Matière” (LabEx PALM project ELEC-
TROX) overseen by the ANR as part of the “Investisse-
ments d’Avenir” program (reference: ANR-10-LABX-
0039).

SUPPLEMENTAL MATERIAL

ARPES Experiments

The ARPES measurements were conducted at the
Synchrotron Radiation Center (SRC, University of Wis-
consin, Madison) and the Synchrotron Soleil (France).
We used linearly polarized photons in the energy range
20 − 120 eV, and Scienta R4000 electron detectors with
vertical slits. The angle and energy resolutions were 0.25◦

and 25 meV at SRC, and 0.25◦ and 15 meV at Soleil. The
mean diameter of the incident photon beam was smaller
than 100 µm. The samples were cooled down to 10-30 K
before fracturing or measuring, in pressure lower than
6 × 10−11 Torr. The confined states were either created
by fracturing the samples in vacuum or by chemically
and thermally preparing the surfaces in situ, as detailed
in the next section. The results were reproduced for at
least five different samples for each surface orientation.

Surface preparation

The non-doped, polished crystals of SrTiO3 were sup-
plied by CrysTec GmbH and Aldrich. To prepare the
surface, the samples were ultrasonically agitated in deion-
ized water, subsequently etched in buffered HF and an-
nealed at 950◦C for several hours in oxygen flow. De-
pending on the annealing time, this treatment yields a
Ti-rich, single-terminated or mixed-terminated step-and-
terrace structured surface of SrTiO3 (111) [20]. Fig-

ure 4(a) shows the atomic-force microscopy (AFM) im-
age of the single-terminated (111) surface of a sample
annealed for 3h. This treatment produces a (1 × 1) un-
reconstructed surface, shown by RHEED image in fig-
ure 4(b). Longer annealing (10h) results in a mixed-
terminated surface [21], as shown in the AFM friction
image in figure 4(c), measured in contact mode. The
surface prepared in such a way is (3 × 3) reconstructed,
as displayed in the RHEED image in figure 4(d). The
surface state of the cleaved samples was not determined
by imaging or diffraction techniques.

To perform the surface-sensitive ARPES measure-
ments, one needs pristine and crystalline surfaces. To
clean the surface of contaminations, the samples prepared
as described above were further annealed in-situ in vac-
uum at a pressure of approximately p = 3 × 10−9 mbar
at a temperature of T = 550◦C for about 2 hours. This
annealing step cleans the surface, does not change the
surface reconstruction, and also introduces oxygen va-
cancies in the bulk of the SrTiO3 samples. Note that the
introduced bulk charge carrier density is at least three
orders of magnitude lower than the one observed for the
confined states in the ARPES measurements, as detailed
in the main text. Moreover, Plumb et al. demonstrated
that various in-situ sample preparations, including an-
nealing in an O2-rich atmosphere which results in a non-
doped bulk, create identical confined states at the (001)
surface of TiO2-terminated SrTiO3 [16]. Recall also,
from figure 3(b), that the states observed in our exper-
iments do not disperse along the confinement direction,
which demonstrates their quasi-2D character.

For the confined states at the (111) surface, the qual-
ity of the obtained ARPES data is better for the surface
prepared in-situ. This might be due to the strong polar
nature of the (111) surface of SrTiO3. Hence, fractur-
ing a sample along a (111) plane might yield a partly
disordered surface.

The electronic structure of the 2DEG at the
SrTiO3 (111) surface is similar for the cleaved and the
two differently prepared surfaces (unreconstructed and
(3 × 3) reconstructed). In fact, for all three types of sur-
faces the periodicity of the electronic structure in recip-
rocal space, shown in figure 5(a) for the prepared, (3×3)
reconstructed surface, corresponds to the one expected
of an unreconstructed surface. By Bloch theorem, the
very existence of dispersive bands and well-defined Fermi
surfaces implies the existence of a periodic in-plane po-
tential acting on the confined electrons, hence of crys-
talline order at the layer(s) where the 2DEG is located.
As the electronic structure has the periodicity of the un-
reconstructed surface, the 2DEG seems to stabilize in a
sub-surface region, where it is not affected by any sur-
face reconstructions or superstructures related to vicinal
surfaces or terraces. A possible explanation for this ob-
servation would be that the electrons of the Ti cations in
the topmost layer are localized, while the itinerant elec-
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FIG. 4. (Color online) (a) Atomic force microscope (AFM) image of a chemically and thermally prepared SrTiO3 (111) surface. The
surface is single terminated and unreconstructed, as shown in the RHEED image in (b). Longer annealing times result in a mixed
terminated surface, as demonstrated in the AFM friction image (c) measured in contact mode. A 3 × 3 reconstruction of the surface can
be deduced from the corresponding RHEED image in (d).

trons exist in the subsurface layers. For the (110) surface,
a surface preparation similar to the one described above
for the (111) surface was conducted. The data quality
of fractured and prepared samples are quite similar as
the chemical etching step is not perfectly adapted to the
(110) surface. Sr and Ti are both situated in one of the
alternating (110) layers of (SrTiO)4+ and O4−

2 building
up the crystal lattice. Thus, the selective etching of Sr-
related species might result in a rather rough surface.

Photon energy dependence

The photon energy dependence of the electronic states
at the SrTiO3 (111) surface is displayed in the main text
in figure 3. Although the states do not disperse, confirm-
ing their confined nature, the intensity of the states drops
rather quickly moving away from Γ222. This observation
is similar to the intensity modulation as a function of the
photon energy reported previously at the (001) surface
of SrTiO3 [14] and KTaO3 [18], as well as in quantum
well states of metals [25, 26]. This modulation is due
to photoemission dipole selection rules: the optical ex-
citation of the electrons occurs from initial states in the
near surface region that do not disperse along the con-
finement direction (the confined electrons) to dispersing

bulk final states. Moreover, if the wave function of the
confined states is not exactly localized in a 2D layer, but
exists over several unit cells, the dispersion along the
confinement direction will be affected. This can be intu-
itively understood from Heisenberg uncertainty principle:
only a strict 2D confinement in real space yields a com-
plete indetermination of the electron momentum along
the confinement direction, hence an exactly cylindrical
Fermi surface. Some delocalization along the confine-
ment direction, as in quantum-well states, implies a small
dispersion of the Fermi surface along that direction.

Bearing these effects (selection rules in quantum wells,
finite delocalization) in mind, one can comprehend the
data in figure 5(a), which shows a superposition of Fermi
surface maps measured at different photon energies, for
a (111) surface prepared in-situ. The black hexagons are
the Brillouin zones assuming an unreconstructed surface.
Thus, due to selection rules, the intensity of the photoe-
mission peak from the confined states is highest close to
positions corresponding to Γ points of the bulk, where fi-
nal states at the same k〈111〉 momentum are available for
the optical transition. But this intensity will decrease
rapidly by moving along k〈111〉, away from the bulk Γ
points [25]. Experimentally, this is done by changing the
photon energy. This results in the necessity to measure
in-plane Fermi surface maps at different photon energies,
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FIG. 5. (Color online) (a) Superposition of Fermi surface maps
measured for the chemically and thermally prepared SrTiO3 (111)
sample ((3 × 3) reconstructed surface) at photon energies of hν =
47 eV and hν = 96 eV. (b) Reciprocal 2D space in the (111) plane.
Inside each Brillouin zone the projections of the different bulk Γ
points corresponding to available final states during the photoe-
mission process at the specified photon energy are indicated. This
diagram helps understanding the Fermi-surface intensities shown
in panel (a). The color (red, blue, green) of the hexagons indicates
which Γ points are located in the same (111) plane in reciprocal
space.

and then superpose them to retrieve the complete period-
icity of the electronic states, as illustrated in figure 5(b).
This figure shows the positions of the experimentally ob-
served Γ points projected in the (111) plane. The pho-
ton energy inside each Brillouin zone corresponds to the
k⊥ value of the Γ points assuming a work function of
W = 4.25 eV and an inner potential of V0 = 12 eV.

Fermi surface of SrTiO3(110)

As stated in the main text, the Fermi surface map
shown in figure 2 is a superposition of intensities mea-
sured in the bulk Γ130 and Γ131 Brillouin zones. Figure 6
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FIG. 6. (Color online) Second derivative of ARPES Fermi surface
map at hν = 91 eV in the (110) plane of a cleaved insulating SrTiO3

sample. The map spans the Γ130 (bottom) and Γ131 (top) Brillouin
zones. The red lines indicate the edges of the unreconstructed (110)
Brillouin zones.

shows the intensities measured in those Brillouin zones.
Due to photoemission matrix elements, only the verti-
cal ellipsoidal Fermi surface is observed around the Γ130

point, while both the vertical and the smaller horizontal
ellipsoidal Fermi surfaces are observed around the Γ131

point.

Estimate of the spatial extensions of the 2DEGs at
the SrTiO3 (110) and (111) surfaces.

In our data, figures 2 and 3 of the main text, only
the lowest-energy subbands are observed. To estimate
the maximal extension dmax of the corresponding con-
fined states, we follow the same strategy of Ref. [19].
We assume that the second subbands are slightly above
the Fermi level, hence unoccupied and not detectable by
ARPES. We then use a triangular potential well model,
and take as effective masses along the [110] and [111]
confinement directions, respectively, m110 ≈ 1.6me (the
lightest of the masses gives the largest 2DEG thickness)
and m111 = 1.0me (given by extrapolating the exper-
imental masses at the (001) surface to the bulk [111]
direction) –see table I of the main text. This gives
d110

max ≈ 1.7 nm, amounting to 6 2D-layers or 3 bulk unit
cells along [110], and d111

max ≈ 1.9 nm, corresponding to
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FIG. 7. (Color online) (a) Angle-integrated spectra of an SrTiO3

sample prepared in-situ, measured at a photon energy of hv =
110 eV, with a step size of 50 meV, showing the density of states
for binding energies between −45 eV and 2 eV. The black curve
was measured shortly after the first exposure of the sample to the
UV light, and the red curve at the end of the measurements (about
36 hours later). (b) Zoom over the valence band region. (c) Angle-
integrated spectra showing the in-gap states and the confined states
at the Fermi level, measured at hv = 110 eV with a step size of
5meV. (d) Zoom over the confined states at the Fermi level.

∼ 9 layers of Ti (111), or again about 3 bulk unit cells
along [111].

UV dose dependence: enhancement of Ti3+ signal

Understanding the influence of the UV synchrotron il-
lumination on the observed confined states is important
to determine the origin of such states. Recent photoemis-
sion studies on the 2DEGs at the (001) or (110) surface
of SrTiO3 proposed that the UV light creates oxygen va-
cancies [15, 24] or, respectively, ferroelectric lattice dis-
tortions [16] in the surface region. The two effects are dif-
ficult to disentangle using photoemission, as in both cases
charge is transferred from O to Ti. Figure7(a) shows the
angle-integrated spectra, measured at hv = 110 eV, of a
SrTiO3 sample prepared in-situ for binding energies be-
tween −45 eV and 2 eV. The black curve was measured
shortly after the first exposure of the sample to the UV
light, while the red curve was recorded at the end of the
measurements (36 hours later). The spectra are normal-
ized to the intensity of the Sr 4p-peak, which should be
rather independent of the concentration of oxygen vacan-
cies and/or ferroelectric lattice distortions. Figure 7(b) is
a zoom over the valence band region, while figures 7(c, d)
show the in-gap states and the confined states at the
Fermi level. The change of various features under UV ir-
radiation is obvious: first, the formation of a shoulder in
the Ti-3p peak at lower binding energies, indicating elec-
tron transfer from Ti4+ to a lower valency state. Second,

the decrease in intensity of the valence band in its low
binding energy region. Third, the increase in intensity of
the in-gap states and of the peak corresponding to the
confined states. All these observations could be explained
by both scenarios: the creation of oxygen vacancies and
the ferroelectric lattice distortions.

In contrast to samples prepared in-situ, cleaved sam-
ples show a different behavior regarding the UV light
exposure. The subbands of the 2DEG in all the cleaved
SrTiO3 surfaces we have studied so far, i.e. (001), (110)
and (111), are all observed essentially immediately after
cleaving, with no or little time delay after the first ex-
posure to UV light. A more detailed study on the UV
induced effects is beyond the scope of this paper.

Tight-binding calculations of the 2DEG at the
SrTiO3(111) surface

The band dispersions shown in the main text corre-
spond to the bottom of the conduction band of SrTiO3,
which is formed by Ti-3d orbitals hybridized with O-
2p orbitals. The interaction between the oxygen anions
forming an octahedron and the Sr cation generates a large
crystal field which splits the d states in a lower t2g triplet
and an higher eg doublet. Hence, only the t2g orbitals
are considered in our tight-binding model, which is based
on the calculations of reference [10]. Our model for the
SrTiO3(111) surface is limited to a bilayer of Ti atoms.
This approach is sufficient to fit the experimental data as
shown in the main text, but does not necessarily imply
the confinement of the electrons to a bilayer.

The Hamiltonian H of the system in the basis {dI,n},
where I = (X, Y, Z) correspond to the orbital character
(yz, zx, xy) of the t2g orbitals and n = 1, 2 indicates the
number of the layer of Ti cations, is given by:

H =




d†X,1

d†Y,1

d†Z,1

d†X,2

d†Y,2

d†Z,2




T 


ǫ̃X ǫX

ǫ̃Y ǫY

ǫ̃Z ǫZ

ǫ∗X ǫ̃X

ǫ∗Y ǫ̃Y

ǫ∗Z ǫ̃Z







dX,1

dY,1

dZ,1

dX,2

dY,2

dZ,2.




Here, ǫ̃I describes the hopping of electrons between
next nearest neighbors of Ti cations (intra-layer hop-
ping), characterized by the hopping amplitude tσ′′ ,
whereas ǫI describes the hopping between nearest neigh-
bors (inter-layer hopping) with hopping amplitudes tπ
and t′δ:
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ǫ̃X = −2tσ′′ cos(−
√

3

2
ã kx +

3

2
b ky)

ǫ̃Y = −2tσ′′ cos(

√
3

2
ã kx +

3

2
b ky)

ǫ̃Z = −2tσ′′ cos(
√

3ã kx)

ǫX = −tπe−iã ky

[
1 + ei ã

2 (−
√

3kx+3ky)
]

− tδ′ei ã
2 (

√
3kx+ky)

ǫY = −tπe−iã ky

[
1 + ei ã

2 (
√

3kx+3ky)
]

− tδ′ei ã
2 (−

√
3kx+ky)

ǫZ = −2tπe
i
2 ã ky cos(

√
3

2
ã kx) − tδ′e−iã ky .

In the above expressions, kx corresponds to k〈11̄0〉, ky

to k1̄1̄2, and ã to the cubic lattice constant a projected
in the (111) plane ã =

√
2/3a. Compared to the calcula-

tions of reference [10], our data can be fitted rather well
using a simplified model. We neglect in our model the
spin-orbit coupling, the trigonal crystal field, the layer
potential difference, crystal distortions at low tempera-
ture, and the hopping (tπ′) between next nearest neigh-
bors of different orbital symmetry. The fits shown in fig-
ures 3(a) and 3(c) of the main text are based on such a
simplified model using fitting parameters of tπ = 1.6 eV,
tδ′ = 0.07 eV and tσ′′ = 0.05 eV.

Note that such value of tπ, which quantifies the hop-
ping energy between nearest neighbors along the [100]
(and equivalent) directions, is here over 4 times larger
than the same parameter inferred from the 2DEG at
the SrTiO3 (001) surface (namely, t = 0.36 eV, see the
main text). This shows again that the effective masses
of the 2DEG at the SrTiO3 (111) surface strongly dif-
fer from what would be expected from a model based
on the 2DEG at the (001) surface. As discussed in the
main text, the electrons moving along any direction in the
(111) plane will actually hop in zig-zag patterns between
first neighbors along [001] (or equivalent) directions, and
thus will experience the confining potential gradient and
the modified crystal field outside the surface. These ef-
fects are not accounted by our minimalist TB model. Ad-
ditionally, our TB model only considers one bilayer of Ti
atoms. However, it is known that in quantum well states
the effective masses of the confined electrons depend on
the width of the quantum well or, equivalently, the num-
ber of layers [27, 28]. All these effects should be taken
into account in future theoretical works addressing the
2DEGs at the different surfaces of SrTiO3. On the other
hand, while distortions of the crystal lattice, and thereby
of the overlap between the different t2g orbitals, might
exist at the surface and be slightly different depending
on the surface orientations, they should bear a negligi-
ble effect on the 2DEGs reported here, as we have seen
that their electronic structure is essentially insensitive to
surface polarity or reconstructions.
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Motivated by recent spin- and angular-resolved photoemission measurements (SARPES) per-
formed on the two-dimensional electronic states confined near the (001) surface of SrTiO3 in the
presence of oxygen vacancies, we explore their spin structure by means of ab initio density functional
theory (DFT) calculations of slabs. Relativistic non-magnetic DFT calculations display Rashba-like
spin winding with a splitting of a few meV and when surface magnetism on the Ti ions is in-
cluded, bands become spin-split with an energy difference ∼ 100 meV at the Γ point, consistent
with SARPES findings. While magnetism tends to suppress the effects of the relativistic Rashba
interaction, signatures of it are still clearly visible in terms of complex spin textures. Furthermore,
we observe an atomic specialization phenomenon, namely two types of electronic contributions; one
is from Ti atoms neighboring the oxygen vacancies that acquire rather large magnetic moments and
mostly create in-gap states; another comes from the partly polarized t2g itinerant electrons of Ti
atoms lying further away from the oxygen vacancy which form the two-dimensional electron system
and are responsible for the Rashba spin winding and the spin splitting at the Fermi surface.

Introduction.- Transition metal oxides constitute a ma-
jor topic of interest in the scientific community as these
materials are endowed with a broad range of significant
electronic properties, i.e. functionalities, ranging from
ferroelectricity to metal-insulator transitions as well as
from magnetism to superconductivity. Many of these
compounds exhibit structural instabilities, strong elec-
tronic correlations and complex phase diagrams with
competing ground states. Artificial structures of transi-
tion metal oxides therefore seem ideal to explore interfa-
cial effects that could possibly lead to new phases. In this
respect, the two-dimensional electronic system (2DES)
at the interface between the wide band-gap insulators
LaAlO3 (LAO) and SrTiO3 (STO) that was observed by
Ohtomo and Hwang [1, 2] a decade ago has attracted
a considerable amount of attention. It was found that
the 2DES hosts gate-tunable insulator to metal, insula-
tor to superconductor transitions, magnetism [3] and a
large interfacial spin-orbit effect [4]. The mechanisms
responsible for these special properties are still under
debate. Questions include the intrinsic (i.e. electronic
reconstruction) versus extrinsic (e.g. oxygen vacancies)
mechanism [5] responsible for the formation of the 2DES,
and also the role and spatial distribution of the various
d orbitals which could contribute selectively to a specific
charge or spin property.

Angular-resolved photoemission (ARPES) measure-
ments revealed the existence of 2DES with similar fea-
tures to those seen at the LAO-STO interface at bare
surfaces of several insulating perovskite oxide crystals,
and among them (001) oriented STO [6, 7]. For this
compound, the origin of the carriers can be plausibly
ascribed to oxygen vacancies since constitutive layers of

the structure are charge neutral. These vacancies are
likely created during the sample preparation process and
also when the sample is illuminated during the measure-
ment [8]. Spin resolved ARPES (SARPES) of the 2DES
at the (001) oriented STO surface [9] have highlighted the
existence of sizable Rashba-like spin textures along with
a large energy splitting that has been interpreted as a
signature of ferromagnetism. Their simultaneous occur-
rence is puzzling since the two effects a priori compete
with each other and estimates of the respective energy
scales give about 100 meV for magnetism and a few meV
for surface spin-orbit coupling.

A number of density functional theory (DFT) studies
pertaining to bulk STO and including local correlation
effects found in-gap bound states below the conduction
band and magnetism, when isolated oxygen vacancies or
pairs of vacancies are present [10–12] in the bulk. The
reported location of the bound state and the size of the
spin polarization depend strongly on the computational
details. Recent DFT calculations for slab geometries [13–
15] found qualitative agreement with the bulk case. In
addition, in the latter case DFT finds a 2DES as soon
as oxygen vacancies are incorporated in the slab, as ev-
idenced by the presence of dispersive t2g bands at the
Fermi energy. Effects of spin orbit coupling [16, 17], cor-
relation [18] have also been studied at the model level.

In the present work, we investigate via first princi-
ples DFT the spin textures and magnetism of the 2DES
states at the (001) oriented surface of STO and we de-
termine how these emerge from the electronic states that
are formed in the presence of oxygen single- and diva-
cancies near the surface. Further insight into the origin
of the in-gap states and of the 2DES states is obtained
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through tight-binding modelling of divacancies. As the
preexistent literature on this problem is already large, let
us emphasize that the new results reported here are rele-
vant for the interpretation of the following experimental
facts: (i) ARPES spectra pertaining to 2DES at inter-
faces and also at surfaces all seem to appear concomitant
with a universal non-dispersive feature at an energy of
about 1.3 eV below the Fermi energy [19–21]; and (ii)
spin-ARPES appears to highlight the occurrence of both
Rashba-like textures and ferromagnetism [9].
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FIG. 1. (a) SrO-terminated 2×2×4 slab with one oxygen va-
cancy at the topmost level. Oα denotes the position where
a second vacancy is introduced for divacancy 2×2×4 calcula-
tions (see text). (b) TiO2-terminated 3×3×4 slab with two
vertically positioned oxygen vacancies. Other slab geometries
are included in the Supp. Inf.

Methods.- For our DFT calculations we considered var-
ious slabs of (001) oriented STO with different oxy-
gen vacancy concentrations. From the large range of
possible slab structures and vacancy configurations we
have selected three representative cases; a single vacancy
at the topmost level of a SrO-terminated 2×2×4 slab
(Fig. 1 (a)), a vertical divacancy at the topmost level of
a SrO-terminated 2×2×4 slab (Fig. 1 (a)), and a horizon-
tal divacancy sandwiching a Ti atom located at the top-
most level of a TiO2-terminated 3×3×4 slab (Fig. 1 (b)).
These slabs are chosen as test cases for investigating the
effects of surface reconstruction, in-gap states, Rashba
spin-orbit coupling and magnetism. In all slabs we in-
cluded a vacuum layer of at least 20 Å to avoid any
spurious interactions between the periodic images. The
trade-off between considering large enough slabs to avoid
boundary effects and computational efficiency dictated
our choice of supercell sizes. Note, that our single va-
cancy 2×2×4 and divacancy 3×3×4 slabs have realistic
carrier densities of about 1.5 × 1014 cm−2 as obtained
by integrating occupied densities of states and of about
3 × 1014 cm−2 as estimated from Fermi surface areas.

In order to account for possible surface reconstructions,
the internal coordinates of the slabs were relaxed with
the projector-augmented wave basis [22] as implemented

in VASP [23, 24]. For the relaxations and electronic
structure calculations we used the generalized-gradient
approximation (GGA) [25] in the Dudarev [26] GGA+U
scheme as described in Ref. 13. The electronic structure
was analyzed with the all-electron full-potential local or-
bital (FPLO) [27] method and GGA+U functional [28].
Checks were also performed with the all-electron full-
potential linearized augmented plane wave method as im-
plemented in Wien2k [29]. Spin textures for the various
slabs were obtained from full relativistic calculations in
FPLO (GGA+SO+U) with a newly implemented sub-
routine.

Results and discussion.- We start first with the anal-
ysis of spin textures in the absence of magnetism. In
Figs. 2 (a) and 2 (d) we show the spin textures at
the Fermi surface (kz = 0) obtained for non-magnetic
ground states in GGA+SO+U calculations for the single
vacancy 2×2×4 and the divacancy 3×3×4 slabs, respec-
tively (results for the divacancy 2×2×4 are shown in the
Suppl. Mat.). We used typical values for the parameters
(U=5 eV and JH=0.64 eV on Ti 3d orbitals [30]). In all
cases, every two bands show a small energy splitting of
a few meV at the Fermi surface, due to the spin-orbit
interaction. Spins on the Fermi surface (kz = 0) are
fully polarized parallel to the surface xy plane, aligned
in opposite direction to each other in the split bands.
On some of the bands the spins are pointing clock- and
anti-clockwise around the center of the Brillouin zone,
which is a clear signature of the relativistic Rashba ef-
fect due to the breaking of inversion symmetry at the
surface of SrTiO3. On other bands we additionally no-
tice a more complex texture of rotating spins, born out
of the interplay between spin and orbital degrees of free-
dom [8, 31]. The rather small size of the spin-splitting
contrasts with the large value reported in recent SARPES
experiments [9].

Next, we consider solutions with ferromagnetic order
and spin-orbit interactions; first for the 2×2×4 slab.
Fig. 2 (b) displays the spin-projected bandstructure ob-
tained from spin-polarized GGA+SO+U calculations for
the 2×2×4 slab with one vacancy (similarly, results for
the divacancy 2×2×4 slab are shown in the Suppl. Inf.).
We adopt the magnetic moment quantization axis along
z but below we also discuss the case of a quantization
along x. The size of the magnetic splitting can be inferred
from the black arrows connecting the majority and mi-
nority spin bands. For a comparison to the experiment
we have to consider the splitting of the light bands of
dxy character, as heavy bands have been silenced in the
measurements [9]. The energy separation at the Γ point
of the two spin-splitted dxy bands originating from Tid
(Fig. 1(a)) is of the order of 60 meV and therefore in
qualitative agreement to the experimental data (Ref. 9,
∆E ≈ 100 meV).

In order to identify the microscopic origin of the pe-
culiar electronic and magnetic features described above
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FIG. 2. Spin-textures and spin-polarized bandstructures for the relaxed 2×2×4 slab with one O vacancy (a)-(c) and for
the relaxed 3×3×4 slab with an oxygen divacancy in the surface TiO2 layer (d)-(f). (a) and (d) are based on nonmagnetic
GGA+SO+U calculations with U = 5 eV, and (b), (c), (e), (f) are obtained from ferromagnetic GGA+SO+U calculations
with m ‖ ẑ. Reciprocal space units are 0.402 Å−1 for (a) and (c), 0.268 Å−1 for (d) and (f).

FIG. 3. Ferromagnetic GGA+SO+U Ti 3d bandstructure for
the relaxed 2×2×4 slab with one O vacancy with an m ‖ ẑ
setup. (a) Layer resolved. (b) Orbitally resolved. Note, that
the thickness of lines is proportional to the strength of the 3d
character on the bands.

we plot in Fig. 3 the layer and orbitally resolved
GGA+SO+U bandstructure near EF for the one-vacancy
2×2×4 slab (similar plots are shown in the Suppl. Inf for

the divacancy 2×2×4 slab) and in Fig. 4 (a) we display
the Ti t2g − eg resolved magnetic moments as a func-
tion of the distance between Ti and O vacancy. We find
that (i) the magnetic splitting of the light dxy bands at
the Fermi level is caused by itinerant electrons belong-
ing to Ti located not in the immediate vicinity of the
oxygen vacancy (e.g. Tid in Fig. 1 (a)) with magnetic
moments of the order of 0.1 µB (see Fig. 4 (a)). (ii)
Ti atoms neighboring the oxygen vacancy in the upper-
most layer (Tia, Tib, Tic in Fig. 1(a)) have the largest
magnetic moment (Fig. 4 (a)) and are mostly responsi-
ble for the heavy bands and occupied states at higher
binding energies (see Fig. 3). In particular, we observe
an in-gap band of Ti eg (dz2) character hybridizing with
Ti 4s and 4p corresponding to Tia. It sits at -0.4 eV in
the single vacancy case and is shifted to about -1 eV in
the divacancy case (see Suppl. Inf.) The position of this
band depends on the parameters U and JH chosen for
the GGA+U calculations and on the concentration and
position of vacancies in the slab (see Suppl. Mat. and
Ref. 15). Note that this band has some dispersion due
to the fact that the slab is too small and eg Bloch states
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FIG. 4. t2g-eg resolved magnetic moments in
GGA+SO+U=5 eV for the relaxed (a) 2×2×4 and (b)
3×3×4 slab in the ferromagnetic m ‖ ẑ setup (magnetic
moment of the closest neighbor smaller than total moment
on Ti, as 4s and 4p are also contributing to the magnetic
moment).

between neighboring unit cells are formed.
Interestingly, already with this minimal slab, we find a

phenomenon of atomic specialization, i.e. there are two
types of electronic contributions to magnetism: one from
Ti atoms neighboring the oxygen vacancy that acquire
rather large magnetic moments and are mostly located
below the Fermi surface inducing in-gap states; and an-
other, from those Ti atoms lying further away from the
oxygen vacancies, that correspond to polarized t2g itin-
erant electrons with small magnetic moments, which are
responsible for the Rashba spin winding and the spin
splitting at the Fermi surface. These remarkable effects
will be even more pronounced in larger slabs.

In the 3×3×4 slab (Fig. 1(b)) the loss of symmetry due
to the presence of the vacancies induces a ladder of bands
at EF corresponding to inequivalent Ti atoms (Fig. 2 (f))
and a breaking of the xy symmetry as also observed in
the Fermi surface topography (Fig. 2 (d)). In experiment,
such an asymmetry is not observed and is here a conse-
quence of considering an individual divacancy realization.
This asymmetry is expected to decrease when larger slab
geometries and a disorder average are considered, which
is beyond our computational possibilities.

The Ti atom in between the oxygen vacancies (Tia in
Fig. 1 (b)) gives rise to a heavy eg band of dx2−y2 charac-
ter which appears at the Fermi surface, while the neigh-
boring Tib, due to the very special divacancy geometry,
create dominantly dxz in-gap states at -0.5 eV. Note, that
a different arrangement of the divacancy in this slab has
been found [15] to shift the heavy eg state to the gap

region consistent with experimental observations.
We observe here the same phenomenon of atomic spe-

cialization as in the smaller 2×2×4 slab; Ti atoms neigh-
boring the oxygen vacancies (Tia and Tib in Fig. 1 (b))
acquire large magnetic moments (see Fig. 4 (b)) and are
responsible for the in-gap states located at higher bind-
ing energies; while Ti atoms lying further away from
the oxygen vacancy (Tic and beyond) contribute to the
2DES with itinerant electrons carrying small magnetic
moments, which are responsible for the Rashba spin
winding and the spin splitting at EF .

Further insight into the atomic dichotomy can be
gained through tight-binding cluster diagonalization (see
Suppl. Inf.) of structures with various configurations of
vacancies. In order to monitor the formation of the 2DES
conduction band states and of the in-gap states, we adia-
batically turn on the energy contributions that represent
the effect of introducing a vacancy into the cluster. Fea-
tures seen in DFT are qualitatively reproduced.

We now examine how magnetism and surface spin-
orbit coupling interplay with each other. Based on our
above discussion of each individual effect, we may infer
that spin textures and spin splitting compete with each
other in the t2g bands. Fig. 2 (c) displays the spin texture
at kz = 0 obtained from spin-polarized GGA+SO+U
calculations for the 2×2×4 slab with one vacancy. The
spin texture shows signs of the Rashba winding but it is
less pronounced than in the nonmagnetic case. Taking a
closer look at the inner pockets in Fig. 2 (c) (blue and
red circles centered at Γ) corresponding to the spin up
and spin down projections (compare Fig. 2 (b)), we ob-
serve a significant Fermi momentum shift of the bands

(∼ 0.1Å
−1

), which is of the same order of magnitude
as the one observed in SARPES experiments [9]. As
can be seen from the now very small in-plane spin com-
ponent (P‖ ≤ 0.04), ferromagnetism is dominating the
arrangement of the spins. Inclusion of magnetism in
GGA+SO+U calculations for the 3×3×4 slab with an
oxygen divacancy also yields a shift of ∼ 0.1 Å−1 at EF

(Fig. 2 (f)) and while the spin winding is still visible, the
in-plane spin component is small. In contrast to the non-
magnetic calculations, inclusion of correlation effects as
implemented in the GGA+U functional is important for
describing the Ti magnetic moments. All these obser-
vations are in agreement with the results of the smaller
2×2×4 slab and confirm the general validity of the re-
sults.

Note that while SARPES spectra show that the spin
polarization vectors have the largest component parallel
to the surface plane, we find that the (ferro-)magnetic
moments should point out of the plane, leading to a small
in-plane component of the spin polarization vectors, in
agreement with previous theoretical considerations [32].
We also performed calculations with the magnetization
axis along x; in this case spins are aligned in the plane
and the Rashba interaction is unable to rotate the spins
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to achieve a sign change for opposite k points; in view of
the experimental observation, this orientation might not
be preferred.

Conclusions.- By performing full relativistic non-
magnetic and magnetic density functional theory calcula-
tions in the framework of GGA+SO+U on representative
oxygen deficient SrTiO3 slabs, we find the magnetic state
to be the ground state and we observe clear signatures
of atomic specialization of the electronic and magnetic
contributions. Ti atoms neighboring the oxygen vacan-
cies create eg localized wavefunctions with large magnetic
moments and are responsible for the presence of in-gap
states at energies around -0.5 to -1 eV. The position of the
in-gap states is influenced by the slab termination, the
depth of the oxygen vacancy below the surface and by
possible oxygen clustering. On the other hand, Ti atoms
lying further away from the oxygen vacancy contribute
with polarized t2g itinerant electrons to the conducting
2DES and are responsible for the Rashba spin winding
and the spin splitting at the Fermi surface observed in
SARPES. Our calculations show that magnetism masks
the Rashba effect by increasing the spin splitting of the
t2g orbitals and by modifying the individual spin orien-
tation but it does not eliminate spin winding. The dis-
agreement on the orientation of the magnetic moment be-
tween the spin-polarized GGA+SO+U calculations and
SARPES may suggest inhomogeneities near the surface
in the sample, e.g. a sea of 2DES interspersed with is-
lands of magnetism perhaps mirroring a mixture of TiO2

and SrO in the termination layer.
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FIG. 1. SrO terminated 2 × 2 × 4 slab with two apically
positioned oxygen vacancies (a) at the surface and (b) buried
in the slab.

For completeness, we present here the results on the
electronic and magnetic properties for further slabs con-
sidered in our study (see Fig. 1); an SrO-terminated
2× 2× 4 slab with a vertically placed surface divacancy
and a SrO-terminated 2 × 2 × 4 slab with a divacancy
buried inside the slab.

I. SRO TERMINATED 2× 2× 4 SLABS WITH
OXYGEN DIVACANCIES

Our analysis of the single-vacancy SrO terminated 2×
2×4 slab in the main text has already shown the presence
of an in-gap state at ∼ −0.4 eV (see Fig. 2(b), main
text) of dz2 character that originates from the Ti atom
closest to the vacancy. Here we explore the effects of an
additional vacancy in the slab located on the opposite
side of this Ti atom (Fig. 1 (a)), as we would expect this
additional vacancy to shift the in-gap states to higher
binding energies. Furthermore, we also analyze the case,
where this apically ordered divacancy is embedded in the
slab (Fig. 1 (b)).

Note: Considering two vacancies in a slab of this size
corresponds to a carrier concentration far above realis-
tic values. The observations in actual measurements can
therefore be expected to be a lot less drastic than the re-

sults presented in the next sections. The cases presented
in the main text (a mono-vacancy in a 2×2×4 slab and a
divacancy in a 3× 3× 4 slab), however, are in the regime
of vacancy densities measured in experimental observa-
tions; 2.9 · 1014 cm−2 for 3× 3× 4 compared to estimates
by King, Baumberger (2015) of 2.7 · 1014 cm−2) and are
therefore yielding a better description of the experimen-
tal situation.

In Fig. 2 we present the relativistic nonmagnetic
GGA+SO and ferromagnetic GGA+SO+U spin texture
calculations for the two slabs in Fig. 1. As also found in
the slabs considered in the main text, the non-magnetic
calculations (Fig. 2 (a) and (d)) show a characteristic
Rashba spin texture with splittings of only a few meV.

In the magnetic calculations in a ferromagnetic m ‖ ẑ
setup we find the same trends as observed in the slabs of
the main text; i.e. an atomic specialization with in-gap
states (Fig. 2 (c) and (f)) originating from Ti located in
the immediate vicinity of the divacancy (Tia in Fig. 1)
and spin winding at the Fermi surface with a small in-
plane component (Fig. 2 (b) and (e)).

Three comments are in order: (i) All in-gap states ob-
tained for the SrO-terminated 2 × 2 × 4 slabs are of dz2
nature (Fig. 3 and 4). Please note that the in-gap states
in the 3×3×4 slab in the text correspond to a very spe-
cial TiO2 surface arrangement of the vacancies. (ii) We
observe that the position of the eg in-gap states is very
sensitive to the position and nature of the divacancy, as
already commented in the main text. While the in-gap
states lie at -1 eV in the slab with surface divacancies,
it lies at -0.6 eV in the slab with the divacancies buried
inside the slab. (iii) Due to the small size of the slab,
the magnetic moments induced by the introduction of
charge through the two vacancies distributes to all Ti in
the slab, so that, not only the Tia eg in-gap states acquire
large magnetic moments but also the itinerant t2g states
and the spin splittings of the t2g bands are considerable.
This has as a consequence that the up and down spin
textures are not visible at the Fermi level (Figs. 2 (b)
and (e). As mentioned above, these 2× 2× 4 divacancy
slabs probably represent an unrealistically large amount
of vacancy concentration. Nonetheless, the results are in-
structive, especially concerning the in-gap states and the
fact that in-gap states at the experimentally observed -
1.3 eV energies come from clustered vacancies near the
surface.
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FIG. 2. Spin-textures and spin-polarized bandstructures for the relaxed 2× 2× 4 slabs with a divacancy (a)-(c) at the surface
of the slab and (d)-(f) buried inside the slab.

FIG. 3. Ferromagnetic GGA+SO+U Ti 3d bandstructure for
the relaxed 2 × 2 × 4 slab with two oxygen vacancies at the
surface of the slab with a m ‖ ẑ setup. (a) Layer resolved.
(b) Orbital resolved.

II. CLUSTER CALCULATION

To gain further insight into the atomic and orbital spe-
cializations of the electronic states in the 2DES, we per-
formed tight-binding calculations on 2 × 2 × 4 clusters
where we only retain Ti 3d and O 2p states. For the

FIG. 4. Ferromagnetic GGA+SO+U Ti 3d bandstructure for
the relaxed 2×2×4 slab with two oxygen vacancies buried in
the slab with a m ‖ ẑ setup. (a) Layer resolved. (b) Orbital
resolved.

structure shown in Fig. 5 there are a priori 472 such
states, including spin. The O layer at the bottom is
removed when we construct slabs containing an integer
number of SrTiO3 unit cells.

The Hamiltonian reads
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FIG. 5. Representation of the cluster of 68 sites considered
in the tight-binding study. Ti (O) atoms are shown in red
(blue). A vacancy is present (in green) in the topmost SrO
layer at site 20

H = HO +Hint +HSO

where

Ho =
∑

i(Ti)

∑

d

∑

σ=↑,↓
Eda

†
i(Ti),d,σai(Ti),d,σ +

∑

j(O)

∑

p

∑

σ=↑,↓
Epb

†
j(O),p,σbj(O),p,σ (1)

Ho is a diagonal matrix that contains the information
of the on-site energies of the different atomic orbitals.

a†i(Ti),d,σ creates an electron in the Ti d orbital at position

i(Ti), with spin σ and b†j(O),p,σ creates an electron in the

O p orbital at position j(O) with spin σ.
Electronic site to site hops give rise to the kinetic con-

tribution

Hint =
∑

<i(Ti1),j(Ti2)>

∑

d1,d2

∑

σ=↑,↓
Td1,d2,i(Ti1),j(Ti2)×

×ei~k~vi(Ti1)j(Ti2)a†i(Ti1),d1,σaj(Ti2),d2,σ+
∑

<i(Ti),j(O)>

∑

d,p

∑

σ=↑,↓
Td,p,i(Ti),j(O)×

×ei~k~vi(Ti)j(O)a†i(Ti),d,σbj(O),p,σ+
∑

<i(O1),j(O2)>

∑

p1,p2

∑

σ=↑,↓
Tp1,p2,i(O1),j(O2)×

×ei~k~vi(O1)j(O2)b†i(O1),p1,σ
bj(O2),p2,σ +H.C.

The most general case involves hops between neigh-
boring Titanium atoms (first term), between neighbor-
ing Titanium-Oxygen atoms (second term) and lastly be-
tween neighboring Oxygen atoms (third term). Since the
d and p orbital lobes are directional hopping amplitudes
depend on the relative positions and the orbitals of the
two atoms involved in the path. Calculation of these
amplitudes follow the Slater-Koster rules.

HSO = λ~L · ~S

HSO is the bulk spin-orbit coupling term. It lifts the
spin degeneracy.

Values assigned to the various parameters are chosen
such that in the absence of O vacancies the energy spec-
trum compares favorably with LDA calculations for slabs
in the subspace of of d-p states.

Modeling the presence of a vacancy in the cluster is
achieved by changing the on-site energy of the missing
O,

and the hopping amplitudes between the vacancy and
the neighboring atoms. Furthermore, the presence of the
missing oxygen may cause shifts in the positions of neigh-
boring Ti atoms which in turn impact their on-site and
kinetic contributions: locally the octaedral symmetry is
broken and this changes the crystal field energy of the
Ti d orbitals; ab initio calculations suggest that the rel-
ative variation of the O-Ti-O bond angle for the shifted
Ti is on the order of 3-4% and this affects the values of
the local hopping amplitudes. In order to monitor the
evolution of the states in the presence of the vacancy
is present, we adiabatically “turn on” the defect in the
cluster, i.e. we change incrementally the different energy
terms pertaining to the perturbation. We multiply these
by a parameter α which varies between 1 (no vacancy
present) and zero (vacancy present). Fig. ?? (a) shows
the variations in the band energies at the Γ point with
α. Beyond the expected changes within the valence and
conduction band groupings, one sees that several states
emerge from the valence band manifold and give rise to
(i) in-gap states (ii) new states in the t2g conduction
band group. In the case of a single vacancy on the top-
most position of a SrO terminated cluster, the distance
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FIG. 6. Orbital weights of the in-gap state for the 2 × 2 × 4
slab with one apical oxygen vacancy in the topmost SrO layer
at site 20 (see Fig. 5).

FIG. 7. Energy states at the Γ point for the 2 × 2 × 4 slab
with one apical oxygen vacancy in the topmost SrO layer at
site 20 (see Fig. 5).

between the in-gap states and the conduction band bot-
tom is ∼ 0.42eV (Fig. 7) which compares favorable with
the LDA results. For that same configuration, Fig. 6 (b)
shows that the orbital character of this in-gap state is a
mixture of dz2 and pz states coming from the hybridiza-
tion of the Ti orbital just below the vacancy (atom 4
in Fig. 5) with the O orbital below that Ti (atom 17
in Fig. 5). Investigation of various configurations of di-
vacancies, yields a similar picture, namely that in-gap
states emerge from the valence band, that they mix eg
states of Ti atoms sandwiched by the di-vacancy or sit-
ting on either side of it with p orbitals of neighboring O
atoms. For a di-vacancy in the topmost SrO layer, an
in-gap state with energy ∼ −1.3eV is found.


