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Résumé

Nos travaux portent sur l’analyse des systèmes de production automatisée à l’aide de réseaux de

Petri. Le problème posé est de savoir si un système peut se bloquer complément ou partiellement

et si besoin de calculer un contrôleur garantissant son bon fonctionnement. Les systèmes de pro-

duction se modélisent naturellement à l’aide d’une sous-classe des réseaux de Petri, les S3PRs. Ce

modèle a été très largement étudié par le passé conduisant à des méthodes basées uniquement sur la

structure du modèle. Dans ce travail, nous généralisons ces travaux aux modèles des WS3PR, une

extension des S3PR où la réalisation d’une activé nécessite non par une ressource mais plusieurs

ressources d’un même type et pour lesquels nous proposons des techniques originales combinant

des éléments de théorie des graphes et de théorie des nombres, améliorant même les méthodes du

passé sur le modèle simple des S3PR.

On présente une caractérisation fine de la vivacité d’un tel modèle basée la notion d’attente

circulaire. Une attente circulaire peut être vue comme une composante connexe du sous graphe ré-

duit aux transitions et aux places ressources du modèle. Puis nous démontrons que la non vivacité

d’un WS3PR est équivalente à l’existence d’ « un blocage circulaire dans une attente circulaire ».

Ce résultat généralise finement la caractérisation de la vivacité d’un S3PR. Après avoir introduit la

notion de « circuits du graphe de ressources » (WSDC), on construit une méthode de contrôle de

ces verrous garantissant la vivacité du modèle d’autant plus efficace qu’une méthode de décompo-

sition du réseau est proposée. Enfin, une traduction de traduit la condition de vivacité des WS3PR

sous la forme d’un programme linéaire en nombres entiers est établie et des expérimentations ont

démontré l’intérêt de la méthode pour contrôle de systèmes l’allocation des ressources.

Mots clés : Systèmes de production flexible, Réseaux de Petri généralisés, Analyse structurelle,

Vivacité structurelle, Contrôle d’interblocage
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Abstract

As an indispensable component of contemporary advanced manufacturing systems, flexible ma-

nufacturing systems (FMSs) possess flexibility and agility that traditional mass production systems

lack. An FMS usually consists of picking and placing robots, machining centers, logistics systems,

and advanced control systems. Some of them can be recognized as the FMS’ shared resources,

which result in its flexibility but may also lead to its deadlocks. As a classic problem in resource

allocation systems, deadlocks may arise in a fully automated FMS and bring about a series of

disturbing issues, from degraded and deteriorated system productivity and performance to low

utilization of some critical and expensive resources and even long system downtime. Therefore,

the analysis of and solution to deadlock problems are imperative for both a theoretical investi-

gation and practical application of FMSs. Deadlock-freedom means that concurrent production

processes in an FMS will never stagnate. Furthermore, liveness, another significant behavioral

property, means that every production process can always be finished in finite time. Liveness im-

plies deadlock-freedom, but not vice versa. The liveness-enforcement is a higher requirement than

deadlock-freedom.

Completely without reachability graph, the work is based on the logical reasoning of model

structures. From the perspective of the behavioral logic, the thesis focuses on the intrinsically live

structures and deadlock control of generalized Petri nets modeling flexible manufacturing systems.

Being different from the prevailing structure/siphon-based methods, a concept of intrinsically live

structures becomes the starting point to design, analyze, and optimize a series of novel deadlock

control and liveness-enforcing methods in the work. The characteristics and essence of intrinsi-

cally live structures are identified and derived from subclasses of generalized Petri nets modeling

FMSs with complex resource usage styles. In addition, the numerical relationship between initial
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ABSTRACT

markings and weights of connecting arcs is investigated and used to design restrictions that can en-

sure the intrinsical liveness of global or local structures. With the structural theory, graph theory,

and number theory, the work in the thesis achieves the goals of deadlock control and liveness-

enforcement. The proposed methods are superior over the traditional siphon-based ones with a

lower computational complexity (or a higher computational efficiency), a lower structural com-

plexity, and a better behavioral permissiveness of the controlled system.

Keywords : flexible manufacturing system, Petri net, generalized Petri net, live structure, dead-

lock control
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Introduction

0.1 Motivation

In an informal way, an analogy is used to explain the beginning of the whole story and the

motivation of the research work in the thesis. As shown in Fig. 1, two oxen appear at both ends of

a single plank bridge in the Chinese watercolor painting. Both of them want to pass through the

bridge, however, the plank is not wide enough for them to go across the bridge at the same time.

In addition, in our Chinese culture, we think that oxen are very stubborn animals. Each of them

stands still and refuses to make way for the other. They, unfortunately, fall into an impasse or a

so-called deadlock.

Fig. 1 – A Chinese watercolor painting showing two oxen falling into a deadlock on a single plank

bridge (Drawn by Ms. Qing Zhao)

The same situation of the two oxen scenario happens in the real world. For example, as shown

in Fig. 2, two heavy trucks are stuck in a narrow corner of a road. The road is merely wide for only
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one of them going through, however, both of them want to go across in the opposite directions at

the same time. Obviously, from the viewpoint of system theory, the so-called resource here in such

a system, i.e., the road, is limited (not wide enough) and not allocated properly (a truck holds one

end and requires the other one of this part of road, which is held by its competitor). Please note

that, the two trucks scenario also implies that the lack of information/communication can be one

of the reasons of this impasse (or deadlock). If the drivers can see each other before they are going

to go across the narrow corner, the trouble may be avoided. To be clear in advance, the research in

the thesis does not explicitly discuss the role of information/communicatoin played in deadlocks,

however, actually, the lack of information/communication is abstracted into a part of pure cause

and effect relations. Similarly, the time factor is also implicit and hidden behind the cause and

effect relations in formal models in the work of the thesis.

Fig. 2 – Two heavy trucks are stuck in a narrow corner of a road. (Photo by Ms. Jianying Shi in

Gansu province, China)

Of course, the drivers of the heavy trucks will find a way to resolve the impasse. And the two
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oxen may also solve their problem by following their animal instinct. But, what can we learn from

the two scenarios ? What if the same problem happens in an automated manufacturing system,

which runs by itself ? Is it smart enough to avoid the impasse or can it resolve the impasse after its

appearance ?

� � � � � �

� � � � � �

Fig. 3 – (a) Two oxen on the single plank bridge, (b) two jobs requiring the same amount of the

whole capacity of a resource, (c) one job requiring 2/3 of the whole capacity and the other requiring

1/2, and (d) one job requiring 2/3 and the other requiring 1/3.

Let us go back to the two oxen scenario as shown in Fig. 3(a) for a while, and a characteristic

can be found. Because it is a single plank bridge, each ox needs the entire width of the plank to

go across. If we abstract it into a simple formal model shown in Fig. 3(b), we can find that two

jobs in the system require the same amount, unfortunately the full, of the whole capacity of the

system resource. Further, what if two jobs in the system require different amounts of units of the

systems ? One job requires 2/3 of the whole capacity of the resource, whereas another job requires

1/2 in Fig. 3(c). If the two jobs are oxen or trucks, they will face the same problem, however, they

may go smooth if that one requires 2/3 and the other requires 1/3 as shown in Fig. 3(d).

Now, let us imagine more complex situations. Let us assume there is a resource whose capacity

is 4× 4 = 16. The smallest unit of the resource is 1× 1 = 1 (referred as J1). As shown in Fig. 4(a),

if each job in a system requires the smallest unit of the resource, we can see that the full capacity

of the resource can be completely utilized. Please note that if the jobs requires the same amount

of resource units, we call them the same kind of jobs. In the following chapters, if different work

pieces to be machined according to different specifications require the same amount of resource
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units, from the viewpoint of resource usage ratio, we can call them the same kind of jobs.
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Fig. 4 – (a) Only one kind of jobs for a resource, (b) two kinds of jobs for the resource, and (c)

three kinds of jobs for the resource.

It is easy to imagine that a bottle can be filled with sand and no space left in the bottle. what if

you fill the bottle with some small stones ? There may be some space left but you cannot put any

stone in the bottle, however, sand can be used again to put in the bottle to fill the empty space. As

shown in Fig. 4(b), two kinds of jobs, J4 (2×2 = 4) and J6 (2×3 = 6) are using the same resource

whose capacity is 16. Obviously, the shadow area is the empty space left. Further, as shown in

Fig. 4(c), if three kinds of jobs, J1, J4, and J2 (1 × 2 = 2) are simultaneously using the resource,

no space left. It means that an impasse may not happen and the resource can be fully utilized.

When we study the deadlock control problem in automated manufacturing systems modeled by

Petri nets, the situation shown in Fig. 4(a) can be thought as the ordinary Petri net models, whose

arc weights are all equal to one, whereas the situations shown in Figs 4(b) and (c) can be thought as

the generalized Petri net models, whose arc weights can be equal or greater than one. A great deal

of work has been developed for the deadlock control in ordinary Petri nets, however, relatively

few work focuses on that in generalized Petri nets. The work in the thesis is to investigate the

deadlock control and liveness enforcing problem in generalized Petri nets with structure analysis

and without reachability graph.

0.2 Flexible manufacturing systems, deadlock control, and Petri nets

In this new millennium, the global economy becomes increasingly inseparable. As a paramount

foundation of our society’s economy system, manufacturing encounters more and more intense

global market competitions. It is no longer only directed toward the mass production of products,
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especially in the high value-added and technology-intensive fields. With the rise of customizability,

a high-mix-low-volume production mode [68] becomes an irresistible trend and is used by more

and more companies to adapt themselves to the social development. It is the very reason that

flexible manufacturing systems (FMSs) are built to realize a rapid and mixed production.

As an indispensable component of contemporary computer integrated manufacturing systems

(CIMs), FMSs are constructed with flexibility and agility that traditional manufacturing systems

lack to produce mixed types of products at the same time in a rapid way. They can thus react swiftly

to the changes of production requirements, whether planned or unplanned, to satisfy different

market segments with reasonably priced and customized products.

An FMS usually consists of picking and placing robots, machining centers with multiple ca-

pabilities and functions, logistic systems, and advanced control systems. Some of the components

can be viewed as resources of the system, such as robots, machining centers, and logistic systems.

The resources can be dynamically configured and allocated before and during the system operation

according to changeable product specifications. Hence, in this sense, an FMS belongs to resource

allocation systems (RASs) [82] [94]. The very origin of the flexibility is the sharing of the limited

resources. By sharing the resources, multiple different raw workpieces are concurrently processed

in the FMS to meet today’s manufacturing need for high-mix-low-volume products. Due to the

competition for limited resources among concurrently-executed processes, deadlocks arising in

the FMS bring about a series of disturbing issues, from degraded and deteriorated system produc-

tivity and performance to low utilization of some critical and expensive resources and even long

system downtime. Therefore, as a classic problem, deadlocks must be resolved for FMSs.

Besides automata [81] [104] and graph theory [13] [19] [18], Petri nets [79] [128] [127] are

an effective formalism and used extensively for modeling and analyzing deadlock problems in

FMSs. The relationship between shared resources and deadlocks is fully investigated and reported

by many researchers [15]. The essential reason of deadlocks in an FMS is identified as improper

allocation of limited resources, which leads to the occurrence of circular waits. Therefore, deciding

how to properly dispatch the shared resources to meet certain control constraints becomes the

starting point of most deadlock prevention policies. Corresponding to deadlocks, liveness in Petri
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nets, which implies deadlock-freedom but not vice versa, is a significant behavioral property in

the research realm of FMSs. It means that every production process can always be finished and it

is always possible to introduce new raw parts in the system [16]. The relationship between shared

resources and deadlock/liveness problems is well investigated and reported in literature.
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Fig. 5 – A histogram showing the numbers of items searched by Google scholar with the search

expression “allintitle : petri net OR nets -dishes -dish -plate -plates ” for the past 50 years. Final

data obtained on July 15, 2015.

In 1962, Carl A. Petri published his Ph.D thesis, Kommunikation mit Automaten, University

of Bonn. It is the foundation stone of the field. From then on, the theory and applications of Petri

nets grow rapidly during the past half century. The data in a histogram, shown in Fig. 5, is a rough

proof of the development of research with Petri nets. By using Google Scholar, the numbers of

items of every five years searched with the search expression “allintitle : petri net OR nets -dishes

-dish -plate -plates” are given out. Please note that the expression “-dishes -dish -plate -plates” is

used to exclude the medical research related to “Petri dishes” and similar notions. It shows the

Petri net research is still increasingly growing up.

From different angles, the modeling framework of FMSs with Petri nets can be assorted

into two types, resource-oriented Petri nets (ROPNs) [106]-[112] and process-oriented Petri nets

(POPNs) [2] [9] [16] [37] [78] [127]-[130]. Compared with each other, an ROPN is more compact,

while a POPN is more intuitive. Within the latter, the systems of simple sequential processes with

resources (S3PR) [16] [17] are a class of ordinary Petri nets widely used to model and analyze
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the deadlock and liveness problems in FMSs. From the perspective of resource allocation, FMSs

modeled with Petri nets can be classified into three categories according to the number and type of

resource units required when a workpiece is processed at an operation step : (1) only one unit of a

single type of resources, (2) one or multiple units of a single type of resources, and (3) one or mul-

tiple units of one or multiple types of resources. Since the weights of the arcs connecting activity

and resource places are equal to one, an FMS modeled by S3PR falls into the first category. That is

to say, in an S3PR, one token of only one resource place is used to complete a process of a work-

piece represented by a token in an activity place. Subsequently, multiple extensions to S3PR, such

as a system of simple sequential processes with general resource requirements (S3PGR2) [9] [78],

a weighted system of simple sequential processes with several resources (WS3PSR) [91], a system

of simple sequential processes with weighted resources allocation (WS3PR) [64] [122], a system

of sequential systems with shared resources (S4R) [93], and G-systems [58] [130], are reported in

literature, which fall into the second and third categories, i.e., they are all generalized Petri nets.

Under the tremendous influence of supervisory control theory (SCT) [81], a variety of external

supervisors including monitors and connecting arcs are usually designed to impose control on

the plant net model of an FMS for both ordinary and generalized Petri nets to achieve a liveness-

enforcing system. Both reachability graphs [1] [11] [12] and structural analysis [2] [3] [4] [13] [16]

are the most frequently employed methodologies to synthesize supervisors for plant models.

The theory of region [23] [97] [98] based on a reachability graph is a reliable, effective, and ac-

curate method to analyze and verify a plant model. Every single state can be probed by inspecting

a complete state space to yield a well-designed supervisor ensuring liveness and even maximal

behavioral permissiveness. However, the cost to achieve the above goal is computationally prohi-

bitive. The enumeration of all states is computationally expensive or infeasible in practice when

dealing with a sizable plant model. The number of states of a Petri net model grows exponentially

with respect to its size and initial marking. Therefore, structural theory [52] [61] [64] [65] [66]

is widely used to circumvent the state explosion problem. In order to thoroughly investigate and

fully utilize the structure information of a Petri net model, a special structural object, siphons, is

frequently and extensively used to reveal the relationship between resources and liveness. Siphon-

based characterization of deadlocks and liveness becomes a mainstream trend of methodologies
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that deal with the deadlock control and liveness-enforcement issues.

Note that ordinary and generalized Petri nets have the same modeling power, but the latter can

provide a much more compact and clearer expression than the former. However, due to existence

of weighted arcs in generalized Petri nets, the traditional siphon-monitor-based deadlock control

and liveness-enforcement developed for ordinary ones encounter many difficulties. The reason is

that a siphon is defined as a set of places and does not carry the weight information of any arc. A

lot of deadlock control and liveness-enforcing methods originally proposed for ordinary Petri nets

cannot be directly used to generalized ones or result in poor control effects when applicable.

Weighted systems of simple sequential processes with resources (WS3PR) [64] are a generali-

zed extension to S3PR. Compared with S3PR, it can concisely model the segmentation of resource

allocation. For example, a buffer has five slots, and an operation needs three of them at a time. It

is convenient and clear to describe this specification by adopting a WS3PR rather than S3PR that

needs more places, transitions, and arcs. Siphons are a special structural object that is extensively

adopted to design various deadlock control methods in the literature. The insufficiently marked

states of siphons are closely linked with the deadlock and non-liveness in generalized Petri net

plant models. In WS3PR as a kind of process-oriented Petri net models, an insufficiently marked

siphon is composed of two types of places, i.e., empty activity places, and resource places whose

marking is not enough to enable any one of their output transitions. Since the existence of non-

unity arc-weights and lack of weight information in the concept of siphons, siphon-based deadlock

control and liveness-enforcing methods are far away from being mature when dealing with gene-

ralized Petri nets. Aiming to improve them, the structure of circular waits (CWs) and the state of

circular blockings (CBs) are both employed to investigate deadlock prevention and liveness enfor-

cement problems, and on the ground of CWs and CBs, the concept of weighted simple directed

circuits (WSDCs) is proposed in the thesis to describe the structure of a circular wait with weights,

which is shown to be tied to the occurrence of deadlocks instead of the traditional structural object.
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0.3 Thesis Organization

From the perspective of the behavioral logic, the work in the thesis focuses on the intrinsically

live structures and deadlock control of generalized Petri nets modeling flexible manufacturing sys-

tems. Being different from the existing siphon-based methods, the concept of intrinsically live

structures (ILSs) based on WSDC becomes the starting point to analyze, control, optimize, simu-

late, and validate novel deadlock control and liveness-enforcing methods. The characteristics of

ILSs are identified and derived from subclasses of generalized Petri nets modeling FMS with com-

plex resource usage styles. Additionally, the numerical relationship between initial markings and

weights of connecting arcs is investigated and used to design a restriction that ensures the intrin-

sical liveness of local structures. With the structural theory, graph theory, and number theory, the

work achieves the goals of deadlock control and liveness-enforcement superior over the traditional

siphon-based ones with a lower computational complexity (or a higher computational efficiency),

a lower structural complexity, and a better behavioral permissiveness of the controlled system. The

main work of the thesis is shown in Fig. 6 and the organization is listed as follows. Please note that

the analysis of intrinsically live structures in WS3PR is the very beginning of all rest of the work.
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Fig. 6 – The framework of the thesis.

Chapter 1 introduces the basic definitions and notations of Petri nets used throughout this

thesis.

Chapter 2 addresses the considered class of generalized Petri nets, WS3PR, within the scope of
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which the deadlock control and liveness-enforcement problems are investigated based on a kind of

characteristic structures in subsequent chapters. Several important concepts are given. In addition,

the CWs, CBs, and their relations with deadlocks in WS3PR are elaborated with several examples.

Chapter 3 presents a new method based on ILSs of WS3PR. The numerical relationships among

weights, and between weights and initial markings are investigated based on simple circuits of

resource places, which are the simplest structure of circular wait, rather than siphons. A WS3PR

satisfying a proposed restriction is inherently deadlock-free and live without adding monitors and

arcs but only by configuring its initial markings.

Chapter 4 proposes a hybrid liveness-enforcing method for WS3PR. The proposed method

combines elementary siphons with an ILS-based method to prevent deadlocks and enforce liveness

to the net class under consideration. The method addressed in Chapter 3 is further advanced in this

chapter. It unveils and takes a full advantage of the ILSs of generalized Petri nets, which is hidden

behind the arc weights, to achieve the liveness enforcement without any external control agent

such as monitors. This hybrid method can identify and remove redundant monitors from a liveness-

enforcing supervisor designed according to existing policies, improve the permissiveness, reduce

the structural complexity of a controlled system, and consequently save the control implementation

cost.

The work in Chapter 5 proposes a synthesis method of supervisors for flexible manufacturing

systems modeled by WS3PR. A concept of resource usage ratios (RU-ratios) is first presented

to describe the occupation degree of a resource by an operation. Next, an ILS characterized by

a special numerical relationship between arc-weights and initial markings is investigated from a

perspective of RU-ratios. Then, a new kind of supervisors is synthesized on the ground of the

generic nature of ILSs.

As a significant paradigm in computer science, the divide-and-conquer technique is investiga-

ted for enforcing liveness of WS3PR modeling FMS in Chapter 6. In the dividing stage, a primary

separation and an advanced one of the whole structure of a plant net model are successively presen-

ted. After the decomposition and simplification, the real niduses of non-liveness can be precisely

located in the whole structure. In the conquering stage, a kind of liveness and resource usage ratio-
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enforcing supervisors (LRSs) is adopted to conquer subnets without introducing new problematic

structural objects. By a combination of all subnets, a live net model is gained, in which all siphons

are minimally controlled.

Chapter 7 presents an iterative liveness-enforcing method for WS3PR, which checks the live-

ness of net models using mixed integer programming (MIP) and controls the token allocations of

resource places instead of siphons using LRSs.

Chapter 8 extends the ILS-base methods addressed in previous chapters to a more general

class than WS3PR based on an extended concept of WSDCs. The work in this chapter provides an

insight into structures of generalized Petri nets and a new revenue to achieve the desired deadlock

control.

In a comparative way, Chapter 9 discusses the intrinsically live structures in resource-oriented

Petri nets based on those in process-oriented ones. The work in this chapter involves colored Petri

net models to describe the operation route and the control mechanism.

Finally, Chapter 10 summarizes the thesis by highlighting the main contributions. Several open

and interesting problems for future work are given.
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Chapitre 1

Preliminaries of Petri Nets

This chapter gives some necessary concepts of Petri nets involved in the thesis. It is assu-

med that readers are familiar with the formalism of Petri nets. For more details, please refer

to [61], [65], [66], and [72].

A generalized Petri net (structure) is a four-tuple N = (P,T, F,W) where P and T are finite and

nonempty sets. P is a set of places and T is a set of transitions with P ∩ T = ∅. F ⊆ (P × T ) ∪ (T × P)

is called a flow relation, represented by arcs with arrows from places to transitions or from transi-

tions to places. W : (P × T ) ∪ (T × P)→ N is a mapping that assigns weights to arcs : W(x, y) > 0

if (x, y) ∈ F, and W(x, y) = 0 otherwise, where x, y ∈ P ∪ T and N = {0, 1, 2, . . .} is a set of non-

negative integers. A net is said to be ordinary if ∀(x, y) ∈ F, W(x, y) = 1. A net N = (P,T, F,W) is

pure (self-loop free) if W(x, y) > 0 implies W(y, x) = 0, ∀x, y ∈ P ∪ T . A pure net N = (P,T, F,W)

can be represented by its incidence matrix [N], where [N] is a |P| × |T | integer matrix with

[N](p, t) = W(t, p) −W(p, t).

Let x ∈ P ∪ T be a node of net N. The preset of x is defined as •x = {y ∈ P ∪ T |(y, x) ∈ F}.
While the postset of x is defined as x• = {y ∈ P ∪ T |(x, y) ∈ F}. x•• = ∪y∈x•y• and ••x = ∪y∈•x•y.

The notations can be extended to a set of nodes as follows : given X ⊆ P or X ⊆ T , •X = ∪x∈X•x

and X• = ∪x∈X x•. Given place p, we denote max{W(p, t)|t ∈ p•} (resp. min{W(p, t)|t ∈ p•}) by

maxp• (resp. minp•). A sequence of nodes x1 . . . xi . . . xn is called a path of N if ∀i ∈ Nn−1 =

{1, 2, . . . , n− 1}, xi+1 ∈ x•i , where xi ∈ P∪T . A simple one is a path from x1 to xn whose nodes are
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Fig. 1.1 – (a) An ordinary net, (b) a generalized net, and (c) a weighted digraph of resource places,

GR.

all different (except, perhaps, x1 and xn). It is called a simple circuit if x1 = xn.

A marking M of N is a mapping from P to N. M(p) denotes the number of tokens in place p.

A place p is marked at M if M(p) > 0. It is insufficiently marked with respect to a transition t ∈ p•

at M if M(p) < W(p, t). A subset S ⊆ P is marked at M if at least one place in S is marked at

M. The sum of tokens in all places in S is denoted by M(S ), i.e., M(S ) =
∑

p∈S M(p). S is said to

be empty at M if M(S ) = 0. S is insufficiently marked at M if ∀p ∈ S , ∀t ∈ p•, M(p) < W(p, t).

Conversely, it is sufficiently marked at M if ∃p ∈ S , M(p) ≥ minp• . M0 is called an initial marking

of N and (N,M0) is called a net system or marked net.

A transition t ∈ T is enabled at marking M if ∀p ∈ •t, M(p) ≥ W(p, t). This fact is denoted as

M[t〉. Once a transition t fires, it gives a new marking M′. It is denoted as M[t〉M′, where M′(p) =

M(p) −W(p, t) +W(t, p), ∀p ∈ P. M′ is reachable from M if there exist an enabled transition se-

quence δ = t1t2 · · · tn and markings M1, M2, . . ., and Mn−1 such that M[t1〉M1[t2〉M2 · · ·Mn−1[tn〉M′
holds, which is denoted as M[δ〉M′ and satisfies the state equation M′ = M + [N]

−→
δ , where

−→
δ : T → N is a vector of non-negative integers, called a firing vector, and

−→
δ (t) indicates the

algebraic sum of all occurrences of t in δ. The set of all markings reachable from M by firing any

possible sequence of transitions is denoted as R(N,M). R(N,M0) is the set of reachable markings

of a Petri net with the initial marking M0.
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Let (N,M0) be a net system with N = (P,T, F,W). A transition t ∈ T is live at M0 if ∀M ∈
R(N,M0), ∃M′ ∈ R(N,M), M′[t〉. (N,M) is live if ∀t ∈ T , t is live at M. It is dead at M if �t ∈ T ,

M[t〉. It is deadlock-free (weakly live) if ∀M ∈ R(N,M0), ∃t ∈ T , M[t〉.

Definition 1.1 Let N = (P,T, F,W) be a Petri net with PX ⊆ P and TX ⊆ T . NX = (PX ,TX , FX ,WX)

is called a subnet generated by PX ∪ TX such that FX = F ∩ [(PX × TX)∪ (TX × PX)] and ∀ f ∈ FX ,

WX( f ) = W( f ).

Definition 1.2 Let (N1,M1) and (N2,M2) be two generalized Petri nets with Ni = (Pi,Ti, Fi,Wi),

i ∈ {1, 2}, where P1 ∩ P2 = PC � ∅ and T1 ∩ T2 = ∅. (N,M) with N = (P,T, F,W) is said to

be their composition, denoted by N1 ◦ N2, via the set of shared places PC , if (1) P = P1 ∪ P2,

T = T1 ∪ T2, F = F1 ∪ F2, and W = W1 ∪W2 ; and (2) ∀p ∈ P1\PC , M(p) = M1(p) ; ∀p ∈ P2\PC ,

M(p) = M2(p) ; and ∀p ∈ PC , M(p) = max{M1(p),M2(p)}.

Definition 1.3 A P-vector is a column vector I : P → Z indexed by P, where Z is the set of

integers. A P-vector I is said to be a P-invariant if I � 0 and IT [N] = 0T .

Definition 1.4 A P-invariant I is said to be a P-semiflow if every element of I is non-negative.

||I|| = {p|I(p) � 0} is called the support of I. ||I||+ = {p|I(p) > 0} denotes the positive support of

P-invariant I and ||I||− = {p|I(p) < 0} denotes the negative support of I. I is said to be a minimal

P-invariant if ||I|| is not a superset of the support of any other invariant and its components are

mutually prime.

Definition 1.5 A multiset Ω, over a non-empty set D, is a mapping Ω : D → N, denoted as a

formal sum Σd∈DΩ(d)d.

A P-invariant corresponds to a set of places whose weighted token count is a constant at any

reachable marking. In the net shown in Fig. 1.1(b), there are three P-invariants in the expression

of multiset, I1 = p1 + p2 + p3 + p4, I2 = p3 + p5, and I3 = 3p2 + 2p4 + p6.

A nonempty set S ⊆ P is a siphon if •S � S •. A siphon is minimal if there is no siphon contai-

ned in it as a proper subset. A minimal siphon S is said to be strict if •S ⊂ S •. Siphons are a kind of

significant structural objects extensively used in a large number of deadlock control and liveness-

enforcing methods for ordinary and generalized Petri net models of FMS. For example, in the gene-
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Fig. 1.2 – (a) A generalized net and (b) one of its subnets.

ralized Petri net models shown in Fig. 1.2(a), S 1 = {p3, p8, p9, p10} and S 2 = {p4, p7, p10, p11}
are two strict minimal siphons. It is worth noting that a siphon does not carry the information of

arc weights.

In Fig. 1.2(a), the example is a pure generalized Petri net model with the initial marking ex-

pressed in multiset M0 = 50p1+50p5+9p9+2p10+10p11. Note that M0 means that either of p1 and

p5 has 50, p9 has 9, p10 has 2, and p11 has 10 tokens, whereas the others have none. The net shown

in Fig. 1.2(b) in one of its subnets as generated by PX = {p9, p10, p11} and TX = {t2, t3, t6, t7}.

Definition 1.6 Let (N,M0) be a net system and S be a siphon of N. S is said to be max-marked

(resp. min-marked) at a marking M ∈ R(N,M0) if ∃p ∈ S such that M(p) ≥ maxp• (resp. M(p) ≥
minp•).

Definition 1.7 A siphon is said to be maximally (resp. minimally) controlled if it is max-marked

(resp. min-marked) at any reachable marking.

A max-marked siphon implies that at least one place p in it contains enough tokens to fire

any transition t ∈ p•. A min-marked one implies that at least one of its places p contains ade-

quate tokens to fire at least one transition t ∈ p•. If a siphon is maximally controlled, it is also

minimally controlled, but not vice versa. For example, M = 41p1 + 9p4 + 50p5 + 9p9 + 2p10 +

36



p11 is a reachable marking of the generalized Petri net model shown in Fig. 1.2(a). The siphon

S 2 = {p4, p7, p10, p11} is min-marked at this marking since M(p11) < maxp•
11

and M(p11) ≥ minp•
11

.

In fact, S 2 is min-marked at all reachable markings including the only one deadlock state, i.e., it is

minimally controlled according to Definition 1.7.
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Chapitre 2

Systems of Simple Sequential Processes
with Weighted Resource Allocation

This chapter addresses the considered class of generalized Petri nets, the systems of simple

sequential processes with weighted resource allocation (WS3PR), within the scope of which the

deadlock control and liveness-enforcing problems are investigated based on a kind of characteristic

structures in subsequent chapters. Several important concepts are given, such as arc pairs, sufficient

initial markings, and wait relations. In addition, the circular wait, circular blocking, and their

relations with deadlocks are elaborated with several examples.

2.1 WS3PR

The considered generalized Petri nets in the thesis, WS3PR, is an extension to the systems of

simple sequential processes with resources (S3PR). S3PR and WS3PR are topologically isomor-

phic. The former is a subclass of the latter and recursively defined from a simple sequential process

(S2P) as follows.

Definition 2.1 A simple sequential process (S2P) is an ordinary Petri net N = (PA ∪ {p0},T, F)

where

(1) PA � ∅ is called a set of activity or operation places ;

(2) p0 � PA is called an process idle place with P0 = {p0} ; and
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2.1. WS3PR
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Fig. 2.1 – (a) An S2PR (S3PR) net model and (b) a WS2PR (WS3PR) net model.

(3) N is a strongly connected state machine.

S2P represents a sequence of operations decided by a product specification. Every activity

place in S2P needs one or more units of a single type of resources to complete an operation. An

executing process with resources is modeled by S2PR or WS2PR.

Definition 2.2 A simple sequential process with resources (S2PR) is an ordinary Petri net N =

(PA ∪ P0 ∪ PR,T, F) such that

(1) The subnet generated by X = PA ∪ P0 ∪ T is an S2P ;

(2) PR � ∅ is called a set of resource places with (PA ∪ P0) ∩ PR = ∅ ;

(3) ∀p ∈ PA, ∀t ∈ •p, ∀t′ ∈ p•, ∃rp ∈ PR, •t ∩ PR = t′• ∩ PR = {rp} ;
(4) The following statements are verified : (a) ∀r ∈ PR, ••r ∩ PA = r•• ∩ PA � ∅ and (b) ∀r ∈ PR,

•r ∩ r• = ∅ ; and

(5) ••(P0) ∩ PR = (P0)•• ∩ PR = ∅.

An S2PR model represents a situation in which each operation in the process is associated

with only one resource, and the acquisition and release of a resource by an operation is a pair of

transitions. The original net shown in Fig. 2.1(a) is an S2PR. The activity place p3 exclusively uses

resource place p5, while activity places p2 and p4 share resource place p6.
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2.1. WS3PR

Definition 2.3 A simple sequential process with weighted resources allocation (WS2PR), is a ge-

neralized Petri net N = (PA ∪ P0 ∪ PR,T, F,W) such that

(1) The subnet generated by X = PA ∪ P0 ∪ T is an S2P ;

(2) PR � ∅ and (PA ∪ P0) ∩ PR = ∅ ;

(3) ∀p ∈ PA, ∀t ∈ •p, ∀t′ ∈ p•, ∃rp ∈ PR, •t ∩ PR = t′• ∩ PR = {rp} ;
(4) The two following statements are verified : (a) ∀r ∈ PR, ••r ∩ PA = r•• ∩ PA � ∅, and (b)

∀r ∈ PR, •r ∩ r• = ∅ ;

(5) ••(P0) ∩ PR = (P0)•• ∩ PR = ∅ ; and

(6) The three statements are true : (a) ∀x, y ∈ PA ∪ P0 ∪ T , W(x, y) = 1 if (x, y) ∈ F, (b)

∀x, y ∈ PR ∪ T , W(x, y) ≥ 1 if (x, y) ∈ F, and (c) W(r, t) = W(t′, r), where r ∈ PR, t, t′ ∈ T ,

•t ∩ PR = t′• ∩ PR = {r}.

According to the definition of WS2PR, every resource place is used by at least one operation

place and every operation place uses only one resource place. Two arcs of any arc pair having

the same weight guarantee that tokens are neither destroyed nor created, i.e., conservativeness.

Fig. 2.1(b) gives a WS2PR. Obviously, S2PR is a subclass of WS2PR.

Definition 2.4 Given a WS2PR N, for r ∈ PR, H(r) = (••r ∩ PA) ∪ (r•• ∩ PA) is called a set of

holders of r.

A holder h(r) ∈ H(r) is an activity place that completes an operation by requesting and holding

some tokens of resource place r. It is said to be shared if |H(r)| > 1. For example, in Fig. 2.2(a),

H(p11) = {p4, p10}. p4 and p10 need one and four tokens in p11 every time to complete an operation,

respectively. The following is an alternative definition of the set of holders, which is expressed in

multisets. Essentially, it is equivalent to Definition 2.4.

Definition 2.5 Let r be a resource place and S be a strict minimal siphon in an S2PR. The set of

holders of r is defined as the difference of two multisets H(r) = Ir − r, where Ir is a unique minimal

P-semiflow Ir ∈ N|P| associated with resource place r such that {r} = ||Ir || ∩ PR, P0 ∩ ||IR|| = ∅,
PA ∩ ||Ir || � ∅, and Ir(r) = 1.

Definition 2.6 S = Σr∈S R H(r) − Σr∈S R,p∈S A Ir(p)p is called the complementary set of siphon S ,

where S R = S ∩ PR and S A = S ∩ PA.
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2.1. WS3PR

For example, in Fig. 2.1(b), S = {p4, p5, p6}, Ip5
= p3 + p5, Ip6

= 3p2 + p4 + p6, H(p5) = p3,

H(p6) = 3p2 + p4, and S = (3p2 + p3 + p4) − (p4) = 3p2 + p3.

Definition 2.7 An arc pair is a pair of arcs, (ti, r) and (r, t j), where r ∈ PR, •ti ∩ t•j ∩ PA = {p}, and

p ∈ H(r). (ti, r) is the paired arc of (r, t j) and vice versa.
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Fig. 2.2 – (a) A generalized net and (b) one of its subnets.

An arc from a resource place to a transition represents that an activity place acquires one or

more tokens from the resource place. An arc from a transition to a resource place represents that

an activity place gives back one or more tokens to the resource place. Two arcs in an arc pair

modeling the behavior of a holder h(r) acquiring and releasing tokens from resource place r are

of the same weight to guarantee the resource conservativeness. In Fig. 2.2(a), (t2, p9) and (p9, t1),

(t8, p9) and (p9, t7), (t3, p10) and (p10, t2), (t7, p10) and (p10, t6), (t4, p11) and (p11, t3), and (t6, p11)

and (p11, t5) are six arc pairs. Moreover, W(t2, p9) = W(p9, t1) = 3, W(t8, p9) = W(p9, t7) = 2,

W(t3, p10) = W(p10, t2) = 1, W(t7, p10) = W(p10, t6) = 1, W(t4, p11) = W(p11, t3) = 1, and

W(t6, p11) = W(p11, t5) = 4.

If t ∈ P•
0

(resp. t ∈ •P0), t is called a source (resp. sink) transition. Note that weights of arcs

connecting activity and process idle places with transitions in a WS2PR are all equal to one, whe-

reas those of arcs connecting resource places are equal to or greater than one.
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2.1. WS3PR

Let N = (PA ∪ P0 ∪ PR,T, F,W) be a WS2PR. An initial marking M0 is said to be acceptable

if : (1) ∀p0 ∈ P0, M0(p0) ≥ 1 ; (2) ∀p ∈ PA, M0(p) = 0 ; and (3) ∀r ∈ PR, ∀t ∈ r•, M0(r) ≥ W(r, t).

An acceptable initial marking is said to be abundant if ∀r ∈ PR, ∀t ∈ r•, M0(r) ≥ Σt∈r•W(r, t). An

acceptable but not abundant initial marking implies that every holder of the resource place has a

chance to use tokens in the resource place while the others may have to wait. An abundant one

implies that it is possible that every holder can obtain adequate tokens from the resource place at

the same time.

Definition 2.8 A system of S2PR, called S3PR for short, is defined recursively as follows :

(1) An S2PR is an S3PR ; and

(2) Let Ni = (PAi ∪ P0i ,Ti, Fi), i ∈ {1, 2}, be two S3PR such that (PA1
∪ P01

) ∩ (PA2
∪ P02

) = ∅,
PR1
∩ PR2

= PC � ∅, and T1 ∩ T2 = ∅. Then, the net N = (PA ∪ P0 ∪ PR,T, F) resulting from

the composition of N1 and N2 via PC (denoted as N1 ◦ N2) such that (a) PA = PA1
∪ PA2

, (b)

P0 = P01
∪ P02

, (c) PR = PR1
∪ PR2

, and (d) T = T1 ∪ T2, and F = F1 ∪ F2 is also an S3PR.

S3PR is widely accepted and used to model and analyze deadlock control problems in litera-

ture. The classic problem of dinning philosophers, as shown in Fig. 2.3, is modeled with S3PR.

Next, simple sequential process with weighted resource allocation, WS2PR for short, is defined as

the same as S2PR except for some arcs’ multiplicity.

Definition 2.9 A system of WS2PR, called WS3PR for short, is defined recursively as follows :

(1) A WS2PR is a WS3PR ; and

(2) Let Ni = (PAi∪P0i∪PRi ,Ti, Fi,Wi), i ∈ {1, 2}, be two WS3PR such that (PA1
∪P01

)∩(PA2
∪P02

) =

∅, PR1 ∩ PR2 = PC � ∅, and T1 ∩ T2 = ∅. Then, the net N = (PA ∪ P0 ∪ PR,T, F,W) resulting

from the composition of N1 and N2 via PC (denoted by N1 ◦ N2) such that (a) P = PA1
∪ PA2

, (b)

P0 = P01
∪ P02

, (c) PR = PR1
∪ PR2

, (d) T = T1 ∪ T2, (e) F = F1 ∪ F2, and (f) W = W1 ∪W2 is

also a WS3PR.

The net model shown in Fig. 2.2(a) is a WS3PR with an acceptable initial marking M0 =

50p1 + 50p5 + 9p9 + 2p10 + 10p11. If all weights of this WS3PR net are changed into one, an

isomorphic S3PR is obtained. Hence, S3PR is a subclass of WS3PR.
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2.2. CIRCUILAR WAIT AND CIRCULAR BLOCKING IN WS3PR
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Fig. 2.3 – An S3PR model for the problem of Dinning Philosophers.

2.2 Circuilar wait and circular blocking in WS3PR

In FMS, when a deadlock occurs, Coffman’s four necessary conditions all hold. The first three,

no preemption (i.e. a resource cannot be released from a job until it is complete), mutual exclusion

(each resource can be used for only one job at a time), and hold while waiting (a job holds its

resources while waiting for the part to move into the next job) are always satisfied in manufac-

turing practice. Only the last one, circular wait condition (two or more processes form a circular

chain where each process waits for a resource that next process in the chain holds) can be preven-

ted through various methods to make the whole system deadlock-free. Similar to the structure of

circular wait and state of circular blocking studied in [52], their definitions and applications in the

context of WS3PR for the purpose of deadlock analysis are presented next. The weights of arcs

have to be considered in the efforts to prevent the state of circular blocking.

Definition 2.10 A place p is said to be dead with respect to M if M(p) < mint∈p•[W(p, t)] and

there exists no M′ ∈ R(N,M) such that M′(p) > M(p). A transition t is said to be dead with respect

to M if there exists no M′ ∈ R(N,M) that enables t.
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2.2. CIRCUILAR WAIT AND CIRCULAR BLOCKING IN WS3PR

Definition 2.11 Given a marked WS3PR, a part path in the net model is said to be deadlocked if

there is a dead transition on that part path.

Lemma 2.1

Given a marked WS3PR, there is a deadlocked part path if and only if there is a dead resource

place in it.

Proof : (if ) If resource place r is dead, then m(r) < mint∈p•[W(r, t)] and all the transitions in •r

are dead. Obviously •r = H(r)•, where H(r) = (••r ∩ PA) ∪ (r•• ∩ PA). This means a deadlocked

part path. (only if ) It follows from Definition 2.11 : if there exists a deadlocked part path, then there

is on that part path a dead transition, t. It can be dead only if its input resource place in •t ∩ PR is

dead.

A deadlocked part path means that the operating process cannot continue due to lack of its

needed resources. A system deadlock is composed of some deadlocked part paths. In other words,

there is no system deadlock if no part path becomes deadlocked. For example, Fig. 2.1(b) has only

one part path that can never be deadlocked under the initial marking M0 = 30p1 + 2p5 + 5p6.

Definition 2.12 A resource place r ∈ PR is called a shared resource place if |H(r)| ≥ 2 and a

non-shared one if |H(r)| = 1.

The competition for shared resources is the very origin of deadlock. In WS3PR, there is no

deadlock if every resource place is exclusively used by one holder, i.e., they are all non-shared.

A method proposed in the thesis deals with the liveness and ratio-enforcing problems within

the scope of WS3PR by using the concepts of wait relations and circular waits defined as follows.

For any two resource places ri, r j ∈ PR, ri is said to wait for r j, denoted by r j
t−→ ri, if the availability

of r j is an immediate requirement for the release of ri by firing transition t, or equivalently, ∃t ∈
•ri ∩ r•j . An R-path between ri and rk is defined as a set of resource places and transitions such that

rk
tl−→ r j

tm−→ . . . tn−→ ri. Then ri is said to wait over an R-path for rk, denoted by rk
tl...tn−−−→ ri, if there

is an R-path between ri and rk.

Definition 2.13 A set of nodes C = RC ∪ TC in a WS3PR is said to be a circular wait (CW) such

that for any ordered pair {ri, r j} ⊆ RC , ri
tl...tn−−−→ r j, where RC ⊆ PR and TC ⊆ T with |RC | > 1,

|TC | > 1, and tl, . . . , tn ∈ TC .
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A simple CW is a set of nodes C = RC ∪ TC such that, for some appropriate relabeling one

has r1
t1−→ r2

t2−→ . . . tq−1−−−→ rq
tq−→ r1, with ri � r j for i � j, 1 ≤ i, j ≤ q. In the subnet shown in

Fig. 2.2(b), C1 = {t2, p9, t7, p10, t6, p11, t3}, C2 = {t2, p9, t7, p10}, and C3 = {t3, p10, t6, p11}
are three CWs contained in the WS3PR. C2 and C3 are two simple ones.

Proposition 2.1

A WS3PR N = (PA ∪ P0 ∪ PR,T, F,W) is live if no circular wait is formed by PR.

Proof : Obviously, there is no structure to satisfy the last one of Coffman’s four necessary

conditions.

Given a simple CW C = {r1, t1, r2, t2, . . . , ri, ti}, we can partition •ri into •ri =
•rio ∪ •ri+,

where •rio = TC , the set of input transitions of ri with input arcs from any other r j ∈ C, and

•ri+ = {t ∈ T |•t∩RC = ∅}, the set of input transitions of ri without input arcs from any other r j ∈ C.

Let H(C) =
⋃n

i=1 H(ri), ri ∈ RC and partition it into H(C) = Ho(C) ∪ H+(C), where Ho(C) = {p ∈
H(C)|p• ⊆ •rio, ri ∈ RC} and H+(C) = {p ∈ H(C)|p• ⊆ •ri+, ri ∈ RC}. It is worth noting that

all the places in H+(C) are holders of the shared resources contained in C only. For example, in

the aforementioned circular wait C3 = {t3, p10, t6, p11}, we have H(C) = {p3, p4, p6, p7},
•rio = {t3, t6}, •ri+ = {t4, t7}, Ho(C) = {p3, p6}, and H+(C) = {p4, p7}. As proved in [52],

the places in RC ∪ H+(C) form a minimal siphon S C . This result still holds in WS3PR since the

definition of a siphon has nothing to do with the weights of its related arcs.

Definition 2.14 A circular blocking (CB) in a WS3PR (N,M0) with N = (P,T, F,W) is a state

M ∈ R(N,M0) such that :

(1) ∀ri ∈ C, ∀t ∈ r•i ∩C, M(ri) < W(ri, t) ; and

(2) for each ri ∈ C, ∀p ∈ H(ri) with M(p) � 0, p ∈ Ho(C).

In this case, C is said to be in a CB.

A CB is a necessary condition of deadlocks. In the WS3PR net shown in Fig. 2.2(a), the circular

wait C2 = {t2, p9, t7, p10} falls into a CB at marking M = 47p1 + 3p2 + 46p5 + 2p6 + 2p7 + 2p11.

Lemma 2.2

Given a marked WS3PR, if a circular wait C is in a CB, then all resource places in C are dead.
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Proof : The proof is similar to the one in [52] with a minor modification for generalization.

Condition (ii) of Definition 2.14 implies that any ri ∈ C has one or more tokens if and only if

some r j ∈ C, j � i, can have a token. However, by condition (i) all the resource places in C are

insufficiently marked, and hence none of them can ever receive any token, which means that they

are all dead.

Lemma 2.3

Given WS3PR, r ∈ PR with m(r) < mint∈r•[W(r, t)] is dead if and only if either of the following

holds.

(1) ∃ CW C ⊂ PR � r ∈ C and C is in CB ; and

(2) For each p ∈ H(r) with m(p) � 0, ∃ CW C ⊂ PR and r∗ ∈ C � •(p•) ∩ PR ↪→ r∗, with all the

resources on the resource path being dead and C being in CB.

Proof : (if ) Sufficiency follows from Lemma 2.2. (only if ) Let r be dead and let p ∈ H(r) such

that m(p) � 0, i.e., p currently holds at least one of the tokens of r. Since r is dead, then p•(⊆ •r)

and •(p•) ∩ R(⊆ ••r ∩ R) must be dead. Iterating this process means at least one circular wait in

CB.

Lemma 2.3 states that the existence of a dead resource place is equivalent to the existence of a

state of CB in a WS3PR from a structural viewpoint.

Lemma 2.4

Given WS3PR, there exists a CB if and only if there is a deadlocked part path.

Proof : It follows from Lemmas 2.1 and 2.3.

This lemma establishes the equivalence between a CB and a deadlocked part path. For example,

the S3PR with only one part path in Fig. 2.1(a) is deadlocked when the simple circuit C = {p5, p6}
is in CB. Compared with S3PR in Fig. 2.1(a), the only part path of the WS3PR in Fig. 2.1(b) is

never deadlocked since the simple circuit of resource places C = {p5, p6} is never in CB of which

the reason will be explained later.

Theorem 2.1

Given a marked WS3PR, it is live if and only if there is no CW in CB.

Proof : This follows from Lemma 2.4. There will never be a deadlocked part path in the net

model. Hence, the marked WS3PR (N,M0) is deadlock-free and live.
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Here, with an attempt to avoid a siphon-based method, one analyzes the structure of CW, the

state of CB, deadlocked part path, and resulting deadlock. Being different from ordinary Petri

nets, arc weights must be considered during these analyses in WS3PR. The numerical relationship

between weights and initial marking affects the liveness of a WS3PR as well as the structure of

circular wait.
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Chapitre 3

Intrinsically Live Structure

Most existing prevention methods tackle the deadlock issue arising in flexible manufacturing

systems modeled with Petri nets by adding monitors and arcs. Instead, this chapter presents a new

one based on a characteristic structure of a system of simple sequential processes with weighted re-

source allocation (WS3PR), an extension of system of simple sequential processes with resources

(S3PR) with weighted arcs. The numerical relationships among weights, and between weights and

initial markings are investigated based on simple circuits of resource places, which are the simplest

structure of circular wait, rather than siphons. A WS3PR satisfying a proposed restriction is inhe-

rently deadlock-free and live by configuring its initial markings. A set of polynomial algorithms

are developed to implement the proposed method.

3.1 Introduction

The study in this chapter deals with WS3PR, a weighted extension of S3PR, which is a sub-

class of WS3PSR, S3PGR2, or S4R. Being different from ordinary Petri nets, the role of weights

of arcs in determining the liveness of general ones should be carefully considered. Weights of

arcs in WS3PR mean a multiple requirement for resources of an operation. The token counts in

resource places and numerical relationship between markings and weights restrict the allocation

of system resources. Hence, the studies of structures including arc weights and dynamic properties

should be combined together during the evolution analysis of a WS3PR. Generally, it is believed
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that deadlocks are caused by lack of system resources or improper resource allocation. In some

situations, the proposed method can make a system live by decreasing system resources instead of

simply increasing them. A proper resource allocation is practically guaranteed by a proper numeri-

cal relationship between initial markings of resource places and arc weights. Compared with most

existing deadlock prevention control policies, the new one does not add any monitors and arcs.

The control cost of software and hardware can be saved. Meanwhile, the problem of structural

complexity can be avoided. The proposed method is based on a characteristic structure of WS3PR.

Before any deadlock prevention policy is applied, its structure should be checked to decide whe-

ther it is inherently deadlock-free and live under certain initial markings. The relation between

weights and initial markings is established by using simple circuits of resource places. Polynomial

algorithms are developed to implement the proposed method.

3.2 Intrinsically live structure

The results in Chapter 2 show the equivalence between a deadlock and a circular wait in circu-

lar blocking in WS3PR. In the following, the proposed restrictions on weights and initial marking

of resource places can ensure live WS3PR.

Definition 3.1 Given a WS3PR N = (PA ∪ P0 ∪ PR,T, F,W), a weighted digraph of resource

places, denoted as GR = (P′R,TR, FR,WR), is a subnet of N such that :

(1) P′R ⊆ PR ;

(2) TR =
•P′R ∩ P′R

• ;

(3) FR = [(P′R × TR) ∪ (TR × P′R)] ∩ F ; and

(4) WR = W(x, y), ∀x, y ∈ P′R ∪ TR.

For example, Fig. 3.1(b) shows a weighted digraph of resource places derived from the WS3PR

in Fig. 3.1(a). An algorithm with which a weighted digraph of resource places can be obtained from

a WS3PR is given in the subsequent section. In this section, an intrinsically live structure (ILS) of

WS3PR and a corresponding liveness-enforcing method are presented with explanatory examples.
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Fig. 3.1 – (a) A marked WS3PR net model and (b) a corresponding weighted digraph of resource

places.

Originally inspired by [52], a generalized circuilar wait (CW), instead of siphons, is employed

to investigate deadlocks and the liveness property in the previous chapter. We attempt to explore

the relationship between the liveness and structure of WS3PR with an object that is simpler than

siphons.

Definition 3.2 A weighted simple directed circuit (WSDC), denoted by cW = (PC
R ,T

C
R , F

C
R ,W

C
R ),

is a simple circuit derived from a weighted digraph GR = (P′R,TR, FR,WR) of resource places such

that :

(1) PC
R = {r1, r2, . . . , rm} ⊆ P′R, TC

R = {t1, t2, . . . , tm} ⊆ TR (m ≥ 2), r•
1
∩ •r2 = {t2}, r•

2
∩ •r3 = {t3},

. . ., and r•m ∩ •r1 = {t1} ;
(2) FC

R = [(PC
R × TC

R ) ∪ (TC
R × PC

R )] ∩ FR ; and

(3) WC
R = W(x, y), ∀x, y ∈ PC

R ∪ TC
R .

For simplicity, we use cW = t1r1t2r2t3 . . . tnrnt1 to denote a WSDC. In Fig. 3.1(b), there are

two WSDCs, cW1 = t2r1t7r2t2 and cW2 = t3r2t6r3t3. A WSDC is an augmented simple CW. The

difference between a WSDC and a simple CW is that a WSDC contains arcs and their assigned

weights but a simple CW does not. A simple CW derived from a WSDC is denoted as C = [cW] =

PC
R ∪ TC

R . For example, a derived simple CW from cW1 is C1 = [cW1] = {t2, r1, t7, r2}.
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Fig. 3.2 – A general WSDC.

A general WSDC is shown in Fig. 3.2. A WSDC represents a circular competition relationship

among multiple activity places jointly using resource places in it. In order to break a circle, one

just needs break a chain of the circle. A more fundamental structural unit (competition path) is de-

rived from WSDC and used to depict a competition relation between a pair-wise activity places as

follows. Please note that the sequence of analysis intrinsically live structures here is from a WSDC

to a competition path and further to the resource place of the competition path. In Chapter 5, the

construction of an intrinsically live structure is in the reserve sequence.

Proposition 3.1

In WS3PR, a WSDC must contain at least one shared resource place.

Proof : Proof is done by contradiction. Without loss of generality, let us consider a circuit with

4 vertices, i.e. r1, r2, t1, and t2. Both r1 and r2 are non-shared resource places. Suppose that p1 and

p2 are their holders, respectively. Then, ••p1 = p1
•• = p2 and ••p2 = p2

•• = p1. This contradicts

the definition of WS3PR.

Definition 3.3 A simple path l = (PL
R,T

L
R , F

L
R,W

L
R) is called a resource path derived from GR =

(P′R,TR, FR,WR) such that :

(1) PL
R = {r} ⊆ P′R ;
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3.2. INTRINSICALLY LIVE STRUCTURE

(2) T L
R = {tt, th}, where there exist a tail transition tt with {tt} = •r ∩ TR, and a head one th with

{th} = r• ∩ TR ;

(3) FL
R = {(tt, r), (r, th)} ⊆ F ; and

(4) WL
R = {W(tt, r),W(r, th)} ⊆ WR ; where (tt, r) and (r, th) are called the in-arc and out-arc of a

resource path, respectively. If the in-arc and out-arc of a resource path are not an arc-pair, this

resource path is called a competition path, denoted as lcp.

t
t h

tr

in
w

out(r)
w

(a)

r

t
t

h
t

t t'

up
p

down
p

(b)

in
w

in
w

out(r)
w

out(r)
w

Fig. 3.3 – (a) A competition path and (b) a subnet containing the competition path and its upstream

and downstream activity places.

For simplicity, a resource/competition path as shown in Fig. 3.3(a) is denoted by ttrth. The

weights of an in-arc and an out-arc are denoted by win(r) and wout(r), respectively. We use L to

denote a set of all resource paths found in a weighted digraph of resource places GR, i.e., L =⋃{li}. LCP =
⋃{lcpi} denotes a set of all competition paths derived from GR, and LW = {lcp =

ttrth|lcp ∈ LCP, W(tt, r) > W(r, th)}. According to the definition of a competition path ttrth,

resource place r in it is shared, i.e., it has at least two holders. However, a competition path depicts

a competition relationship between two holders of r only. As shown in Fig. 3.3(b), an upstream

(resp. downstream) activity place pup (resp. pdown) of a competition path lcp = ttrth is a holder

of resource place r with tt ∈ p•up (resp. th ∈ •pdown). (tt, r) and (r, t) are an arc-pair with the same

weight win(r), whereas (r, th) and (t′, r) are so with wout(r). A competition path has only one pair of

determined upstream and downstream activity places. Note that the downstream activity place of

a competition path lcp = ttrth always belongs to H+([cW]), where lcp = ttrth is contained in WSDC

cW . In addition, there always exists at least one downstream activity place belonging to H+(C)

with respect to a circular wait C that may contain several simple circular waits. A competition

path shows a relationship of competition for the same resource between an upstream activity place
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and a downstream one represented by an in-arc and an out-arc of the resource place, respectively.

For example, as shown in Fig. 3.1(b), L = {t2r1t7, t7r2t2, t3r2t2, t7r2t6, t3r2t6,

t6r3t3}, LCP = {t2r1t7, t7r2t2, t3r2t6, t6r3t3}, and LW = {t2r1t7, t6r3t3}. Take lcp = t2r1t7 as an

example. The weight of lcp’s in-arc (resp. out-arc) represents a specific requirement of tokens in

resource place r1 by upstream (resp. downstream) activity place p2 (resp. p8).

Proposition 3.2

There exists at least one competition path in a WSDC.

Proof : This follows from Definitions 3.2 and 3.3, and Proposition 3.1.

Theorem 3.1

A WS3PR N is live if there is no WSDC in the weighted digraph GR derived from N.

Proof : It is true since no structure of circular wait exists in the net.
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Fig. 3.4 – Multiple competition paths with a same resource place r.

A single competition path lcp = ttrth represents a competitive relationship between an upstream

activity place and a downstream activity place of lcp jointly using resource place r. However, a

shared resource place may have more than two holders. Thus, multiple competition paths with a

same resource place as shown in Fig. 3.4 are separately used to depict the competitive relationship

of every pairwise upstream and downstream activity places, and collectively used to model the

common competition among all upstream and downstream activity places. Note that a competition

path ttrth has only one upstream and only one downstream activity place with respect to r, whereas

multiple competition paths with the same resource place r have multiple pairs of upstream and

downstream activity places with respect to r. Therefore, a weight matrix of all competition paths
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with the same resource place is consequently introduced to explore the competitive relationship

among all holders of resource place r.

Definition 3.4 [64] A weight matrix [W] of all n competition paths in LW with respect to a re-

source place r is a 2 × n matrix :

[W(r)] =

[
Win(r)

Wout(r)

]
=

⎡⎢⎢⎢⎢⎣ win(r)
1

. . . win(r)
i . . . win(r)

n

wout(r)
1

. . . wout(r)
i . . . wout(r)

n

⎤⎥⎥⎥⎥⎦,

where win(r)
i (resp. wout(r)

i ) is the in-arc (resp. out-arc) weight of the ith competition path with r in

LW , win(r)
i ∈ N+\{1}, wout(r)

i ∈ N+, n ∈ N+, N+ = {1, 2, ...} is the set of all positive integers, and

i ∈ Nn = {1, . . . , n}.
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Fig. 3.5 – A WS3PR net with two shared resource places.

For example, a WS3PR net shown in Fig. 3.5 has four WSDCs, cW1 = t2 p13t11 p14t2, cW2 =

t2 p13t8 p14t2, cW3 = t5 p13t11 p14t5, and cW4 = t5 p13t8 p14t5. LW = {t2 p13t11, t2 p13t8, t5 p13t11,

t5 p13t8, t11 p14t2, t11 p14t5, t8 p14t2, t8 p14t5}. Two weight matrices with respect to resource places

p13 and p14 are [W(p13)] =

[
Win(p13)

Wout(p13)

]
=

[
3 4

1 1

]
and [W(p14)] =

[
Win(p14)

Wout(p14)

]
=

[
2 3

1 1

]
,

respectively. Note that, for simplicity, only one column is kept if the same ones exist in a weight

matrix.

Lemma 3.1

Given a circular wait C in a WS3PR, ∀r ∈ C, there exists at least one simple resource circuit PC
R

from a WSDC cW = (PC
R ,T

C
R , F

C
R ,W

C
R ), such that PC

R ⊆ C and r ∈ PC
R .

Proof : Consider any ri, r j ∈ C. By definition, there exist two resource paths ri ↪→ r j and

r j ↪→ ri. It is easy to see that there exists a WSDC containing both ri and r j, if ri and r j are the
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Fig. 3.6 – A WS3PR net model and two competition paths with the resource place p10.

only resource places common to these two paths. Suppose that there is at least one resource, other

than ri and r j, at which these two paths merge. This means that there exist at least two WSDCs,

each containing one of ri and r j.

Restriction 3.1

Given a resource place r, it satisfies the following two conditions :

(1) (M0(r) mod win(r)
i ) ≥ wout(r)

i , where M0(r) is the initial marking of r, and win(r)
i (resp. wout(r)

i ) is

the in-arc (resp. out-arc) weight of the ith competition path in LW ; and

(2) There exists no n−dimensional row vector A = [a1 . . . ai . . . an] such that 0 ≤ (M0(r) −
A[Win(r)]T ) < min{wout(r)

i }, where ai ∈ N.

A competition path ttrth is said to satisfy Restriction 3.1 if r satisfies Restriction 3.1. Since

every WSDC contains at least one competition path, a WSDC cW is said to satisfy Restriction 3.1

if it contains a competition path ttrth that satisfies Restriction 3.1. It is an imposed limitation

on the allocation of a resource place and its one or multiple competition paths. For example, in

the above mentioned WS3PR net shown in Fig. 3.5, every WSDC contains resource place p13 that

satisfies Restriction 3.1 at the initial marking. The other resource place p14 does not. Restriction 3.1

together with the concept of WSDC is adopted to enforce the liveness of WS3PR as shown in the

following theorem.
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When two operations (places) are competing against each other for a commonly used resource

(place), this restriction means that the rest of tokens in the resource place after an utmost use by one

operation place is still enough to be used by the other operation place. It avoids the situation that a

single part path (process) holds all of a kind of resources that are also required by other part paths

to continue. This situation is guaranteed by the first condition of Restriction 3.1. The in-arc and

out-arc of a competition path have a certain resource allocation sequence with respect to the part

path(s) containing the tail or head transition. However, different in-arcs of competition paths with

the same resource place do not have a certain resource allocation sequence. The second and third

conditions of Restriction 3.1 make sure that at least one part path can continue after an utmost use

by all holders with those in-arcs. For example, in the net model shown in Fig. 3.6(b), M0(p10) = 5

and [W(p10)] =

⎡⎢⎢⎢⎢⎣ win(p10)

1
win(p10)

2

wout(p10)

1
wout(p10)

2

⎤⎥⎥⎥⎥⎦ =
[

2 4

1 1

]
. It is clear that the first condition is satisfied.

The second condition is also satisfied since there exists no natural number vector A = [a1 a2] such

that 5 = 2a1 + 4a2. There are two competition paths t2 p10t3 and t6 p10t7 with the same resource

place p10, and the tail transition t2 (resp. t6) and the head one t3 (resp. t7) belong to the same

part path, and W(p10, t3) = 1 (resp. W(p10, t7) = 1). Therefore, the resource place p10 satisfies

Restriction 3.1.

Note that (M0(r) mod W(tt, r)) ≥ W(r, th) implies that the weight of an in-arc is greater than

that of an out-arc, i.e., W(tt, r) > W(r, th) which is used by an algorithm to analyze the struc-

ture of WS3PR to decide the existence of a class of initial markings under which it is possible

for competition paths to satisfy Restriction 3.1. For simplicity, one say that a competition path

lcp = ttrth satisfies Restriction 3.1 instead of that a competition path’s resource place r satisfies

Restriction 3.1.

By the following Lemmas, one can apply this restriction on competition paths found in a

weighted digraph of resource places to guarantee the liveness of marked WS3PR models.

Lemma 3.2

Given a WSDC cW = (PC
R ,T

C
R , F

C
R ,W

C
R ), if ri ∈ PC

R and H(ri) > 1, then |Ho(ri)| = 1.

Proof : According to the notation of •rio, •rio = {t ∈ T |•t∩PC
R � ∅}. PC

R is a simple circuit, and

thus |•rio| = 1. Since every part path is a state machine, |H(r)io| = |{p ∈ H(ri)|p• ∈• rio}| = 1.
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It indicates that every shared resource place must be used by one holder belonging to Ho(ri)

and perhaps the other belonging to H+(ri), i.e., there are at most two holders in a WSDC. Note that

this lemma is of great importance in the proof of the following result.

Lemma 3.3

A simple circuit PC
R of WSDC cW = (PC

R ,T
C
R , F

C
R ,W

C
R ) is never in CB if at least one competition

path in cW satisfies Restriction 3.1.

Proof : By contradiction, suppose that PC
R is in CB and r ∈ PC

R is a shared resource place

such that a competition path ttrth satisfies Restriction 3.1. According to the definition of CB and

Lemma 3.2, let Ho(r) = {p1} and M(p1) � 0. Hence, M(r) = M0(r)−kW(tt, r) = (M0(r) mod W(tt, r)) <

min[W(r, th)] which is a contradiction.

This lemma states the relation between the net structure and initial marking for deadlock-

freedom of a part path according to Lemma 2.4.

Lemma 3.4

A circular wait C is not in CB if every simple resource circuit contained in C is not in CB.

Proof : It follows from Lemmas 3.1 and 3.2.

Naturally, the following theorem reveals the relation between liveness and weights and initial

marking of resource places in a marked WS3PR.

Theorem 3.2

[64] A marked WS3PR (N,M0) is live if every WSDC contains at least one competition path that

satisfies Restriction 3.1.

Proof : It follows from Theorem 2.1, and Lemmas 3.3 and 3.4.

According to Theorem 3.2, the numerical relationships among weights, and between weights

and initial markings are investigated to ensure whether it is possible that every WSDC satisfies

Restriction 3.1 at some particular initial markings. If so, an initial marking is then calculated

through a set of developed algorithms and solving the corresponding linear programming problem.

Therefore, the liveness-enforcement for a WS3PR is achieved through checking the structure of

a net model, calculating and configuring a proper initial marking for resource places. Different

from the siphon(monitor)-based liveness-enforcing methods, the approach further developed in
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this paper unveils and takes a full advantage of the intrinsically live structure of generalized Petri

nets, which is hidden behind the arc weights.

3.3 Algorithm and examples

The developed algorithms are presented and illustrated with examples in this section. Their

complexity is proven to be polynomial. First, the work simplifies the given structure of a net

model. It focuses on a component of resource places, their pre-sets and post-sets. It may contain

the structures of circular wait that is the root of deadlock.

=====================================

Algorithm 3.1

Computing a weighted directed graph of resource places GR given WS3PR N.

Input : N = (P0 ∪ PA ∪ PR,T, F,W)

Output : GR = (P′R,TR, FR,WR)

Step 1 : Remove all idle process places and arcs connecting to them from N ;

Step 2 : Remove all operation places and arcs connecting to them from N ;

Step 3 : Remove all transitions without preset or postset and arcs connecting to these transitions

from N ;

Step 4 : Remove all resource places without input or output transitions and arcs connecting to

these places ;

Step 5 : GR is the remaining part of N.

=====================================

The work in thesis uses Compute_GR(N) to denote a function that implements the above

algorithm. For the structure of WS3PR shown in Fig. 3.7(a), its weighted digraph of resource

places GR shown in Fig. 3.7(b) is obtained by running this function. Its complexity is O(n), where

n = |P| + |T | is the size of a given WS3PR. Second, all resource paths should be found from GR by
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Fig. 3.7 – (a) A WS3PR net model N with 5 resource places and (b) GR derived from N.

checking their weights of in-arcs and out-arcs.

=====================================

Algorithm 3.2

Computing all resource paths from a weighted digraph of resource places GR.

Input : GR = (P′R,TR, FR,WR)

Output : L

L := ∅ ; Tail := ∅ ; Ttmp := ∅ ;

while (TR − Tail � ∅)
{

Ttmp := ∅ ;

choose a tt from TR − Tail ;

while (TR − {tt} − Ttmp � ∅)
{

choose a th from TR − {tt} − Ttmp ;

if (t•t ∩ •th = {r})
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{L := L ∪ {tt, r, th} ; Ttmp := Ttmp ∪ {th} ;}
else

Ttmp := Ttmp ∪ {th}
}

Tail := Tail ∪ {tt} ;
}

Output L

=====================================

In the above algorithm, TR is the set of all transitions in GR, and Tail means a set of tail

transitions, and Ttmp is also a set of transitions that is temporally used to store tested transi-

tions. We uses C_All_RP(GR) to denote a function that implements this algorithm. Since every

resource path begins and ends with a tail and head transition, the number of all resource paths is

|TR|2 − |TR| at the worst case. Hence, this algorithm’s complexity is O(n2). Given GR in Fig. 3.7(b),

L =C_All_RP(GR)= {t2 p12t11; t11 p13t2; t3 p13t10; t4 p13t10; t3 p13t2; t4 p13t2; t11 p13t10; t5 p16t3;

t10 p14t4; t6 p14t9; t6 p14t4; t10 p14t9; t9 p15t5; t9 p15t6}.

Third, the outcome of Get_All_RP(GR) is partitioned into two sets, LW and LF . All elements

in LW are competition paths whose in-arcs have greater weights than those of out-arcs, and those

in LF are the rest of resource paths in L. It is possible for the resource paths in LW only to find a

class of initial markings satisfying Restriction 3.1.

=====================================

Algorithm 3.3

Partition set L into LW in which every resource path has a greater weight of in-arc than that of

out-arc, and LF = L − LW .

Input : L

Output : LW and LF

while (L � ∅)
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{

choose a resource path l = ttrth from L ;

if (W(tt, r) > W(r, th))

{LW := LW ∪ {l} ; L := L − {l} ;}
else

{LF := LF{l} ; L := L − {l} ;}
}

Output LW and LF ;

=====================================

Let Partition_RP(L) denote a function implementing this algorithm. Its complexity is also

O(n). For example, L in Fig. 3.7(b) is partitioned into LF = {t3 p13t10; t4 p13t10; t3 p13t2; t4 p13t2; t11 p13t10;

t5 p16t3; t6 p14t9; t6 p14t4; t10 p14t9} and LW = {t2 p12t11; t11 p13t2; t10 p14t4; t9 p15t5; t9 p15t6}.

=====================================

Algorithm 3.4

Analyzing the structure with respect to every resource place r belonging to competition paths in

LW to decide which competition paths can never satisfy Restriction 3.1.

Input : LW

Output : L′W

L′W = ∅ ; Res := Get_Resource(LW) ;

for (k = 1 ;k ≤ |Res| ;k + +)

{

M0(rk) := 0 ;

if (rk does not satisfy the 3rd condition of Restriction 3.1)

L′W = L′W ∪Get_All_CP(rk) ;
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else

{

U = 2(win(rk)
1
× . . . × win(rk)

i × . . . × win(rk)
n ) ;

c = U/win(rk)
n ;

for ( j1 = 1 ; j1 ≤ c ; j1 + +)

{

for (rem = wout(rk)n ; rem ≤ (win(rk)n − 1) ; rem + +)

{

Fail := 0 ;

for ( j2 = 1 ; j2 ≤ n − 1 ; j2 + +)

{

if (( j1 × win(rk)
n + rem) < wout(rk)

j2
)

Fail := 1 ; break ;

}

if (Fail == 1 and ( j1 × win(rk)
n + rem) satisfies the second condition of Restric-

tion 3.1)

M0(rk) := j1 × win(rk)
n + rem ; break ;

}

if (M0(rk) > 0)

break ;

}

if (M0(rk) == 0)

L′W = L′W ∪Get_All_CP(rk) ;

}

}

Output L′W .
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=====================================

Analyze_LW(LW) is used to denote a function that implements the above algorithm. Get_Resource(LW)

is a function that obtains a set Res of all resource places used by competition paths in LW ,

Get_All_CP(rk) is a function that obtains all competition paths in LW with resource place rk, and U

is the upper limit of the computation. In the example shown in Fig. 3.8, [W(p17)] =

[
2 4 6 8

1 2 1 6

]
,

and M0(p17) = 15 is computed according to Algorithm 3.4. Apparently, M0(p17) = 15 makes all

competition paths with p17, i.e., t12 p17t13, t10 p17t11, t4 p17t5, and t2 p12t3, satisfying Restriction 3.1.

This algorithm’s complexity is O(n4).

Next, an algorithm checking set L∗F = LF ∪ L′W is presented to decide whether there exists a

class of initial markings given a WS3PR under which it is live. In the algorithm, Head and Tail are

sets of head and tail transitions obtained via functions C_Head(L∗F) and C_Tail(L∗F), respectively.

For example, L∗F = {t3 p13t10; t4 p13t10; t3 p13t2; t4 p13t2; t11 p13t10; t5 p16t3; t6 p14t9; t6 p14t4; t10 p14t9},
C_Head(L∗F)= {t3, t4, t5, t6, t10, t11} and C_Tail(L∗F)= {t2, t3, t4, t9, t10}.

=====================================

Algorithm 3.5

Analyzing set L∗F to see whether there is a proper initial marking under which a WS3PR is live.

Input : L∗F = LF ∪ L′W

Output : Yes/No

while (L∗F � ∅)
{

Tail := Get_Tail(L∗F) ;

Head := Get_Head(L∗F) ;

if (Tail − Head = ∅ and Head − Tail = ∅)
Output : No ;

else

{if (Tail − Head � ∅)
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remove all resource paths whose tail transitions are in Tail − Head from L∗F ;

if (Head − Tail � ∅)
remove all resource paths whose head transitions are in Head − Tail from L∗F ;}

}

Output : Yes.

=====================================

The function Analyze_LF(L∗F) implementing Algorithm 3.5 analyzes L∗F and decides whether

they can form a strongly connected component that must contain at least one WSDC, in which

no competition path’s resource place can satisfy Restriction 3.1. If there is no strongly connected

component formed by resource paths in L∗F , it implies that one can find an initial marking to make

the resource place of at least one competition path in every WSDC satisfy Restriction 3.1. Hence,

the marked WS3PR is live. Apparently, this algorithm’s complexity is O(n).

Once the result of Algorithm 3.5 is “Yes", one can give a proper initial marking immedia-

tely. For rk ∈ Res, where Res is the output of the function Get_Resource(LW), M0(rk) has been

computed by Algorithm 3.4, and the others can be any positive integer.

Finally, one combines all algorithms to show a complete application of the proposed method

in Algorithm 3.6 that can be finished in polynomial time.

=====================================

Algorithm 3.6

Checking the structure of a WS3PR to decide whether there exist initial markings under which

WS3PR is live.

Input : N

Output : M0

Step 1 : GR :=Compute_GR(N) ;

Step 2 : L :=C_All_RP(GR) ;

Step 3 : {LF ,LW } :=Partition_RP(L) ;
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Step 4 : Analyze_LW(LW) ;

Step 5 : Analyze_LF(L∗F) ;

Step 6 : If there exist such a kind of initial markings, give the minimal one, i.e., for rk ∈ Res,

M0(rk) has been computed by Analyze_LW(LW), and the others can be any positive integer.

=====================================
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Fig. 3.9 – A WS3PR with six resource places.

Apply this method to check the structure of WS3PR in Fig. 3.9. The resource paths in L∗F form

a strongly connected component, and also a WSDC in this example, t3 p17t2 p19t13 p18t12 p16t3. No

resource place of its competition paths can satisfy Restriction 3.1, i.e., regardless initial markings,

this WSDC’s competition path’s resource place can do so. In contrast with the existing structure,

if the weights of arcs (p19, t13) and (t14, p19) changed to one, the result is different. In this case, the

competition path t13 p19t2 may satisfy Restriction 3.1 with a proper initial marking, and furthermore
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Fig. 3.10 – A WS3PR model with 9 WSDCs in its GR.

this new marked WS3PR is live.

The WS3PR in Fig. 3.10 is another example from which nine WSDCs can be found in its

weighted digraph of resource places. The WSDCs and their respective competition paths that sa-

tisfy Restriction 3.1 are enumerated in Table 3.1. M0 for resource places p21 - p25 obtained are

shown in Table 3.2. The initial marking for p1, p10, p17, p20 and p26 can be any positive integer.

Hence, the net model in Fig. 3.10 is live under the initial marking M0 = 100p1+100p10+100p17+

p20 + 3p21 + 3p22 + 3p23 + 3p24 + 3p25 + p26.

3.4 Discussion

Compared with the structure of ordinary Petri nets, the role of weights of arcs in determining

the liveness of generalized ones should not be neglected. Unlike all arcs’ weights being one in
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Tab. 3.1 – WSDCs and their respective competition paths that satisfy Restriction 3.1 in the WS3PR

of Fig. 3.10

No. WSDC lCP in LW

1 t13 p21t12 p22t13 t12 p22t13

2 t13 p21t6 p22t13 t13 p21t6
3 t7 p22t17 p25t7 t7 p22t17

4 t18 p22t5 p24t18 t5 p24t18

5 t3 p23t19 p24t3 t3 p23t19

6 t9 p25t16 p26t9 t9 p25t16

7 t4 p20t2 p23t19 p24t18 p22t4 t2 p23t19

8 t8 p21t12 p22t17 p25t16 p26t8 t12 p22t17

9 t8 p21t6 p22t17 p25t16 p26t8 t6 p22t17

Tab. 3.2 – The minimal M0(ri) for resource places used by competition paths in Tabel 3.1

ri competition path M0(ri)

p21 t13 p21t6 3

p22 t12 p22t13, t7 p22t17, t12 p22t17, and t6 p22t17 3

p23 t3 p23t19 and t2 p23t19 3

p24 t5 p24t18 3

p25 t9 p25t16 3

ordinary S3PR, weights of arcs in WS3PR mean the multiple use of resources by an operation, and

the numerical relationship between weights of arcs connecting operation and resource places, and

token counts in resource places restrict the allocation of system resources. Inspired by concepts of

circular wait and circular blocking presented in [52], the chapter proposes the concept of weighted

simple directed circuit (WSDC) that is a generalized structure of circular wait. Different from the

circular wait that is a strongly connected component and may be composed of several non-disjoint

simple resource circuits [52], WSDC is a simple resource circuit. Thus a shared resource place may

be competed by only two operations in such a circuit. It is important for us to study the numerical

relationship between weights and initial marking. Hence, a new deadlock prevention method may

be developed from the view point of WSDC rather than siphons. The effect of weights is also

considered in defining the state of circular block for WSDC in this research. It is similar to the

definition of insufficient marking for a siphon in a generalized net [91]. A generalized version of

Dining Philosophers modeled by WS3PR is shown in Fig. 3.11. cW = t2 p16t14 p20t11 p19t8 p18t5 p17t2

is the only WSDC in this net. When it is in the state of CB under the current initial marking
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M0 = 30p1+30p4+30p7+30p10+30p13+2r1+1r2+2r3+7r4+4r5, all five part paths are dead,

i.e., the entire system is deadlocked. In this case, there is one token trapped in p19 since the minimal

weight of out-arcs is greater than the number of trapped tokens. Evidently, this undesirable state is

a result of combined action of its net structure, weights, and initial marking.

After the seminal work of Ezpeleta [16], deadlock prevention methods are implemented by

adding monitors (control places) and corresponding arcs to original model plants according to

respective policies to enforce liveness [58]. The structural complexity of the controlled system be-

comes an important issue for the policies developed in the literature. The key difference between

the proposed method and the existing ones is that the deadlock prevention is implemented through

configuring a proper initial marking for WS3PR with certain characteristic structure, i.e., at least

one competition path has an in-arc weighting over its corresponding out-arc in every WSDC. The

method cannot replace others in all situations but can be meaningful before other policies are ap-

plied. This method is different from the pioneered work of Zhou et al. [124] and [125] in which

an initial marking is found to ensure the net’s properties given a special net structure and quan-

tity of shared resources. The kernel of our work is to identify the numerical relationship between

weights representing multiple resource requirements and initial marking of resource places to de-

cide whether certain restriction are met. For example, before applying any deadlock prevention

method under the given initial marking, the structure should be examined to decide whether it is

live with certain initial markings. Obviously, two competition paths, both lCP1 = t14 p20t11 and

lCP2 = t11 p19t8 have in-arcs weighting over their corresponding out-arcs in the unique WSDC,

cW = t2 p16t14 p20t11 p19t8 p18t5 p17t2. One can make it live by re-setting an initial marking as

M0 = 30p1 + 30p4 + 30p7 + 30p10 + 30p13 + 2r1 + 1r2 + 2r3 + 5r4 + 3r5. Compared with the

original one M0(PR) = 2r1+1r2+2r3+7r4+4r5, the new one decreases some resources’ capacity

(i.e., M0(PR) = 2r1 + 1r2 + 2r3 + 5r4 + 3r5). Most importantly, the new one makes the net live.

This can save hardware and software cost caused by the monitors and arcs when siphon-based

deadlock prevention methods are used. As another example, the net model in Fig. 3.10 has 18

strict minimal siphons and 6 elementary siphons. Hence if a siphon-based method is used, a signi-

ficant number of monitors and arcs are needed. Also most of existing methods are of exponential

complexity [23], [58], and [98], and only few are polynomial [78].
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Fig. 3.11 – A WS3PR modeling the problem of extended Dinning Philosophers.

Actually, according to Theorem 3.2, a marked WS3PR is deadlock-free and live if only one

competition path satisfies Restriction 3.1 rather than all those do in each single WSDC. For

example, both lCP1 = t14 p20t11 and lCP2 = t11 p19t8 whose in-arcs weigh over out-arcs, may satisfy

Restriction 3.1 with respect to a proper initial marking in WSDC cW = t2 p16t14 p20t11 p19t8 p18t5 p17t2

of Fig. 3.11. Either choice will be enough to make the resulting model live. In other words,

M′
0
= 30p1 + 30p4 + 30p7 + 30p10 + 30p13 + 2r1 + 1r2 + 2r3 + 3r4 + 3r5 and M′′

0
= 30p1 +

30p4 + 30p7 + 30p10 + 30p13 + 2r1 + 1r2 + 2r3 + 5r4 + 2r5 are both such proper initial markings.

This can reduce the system’s dependence on resources. However, no matter only one or more com-

petition paths in every WSDC satisfy Restriction 3.1, the number of initial markings of idle process

places can be any positive integer. Some tokens will never enter the processing system if M0(p0i)

is too large, i.e., M(p0i) > 0, ∀M ∈ R(N,M0). In fact, the maximal number of job instances that

can enter a system is equal to the sum of all operation places’ bounds.

To avoid the enumeration of all simple circuits (WSDCs) in a weighted digraph of resource

places, which has exponential complexity at the worst case, one can set an initial marking to
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make every competition path in LW − L′W satisfy Restriction 3.1. Therefore, determining how to

refine competition paths in LW −L′W without obtaining all simple circuits in prior is an interesting

problem and still open.

Finally, this method can be also employed in the stage of model design. A structure of WS3PR

is designed according to some specifications describing a practical system. If permitted, the struc-

ture and weights of arcs should be properly designed to build an inherently deadlock-free model,

thereby saving control cost.

3.5 Summary

A new method is provided for deadlock prevention that uses the concepts of generalized circu-

lar wait and circular blocking. In WS3PR, it is proved that a net model with a certain characteristic

structure is deadlock-free and live with respect to a class of initial markings. A set of polynomial

algorithms are developed to implement this method. They can be easily used before any attempt

to use other deadlock prevention policies. As a result, one may significantly save the deadlock

controller design efforts and implementation cost.
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Chapitre 4

Hybrid Liveness-enforcing Method for
WS3PR

This chapter proposes a hybrid liveness-enforcing method for WS3PR, which can well model

many flexible manufacturing systems. The proposed method combines elementary siphons with

a characteristic structure-based method to prevent deadlocks and enforce liveness to the net class

under consideration. The characteristic structure-based method addressed in the previous chapter

is further advanced in this chapter. It unveils and takes a full advantage of an intrinsically live

structure (ILS) of generalized Petri nets, which is hidden behind the arc weights, to achieve the

liveness enforcement without any external control agent such as monitors. This hybrid method can

identify and remove redundant monitors from a liveness-enforcing supervisor designed according

to existing policies, improve the permissiveness, reduce the structural complexity of a controlled

system, and consequently save the control implementation cost.

4.1 Introduction

The previous chapter unveils and takes a full advantage of an intrinsically live structure of

WS3PR, which is hidden behind the arc weights, to achieve liveness enforcement without external

monitors. Instead of siphons, WSDCs are a new kind of structural objects and adopted to express

augmented circular waits of resources. The liveness-enforcement of a WS3PR with an intrinsically
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live structure is realized by reconfiguring the number of resources to make all WSDCs satisfy

a proposed restriction. The work in Chapter 3 is devoted to liveness-enforcement of WS3PR by

purely applying the WSDC-based method. In this chapter, the ILS/WSDC-based method is deve-

loped. It is found that the identification of an intrinsically live structure and calculation of proper

initial number of tokens can be attributed to a typical congruence problem in number theory. A

mathematical programming is designed to solve the problem in the chapter. Since the pure appli-

cation of the WSDC-based method demands that all WSDCs in a WS3PR should first satisfy some

structural conditions, which greatly limits its application scope, a hybrid liveness-enforcing me-

thod is proposed by combining the WSDC-based one with the well-accepted elementary siphons-

based one [54] [58] [59]. The hybrid one no longer demands a global intrinsically live structure of

WS3PR, and therefore, the application of WSDCs is extended. Theorems proposed in this chapter

build a bridge between WSDCs and siphons to realize this hybrid method. In addition, the mi-

nimally marked and controlled siphons are analyzed with the assistance of WSDCs. The hybrid

method can simplify the liveness-enforcing supervisor for a system, improve the permissiveness,

and finally, reduce the control implementation cost.

4.2 Liveness-enforcement in WS3PR

This section first briefly goes over the liveness-enforcing method based on elementary si-

phons [53] [54] [61] to make the chapter self-contained and then elaborates on and further develops

a characteristic structures-based liveness-enforcing method along the lines of Chapter 3.

4.2.1 Liveness-enforcement based on elementary siphons

Both theory of regions and structural theory are the frequently used techniques in deadlock

control and liveness-enforcement of Petri nets. It is undeniable that the former that grounds upon

a reachability graph is more reliable, effective, and accurate [23] [98]. It achieves its goal by ex-

ploring a complete state space. However, it has a fatal flaw. Since the number of states of a system

usually grows exponentially with the system size, its use becomes impossible for a large-scale or

even a moderate model. The state explosion problem is a conundrum that currently seems to have

no efficient solution. The past two decades witnessed the widespread adoption of the structural
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theory as a tool in deadlock prevention. It works by fully utilizing the structural information of a

Petri net without the help of its reachability graph.

As one of the most important concepts of the structural theory, siphons become the corners-

tone of various deadlock prevention policies [11] [24], [37], [52], and [60]. In [16], the deadlock

prevention is implemented by separately adding a monitor for every strict minimal siphon. As gra-

dually recognized, this method suffers from a number of problems, one of which is the supervisor’s

structural complexity. It may even lead to a much more structurally complex supervisor than the

original plant net model. Aiming at solving this problem, Li and Zhou pioneered in elementary

siphons [53] [54] [58] [59] [61]. Through fully considering the structural relationship among all

strict minimal siphons, they divide them into two classes, i.e., elementary and dependent ones. The

latter can be obtained by linear combinations of the former and can be further classified into being

strongly and weakly dependent with respect to the former. It has been shown that the number of

elementary siphons in a net model is bounded by the smaller of place and transition counts. Not

all but only elementary siphons need to be explicitly supervised by the corresponding monitors to

enforce the liveness. The controllability of dependent siphons can be ensured by properly setting

the initial numbers of tokens in the monitors for elementary ones. In other words, the dependent

siphons can be implicitly controlled.

For example, the WS3PR shown in Fig. 4.1(a) has the following place partition : P0 = {p1, p7},
PA = {p2 − p6, p8 − p12}, and PR = {p13 − p17}. There are totally 36661 reachable states and 35

dead ones among them.

There are 10 strict minimal siphons as listed below. By the definition of elementary siphons

in [54] [53], S 1-S 4 can be chosen to be elementary, while S 5-S 10 are strongly dependent and

marked with *.

S 1 = {p6, p9, p16, p17},
S 2 = {p5, p10, p15, p16},
S 3 = {p4, p11, p14, p15},
S 4 = {p3, p12, p13, p14},
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Fig. 4.1 – (a) A WS3PR with five resource places, (b) four monitors designed according to elemen-

tary siphons, and (c) the corresponding weighted digraph of resource places.
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S ∗
5
= {p6, p12, p13, p14, p15, p16, p17},

S ∗
6
= {p6, p11, p14, p15, p16, p17},

S ∗
7
= {p6, p10, p15, p16, p17},

S ∗
8
= {p5, p12, p13, p14, p15, p16},

S ∗
9
= {p5, p11, p14, p15, p16}, and

S ∗
10
= {p4, p12, p13, p14, p15}.

We add monitors for all four elementary ones, as shown in Fig. 4.1(b), where

S 1 = 4p5 + p8, M(VS 1) = 9 − 4 = 5 ;

S 2 = 2p4 + p9, M(VS 2) = 12 − 4 = 8 ;

S 3 = 3p3 + p10, M(VS 3) = 10 − 3 = 7 ; and

S 4 = 2p2 + p11, M(VS 4) = 10 − 3 = 7.

This controlled system is live but has 4421 states only. Obviously, the current liveness-enforcing

method based on elementary siphons greatly restricts the system’s behavior of WS3PR. One of the

reasons is the existence of redundant monitors.

4.2.2 Liveness-enforcement based on intrinsically live structures

Being totally different from the siphon-monitor-based liveness-enforcing methods in the lite-

rature, the method in Chapter 3 is proposed by considering both structure and dynamic properties

given a net model. According to the theory, a net model with a characteristic structure is live at

some particular initial markings. Applying this method to a WS3PR model, its weighted digraph

of resource places is firstly analyzed. Instead of siphons, the concept of WSDCs that are augmen-

ted and generalized simple CWs is adopted to identify this class of characteristic structures. More

explicitly, the competitive relationship between the upstream and downstream activity places of a

competition path is thoroughly investigated. Given a competition path lcp = ttrth, the in-arc (tt, r)

and out-arc (r, th) depict the upstream and downstream operations collectively using the same re-

source place r, respectively. Moreover, W(tt, r) (W(r, th)) represents the required number of tokens
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for completing every single upstream (downstream) operation.

For example, in the WSDC shown in Fig. 4.2(c), lcp = t2 p6t3 is the only competition path. The

weight of the in-arc (t2, p6) (resp. out-arc (p6, t3)) represents that the upstream (resp. downstream)

activity place p2 (p4) needs three (resp. two) tokens in the resource place p6 to complete an ope-

ration. Once the tokens in r are all requested and occupied by the upstream activity place or the

remaining tokens in r are not enough to be used by the downstream activity place at least once, a

CB and potential deadlock may occur. Therefore, the numerical relation among in-arc and out-arc

weights and initial token counts in the resource place turns out to be useful to control resource

allocation without any external monitor, which cannot be realized in ordinary Petri nets. Thus, a

restrictive condition on both necessary characteristic structure and proper initial marking is laid

down to ensure that the upstream activity place cannot overly require and occupy tokens in the re-

source place. In other words, even if the upstream activity place is allowed to take priority over the

downstream one to maximally require and occupy the tokens in the resource place, the remaining

ones that cannot be obtained by the upstream activity place due to a potential barrier formed by

the weight of in-arc, are still adequate to complete at least once the downstream operation.
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Fig. 4.2 – (a) An ordinary net, (b) a generalized net, and (c) a weighted digraph of resource places,

GR.

Naturally, this restrictive condition is abstracted to a modular arithmetic, i.e., M0(r) mod W(tt, r) ≥
W(r, th). Here, mod is the modulus operator that gives the remainder after an integer division. Let

a be an integer and b a positive integer greater than 1. We define a mod b to be the remainder c
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when a is divided by b. That is to say c = a mod b = a − b�a/b�, where �a/b� means the largest

integer less than or equal to a/b, for example, �1/2� = 0 and �8/3� = 2. The condition implies

a two-fold limitation on both structure and initial marking. First, the in-arc weight must be larger

than the out-arc one, which forms the so-called potential barrier, i.e., a class of characteristic and

intrinsically live structures. Second, the in-arc weight dose not divide the initial marking and the

remainder must be larger or equal to the out-arc weight. Take the aforementioned competition path

lcp = t2 p6t3 as an example. If the initial number of tokens in p6 is nine, all of them may be occu-

pied by the upstream activity place p2 of lcp. However, if p6 is configured with eight tokens at the

initial marking, it guarantees that the downstream activity place p4 can obtain at least two tokens

to complete an operation.

Let a and c be integers and b a positive integer. We say that a is congruent to c modulo b,

denoted by a ≡ c (mod b), if a ≡ c (mod b) ⇔ a = kb+c, where k = �a/b�, and a/b−1 < k ≤ a/b.

For more details about theory of congruences, please see [115].

Theorem 4.1

[115] If b1, b2, . . ., and bn are pairwise relatively prime and greater than 1, and c1, c2, . . ., and cn

are any integers, then there is a solution a to the following simultaneous congruences :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

a ≡ c1 (mod b1)

a ≡ c2 (mod b2)

. . .

a ≡ cn (mod bn)

(4.1)

If a and a′ are two solutions, then a ≡ a′ (mod b), where b =
∏n

i=1 bi.

Hence, a proper M0(r) such that every column of the weight matrix satisfies the above restric-

tive conditions at the same time is a solution of the above simultaneous congruences.

Remark 4.1

[115] If the system of the linear congruences (1) is soluble, then its solution can be conveniently

described as follows :

a ≡
n∑

i=1

ciBiB′i (mod b) (2)
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where b =
∏n

i=1 bi, Bi = b/bi, and B′i = B−1
i (mod bi), i ∈ {1, 2, . . . , n}.

This result gives a general solution of Theorem 4.1. For example, as for the weight matrix

[W(r)] =

[
5 7 8

3 2 1

]
, a proper M0(r) is a solution of the following simultaneous congruences.

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
M0(r) ≡ 3 (mod 5)

M0(r) ≡ 2 (mod 7)

M0(r) ≡ 1 (mod 8)

By Eq. (2), we have

w =

n∏
i=1

win(r)
i = 5 · 7 · 8 = 280,

W1 = w/win(r)
1
= 280/5 = 56,

W2 = w/win(r)
2
= 280/7 = 40,

W3 = w/win(r)
3
= 280/8 = 35,

W′1 = W−1
1 (mod win(r)

1
) = 56−1 (mod 5) = 1,

W′2 = W−1
2 (mod win(r)

2
) = 40−1 (mod 7) = 3,

W′3 = W−1
3 (mod win(r)

3
) = 35−1 (mod 8) = 3.

Hence,

M0(r) = wout(r)
1

W1W′1 + wout(r)
2

W2W′2

+wout(r)
1

W1W′1 (mod w)

= 3 · 56 · 1 + 2 · 40 · 3 + 1 · 35 · 3 (mod 280)

= 513 (mod 280)

= 233.

If the initial number of tokens in r is 233, all three competition paths with the same resource

place r and different in-arcs and out-arcs weights that are represented by the weight matrix [W(r)] =[
5 7 8

3 2 1

]
satisfy the above restrictive condition at the same time. Note that there is a limitation
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on win(r)
i in Theorem 4.1 to make Eq. (1) solvable by using Eq. (2). The limitation demands that

win(r)
1
, win(r)

2
, . . . , and win(r)

n should be pairwise relatively prime and greater than one. However, it

does not always hold that win(r)
1

, win(r)
2

, . . ., and win(r)
n are pairwise relatively prime in this context.

For example, win(r)
1
= 2 and win(r)

2
= 4 are permitted and a solution also needs to be calculated for

a weight matrix containing them. In addition, a solution obtained by using Eq. (2) makes every

remainder to be exactly equal to wout(r)
i . This is not necessary and always makes M0(r) relatively

large. Therefore, the initial number of tokens in r, i.e., M0(r), is calculated by solving the following

linear programming problem instead of using Eq. (2).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min M0(r)

s. t.
M0(r) − k1 · win(r)

1
≥ wout(r)

1

M0(r) − k2 · win(r)
2
≥ wout(r)

2

. . .

M0(r) − kn · win(r)
n ≥ wout(r)

n

(4.3)

where ki = �M0(r)

win(r)
i

�, M0(r)

win(r)
i

− 1 < ki ≤ M0(r)

win(r)
i

, ki ∈ N and i = (1, 2, . . . , n).

Note that the computational complexity is NP-hard when a mathematical programming is

adopted to analyze the relationship between arc weights and initial markings. However, the pro-

gramming problem with a small number of constraints and variables can be solved in very short

time. For weight matrix [W(r)] =

[
5 7 8

3 2 1

]
, by Eq. (3), we have M0(r) = 9 such that 9 mod 5 ≥

3, 9 mod 7 ≥ 2, and 9 mod 8 ≥ 1 hold at the same time. Note that the above analyses actually dis-

cuss a pairwise competitive relation of holders, i.e., the upstream and downstream activity places

of every competition path, and the resulting imposed restriction. Therefore, the competition rela-

tionship among all upstream and downstream activity places of all competition paths with the same

resource place cannot be ignored during the evolution analysis of a WS3PR. Similar to imposing a

restrictive condition on a single competition path, the idea when considering all competition paths

with the same resource place is that even if all upstream activity places are given a priority to maxi-

mally acquire the tokens in r, the remaining ones that cannot be obtained by any upstream activity

place, are still adequate for at least one downstream activity place to complete an operation. On

the whole, all restrictive conditions discussed above are embodied as Restriction 3.1 presented in
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Chapter 3.

Note that in the following part of this chapter, it has the same meaning when we say that a

resource place r in a competition path lcp = ttrth satisfies Restriction 3.1 or a WSDC containing

lcp satisfies Restriction 3.1. Restriction 3.1 is an imposed limitation on the allocation of a resource

place and its multiple competition paths. Since every WSDC contains at least one competition

path, this restriction of a resource place is thus imposed on the WSDC containing this resource

place.

According to Theorem 3.2, the numerical relationships among weights, and between weights

and initial markings are investigated to ensure whether it is possible that every WSDC satisfies Res-

triction 3.1 at some particular initial markings. If so, an initial marking is then calculated through

a set of developed algorithms in Chapter 3 and solving the corresponding linear programming pro-

blem. Therefore, the liveness-enforcement for a WS3PR is achieved through checking the structure

of a net model, calculating and configuring a proper initial marking for resource places. Different

from the siphon(monitor)-based liveness-enforcing methods, the approach further developed in

this chapter unveils and takes a full advantage of the intrinsically live structure of generalized Petri

nets, which is hidden behind the arc weights.
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Fig. 4.3 – A more complex WS3PR net model with two highly shared resource places.

We also use the net model shown in Fig. 4.1(a) to illustrate the proposed method. According

to the results in Chapter 3, the weighted digraph of resource places GR is obtained as shown in

Fig. 4.1(c). There are four WSDCs, cW1 = t2 p13t11 p14t2, cW2 = t3 p14t10 p15t3, cW3 = t4 p15t9 p16t4,

and cW4 = t5 p16t8 p17t5, contained in GR. A set of all resource paths is L = {t2 p13t11, t11 p14t2, t3 p14t10,
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t10 p15t3, t4 p15t9, t9 p16t4, t5 p16t8, t8 p17t5}, and a set of all resource paths that can never satisfy Res-

triction 3.1 at any initial marking is L∗F = {t11 p14t2, t10 p15t3, t9 p16t4, t8 p17t5}. No WSDC can be

formed by resource paths in L∗W , i.e., every WSDC contains at least one competition path satis-

fying Restriction 3.1. A minimal proper initial marking is calculated, and the net model is live at

initial marking M0(PR) = 3p13 + 5p14 + 3p15 + 7p16 + p17. It is worth noting that the reconfigured

live net model with less resource capacity has totally 10147 states, much more than 4421 of the

monitor-controlled system discussed in the previous subsection.

The WS3PR net model shown in Fig. 4.3 is a large example with two highly shared resource

places. Since every WSDC contains resource place p25, it is enough to consider only competition

paths with p25. Note that p2, p5, p8, and p11 are upstream activity places of p25. p15, p18, p21, and

p24 are downstream activity places of p25. However, every competition path with p25 represents

a competition relationship between only an upstream activity place and a downstream one. The

weight matrix with respect to p25 is [W(p25)] =

[
10 10 9 9 8 8 7 7

3 2 3 2 3 2 3 2

]
. Every column of

this matrix represents the in-arc and out-arc weights of a competition path with p25. It is easy to find

that all competition paths with p25 satisfy Restriction 3.1 if M0(p25) = 13, i.e., (13 mod win(p25)
i ) ≥

wout(p25)
i , i = 1, 2, 3, . . . , 8, and there exits no such a vector A such that 0 ≤ (13−A[10, 9, 8, 7]T ) <

2. This WS3PR is live at this initial marking.

As well known, deadlocks in a system are caused by the shortage of resources and their

improper allocation. For the first reason, a straightforward method to avoid deadlocks is sim-

ply to increase the number of resources demanded by different competing processes. However,

it is also unadvisable to blindly increase them without an insight into the numerical relationship

between resource capacity and their multiple occupations by different processes. Take the afore-

mentioned model in Fig. 4.1(a) as an example. It is not live at a new initial marking M′
0
(PR) =

6p13 + 9p14 + 6p15 + 10p16 + p17 by simply adding more tokens into resource places. However,

it is live at M′′
0

(PR) = 5p13 + 7p14 + 5p15 + 9p16 + p17 that also adds some tokens in resource

places, and most importantly, M′′
0

makes all WSDCs satisfy Restriction 3.1. On the contrary, it is

possible to prevent deadlocks by decreasing the given resources to meet Restriction 3.1 according

to this method. The net model is live at the minimal proper initial marking calculated above, i.e.,

M0(PR) = 3p13+5p14+3p15+7p16+ p17. Of course, we should note that less resources mean less
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system behavior. Also, distinguished from our work in previous chapters, the proposed method

does not limit token counts in idle places, which model the numbers of different workpieces to be

concurrently processed in the system. The largest number of all kinds of workpieces that can enter

the processing system is equal to the sum of all activity places’ bounds.

Clearly, the control method without adding any monitor has evident advantages over existing

ones. First, it avoids the problem of structural complexity of a liveness-enforcing monitor-based

supervisor that needs considerable control places and arcs. As a result, we significantly save the

deadlock controller design efforts and implementation cost. Second, this method does not change

the class of controlled models, in other words, the original plant model and controlled one both

belong to the same subclass of Petri nets. Therefore, we can use the properties of the same subclass

of Petri nets to analyze, verify, evaluate, and compare the before-and-after controlled systems.

Third, the method is clearer for system designers and engineers to prevent system deadlocks by

increasing or decreasing system resources according to some rules than adding monitors that may

require additional hardware and/or software (costs). If the method is applied during the design

stage, an inherently live model can be directly built.

However, we cannot shy away from the shortcoming of this deadlock prevention and liveness-

enforcing method. It depends on a characteristic structure, i.e., all WSDCs have to satisfy some

structural conditions, which greatly limits its application scope. Thus, we can innovatively com-

bine this method with the existing ones based on siphons to advance the state of the art.

4.3 Hybrid liveness-enforcing policy

This section gives a hybrid liveness-enforcing method that combines the existing siphon control

and characteristic structure further developed in the previous section. Note that a siphon-based

liveness-enforcing method is not exclusively restricted to elementary siphons, and any other si-

phon (monitor)-based policy can be adopted in the proposed hybrid liveness-enforcing method.

An example is used here to illustrate this method. A WS3PR net model is shown in Fig. 4.4. It

totally has 8724 states among which 36 are deadlocks.
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There are five WSDCs in its corresponding weighted digraph of resource places, cW1 = t2 p17t3 p15t2,

cW2 = t4 p17t5 p18t4, cW3 = t12 p17t13 p16t12, cW4 = t10 p17t11 p19t10, and cW5 = t6 p17t9 p20t6. In addi-

tion, there are 31 strict minimal siphons in this net model :

S ∗
1
= {p7, p14, p15, p16, p17, p18, p19, p20},

S ∗
2
= {p7, p12, p14, p15, p17, p18, p19, p20},

S ∗
3
= {p7, p10, p14, p15, p16, p17, p18, p20},

S ∗
4
= {p7, p10, p12, p14, p15, p17, p18, p20},

S ∗
5
= {p4, p7, p14, p15, p16, p17, p19, p20},

S ∗
6
= {p4, p7, p12, p14, p15, p17, p19, p20},

S ∗
7
= {p4, p7, p10, p14, p15, p16, p17, p20},

S ∗
8
= {p4, p7, p10, p12, p14, p15, p17, p20},

S ∗
9
= {p2, p7, p14, p16, p17, p18, p19, p20},

S ∗
10
= {p2, p7, p12, p14, p17, p18, p19, p20},

S ∗
11
= {p2, p7, p10, p14, p16, p17, p18, p20},

S ∗
12
= {p2, p7, p10, p12, p14, p17, p18, p20},

S ∗
13
= {p2, p4, p7, p14, p16, p17, p19, p20},

S ∗
14
= {p2, p4, p7, p12, p14, p17, p19, p20},

S ∗
15
= {p2, p4, p7, p10, p14, p16, p17, p20},

S 16 = {p2, p4, p7, p10, p12, p14, p17, p20},
S ∗

17
= {p6, p14, p15, p16, p17, p18, p19},

S ∗
18
= {p6, p12, p14, p15, p17, p18, p19},

S ∗
19
= {p6, p10, p14, p15, p16, p17, p18},

S ∗
20
= {p6, p10, p12, p14, p15, p17, p18},

S ∗
21
= {p2, p6, p14, p16, p17, p18, p19},

S ∗
22
= {p2, p6, p12, p14, p17, p18, p19},
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S ∗
23
= {p2, p6, p10, p14, p16, p17, p18},

S 24 = {p2, p6, p10, p12, p14, p17, p18},
S ∗

25
= {p4, p6, p14, p15, p16, p17, p19},

S ∗
26
= {p4, p6, p12, p14, p15, p17, p19},

S ∗
27
= {p4, p6, p10, p14, p15, p16, p17},

S 28 = {p4, p6, p10, p12, p14, p15, p17},
S 29 = {p2, p4, p6, p14, p16, p17, p19},
S 30 = {p2, p4, p6, p12, p14, p17, p19}, and

S 31 = {p2, p4, p6, p10, p14, p16, p17}.

Among the strict minimal siphons, {S 16, S 24, S 28, S 29, S 30, S 31} can be chosen as a set of

elementary siphons. Given a siphon S and a WSDC cW = (PC
R ,T

C
R , F

C
R ,W

C
R ), it is said that the

siphon S contains cW if PC
R ⊆ S .

Theorem 4.2

A WS3PR is live if all WSDCs contained in every siphon satisfy Restriction 3.1.

Proof : Since there exists no WSDC that is not contained in a siphon in WS3PR, it means all

WSDC in a WS3PR satisfy Restriction 3.1. The rest proof is the same with that of Theorem 3.2.

Actually, Theorem 4.2 that links liveness, siphons, and WSDC together, is an alternative ex-

pression of Theorem 3.2 that enforces liveness purely from the viewpoint of WSDC instead of

siphons. In Chapter 3, the relationship among liveness, structures, and initial markings is systema-

tically studied by the concept of WSDC instead of siphons. However, siphons are a well-accepted

structural object of Petri nets. This theorem attempts to build up links among siphons, a charac-

teristic structure expressed by WSDC, and initial markings in a WS3PR. In fact, the component

formed by all WSDCs contained in a siphon is the structure of a CW of resource places [52] [64].

The next theorem binds WSDCs with siphons and further reveals their impact on the liveness

of a WS3PR. It makes the proposed hybrid liveness-enforcing method feasible by combining the

traditional ones based on siphon control and the one based on a class of intrinsically live structures.
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Theorem 4.3

A siphon S in a marked WS3PR is never insufficiently marked if all WSDCs contained in it satisfy

Restriction 3.1.

Proof : As aforementioned, there must be a downstream activity place pdown of a competition

path lcp = ttrth belonging to H+([cW]) and thus belonging to a siphon S containing the CW [cW],

i.e., r, pdown ∈ S . As for S , considering any marking M ∈ R(N,M0), there are two cases only.

Case (1) : If there are tokens remaining in the resource place r, M(r) ≥ minr• always holds due

to the second condition of Restriction 3.1.

Case (2) : If no token remains in the resource place r, there must be adequate tokens allocated

in the downstream activity place pdown, and ∀t ∈ p•down, M(pdown) ≥ W(pdown, t) = 1 holds. If

the downstream operation is completed, these tokens in pdown will return to r, and constitute an

insufficient quantity to be acquired by any upstream activity place due to the imposed restrictions.

In a word, S is never insufficiently marked at any reachable marking.

According to elementary siphons [58], the liveness-enforcement to the net shown in Fig. 4.4

is implemented by adding six monitors for six elementary siphons. However, the theory of ele-

mentary siphons does not consider the characteristic structure represented by WSDC and the re-

lationship between arc-weights and initial markings. Consequently, Theorem 4.3 builds a bridge

connecting siphons and WSDC, and improves elementary siphon-based control methods. Theo-

rem 4.3 can be used to identify redundant monitors from those obtained by elementary siphons. In

the example, six monitors are originally calculated according to elementary siphons as follows.

S 16 = 4p6 + 3p9, M0(VS 16) = 10 − 6 = 4 ;

S 24 = p4 + p5, M0(VS 24) = 6 − 4 = 2 ;

S 28 = 2p2 + p3, M0(VS 28) = 6 − 4 = 2 ;

S 29 = 3p10 + p11 + p12 + p13, M0(VS 29) = 7 − 4 = 3 ;

S 30 = 3p10 + p11, M0(VS 30) = 6 − 3 = 3 ; and

S 31 = p12 + p13, M0(VS 31) = 6 − 4 = 2.

The controlled net model with all six monitors is live but has 405 states only. Obviously,

88



4.3. HYBRID LIVENESS-ENFORCING POLICY

compared with the number of all reachable states of the original net model without any control, the

external monitors imposed to the net according to elementary siphons greatly restrict the system’s

behavior. Applying Theorem 4.3 to this example, we can find that three WSDCs, cW5, cW1, and

cW4 contained by elementary siphons S 16, S 28, and S 30, respectively, all satisfy Restriction 3.1.

Conversely, cW2 and cW3 contained by S 24 and S 31 respectively, do not satisfy it. Although cW4

contained by S 29 satisfies it, another WSDC cW3 contained by S 29 does not. Consequently, some

monitors originally designed can be removed from the controlled net model, i.e., VS 16, VS 28, and

VS 30 are redundant. Their removal leads to a new controlled net model that is live and has 1194

states, which almost triples the state count in the prior controlled net based on all six elementary

siphons. Its structural complexity is also reduced.

To sum up, the WSDC-based method is first used to check the whole structure of a WS3PR and

decide whether it can be controlled without any external monitors and then achieves the system

liveness by configuring proper initial markings of resource places. If the WSDC-based method

cannot be used to achieve the goal, an established siphon-based method can be adopted to design

monitors. Before adding all obtained monitors to the plant model, Theorem 4.3 is applied to check

every siphon for which a monitor has to be designed. The siphons that contain the characteristic

structure are identified and classified into two groups. The first includes the siphons sufficiently

marked at the current initial marking according to Theorem 4.3. The monitors for the siphons in

this group are redundant and should be removed. The other group includes the siphons that are

insufficiently marked at the current initial marking but will be sufficiently marked at some other

proper initial markings. Their controllability can be achieved by adding monitors, or instead, re-

configuring the initial numbers of tokens in the resource places contained by them. The final design

of system supervisor will be a trade-off between the above two classes of methods according to

the practical situation and control costs. The proposed hybrid policy aims to expand the applica-

tion scope of a WSDC-based method, simplify the structure of a controlled system, and reduce

corresponding control cost. For many practical cases, the WSDC-based method cannot replace

siphon-based ones reported in [55], [60], and [62]. However, it can be mixed with them, thereby

yielding an effective hybrid liveness-enforcing strategy.

Besides the sufficiently marked siphons discussed above, this chapter also gives results about
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the minimal control of a siphon, which is not included in the existing studies. A majority of dead-

lock control and liveness enforcing methods for generalized Petri nets are designed on the ground

of the maximal control of siphons. In contrast, the following two theorems present that a siphon or

WS3PR net model is minimally controlled when all WSDCs contained by it satisfy Restriction 3.1.

Theorem 4.4

A siphon in a marked WS3PR is minimally controlled if all WSDCs contained in it satisfy Res-

triction 3.1.

Proof : Similar to Theorem 4.3.

A distinguished difference between ordinary and generalized Petri nets is that a siphon in a

generalized net is not necessarily fully empty when a deadlock occurs. The numerical relationship

between arc multiplicity and different initial markings must be thoroughly considered in the design

and application of any deadlock control and liveness-enforcing policy for systems modeled by ge-

neralized Petri nets. Maximal and minimal controls are two important thoughts on siphon control.

Compared with each other, the former is more conservative than the latter. Theorem 4.4 guarantees

that a siphon whose all WSDCs satisfy Restriction 3.1 is intrinsically minimally controlled, i.e.,

∃p ∈ S , M(p) ≥ minp• , ∀M ∈ R(N,M0).

Theorem 4.5

A marked WS3PR is minimally controlled and live if all WSDCs contained in every siphon satisfy

Restriction 3.1.

Proof : It follows from Theorems 4.2, 4.3, and 4.4.

Theorems 4.4 and 4.5 bridge the liveness, minimal control, WSDC structures, and proper initial

markings together. For example, considering the model shown in Fig. 4.1(a), every strict minimal

siphon is minimally controlled since all WSDCs satisfy Restriction 3.1, and the net model is thus

intrinsically minimally controlled and live at the initial marking M0(PR) = 3p13 + 5p14 + 3p15 +

7p16 + p17. Note that M0(p1) and M0(p7) can be any positive numbers.

The results presented in this section build a bridge to make siphon(monitor)-based liveness-

enforcing methods meet a WSDC-based one. They can be combined together to generate hybrid

ones that can reduce the structural complexity and allow more system states.
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4.4 Summary

This chapter presents a hybrid liveness-enforcing policy that combines the well established

siphon(monitor)-based methods together with the recently proposed and enhanced WSDC-based

one. The latter fully facilitates a characteristic structure of WS3PR to lay a foundation of a sys-

tem’s self-controllability at some particular initial markings. To this end, the numerical relation-

ships among arc-weights and between weights and initial markings are thoroughly investigated

and utilized to enforce liveness. The hybrid policy enlarges the application scope of the WSDC-

based method, and further improves the siphon(monitor)-based ones by identifying and removing

the redundant monitors, which jumble in all control places obtained by the current methods. This

reduces the structural complexity of the controlled system and allows more system states, and in

turn saves the system control cost. However, there are still some open issues for future research.

First, the internal mechanism of the WSDC-based method should be studied further to conceive a

novel methodology for designing external monitors. Second, the application of the hybrid method

should be extended to other generalized Petri nets. This requires to extend the concept of WSDC.

Third, since a set of elementary siphons is not unique, determining how to choose an optimal set of

elementary siphons while considering their structures and initial numbers of tokens is an important

direction for the future work. The formalism is also expected to be checked for hybrid dynamical

systems.
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Chapitre 5

Parameterized Liveness and
Ratio-enforcing Supervisor for WS3PR

This chapter proposes a synthesis method of supervisors for flexible manufacturing systems

modeled by WS3PR. A concept of resource usage ratios (RU-ratios) is first presented to describe

the occupation degree of a resource by an operation. Next, an intrinsically live structure (ILS)

characterized by a special numerical relationship between arc-weights and initial markings is in-

vestigated from a perspective of RU-ratios. Then, a new kind of supervisors is synthesized on the

ground of the generic nature of ILSs. Such a supervisor can achieve the purposes of both liveness-

enforcement and resource usage ratio-enforcement of the system under consideration. Given a

plant, it is easy to determine the topological structure of such a supervisor and the number of mo-

nitors is bounded by that of resources used in the plant. In addition, when the configuration of the

plant model changes, the supervisor can be reusable by adjusting control parameters only without

the rearrangement of connections. This makes it easy enough and intuitive to be used by industrial

practitioners. Instead of maximal behavioral permissiveness, it pursues a precise usage of shared

resources that are limited and valuable.

5.1 Introduction

In Chapters 2 and 3, the structure of WS3PR is explored. A new structural object, called weigh-

ted simple directed circuits (WSDCs), is defined to describe the structure of augmented circular
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waits (CWs) among resources, instead of the traditionally used siphons. A siphon as a subset of

places does not carry the weight information of arcs. The work in the previous chapters focuses

on the competition relationship between an upstream activity place and a downstream one of a

competition path contained by a WSDC. A restriction is proposed to identify this kind of ILSs

and develop a WSDC-based method that enforces liveness by re-configuring the initial marking

of a plant model. Without external monitors, the liveness-enforcement of a WS3PR is achieved by

taking the full advantage of ILSs in Chapter 3. However, the requirement for this kind of global

special structures limits the application scope of the WSDC-based method. Therefore, in Chapter 4

we combine it with elementary siphons [61] [58] to generate a hybrid liveness-enforcing policy

that can simplify the supervisor for a system, improve the permissiveness, and finally, reduce the

control implementation cost. In addition, the min-marked and minimally controlled siphons are

also analyzed with the assistance of WSDC.

Since the seminal work by Ezpeleta et al. [16] is published, a variety of deadlock prevention

and liveness-enforcing methods are implemented by adding monitors to an original plant model,

most of which are designed to achieve siphon control. In this chapter, a new kind of monitors is

proposed to control resource places directly. A so-called control path containing such a monitor is

imposed on a plant model and actually replaces a competition path containing a resource place to

be controlled. This results in a new WSDC containing the control path that is designed to satisfy

a proposed restriction. The behavior of the original WSDC that contains the competition path is

manipulated by the new one. In order to design such a monitor, a concept of RU-ratios is first

proposed to describe the occupation degree of a resource by an operation. A competition for a

resource between two operations is expressed by a relationship between their RU-ratios. Next, the

generic nature of ILSs is analyzed from a viewpoint of the RU-ratio. Then, the ratio information

and a numerical restriction are used to synthesize a liveness and ratio-enforcing supervisor.

The new supervisor proposed in the chapter achieves liveness and ratio-enforcement at the

same time. In particular, the liveness-enforcement is implemented by imposing a proper resource

usage ratio-enforcement on a plant model. It is an attempt to pursue a precise usage of resources

instead of maximal behavioral permissiveness. The number of monitors in such a supervisor is

bounded by that of resources used in the plant model. Hence, the control cost can be estimated wi-
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thout difficulty. In addition, the topology of the supervisor can be easily determined when a plant

model is given, and is simple enough to be understood and adopted by industrial practitioners.

When the initial configuration and weights of the plant model are changed, the proposed supervi-

sor can adapt quickly by adjusting control parameters only. The connection of monitors remains

unchanged. It is just the work style of today’s programable logic controllers, i.e., the re-hard-wired

job can be avoided. This greatly saves control cost.

5.2 Liveness and ratio-enforcement in WS3PR

5.2.1 Resource usage ratio

From the perspective of resource allocation, FMS modeled with Petri nets can be classified into

three categories according to the number and type of resource units required when a workpiece

is processed at an operation step : (1) only one unit of a single type of resources, (2) one or

multiple units of a single type of resources, and (3) one or multiple units of one or multiple types

of resources. Since the weights of the arcs connecting activity and resource places can be greater

than one, an FMS modeled by WS3PR falls into the second category. That is to say, in a WS3PR,

one or more tokens of only one resource place are used to complete a process of a workpiece

represented by a token in an activity place.
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Fig. 5.1 – A WS3PR net with two shared resource places.

For example, in the WS3PR net shown in Fig. 5.1, when a token is in activity place p2, three

tokens from resource place p13 will be used to complete the operation. Because of the characteristic
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resource requirement of WS3PR, it is necessary to investigate a ratio of the number of tokens in an

activity place to the initial number of tokens in a resource place that is used by the activity place.

The number of tokens in a holder represents the number of workpieces processed in this operation

and implies the number of tokens acquired from the resource place. The initial number of tokens

in the resource place means the capability of this type of resources to be used by their holders.

Thus, as a behavioral indicator, the ratio reflects an occupation degree of the resource place by one

of its holders at a reachable state. Its formal definition is given as follows.

Definition 5.1 In a marked WS3PR (N,M0) with N = (P0 ∪ PA ∪ PR,T, F,W), a ratio λr→p =

M(p) ·W(r, t)
M0(r)

, is called a resource usage ratio (RU-ratio) of activity place p with respect to re-

source place r at M if p ∈ H(r), where r ∈ PR, t ∈ •p ∩ r• and M ∈ R(N,M0).

�

� �

�

� � �

�
	 
�

�

 ��

�� �

� �

�

� �

� � �

��

��

��

� 

!"

#$

%&

'(

)
*

+
,

-
.

/
0 12

3
4

5
6

7
8

9

:

;

<=

> ?@

A AB

CD

E FG

H HI

J

K K

Fig. 5.2 – (a) A generalized net and (b) one of its subnets.

For example, in the WS3PR net shown in Fig. 5.2(a), M = 39p1 + 2p2 + p3 + 8p4 + 49p5 +

p7 + 3p9 + 2p11 is a reachable state. The RU-ratios of activity places p2 and p4 with respect to

resource places p9 and p11 at M are λp9→p2 = (2 · 3)/9 = 2/3 and λp11→p4 = (8 · 1)/10 = 4/5,

respectively. They reflect resource places p9 and p11’s current occupation rates of activity places

p2 and p4 at M. λp9→p8 = λp11→p6 = 0 at M means that p6 and p8 do not use any token of p11 and

p9, respectively. λp10→p3 = λp10→p7 = 1/2 implies that both p3 and p7 use half capacity of p10 at

M.
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An RU-ratio of activity place p with respect to resource place r depends on markings. The

maximal RU-ratio of p with respect to r, denoted by maxλr→p, is a ratio of maxM(p) ·W(r, t) to

M0(r), where maxM(p) is the maximal number of tokens in p, maxM(p) ·W(r, t) is the maximal

number of tokens that p can exclusively acquire from r, p ∈ H(r), and t ∈ •p ∩ r•. Note that

maxM(p) is different from the bound of the activity place p, which is the maximal number of

tokens in p among all reachable states of R(N,M0). It is decided by the initial number of tokens in

resource place r and the weight of the arcs connecting its holder p and r, i.e., maxM(p) = � M0(r)

W(r, t)
�,

the largest integer less than or equal to
M0(r)

W(r, t)
. It is also the maximal number of continuous firings

of transition t. It is not related to the initial markings in process idle places.

All possible numbers of tokens in p are sorted in a descending order, � M0(r)

W(r, t)
�, � M0(r)

W(r, t)
� − 1,

� M0(r)

W(r, t)
� − 2, . . ., 2, 1, and 0. Consequently, all possible values of λr→p are a series of discrete

numbers with a general expression λ
r→p
i =

(� M0(r)

W(r, t)
� − i) ·W(r, t)

M0(r)
, i ∈ {0, 1, 2, . . . , � M0(r)

W(r, t)
�}.

In the rest of the chapter, for economy of space, we use [λ
r→p
i , 0]r→p to express an admissible

range of RU-ratios that includes any possible value between λ
r→p
i and 0 (including λ

r→p
i and 0)1.

Since λ
r→p
0
= maxλr→p, [λ

r→p
0
, 0]r→p = [maxλr→p, 0]r→p is a set of all possible values of an

RU-ratio of p with respect to r.

For example, in the WS3PR net shown in Fig. 5.2(a), maxM(p4) = �10

1
� = 10 at any initial

marking of process idle places. However, the bound of p4 is 1 if M0(p1) = 1. The maximal number

of tokens in an activity place is decided only by the structure and the initial number of tokens in a

resource place that is used by the activity place. Note that it cannot be reached if the process idle

place associated with the activity place is not sufficiently marked. In Fig. 2.2(a), maxλp11→p4 =

maxM(p4) ·W(p11, t3)

M0(p11)
=

10 · 1
10
= 1 means that the operation represented by activity place p4 can

completely occupy all capabilities of this resource represented by resource place p11. All possible

token counts in p4 are 10, 9, 8, . . ., 2, 1, and 0. They are consecutive integers. Thus, all possible

values of λp11→p4 sorted in a descending order are 1, 9/10, 8/10, . . . , 2/10, 1/10, and 0. Note

that it is the same situation as in an S3PR since all arc weights are equal to one. It implies that the

units of a resource can be used by an operation one by one increasingly until all units are occupied.

1In order to be clear, all values in the set are sorted in a descending order.
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maxλp9→p2 is also equal to one. The fact that M0(p9) = 9 is divisible by W(p9, t1) = 3 means that

all tokens in p9 can be used by p2 three by three increasingly until p9 is empty. Both operations

modeled by p2 and p4 may occupy all capacities of resources modeled by p9 and p11, respectively.

Different from them, maxλp11→p6 = 8/10 means that even allowing p6 to maximally require tokens

from p11, two tokens, i.e., 2/10 capacity of this resource, will remain in p11. It is determined by

the numerical relationship between M0(p11) and W(p11, t5), i.e., M0(p11) cannot be divisible by

W(p11, t5), and the remainder is 2. Full details about RU-ratios of every activity place with respect

to its resource place are given in Table 7.1.

In summary, if all tokens in a resource place in S3PR are allowed to be exclusively used by

one of its holders, they can be completely acquired by this activity place. However, since the arc

weights in WS3PR may be greater than one, some activity places cannot occupy all tokens from

their respective resource places. Therefore, the concept of resource usage ratios is proposed to

investigate the use of tokens in a resource place by an activity place. Next, the aforementioned

intrinsically live structure will be demonstrated from its viewpoint. The relationship between RU-

ratios of upstream and downstream activity places is discussed with the concept of WSDC.

Tab. 5.1 – Full details about RU-ratios of WS3PR net in Fig. 5.2(a)

No. r p maxλr→p all possible values admissible range

1 p9 p2 1 1, 2/3, 1/3, 0 [1, 0]p9→p2

2 p9 p8 8/9 8/9, 6/9, 4/9, 2/9, 0 [8/9, 0]p9→p8

3 p10 p3 1 1, 1/2, 0 [1, 0]p10→p3

4 p10 p7 1 1, 1/2, 0 [1, 0]p10→p7

5 p11 p4 1 1, 9/10, 8/10, . . . , 1/10, 0 [1, 0]p11→p4

6 p11 p6 8/10 8/10, 6/10, 4/10, 2/10, 0 [8/10, 0]p11→p6

5.2.2 Ratio analysis of an intrinsically live structure

As mentioned in the previous section, an ILS is a WSDC containing at least one competition

path satisfying Restriction 3.1. In this subsection, it is analyzed from the viewpoint of the RU-

ratio of an activity place with respect to its resource place involved in WSDC. In particular, the

relationship between RU-ratios of upstream and downstream activity places of a competition path
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is deliberated to develop a new kind of supervisors, which is presented later.
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Fig. 5.3 – (a) A competition path and (b) a subnet containing the competition path and its upstream

and downstream activity places.

A competition path trrth as shown in Fig. 5.3(a) reflects a pair-wised competition relationship

between upstream activity place pup and downstream one pdown shown in Fig. 5.3(b). The RU-

ratios of pup and pdown with respect to resource place r are denoted by λr→pup and λr→pdown , respec-

tively. According to Definition 5.1, λr→pup =
M(pup) ·W(r, t)

M0(r)
=

M(pup) · win(r)

M0(r)
and λr→pdown =

M(pdown) ·W(r, th)

M0(r)
=

M(pdown) · wout(r)

M0(r)
.
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Fig. 5.4 – Multiple competition paths with a same resource place r.

If there are totally n competition paths with the same resource place r as shown in Fig. 5.4,

which are expressed by a weight matrix W(r), the corresponding RU-ratios of upstream and downs-

tream activity places of ttirthi with respect to r are λr→pupi and λr→pdowni , i ∈ Nn.

For example, in the WS3PR shown in Fig. 5.5(a), t5 p10t8, t8 p11t2, t2 p10t8, and t8 p11t5 are

all competition paths of the net model. p5 and p9 are upstream and downstream activity places of

t5 p10t8, respectively. The admissible ranges of λp10→p5 and λp10→p9 are [1, 0]p10→p5 = [1, 0]p10→p9 =
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Fig. 5.5 – (a) A WS3PR net with initial marking M0 = 50p1 + 50p4 + 50p7 + 5p10 + 8p11 and (b)

two WSDCs, each of which contains a competition path satisfying Restriction 3.1.

{1, 4/5, 3/5, 2/5, 1/5, 0}. It means that p5 and p9 have exactly the same way to use p10. All

tokens in p10 may be monopolized by p5 or p9. In contrast, p8 and p3, the upstream and downs-

tream activity places of t8 p11t2, respectively, have a different way to use p11 with [1, 0]p11→p3 =

{1, 1/2, 0} and [3/4, 0]p11→p8 = {6/8, 3/8, 0}. After a prioritized and maximal acquirement of

tokens in p11, the operation modeled by p8 can maximally occupy 3/4 capability of this resource.

It is clear that p8 can never acquire the remaining 1/4 capability of p11 by the structure of the

plant model and the initial marking. Moreover, 1/4 is less than the smallest non-zero value in

[1, 0]p11→p3 , i.e., the remaining capability is not enough to be used by p3 at the minimum level.

This is exactly a situation from which condition (1) of Restriction 3.1 is trying to prevent.

This condition is a limitation on the numerical relationship between initial markings of the

resource place and weights of the in-arc and out-arc of a single competition path. It ensures that

all tokens in the resource place cannot be acquired only by the upstream activity place of the com-

petition path. In terms of RU-ratios, t2 p10t8 and t8t11 p5 in Fig. 5.5(b) can be used to illustrate

this condition positively. p2 and p9 (resp. p8 and p6) are the upstream and downstream activity

places of competition path t2 p10t8 (resp. t8 p11t6), respectively. [4/5, 0]p10→p2 = {4/5, 2/5, 0},
[1, 0]p10→p9 = {1, 4/5, 3/5, 2/5, 1/5, 0}, [9/11, 0]p11→p8 = {9/11, 6/11, 3/11, 0} and

[1, 0]p11→p6 = {1, 6/8, 4/8, 2/8, 0}. When p2 reaches its maximal RU-ratio, the remaining ca-

pability of resource place p10, i.e., 1/5, is in the admissible range of λp10→p9 , i.e., [1, 0]p10→p9 . In

other words, the RU-ratio of p9 can maintain a non-zero value in the admissible range in case that
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its competitor p2 obtains the most tokens that are allowed by the structure and the initial marking.

The same situation can be found in t8 p11t5. When the RU-ratio of p8 reaches maxλp11→p8 = 6/8,

the minimal non-zero value in the admissible range of λp11→p6 , i.e., 2/8, can also be guranteed. As

shown in Fig. 5.5(b), there are two WSDCs contained in this weighted digraph of resource places,

i.e., t2 p10t8 p11t2 and t5 p10t8 p11t5. Each contains a competition path satisfying Restriction 3.1.

The inequality in condition (1) of Restriction 3.1 can be explained in the perspective of RU-

radios of the upstream and downstream activity places with respect to the resource place of a

competition path. Actually,

M0(r) mod win(r) ≥ wout(r)

is equivalent to

M0(r) − �M0(r)

win(r)
� · win(r) ≥ wout(r).

Every item is divided by M0(r), leading to

M0(r)

M0(r)
−
�M0(r)

win(r)
� · win(r)

M0(r)
≥ wout(r)

M0(r)
.

By conversions and substitutions, we have

1 − maxM(pup) · win(r)

M0(r)
≥ wout(r)

M0(r)
=

1 · wout(r)

M0(r)
=

minM(pdown) · wout(r)

M0(r)
.

This inequality can be simplified as follows.

1 − maxλr→pup ≥ minλr→pdown

where minλr→pdown is the minimal non-zero value in the admissible range of λr→pdown .

The second condition of Restriction 3.1 can also be explained from the viewpoint of the RU-

ratio. For example, in the WS3PR shown in Fig. 5.1, competition paths t2 p13t8, t2 p13t11, t5 p13t8

and t5 p13t11 are associated with the same resource place p13. p2 and p5 (resp. p9 and p12) are
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upstream (resp. downstream) activity places of resource one p13 in terms of the four competition

paths. [3/5, 0]p13→p2 = {3/5, 0}, [4/5, 0]p13→p5 = {4/5, 0}, and [1, 0]p13→p9 = [1, 0]p13→p12 =

{1, 4/5, 3/5, 2/5, 1/5, 0}. It can be found that if the tokens are first required and held by one

of its upstream activity place, p2 or p5, for completing one operation, the remaining capability of

resource place p13 is no longer enough to be requested by p2 or p5, but greater or equal to the

minimal non-zero value of the admissible range of λp13→p9 and λp13→p12 . In contrast with p13, all

the tokens in p14 can be taken by p8 and/or p11, and there is nothing left for the execution of each

downstream activity operations, i.e., p3 or p6. Therefore, the second condition of Restriction 3.1

can be expressed with the RU-ratio as follows :

1 −∑n
i=1 λ

r→pupi ≥ min{minλr→pdowni}, if 1 −∑n
i=1 λ

r→pupi > 0,

where λr→pupi ∈ [maxλr→pupi , 0]λ
r→pupi

, λr→pdowni ∈ [maxλr→pdowni , 0]λ
r→pdowni , and n is the number

of columns in the weight matrix representing n competition paths with the same resource place r.

Restriction 5.1

Given WS3PR (N,M0), a resource place r satisfies the following two conditions :

(1) 1 − maxλr→pupi ≥ minλr→pdowni ; and

(2) 1 −∑n
i=1 λ

r→pupi ≥ min{minλr→pdowni}, if 1 −∑n
i=1 λ

r→pupi > 0 ;

where pupi and pdowni are upstream and downstream activity places with respect to every com-

petition path containing r, λr→pupi ∈ [maxλr→pupi , 0]λ
r→pupi

, λr→pdowni ∈ [maxλr→pdowni , 0]λ
r→pdowni ,

and n is the number of columns of weight matrix representing n competition paths with the same

resource place r.

In brief, the intrinsically live structure represented by Restriction 3.1 comes down to a limita-

tion on RU-ratios as expressed in Restriction 5.1. After a prioritized and maximal acquirement of

tokens in a resource place by its one or multiple upstream activity places, the remaining capability

of the resource place should be greater or equal to the minimal non-zero RU-ratio of at least one

of its downstream places. It also helps ones design a new control method that aims at achieving

the purposes of liveness and ratio-enforcement together.
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5.2.3 Synthesis of liveness and ratio-enforcing supervisors

Inspired by ILSs and Restriction 3.1, a synthesis method of a new supervisor that blends

liveness-enforcement with ratio-enforcement is proposed in this subsection. First, the topology

of this kind of liveness and ratio-enforcing supervisors (LRS, for short) is given based on the plant

model. Next, the parameter design of an LRS is solved with the tool of mathematical program-

ming. Finally, the parameter adjustment of an LRS is investigated in order to implement different

resource utilization ratios.
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Fig. 5.6 – (a) A control path and (b) the control path and corresponding paired arcs imposed on a

subnet containing a competition path.
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Fig. 5.7 – A general WSDC with an LRS monitor v for resource place r2.
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Like the supervisors proposed in literature, an LRS also consists of monitors (control places)

and transitions. Similar to the role that a competition path satisfying Restriction 3.1 plays in a

WSDC, an external control path shown in Fig. 5.6(a) is introduced to virtually replace a competi-

tion path of a plant model, which does not satisfy Restriction 3.1.

As shown in Fig. 5.7, an LRS monitor v is imposed on a general WSDC to control the com-

petition path t2r2t3. Comparing with the analysis sequence of ILS in Chapter 3, the construction

sequence is reversed. It is from a resource place to a competition path to a control path and further

to a WSDC. The essence of the content in Chapter 3 and this chapter is exactly the same. The only

difference is that the former is a deconstruction and the latter is a construction.

Definition 5.2 Given a competition path ttrth in a WS3PR, a simple path �
�� = ttvth is said to be

a control path if v is an external control place. (tt, v) and (v, th) are called the in-arc and out-arc of

the control place v, and their weights are denoted by win(v) and wout(v), respectively.

A well-designed control path satisfies Restriction 3.1 or Restriction 5.1 and is used to coor-

dinate a competition relation represented by the competition path to be controlled. As shown in

Fig. 5.6(b), when the paired arcs of the in-arc and the out-arc of ttvth are supplemented into the

plant model, we can find that the monitor v is connected with transitions of the plant model in the

exactly same way with resource place r. Hence, being different from supervisors in literature, the

topology of an LRS is determined when a plant model and competition paths to be controlled are

given. For example, for the S3PR net model shown in Fig. 5.8(a), if the competition paths t2 p9t7

and t6 p11t3 are chosen to be controlled, the topology of the corresponding LRS is determined, as

shown in Fig.5.8(b). This alleviates the computation burden when designing an LRS.

In the S3PR shown in Fig. 5.8(a), the competition path t2 p9t7 represents a pair-wise competi-

tion relationship between an upstream activity place p2 and a downstream one p8. [1, 0]p9→p2 =

[1, 0]p9→p8 = {1, 4/5, 3/5, 2/5, 1/5, 0} means that p2 can fully possess all tokens in p9 and

none is left to make p8, and vice versa. Since the weights of the in-arc and out-arc of t2 p9t7

are equal to one, the current structure defies Restriction 3.1. In order to control this structure,

the induced monitor v1 corresponds to resource place p9 and acts as a virtual resource place to

limit the tokens allocation of p9 through setting the numerical relationship between the initial

number of tokens configured in v1 and the weights of the in-arc (t2, v1) and out-arc (v1, t7). The

104



5.2. LIVENESS AND RATIO-ENFORCEMENT IN WS3PR

� � �

�� �

�

�

� �

� 	 �


�

�


��

��

��

��

��

��
��

��

��

 ! "#

$%

&'

()

*+

, -.

/ /0 1

2
34

56

78

9: ;<

=>

?@

AB

CD

EF

G

H

H

I

Fig. 5.8 – (a) An S3PR net model to be controlled and (b) an LRS synthesized for the net.

other competition path to be controlled is t6 p11t3. It neither satisfies Restriction 3.1. Note that

[4/5, 0]p11→p4 = {4/5, 2/5, 0} and [1, 0]p11→p6 = {1, 4/5, 3/5, 2/5, 1/5, 0}. Therefore, monitor

v2 and the corresponding arcs are used to control this competition path.

The initial marking of monitor v (resp. resource place r) and weights win(v) and wout(v) (resp.

win(r) and wout(r)) are called the parameters of control path ttvth (resp. competition path ttrth).

Formally, we use {
[

win(v)

wout(v)

]
, M0(v)} and {

[
win(r)

wout(r)

]
, M0(r)} to express a set of parameters of

monitor v and resource place r with respect to a control path ttvth and a competition path ttrth,

respectively. For example, in Fig. 5.8(b), the current set of parameters of monitor v1 with respect

to the control path t2v1t7 is {
[

win(v1)

wout(v1)

]
, M0(v1)} = {

[
2

1

]
, 9}, and that of monitor v2 with respect

to t6v2t3 is {
[

win(v2)

wout(v2)

]
, M0(v2)} = {

[
2

1

]
, 7}.

In general, {[W(v)], M0(v)} and {[W(r)], M0(r)} are used to express a set of parameters of

monitor v and resource place r with respect to n control paths and n competition paths, respectively,

where [W(v)] =

[
Win(v)

Wout(v)

]
=

⎡⎢⎢⎢⎢⎣ win(v)
1

. . . win(v)
i . . . win(v)

n

wout(v)
1

. . . wout(v)
i . . . wout(v)

n

⎤⎥⎥⎥⎥⎦ and [W(r)] =

[
Win(r)

Wout(r)

]
=

⎡⎢⎢⎢⎢⎣ win(r)
1

. . . win(r)
i . . . win(r)

n

wout(r)
1

. . . wout(r)
i . . . wout(r)

n

⎤⎥⎥⎥⎥⎦.

Actually, when the topology of an LRS is determined, deciding how to design an appropriate

set of parameters for each monitor is the core task of the supervisor synthesis. In other words,
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{[W(v)], M0(v)} needs to be calculated according to {[W(r)], M0(r)} that is already known. A well-

designed control path ttvth, as a matter of fact, replaces the competition path ttrth to be controlled

in a WSDC. The quotas on tokens in r of upstream and downstream activity places are restricted

by the designed numerical relationship among the calculated parameters.

First, parameters {
[

win(v)

wout(v)

]
, M0(v)} of only one control path ttvth is calculated. After the

control path is imposed on a competition path ttrth, two paths have the same upstream and downs-

tream activity places, i.e., pup and pdown. In order to make the control path satisfy Restriction 3.1,

the number of tokens that is adequate for at least one operation of the downstream activity place,

i.e., M0(r) · minλr→pdown tokens, should be reserved in r. It means that the number of remaining

tokens in r, i.e., M0(r) · (1 − minλr→pdown), can be prioritized and maximally required by the ups-

tream activity place pup. The maximal number of consecutive requirements of tokens in r by pup

is �M0(r) · (1 − minλr→pdown)

win(r)
�. Therefore, in order to ensure that the number of remaining tokens

is still adequate for at least one operation of pdown, an inequality about parameters of the control

place, M0(v) − win(v) · �M0(r) · (1 − minλr→pdown)

win(r)
� ≥ wout(v), should hold as a key condition in the

following mathematical programming model employed to solve all desired control parameters.

The objective function min M0(v) + win(v) is set to obtain the set of minimal control parameters

to decrease control costs. In addition, both M0(v) ≥ 1 and win(v) > wout(v) ≥ 1 should hold at

the same time according to Restriction 3.1. M0(r), win(r), and minλr→pdown are known conditions

given a competition path ttrth. Note that the complexity of solving the mathematical programming

problem is NP-hard, although such problem with a small number of constraints and variables can

be solved in very short time.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min M0(v) + win(v)

s. t.

M0(v) − win(v) · �M0(r) · (1 − minλr→pdown)

win(r)
� ≥ wout(v)

M0(v) ≥ 1

win(v) ≥ wout(v) + 1

wout(v) ≥ 1

For examples, the control path t2v1t7 is imposed to control competition path t2 p9t7 in Figs. 5.8(a)

and (b). M0(p9) = 5 and win(p9) = W(t2, p9) = wout(p9) = W(p9, t7) = 1. The minimal non-zero
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RU-ratio of p9 with respect to its downstream activity place p8 is minλp9→p8 = 1/5. Specifically,

we have

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min M0(v1) + win(v1)

s. t.

M0(v1) − win(v1) · �5 · (1 − 1/5)

1
� ≥ wout(v1)

M0(v1) ≥ 1

win(v1) ≥ wout(v1) + 1

wout(v1) ≥ 1

Solving the above mathematical programming problem, we can obtain M0(v1) = 9, win(v1) =

W(t2, v1) = 2, and wout(v1) = W(v1, t7) = 1, i.e., {
[

2

1

]
, 9}, the set of minimal control para-

meters, as shown in Fig.5.8(b). Under the supervision of monitor v1, it is determined that the

upstream activity place p2’s maximal quota is 4/5 full capability of resource place p9, whereas the

downstream one p8’s minimal quota is 1/5 full capability of p9. Note that the current admissible

range of λp9→p2 is [4/5, 0]p9→p2 in the controlled model instead of the original admissible range

[1, 0]p9→p2 . The WS3PR net model in Fig. 5.8(a) has total 1500 reachable states including three

dead ones. With the LRS in Fig. 5.8(b), the controlled model is live and has total 1190 states.

Next, when considering n control paths that are concerned with the same monitor v, the cal-

culation is similar to solve the above mathematical programming problem. We use min M0(v) +∑n
i=1 win(v)

i as the objective function to obtain the values of all control parameters as small as

possible. The restrictive inequalities for every control path are all listed in this mathematical pro-

gramming problem. Note that the same restriction as condition (2) of Restriction 3.1 should also

be considered, i.e., there is no such an n-dimensional row vector B = [b1 . . . bi . . . bn] that

0 ≤ (M0(v) − B[Win(v)]T ) < min{wout(v)
i }, where bi ∈ N.

In fact, a designer can set different admissible ranges of RU-ratios of upstream and downstream

activity places through adjusting (1 − minλr→pdown) in the inequality by using different ratios to

replace the minimal non-zero RU-ratio min λr→pdown . This makes sense to implement a precise

usage of resources, improve the robustness of an LRS-controlled system, or balance the workload.

In other words, the resource usage ratio-enforcement can be achieved. Furthermore, when the

initial marking and arc-weights of a plant model change, the topology of LRS remains unchanged,
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and only new parameters are needed to respond to the new situations. Hence, the hard-wired jobs of

controller re-design are avoided. For example, a resource in failure may lose a part of its capability.

The proposed LRS can well deal with this kind of problems to keep this resource running in a

system. In brief, the new supervisor proposed in this chapter achieves the goal of ratio-enforcement

as well as liveness-enforcement.

5.3 Discussion

During the past two decades, a great number of liveness-enforcing methods were successively

proposed and developed for FMS modeled with Petri nets. Most of them achieve their goals ba-

sed on a significant structural object, i.e., siphons. The LRS presented in this chapter chooses an

alternative to reach the liveness-enforcement. A special structure, WSDC, reflecting wait relations

among resources has been fully explored in previous chapters, and laid a foundation for the reali-

zation of LRS. The structure of a plant model and its dynamic properties are considered together

and a numerical relationship between initial markings and arc-weights is completely revealed to

implement liveness-enforcement and ratio-enforcement of LRS.

In literature known to the authors, a relatively small amount of work focuses on ratio problems

in FMS. In [36]-[32], the production ratio is considered in an FMS and enforced by adding a ratio

controller for every pair of two different work processes. In [75], based on timed event graphs,

modeling and cyclic scheduling problems for a production ratio-driven FMS are studied. In [47],

an arc ratio between two transitions t1 and t2, and a place p is defined as �W(t1, p)

W(p, t2)
� and used to

develop a modular transformation method for automated manufacturing systems modeled by ge-

neralized Petri nets. Being different from them, the resource usage ratio is proposed and employed

to probe into its impact on system liveness. The newly proposed supervisor combining liveness-

enforcement with ratio-enforcement intends to realize a more precise segment usage of system

resources.

In previous chapters, an intrinsically live structure is completely investigated in WS3PR. A

WS3PR is live if every WSDC containing at least one competition path satisfies Restriction 3.1.
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Inspired by this, a WS3PR can be controlled by inserting a control path satisfying Restricion 3.1,

into a WSDC to virtually replace a competition path that does not satisfy it. One external monitor

is added for each of such resource places. Since the connection of an LRS monitor is exactly the

same as the resource place to be controlled, there is no new problematic structural objects (siphons

or WSDCs) generated. Therefore, the size of an LRS is limited by the number of resource types,

i.e., |PR|, given a plant model. The control cost can be easily estimated before designing a specific

LRS. In addition, the arc connections of a monitor are exactly the same with the resource place

to be controlled. As a result, the topology of an LRS is also determined when a plant model is

given. It makes this control method easy and clear enough to be understood and used by industrial

practitioners. When a plant model is re-configured, i.e., the initial marking of resource places and

arc-weights of competition paths are changed, the designed LRS can still work by adjusting its

parameters only, i.e., the initial marking of monitors and arc-weights of control paths. It resembles

the style of a programmable logic controller. The job of re-hard-wiring is avoided, and the changing

control specification is responded by varying new control parameters.

The parameters of a control path include an initial marking of the monitor and the weights of

its in-arc and out-arc. A special numerical relationship among them is found and used to cut quotas

on the capability of the resource place for an upstream and an downstream activity place. It is not

simply making a division of all tokens in the resource place for the upstream and downstream

activity ones. In the example discussed above, the resource place p9 in Fig. 5.8(a) has five tokens.

The imposed LRS does not fix one token for the downstream activity place p8, and neither fix

the remaining four for the upstream one p2. Actually, this supervisor imposes a limitation on the

admissible range of the RU-ratio of upstream activity place p2 with respect to resource place p9. It

ensures that the upstream activity place cannot acquire all capability of the resource place, and the

remaining tokens in the resource can be still adequate for an operation of the downstream one. The

liveness-enforcement is accomplished by this ratio-enforcement that sacrifices the minimal part of

the flexibility of a system. The admissible ranges of RU-ratios can be adjusted to gain a precise

segment usage of the resources in a system or balance the workload. This is the very goal of LRS

instead of obtaining the maximal number of reachable states, which makes more sense in theory.

The application scope of the proposed LRS covers a subclass of generalized Petri nets, WS3PR.

109



5.4. SUMMARY

The major obstacle to extend this kind of supervisors is an extended concept of WSDC in a more

general subclass. Note that the existence of an LRS depends on the plant model. For example, if

there is only one token in a resource place, a competition path containing it cannot be controlled by

any LRS. In other words, the initial marking of a WS3PR may affect the effectiveness of the pro-

posed LRS method. The work in the chapter shows that if a feasible solution can be obtained from

the formulated mathematical programming problem, the corresponding LRS exists, and otherwise

it does not.

Note that the liveness-enforcement and resources usage ratio are the main focuses in this chap-

ter. Since liveness is a behavioral property of Petri nets and the mechanism behind LRS that

controls the maximal number of consecutive firings of transitions is also a limitation to system

behavior, the RU-ratio is viewed as a behavioral indicator of a system from the perspective of

logical casuality. When the temporal parameter is introduced in the system, we need other me-

thods to determine RU-ratios of the system to reach an optimal performance, such as throughput

maximization and makespan minimization, which are very challenging problems.

5.4 Summary

A new liveness and resource usage ratio-enforcing supervisor is proposed in this chapter. By

using the concept of resource usage ratios, the essence of an intrinsically live structure is analyzed

and adopted to design an LRS, which makes a WS3PR model live through controlling the maxi-

mal RU-ratios of upstream activity places with respect to corresponding resource places. An ap-

propriate scheme of quotas on resource capabilities is implemented for the competitive operations

by this supervisor. The connection of monitors is exactly the same as that of the corresponding

resource places. The number of monitors is bounded by that of resource places in a plant model.

Moreover, an LRS is highly reusable by adjusting control parameters. All the above features make

it easy to be used by designers, researchers, and engineers. The future work includes choosing an

optimal set of competition paths to be controlled, which yields as many reachable states of the

controlled system as possible. In order to avoid the NP-hard problem in mathematical program-

ming, another way to compute control parameters also needs to be considered by exploring the
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characteristic structure of WS3PR. Extension to LRS applied to a more general class of Petri nets

modeling more complex resource allocation systems remains open.

111



5.4. SUMMARY

112



Chapitre 6

Liveness-enforcement for WS3PR Using
a Divide-and-Conquer Paradigm

As a significant paradigm in computer science, the divide-and-conquer (D&C) technique is

investigated for enforcing liveness of WS3PR modeling FMS in this chapter. In the dividing stage,

a primary separation and an advanced one of the whole structure of a plant net model are successi-

vely presented. After the decomposition and simplification, the real niduses of non-liveness can be

precisely located in the whole structure. In the conquering stage, a kind of liveness and resource

usage ratio-enforcing supervisors (LRSs) is adopted to conquer subnets without introducing new

problematic siphons. By a combination of all subnets, a live net model is gained, in which all si-

phons are minimally controlled. The work in the chapter provides a deeper insight into structure

theory and makes feasible the analysis and control of large-scale FMS modeled by generalized

Petri nets. Several examples are used to illustrate the proposed method.

6.1 Introduction

An easy-to-understand example of the D&C method is given in [48], with which a post office

routes mails : letters are sorted into separate bags for different geographical areas, each of these

bags is itself sorted into batches for smaller sub-regions, and so on until they are delivered. In

computer science, D&C is an important paradigm to design algorithms that iteratively divide one
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problem into two or more subproblems or decrease one problem into a simple subproblem until

the subproblems become simple enough to be completely handled. Then the solutions to the sub-

problems are combined to give a solution to the original problem. The D&C strategy is also used

in the field of modeling and analyzing Petri nets [62].

Process mining that extracts a process model from the logs of a system is studied in [8] using

the theory of regions with the D&C strategy. Hierarchical high level Petri nets and hierarchical rea-

chability graph generation are explored in [5] and [6] using D&C approaches, respectively. In [20],

a decomposition method is presented to automatically obtain sub-models of TimeNET that are la-

ter aggregated in an iterative way. The work in [45] proposes a formal verification methodology

that smoothly integrates with the component-based system level using a D&C approach. The work

in [46] points out that the modular verification based on the D&C principle is a promising natu-

ral approach to tackle the state explosion problem. The state space of a class of stochastic Petri

nets is reduced in a D&C fashion in [71]. The well known siphon-trap property is re-considered

in [74]. One of two new methods contributing to this issue has a D&C nature which builds upon

the decomposition of a Petri net into open nets and projects information about siphons and traps

onto the interfaces of the components. The work in [83] deals with supervisory control of discrete

event systems modeled by interpreted Petri nets and presents a method to compute the system

firing transition sequence in order to confine the system model into the specification behavior by

using a D&C technique. It claims that the decentralized supervisory control is an effective method

for large complex systems according to the D&C principle in [84]. Analysis of Petri nets using

transitive matrix is implemented in [85] by proposing a D&C method under the condition of one-

boundedness of Petri nets. The work in [86] reduces a Petri net representation to the desired level

of details using abstraction of subnets to transitions, which can be used as a D&C approach to the

analysis of Petri nets. In a summary, the D&C technique involved in the above studies is used to

deal with either structure or state analysis of Petri net models.

In our previous work [62], a D&C strategy to deadlock prevention in FMS modeled by S3PR

is throughly elaborated. An S3PR net is first divided into several kind of subnets, and then each

of them is checked to determine whether it contributes to deadlocks. Then, sub-supervisors are

designed for the subnets to be controlled by using elementary siphons. Finally, all subnets with
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their external control are combined together to synthesize a controlled S3PR net. In [27], it extends

the strategy to WS3PR, a more general subclass than S3PR. The intrinsically live structures in

subnets are identified to decide which subnet is live at the existing initial marking and hence no

control needs to be imposed.

In this chapter, the D&C liveness-enforcing method is further investigated in WS3PR. By fully

utilizing the global and local intrinsically live structures, a WS3PR is first considered under pri-

mary and advanced separations and then the remaining subnets are controlled by liveness and

ratio-enforcing supervisors (LRS). The way of breaking the control problem into sub-problems

and the application of LRS are the kernel of the work that provides a deeper insight into model

structures and makes the analysis and control of complex WS3PR feasible. The different control

effects of LRS with different control parameters are also discussed in detail.

6.2 Dived-and-conquer strategy

This section presents a D&C strategy for liveness-enforcement of WS3PR on the ground of our

work in previous chapters. Besides that a primary partition separates a plant net model into some

small but independent subnets, an advanced one is further carried out to reduce them and precisely

locate the real niduses of non-liveness. Then, the LRS method is adopted to conquer every reduced

small subnet resulting from the two dividing steps. Finally, a controlled WS3PR is gained by the

synchronous synthesis of all these controlled subnets.

The control mechanism of monitors in LRS is completely different from the traditional siphon-

based ones. As shown in Fig. 6.1(a), a WS3PR net is employed to illustrate the differences between

them. (1) The structural objects tied with deadlock-freedom or liveness are different. Instead of a si-

phon S = {p3, p6, r1, r2} shown in Fig. 6.1(c), a WSDC cW = t2r1t5r2t2 shown in Fig. 6.1(b) is first

characterized when the LRS method is applied to control the plant model. (2) The control objects

are different. The competition path t2r1t5 is chosen to be controlled rather than the complementary

set1 of siphon S , i.e., {p2, p5}. (3) The control implementations are different. The LRS monitor v1

1The complementary set of a siphon includes holders of all resouce places of the siphon but none in the siphon.
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minimal siphon, (d) an LRS monitor, and (e) a traditional siphon-based monitor.

116



6.2. DIVED-AND-CONQUER STRATEGY

together with all corresponding arcs shown in Fig. 6.1(d) forcibly takes over the resource allocation

between the upstream activity place p2 and the downstream one p6 of the competition path t2r1t5.

Different from v1, monitor v2 shown in Fig. 6.1(e) limits the total number of tokens held by the

complementary set {p2, p5} of a siphon to ensures enough ones remaining in S = {p3, p6, r1, r2}.

A monitor of LRS corresponds to a shared resource place to be controlled. The arc connec-

tion of the monitor is the same with that of the resource place. The control parameters, i.e., the

initial number of tokens in the monitor and the weights of connecting arcs, can be obtained by sol-

ving a mathematical programming problem according to Restriction 3.1. For economy of space,

please refer to Chapter 5 for LRS design in detail. It is adopted to control some subnets after a

decomposition of the whole plant model.

6.2.1 Primary separation of toparchies

A primary separation to divide WS3PR into several components is first introduced, which is

similar to the procedure in [62]. The terminologies and algorithms in [62] are partially adopted in

this chapter. This part focuses on the differences from and the improvements to the studies in [27]

and [62]. An illustrative example is employed to demonstrate the first step of the dividing stage for

WS3PR.

As shown in Fig. 6.2, the net model is a WS3PR with process idle places {p1, p9, p12, p16},
activity places {p2 − p8, p10, p11, p13 − p15, p17, p18}, and resource places {r1 − r7}. It has in total

3, 090, 672 reachable markings and 10 dead transitions among all 19 ones. Hence, it is deadlock-

free but not live.

Before applying the existing method, a mistake in [62] must be pointed out and corrected.

It claims that an S3PR N can be converted into a directed graph GN = (V, E) by the following

steps : 1) V = PR and 2) given r, r′ ∈ PR, there is an edge in E from r to r′ if r• ∩ •r′ � ∅. As

a result, finding a resource circuit (equivalent to the concept of simple CW in the chapter) in N is

equivalent to finding a cycle in GN . Since the directed graph GN defined in [62] does not include

transitions, the resource circuits with the same resource places but different transitions cannot be

distinguished from GN . For example, cW1 = t8r6t18r7t8 and cW2 = t11r6t18r7t11 in Fig. 6.2 fall
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Fig. 6.2 – A WS3PR net model.
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in the aforementioned ambiguous situation. To avoid this, GR, the weighted digraph of resource

places is used to identify all WSDC (i.e., all resource circuits).

=====================================

Algorithm 6.1

Partition computation of PR.

Input : A weighted digraph of resource places GR derived from a WS3PR N = (P0 ∪ PA ∪
PR,T, F,W).

Output : P1
R, P2

R, . . ., Pm
R , and PF

R .

The procedures are the same as Algorithm 2 in [62].

=====================================

Since the topological structures of S3PR and WS3PR are the same, Algorithm 2 in [62] can be

also used to split the set of resource places PR in a WS3PR into a number of subsets P1
R, P

2
R, . . . , P

m
R ,

and PF
R such that PR = ∪m

i=1
Pi

R∪PF
R and ∀i, j ∈ Nm, i � j, Pi

R∩P j
R∩PF

R = ∅. Actually, Pi
R expresses

a set of resource places that forms a strongly connected component in GR of N, whereas PF
R is a

set of resources places and does not exist in GR, i.e., each of them is not included by any simple

CW. After the application of Algorithm 6.1, the resource places in Fig. 6.2 are partitioned into

P1
R = {r3 − r5}, P2

R = {r6, r7}, and PF
R = {r1, r2}. In fact, the dividing work in [62] is just based on

the separation of strongly connected components that contain different resource places. However,

it is only the primary step of the dividing stage in this chapter.

A marked subnet (Ni,Mi
0
) derived from Pi ∪ T i in a WS3PR (N,M0) with N = (P0 ∪ PA ∪

PR,T, F,W) is called a toparchy derived from Pi
R, where Pi = Pi

R ∪ {p ∈ P|p ∈ H(r), r ∈ Pi
R} and

T i = ∪p∈Pi(•p ∪ p•). Its weighted digraph of resource places of a toparchy is denoted by Gi
R. The

subnet (NF ,MF
0

) derived from PF ∪ T F in a WS3PR is called an autonomous subnet derived from

PF
R , where PF = PF

R ∪ {p ∈ P|p ∈ H(r), r ∈ PF
R } and T F = ∪p∈PF (•p ∪ p•). Since the resource

places in PF
F do not belong to any strongly connected component, the autonomous subnet has no

deadlock ; therefore, only the toparchies need to be carefully considered.
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Before the conquering stage, each toparchy of the original plant net model is checked to deter-

mine whether its idle-augmented net, i.e., a synthesis of the toparchy and corresponding process

idle places, is live. A live (resp. non-live) toparchy is said to be subordinate (resp. dominant).

In [62], a decision method is reported by considering the token counts in resource and process

idle places. In [27], a new method that does not limit the tokens counts in process idle places,

which are less than those in resource places, is presented by considering the relation between

structures and initial numbers of tokens in the resource places. If all WSDCs in a toparchy sa-

tisfy Restricion 3.1, the idle-augmented net of this toparchy is live. For example, both WSDCs

cW1 = t8r6t18r7t8 and cW2 = t11r6t18r7t11 in the toparchy derived from P2
R = {r6, r7} satisfy Res-

triction 3.1 in Fig. 6.2. Hence, this toparchy is subordinate and no control needs to be imposed.

Conversely, in the other toparchy derived from P1
R = {r3 − r5}, cW3 = {t5r3t15r4t5} satisfies Restric-

tion 3.1, whereas cW4 = {t6r4t14r5t6} does not. Hence, this toparchy is a dominant one.

Note that the existence of an autonomous subnet derived from PF
R is not necessary for WS3PR.

Furthermore, the high sharing of resources may connect all resource places in PR into one unique

but complex strongly connected component of GR. In addition, the requirement of a global in-

trinsically live structure of a toparchy may be too strong to fulfill. Therefore, the D&C strategy

proposed in [27] [62] cannot effectively work on such WS3PR. A further decomposition of a to-

parchy is investigated next, which was not reported previously.

6.2.2 Advanced separation of toparchies

In Chapter 4, the ILSs are used to identify and remove redundant elementary siphons (a set of

siphons chosen from all strict minimal ones) to be controlled. Inspired by this, the basic idea is

directly peel off local intrinsically live structures of a toparchy obtained after a primary separation.

The real nidus of non-liveness in a toparchy can be precisely located for conquering by LRS.

Since the target objects of the LRS control method are resource places and competition paths,

we use the weighted digraph of resource places Gi
R of a toparchy Ni derived from Pi

R to carry out

the second step of the dividing stage for simplicity. The advanced separation of a toparchy consists

of two parts. In the first part, every resource place in Gi
N of the toparchy Ni is checked to determine

whether it can be taken away. In the second part, every WSDC is checked to determine whether
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Fig. 6.3 – (a) A generalized Petri net (N1,M01), (b) another generalized Petri net (N2,M02), (c) a

composed net (N,M0), and (d) a subnet of (N,M0).

its several nodes and arcs can be removed to further reduce the local structure to be controlled.

Algorithms are developed to implement the advanced separation.

=====================================

Algorithm 6.2

Reduction of the weighted digraph of resource places of a toparchy by checking every resource

places.

Input : Gi
R and M0(Pi

R).

Output : A reduced weighted digraph of resource places Gi∗
R .

Begin

k := 0;

while (k ≤ |Pi
R|)

{ k := k + 1;

if (all competition paths associated with rk satisfy Restriction 3.1)

{ if (no paired arcs with rk exist in Gi
R)

{ Remove rk and all arcs connecting to it from Gi
R ;

Remove all nodes without input/output arcs and arcs connecting
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to them from Gi
R until no such nodes exist in Gi

R ;

Pi
R := Pi

R − {rk};
}

}
}

Gi∗
R := Gi

R; Pi∗
R := Pi

R;

Output Gi∗
R and Pi∗

R ;

End.

=====================================
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Fig. 6.4 – (a) A WS3PR net with only one toparchy and (b) its weighted digraph of resource places.

For the net shown in Fig. 6.3(d), its GR in Fig. 6.3(c) is the unique strongly connected com-
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ponent. In other words, there is no autonomous subnet and only one toparchy derived from PR =

{r1 − r3} in the plant net model. We check every resource place first and find that r1 satisfies Res-

triction 3.1 and no paired arcs of it exist in the subnet. Hence, r1 and its connecting arcs can be

removed from the subnet. In addition, the resulting transitions without any input or output arc

are also removed from the subnet. It means that every WSDC contains r1 does not contribute to

non-liveness ; therefore, no control needs to be imposed on this part of structures. Then, the other

resource places are checked and they do not satisfy Restriction 3.1 and are kept in the subnet.

Consequently, the remaining part after the advanced separation is just one WSDC t3r2t6r3t3. There

are two competition paths t3r2t6 and t6r3t3 existing in it, and each of them can be chosen to add an

LRS monitor

The above example explains the advanced separation of a toparchy that involves only the first

part. Without loss of generality, the situation that not all competition paths of resource place r may

satisfy Restriction 3.1 must be considered. Algorithm 6.3 is developed to deal with this situation.

=====================================

Algorithm 6.3

Reduction of the toparchy by checking every WSDC.

Input : Gi∗
R , all m WSDC contained in Gi∗

R , and M0(Pi∗
R ).

Output : A further reduced weighted digraph of resource place Gi♦
R .

Begin

k := 0;

while (k ≤ m)

{ k := k + 1;

if ( cWk satisfies Restriction 3.1)

{ Remove its nodes and corresponding arcs that do not belong to any other

WSDC from Gi∗
R ;

Remove all nodes without input/output arcs and arcs connecting to them

until no such nodes exist in Gi∗
R ;
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}
}

Gi♦
R := Gi∗

R ;

Output Gi♦
R ;

End.

=====================================
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Fig. 6.5 – (a) A subnet after removing nodes and arcs of WSDC t3r3t4r2t3 that do not belong to

any other WSDC, (b) after removing nodes and arcs of WSDC t9r7t15r6t9 that do not belong to any

others, and (c) the final remaining subnet to be controlled after removing nodes and arcs of WSDC

t10r6t14r5t10 that do not belong to any others..

A WS3PR plant model and its GR are shown in Fig. 6.4. There is only one strongly connected

component existing in GR. Hence, only one toparchy is derived from all resource places PR =

{r1 − r7}. By Algorithm 6.2, no resource place can be removed from GR. Note that, although all

competition paths with r7 (actually, only t9r7t15) satisfy Restriction 3.1, it cannot be removed since

the existence of the paired arcs (r7, t8) and (t9, r7). It means that r7 may be contained by a WSDC
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that does not contain r7’s any competition path satisfying Restriction 3.1. However, the subnet

Gi∗
R = GR can be further reduced by Algorithm 6.3.

The aim of the advanced separation of a toparchy is to precisely locate the WSDC to be

controlled. Fig. 6.4(b) and Fig. 6.5 are used to show the application of Algorithm 6.3. First, WSDC

t3r3t4r2t3 is checked to determine whether it contains a competition path satisfying Restriction 3.1.

Since t3r3t4r2t3 does so, it does not contribute to non-liveness. Resource place r2, t3 and t4, and

their corresponding arcs are not contained by any other WSDC and hence removed from Gi∗
R . It

means that we do not need to design any control for this part of structures at the current markings.

Second, WSDC t9r7t15r6t9 and t10r6t14r5t10 are subsequently checked and those kinds of nodes and

arcs are removed from Gi∗
R . Finally, t2r1t11r5t10r6t9r7t8r4t5r3t2 shown in Fig. 6.5(c) is checked. It

does not satisfy Restriction 3.1 and no nodes and arcs can be removed. Since all WSDC have been

checked by Algorithm 6.3, the final remaining component as shown in Fig. 6.5(c) is the structure

of the original toparchy to be controlled.

Two parts of the advanced separation are separately illustrated with two examples, respectively.

The remaining component of a weighted digraph of resource places of a toparchy is the very object

to be controlled by applying LRS.

6.2.3 Toparch and controlled WS3PR synthesis

After the primary and advanced separations, the problem is converted into sub-problems to

control several weighted digraphs of resource places derived and reduced from toparchies. A to-

parch, i.e., a sub-supervisor, is designed for each toparchy with LRS. As discussed in Section 3.2,

the control objects of LRS are resource places and their competition paths and no new problema-

tic siphon will be generated after adding LRS monitors. Because of these characteristics, an LRS

monitor is particularly suitable for local controls.

The plant net model shown in Fig. 6.2 has totally 3, 090, 672 states and no dead one among

them. It is deadlock-free but not live. The remaining subnet after primary and advanced separations

is just WSDC t6r4t14r5t6. The resource place r5 and its competition path t14r5t6 are chosen to be

controlled by LRS. A control path t14v1t6 shown in Fig. 6.6(a) is imposed on WSDC t6r4t14r5t6,
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i.e., Gi∗∗
R . Its paired arcs (t7, v1) and (v1, t13) are supplemented in the toparchy. The controlled

system is live and has 3, 021, 584 states. About 97.76% (3, 021, 584/3, 090, 672) of all reachable

states are preserved under the control of LRS monitor v1 shown in Fig. 6.6(a).
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Fig. 6.6 – (a) An LRS monitor v1 for r5 shown in Fig. 6.2, (b) an LRS monitor v2 for r1 shown in

Fig. 6.5(c), and (c) an alternative LRS monitor v3 for r4 shown in Fig. 6.5(c).

As aforementioned, a WSDC can be controlled by imposing a control path for only one of its

competition paths. When more than one competition path exists in WSDC, in order to obtain more

reachable states of the controlled system, choosing which one, actually, which resource place,

needs a careful consideration. The optimal choice is still an open question, however. A guiding

principle is given next. In order to achieve as many reachable states as possible, among all resource

places in WSDC, the one with the largest value of
M0(r)

wout(r)
should be chosen to be controlled by

LRS. Actually, this is determined by LRS’ own characteristics to limit the flexibility of plant

systems.

For example, the plant net model shown in Fig. 6.4(a) has totally 933, 112 reachable states

and two dead ones among them. The controlled net under LRS monitor v2 shown in Fig. 6.6(b)

has 777, 592 reachable states (83.33% of all reachable states of the original plant model), while it

has 907, 192 reachable states (97.22% of all reachable states of the original plant model) under v3

shown in Fig. 6.6(c).

Even for the same LRS monitor, different control effects are expected by setting different

control parameters that depend on different control specifications. The LRS monitor shown in

Fig. 6.6(c) allows the maximal admissible range of RU-ratio λr4→p8 on the premise that the liveness

is guaranteed. The maximal admissible range of RU-ratio usually implies the most reachable states
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Tab. 6.1 – Different control effects of the LRS monitor v3 with different control parameters for

WS3PR shown in Fig. 6.4(a).

admissible range M0(v3) win(v3) wout(v3) all reachable states percentage live

[1, 0]r4→p8 / / / 933, 112 100% No

[6/7, 0]r4→p8 13 2 1 907, 192 97.22% Yes

[5/7, 0]r4→p8 17 3 1 855, 352 91.67% Yes

[4/7, 0]r4→p8 19 4 1 777, 592 83.33% Yes

[3/7, 0]r4→p8 19 5 1 673, 912 72.22% Yes

[2/7, 0]r4→p8 17 6 1 544, 312 58.33% Yes

[1/7, 0]r4→p8 13 7 1 388, 792 41.47% Yes

of an LRS-controlled system, while a medium one usually provides a balanced workload at the

cost of less reachable states. As shown in Table 7.1, the smaller admissible range of RU-ratio

λr4→p8 , the less reachable states of the LRS-controlled system. Note that the control parameters

of LRS monitor v3, i.e., M0(v3), win(v3), and wout(v3), are calculated according to different control

specifications, i.e., the different admissible range of RU-ratio λr4→p8 of the competition path t8r4t5

to be controlled.

Definition 6.1 [62] Let (N1,M01) and (N2,M02) be two nets with Ni = (Pi,Ti, Fi,Wi), i = 1, 2,

satisfying P1 ∪ P2 = ∅. (N,M0) with N = (P,T, F,W) is said to be a synchronous synthesis net

resulting from the merge of (N1,M1) and (N2,M2), such that (1) P = P1 ∪ P2 ; (2) T = T1 ∪ T2 ;

(3) F = F1 ∪ F2 ; (4) W( f ) = Wi( f ) if f ∈ Fi, i = 1, 2 ; and (5) M0(p) = M0i(p) if p ∈ Pi, i = 1, 2.

Similar to Definition 6.1, a re-combination is implemented after the application of the pro-

posed D&C method to a WS3PR plant net model. A controlled WS3PR is obtained through the

synchronous synthesis of all subnets including the autonomous one, the subordinate toparchies and

the controlled dominant ones. As shown in Fig. 6.7, a schematic diagram depicts the framework

of the D&C liveness-enforcing strategy for WS3PR.
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6.3 Discussion

In [62], S3PR is divided and conquered mainly according to strongly connected components of

resource places. Later in [27], this D&C strategy is applied to a more general subclass WS3PR and

a class of intrinsically live structures is investigated to determine whether a toparchy is subordinate

or dominant. In both, elementary siphons and other methods are employed to control the dominant

toparchies. The work in previous chapters lays a foundation for the proposed one in the chapter.

The ILSs and derived LRS control method successively investigated in previous chapters pro-

vide a new perspective of breaking a control problem into a series of subproblems. The whole

structure of a WS3PR net model is first partitioned into several subnets that are relatively inde-

pendent of each other in terms of circular waits of resources. Then, a subnet can be further reduced

by a full consideration of local intrinsically live structures of the subnet. Hence, the real nidus of

non-liveness of a subnet can be precisely located to be controlled by LRS monitors.

LRS is a new type of supervisors that achieve the goals of liveness- and ratio-enforcement of

WS3PR at the same time. The control objects of LRS are resource places and their competition

paths that represent competition relations for resources among multiple operations. Compared

with siphons, the number of structural objects to be controlled by LRS are much smaller. Due to

the characteristics of LRS, there is no coupling among monitors imposed on different toparchies.

Furthermore, under the supervision of LRS, all strict minimal siphons of a WS3PR are minimally

controlled and no new problematic siphon is generated. For example, in Fig. 6.4(a), it has total 6

strict minimal siphons, S 1 = {p11, p16, r5, r6, r7}, S 2 = {p11, p15, r5, r6}, S 3 = {p10, p16, r6, r7},
S 4 = {p6, p12, p16, r1, r2, r3, r4, r5, r6, r7}, S 5 = {p3, p6, p12, p16, r1, r3, r4, r5, r6, r7}, and S 6 =

{p5, r2, r3}. The controlled model with an LRS monitor v3 shown in Fig. 6.6(c) has 8 strict mi-

nimal siphons. Besides the above 6 ones, two new ones are generated as the result of the intro-

duction of v3 as a virtual resource place actually manipulating the resource allocation of r4, which

are S 7 = {p6, p12, p16, r1, r2, r3, r5, r6, r7, v3} and S 8 = {p3, p6, p12, p16, r1, r3, r5, r6, r7, v3}. In the

controlled system, all 8 strict minimal siphons are min-marked at any reachable states, i.e., they

are minimally controlled.

The reduced weighted digraph of resource places Gi♦
R of a toparchy Ni derived from Pi

R is also
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Fig. 6.7 – A schematic diagram of the D&C liveness-enforcing method for WS3PR.
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a strongly connected component containing several WSDC. Hence, a priority for controlling a

competition path that is included by as many WSDCs as possible should be established. It results

in a small number of LRS monitors for a toparchy. As for a supremum of the number of LRS

monitors of the D&C strategy for WS3PR, the following discussion can be given. Without loss

of generality, suppose that a WS3PR net model with n resource places can be completely divided

into m dominant toparchies to be controlled, and the numbers of resource places of toparchies are

k1, k2, . . ., and km with n = k1 + k2 + . . . + km. Since a WSDC needs only one LRS monitor and

due to the resource usage style of WS3PR, at most ki − 1 LRS monitors are needed to control the

i-th toparchy, i ∈ {1, 2, . . . ,m}. Therefore, the total number of all involved LRS monitors for the

WS3PR is less than or equal to k1 − 1 + k2 − 1 + . . . + km − 1 = n − m.

The reason that abundant initial markings are adopted in the work instead of acceptable ones

is to ensure that there always exists at least one feasible LRS monitors for a WSDC. Otherwise,

if there is only one token initially allocated in every resource place of a WSDC, it is not possible

to design an LRS monitor to control it. However, the abundant initial markings do not guaran-

tee that every resource place with a competition path in a particular WSDC can be controlled

by an LRS monitor. It depends on the situation. For example, no feasible LRS monitor can be

designed for r3 and its competition path t5r3t2 shown in Fig. 6.5(c). It can be explained by contra-

diction. Let v be an LRS monitor for r3. It demands W(t5, v) > W(v, t2) to control the competition

path t5r3t2 and W(t3, v) > W(v, t4) to reflect the competition path t3r3t4 already satisfying Res-

triction 3.1. Since (t3, v) and (v, t2) and (t5, v) and (v, t4) are both paired arcs, W(t3, v) = W(v, t2)

and W(t5, v) = W(v, t4) hold. Therefore, no feasible LRS monitor can be designed for r3. Note that

when applying the proposed D&C method to WS3PR with acceptable but not abundant initial mar-

kings, the primary and advanced separations can be still used to partition the whole structure and

reduce resulting subnets, while the LRS control method should be replaced by other siphons-based

ones.
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6.4 Summary

A D&C liveness-enforcing method for WS3PR is proposed in this chapter. According to the

strongly connected components of the resource places, a WS3PR net can be primarily separa-

ted into several subnets, and then each of them can be further reduced with algorithms based

on a full consideration of the intrinsically live structures. The genuine structures contributing to

non-liveness can be precisely located for designing required monitors. The controlled subnets are

re-combined together to solve the original control problem of the whole WS3PR net model. All si-

phons in the controlled WS3PR net are minimally controlled and the control effects resulting from

different control parameters are discussed. The future work is twofold. The concept of WSDCs

needs to be extended to identify more general intrinsically live structures in generalized Petri nets.

The other worthy direction is the application of the proposed method to more general subclasses

of Petri nets.
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Chapitre 7

Iterative Liveness-enforcement for
WS3PR

This chapter presents an iterative liveness-enforcing method for WS3PR, which can model

flexible manufacturing systems. The proposed method checks the liveness of net models using

mixed integer programming and controls the token allocations of resource places instead of si-

phons using a liveness and resource usage ratio-enforcing supervisor. The enumeration of a kind

of special structures, which is required in the work in previous chapters, is avoided and the num-

ber of iterations is bounded by the number of shared resource places in the net model. All strict

minimal siphons in the controlled systems are minimally controlled.

7.1 Introduction

In the work [16], monitors are designed for siphons that are recognized as a significant structu-

ral object closely related with the liveness of S3PR. Much work [58] focuses on designing siphon-

oriented monitors with various strategies. However, the enumeration of siphons is necessary in

most work. The number of all siphons is exponential with the size of the Petri net plant model.

To avoid their enumeration, mixed integer programming (MIP) is proposed in [14] for augmen-

ted marked graph and developed in [10] [34] [37] [73] [121] to generate iterative siphon-control

methods. A maximal or minimal insufficiently marked siphon is first found out by MIP and then
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a monitor is designed to control the minimal one directly obtained by MIP or derived from the

maximal one. These methods are experimentally proved to be computationally efficient.

In this chapter, MIP and LRS are combined together to yield an iterative liveness-enforcing

method for WS3PR. The application of LRS no longer depends on an enumeration of WSDC but

shared resource places in maximal insufficiently marked siphons found via MIP. The number of

iterations can thus be limited. All strict minimal siphons in the controlled net model are minimally

controlled. The work in the chapter lays a foundation for a direct application of LRS without

enumeration of WSDC in Petri nets.

7.2 Liveness and ratio-enforcing supervisor

Inspired by the competition path satisfying Restriction 3.1, similar structural objects with pro-

per initial token assignment can be designed to manipulate the token allocations in resource places

of WSDC. A liveness and ratio-enforcing supervisor (LRS) achieves the liveness-enforcement

through enforcing the resource usage ratios.
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Fig. 7.1 – A competition path and its imposed control one.

An LRS monitor consists of a control path and its corresponding paired arcs. As shown in

Fig. 7.1, ttrth is a competition path to be controlled. The RU-ratios of pup and pdown with respect

to r are λr→pup and λr→pdown , respectively. The control path trvth is used to ensure that minλr→pdown

can be reached. M0(v), win(v), and wout(v) are called the control parameters of an LRS monitor. It
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can be designed by solving the following optimization problem.

=====================================

Problem 1 :

min M0(v) + Σwin(v)
i

s. t.

M0(v) − win(v)
i · �M0(r) · (1 − minλr→pdown)

win(r)
i

� ≥ wout(v)
i ;

M0(v) ≥ 1 ;

win(v)
i ≥ wout(v)

i + 1 ;

wout(v)
i ≥ 1 ; and

Condition (2) of Restriction 3.1 should also be satisfied, i.e., there is no such an n-dimension row

vector A = [a1 . . . ai . . . an] that 0 ≤ (M0(v) − A[Win(v)]T ) < min{wout(v)
i }, where i ∈ Nn and

ai ∈ N.

=====================================

Note that an LRS monitor v is corresponding to a resource place r. Its connection with transi-

tions is exactly the same as r’s. The control parameters, i.e., M0(v), win(v), and wout(v) are calculated

to manipulate the token allocations of r and all its competition paths. The monitor v actually re-

places the resource place r in WSDC and virtually acts a role to make all WSDC containing r

satisfying Restriction 3.1.

7.3 MIP and LRS

In previous chapters, it is necessary to enumerate WSDCs in a WS3PR. From the graph theory,

all simple (or called elementary) circuits of a directed graph (i.e., the weighted digraph of resource

places in the chapter) can be found with time bounded by O((n + e)(c + 1)) and space bounded by

O(n+ e), where there are n nodes, e arcs, and c simple circuits [43]. It is time-consuming when we

consider large scale WS3PR net models with complex resource usages.

The MIP technology is extensively used for control design while avoiding the enumeration of
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all siphons in a net. Although the computational complexity of MIP is NP-hard, it turns out to be

computationally efficient when dealing with almost all plant net models. Therefore, an intuitive

idea is that combining MIP with LRS monitors to yield an iterative liveness-enforcing method.

The MIP in [121] is adopted to find a maximal insufficiently marked siphon (MIMS) if existing.

Please refer to [121] for more details.

=====================================

Problem 2 :

GMIP = minΣp∈Pvp

s. t.

zt ≥ Σp∈•tvp − |•t| + 1, t ∈ T ;

vp ≥ zt, ∀(t, p) ∈ F ;

vp, zt ∈ {0, 1} ;
vp ≥ (M(p) −W(p, t) + 1)/B(p), ∀p ∈ P, ∀W(p, t) > 0 ;

M = M0 + [N]Y , M ≥ 0,Y ≥ 0 ;

=====================================
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Fig. 7.2 – A schematic diagram of the iterative method.

A schematic diagram of the iterative method is shown in Fig. 7.2. First, Problem 2 is solved to

find an MIMS S D given a WS3PR. Next, a shared resource place ri in the siphon with larger M0(ri)
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and less in and out-degree than others is chosen to be controlled by an LRS monitor vi. A larger

M0(ri) implies that less reachable states will be lost after the addition of an LRS monitor, and less

arcs mean that its calculation is easier. The two steps are iteratively executed until no MIMS can

be found.

Being different from other methods using MIP, this proposed one does not induce new pro-

blematic siphons after adding LRS monitors since their connections are exactly the same with the

resource places to be controlled. Hence, no induced-siphon needs extra control. Additionally, the

MIMS found in an iteration may not be completely controlled by an LRS monitor designed for a

resource place in the siphon. It only controls all WSDCs containing the resource place. All strict

minimal siphons are minimally controlled when all iterations are finished. Since the number of

LRS monitors for a WS3PR is bounded by the number of its resource places, i.e., |PR|, so is the

number of iterations.
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Fig. 7.4 – Three LRS monitors.

For example, a WS3PR net model is shown in Fig. 7.3. After Problem 2 is solved, an MIMS

can be obtained. A shared resource place p19 is chosen and a designed LRS monitor v1 is imposed

to control all minimal insufficiently marked siphons containing p19. After three iterations, the

controlled net model is live and with about 3/4 original reachable states reserved. Three LRS

monitors designed in each iteration are shown in Fig. 7.4. More details can be found in Table. 7.1.
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Tab. 7.1 – Details of the iterative control of the WS3PR net shown in Fig. 7.3.

MIMS obtained by MIP ri vi reachable states dead states

/ / / 3, 334, 653 30

{p5, p7, p10, p12, p13, p15, p16, p17, p18, p19} p19 v1 2, 663, 888 6

{p6, p7, p11, p12, p13, p15, p16, p17, p18} p15 v2 2, 613, 824 1

{p6, p7, p11, p12, p13, p16, p17, p18} p17 v3 2, 500, 037 0

7.4 Summary

The chapter presents an iterative liveness-enforcing method by adopting both MIP and LRS.

Without the enumeration of all WSDC, it can achieve liveness within a fixed and known number

of iterations, and all strict minimal siphons in the controlled net are minimally controlled. The

proposed method can be extended and used in more complex plant models after a further investi-

gation of circular waits of resources and the corresponding design of LRS monitors. The following

problems are open : (1) How to optimally select a shared resource place given a maximal insuffi-

ciently marked siphon in an iteration, which leads to the minimal number of LRS monitors and the

lowest computational cost, and (2) How to extend this method to more general nets than WS3PR,

which demands a modified design of LRS monitors.
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Chapitre 8

On Intrinsically Live Structure of
GS3PR Modeling FMS

The deadlock control and liveness-enforcement are mostly implemented based on siphons in

most existing work using structural theory. Chapter 3 has revealed a kind of intrinsically live struc-

tures (ILS) in a class of generalized Petri nets called systems of simple sequential processes with

weighted resources allocation (WS3PR). The liveness-enforcement is achieved by analyzing the

structure including weight information and reconfiguring the initial marking of resource places

without considering the initial token counts in idle process places. This chapter extends it to a

more general class than WS3PR. Instead of siphons, a new concept of structural objects is defined

to carry weight information and reflect the circular waits of resources. The numerical relation-

ship between initial markings of resource places and weights of arcs is investigated to yield an

ILS-based liveness-enforcing method that requires no external monitors. The work in this chap-

ter provides an insight into structures of generalized Petri nets and a new revenue to achieve the

desired deadlock control. Several examples are used to illustrate the proposed method.

8.1 Introduction

Inspired by the concept of circular waits and circular blockings and their relations with deadlock-

freedom [52], Chapter 3 proposes ILSs of WS3PR. A new structural object, weighted simple direc-

141



8.2. GS3PR

ted circuit (WSDC), is presented to overcome the shortcoming of siphons that do not carry weight

information. The liveness of a WS3PR can be enforced by checking its structures and reconfigu-

ring its initial marking of resource places to make every WSDC satisfy a proposed restriction. In

Chapter 4, ILSs are adopted to yield a hybrid method to identify and remove redundant monitors

designed for elementary siphons - a concept pioneered in [53]. In Chapter 5, they are used to de-

sign a new kind of supervisors that enforce liveness through enforcing resource usage ratios of

partial operations.

In this chapter, the ILS-based method is extended to a more general class of generalized Petri

nets. Different from the results in previous chapters, some activity places may be contained in

the weighted digraph that represents the wait relations of resources places. This is because of the

more complex resource usage style of the class under consideration. These special activity places

play a role as temporal resources due to their requiring, holding, and releasing the real system

resources. Subsequently, the concept of extended WSDCs and competition paths are provided

to characterize the intrinsically live structures of net models. A sufficient condition for liveness-

enforcement is given, i.e., the liveness can be ensured by reconfiguring the initial marking of some

resource places if the intrinsically live structures exist in a net model. The work in the chapter can

improve the behavioral permissiveness and save the control cost, and furthermore, it provides a

deeper insight into structures of generalized Petri nets.

8.2 GS3PR

The class of Petri nets under consideration in the chapter, general S3PR (GS3PR), is an ex-

tension to S3PR. WS3PR and System of Simple Sequential Processes with Multiple Resources

(S3PMR) [37] are both subclasses of GS3PR that is a subclass of extended S3PR (ES3PR) [92].

The relation among them is shown in Fig. 8.1.

If t1, p1, . . . , tk, pk, tk+1 ∈ PA ∪ T is a simple path, p1, p2 . . . , pk are called consecutive activity

places. For example, in Fig. 8.2(a), t1, p2, t2, p3, t3 is a simple path, p2 and p3 are consecutive

activity places. If there is only one place in the simple path, we also say it is consecutive by itself.
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3WS PR

3S PR

3S PMR

3GS PR

3ES PR

PN

Fig. 8.1 – Classes of Petri nets.
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Definition 8.1 A general simple sequential process with resources (GS2PR) is a generalized Petri

net N = (PA ∪ P0 ∪ PR,T, F,W) such that

(1) The subnet generated by X = PA ∪ P0 ∪ T is an S2P, where P0 = {p0} ;
(2) PR � ∅ is called a set of resource places with (PA∪P0)∩PR = ∅, and each resource place r ∈ PR

is associated with a nonempty set of consecutive activity places, H(r), which implies that these

operations require r, and the activity places in H(r) are called holders of r and PA = ∪∀r∈PR H(r) ;

(3) For each input transition t of a holder p ∈ H(r), there exists an arc (r, t) from r to t if •t∩H(r) =

∅ ;

(4) For each output transition t′ of a holder p ∈ H(r), there exists an arc (t′, r) from t′ to r if

t′• ∩ H(r) = ∅ ;

(5) W = WA ∪WR, where WA = ((PA ∪ P0) × T ) ∪ (T × (PA ∪ P0))→ {0, 1} and WR = (PR × T ) ∪
(T × PR)→ N ; and

(6) ••(P0)∩PR = (P0)••∩PR = ∅. If t ∈ P•
0

(resp. t ∈ •P0), t is called a source (resp. sink) transition.

Definition 8.2 Let t1, p1, . . . , ti, pi, . . . , tk, pk, tk+1 be a path of N with an appropriate labeling and

consecutive activity places p1, . . . , pi, . . . , pk be in a set of resource place r’s holders H(r). It is

said that (r, t1) and (tk+1, r) form an arc pair if they exist and there is no arc between ti and r.

As shown in Fig. 8.3(a), (r, t1) and (tk+1, r) form an arc pair, and the group of consecutive

holders p1, . . . , pi, . . . , and pk require resources only by the first one and release them only by the

last one. According to Definition 8.1, any other activity place between the first one and the last

one of the consecutive ones cannot require and release resources related to r. Two examples of

resource usage styles not permitted in GS2PR are given in Fig. 8.3(b). Note that (1) two arcs in an

arc pair must have the same weights to guarantee the conservativeness and (2) both in Fig. 8.3(b)

can be converted or arcs rearranged to become GS2PR.

Definition 8.3 Let N = (PA ∪ P0 ∪ PR,T, F,W) be a GS2PR. An initial marking M0 is said to be

acceptable if

(1) ∀p0 ∈ P0, M0(p0) ≥ 1 ;

(2) ∀p ∈ PA, M0(p) = 0 ; and

(3) ∀r ∈ PR, ∀t ∈ r•, M0(r) ≥ W(r, t).
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Fig. 8.3 – (a) An arc pair formed by (r, t1) and (tk+1, r) with k ≥ 1 and (b) two examples of resource

usage styles not permitted in GS2PR.

Definition 8.4 A system of GS2PR, called GS3PR for short, is defined recursively as follows

(1) A GS2PR is a GS3PR ; and

(2) Let Ni = (PAi∪P0i∪PRi ,Ti, Fi,Wi), i ∈ {1, 2}, be two GS3PR such that (PA1
∪P01

)∩(PA2
∪P02

) =

∅, PR1 ∩ PR2 = PC � ∅, and T1 ∩ T2 = ∅. Then, the net N = (PA ∪ P0 ∪ PR,T, F,W) resulting

from the composition of N1 and N2 via PC (denoted by N1 ◦ N2) such that (a) P = PA1
∪ PA2

, (b)

P0 = P01
∪ P02

, (c) PR = PR1
∪ PR2

, (d) T = T1 ∪ T2, (e) F = F1 ∪ F2, and (f) W = W1 ∪W2 is

also a GS3PR.

FMS modeled with Petri nets can be classified into three categories according to the number

and type of resources required when a workpiece is to be processed at an operation step : (1)

only one unit of a single type of resources, (2) one or multiple units of a single type of resources,

and (3) one or multiple units of one or multiple types of resources. S3PR [16], WS3PR [64], and

ES3PR [92] are adopted to model and analyze the three situations, respectively. Note that GS3PR

is a subclass of ES3PR that allows the resource usage style shown in Fig. 8.3(b).

For example, the net model as shown in Fig. 8.2(a) is a GS3PR net model with idle process

places {p1, p4}, activity places {p2, p3, p5, p6}, resource places {p7, p8}, and an acceptable initial

marking M0 = 50p1 + 50p4 + 5p7 + 2p8. The sets of p7’s and p8’s holders are H(p7) = {p2, p3, p6}
and H(p8) = {p3, p5}, respectively. (p7, t1) and (t3, p7), (p7, t5) and (t6, p7), (p8, t2) and (t3, p8), and

(p8, t4) and (t5, p8) are four arc pairs. It is live and with 50 reachable states. Note that no matter how
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many tokens (any acceptable initial markings) are initially configured in the idle process places,

the net is always live. It is decided by a kind of intrinsically live structures and a special numerical

relationship between arc weights and initial marking of resource places.

8.3 ILS in GS3PR

In Chapter 3, the ILS is proposed in WS3PR. The liveness of WS3PR can be enforced by ana-

lyzing the numerical relation among arc weights and reconfiguring the initial marking of resource

places if ILS exists in the model. In Chapter 4, ILSs and elementary siphons [53] are combined

together to yield a hybrid liveness-enforcing method to identify and remove redundant monitors

for WS3PR. Furthermore, ILS is fully investigated in Chapter 5 and used to design a new kind

of supervisors that achieve the goal of liveness-enforcement by enforcing resource usage ratios of

some activity places. In this chapter, they are extended within the scope of GS3PR, which starts

with the concept of weighted digraphs of wait relations.

Definition 8.5 Given GS3PR N = (PA ∪ P0 ∪ PR,T, F,W), a weighted digraph of wait relations,

denoted as GWR = (P′A ∪ P′R,TR, F′,W′), is a subnet of N such that : (1) P′A ⊆ PA and P′R ⊆ PR ;

(2) TR =
•(P′A ∪ P′R) ∩ (P′A ∪ P′R)• ; (3) F′ = [((P′A ∪ P′R) × TR) ∪ (TR × (P′A ∪ P′R))] ∩ F ; and (4)

∀x, y ∈ P′A ∪ P′R ∪ TR, x• � ∅, •x � ∅, and W′(x, y) = W(x, y).

=====================================

Algorithm 8.1

Derivation of the weighted digraph of wait relations of a GS3PR.

Input : A GS3PR N = (P0 ∪ PA ∪ PR,T, F,W).

Output : The weighted digraph of wait relation GWR = (P′A ∪ P′R,TR, F′,W′).

Step 1 : Remove all idle process places and arcs connecting to them from N ;

Step 2 : ∀p ∈ PA, remove p and arcs connecting to it from N if it uses only one type of

resources r and there exists an arc (r, t), t ∈ •p ∪ p• ;

Step 3 : ∀t ∈ T , remove t and arcs connecting to it from N if its preset or postset is

empty ;
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Step 4 : For every remaining place, remove it and arcs connecting to it from N if its

preset or postset is empty ;

Step 5 : GWR is the remaining part of N.

=====================================
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Fig. 8.4 – (a) A marked GS3PR net model and (b) its weighted digraph of wait relations.

In the previous chapters, all wait relations of resources in a WS3PR are represented by a

weighted digraph that consists of only resource places. However, in GS3PR, the resource usage

style becomes more complex than that of WS3PR. Some activity places using multiple types

of resources act as a role of temporary resources that should be presented in the weighted di-

graph of wait relations1. For example, GS3PR in Fig. 8.4(a) has idle process places {p1, p5},
activity places {p2 − p4, p6 − p8}, resource places {p9 − p11} and an acceptable initial marking

M0 = 50p1+50p5+12p9+p10+8p11. There are three strick minimal siphons, S 1 = {p3, p8, p9, p10},
S 2 = {p4, p7, p8, p10, p11}, and S 3 = {p4, p8, p9, p10, p11}. According to Algorithm 8.1, its weigh-

ted digraph of wait relations is derived as shown in Fig. 8.4(b). For example, activity place p3 is

kept in the subnet since it is involved in the wait relation between resource places p9 and p10. Next,

a simple circuit is adopted to characterize ILS.

Definition 8.6 A weighted simple directed circuit (WSDC) in GS3PR, denoted as cW = (PC ,TC
R , F

C ,WC),

1It corresponds to and is compatible with the concept of weighted digraph of resource places in WS3PR.
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Fig. 8.5 – Two WSDCs of the GS3PR net shown in Fig. 8.4(a) : (a) a WSDC including activity

places, and (b) another WSDC not including any activity place.

is a simple circuit derived from a weighted digraph of wait relations GWR = (P′A ∪ P′R,TR, F′,W′)

such that :

(1) PC = {p1, p2, . . . , pm} ⊆ P′A ∪ P′R (m ≥ 2) and |PC ∩ P′R| ≥ 2 ;

(2) TC
R = {t1, t2, . . . , tm} ⊆ TR (m ≥ 2), p•

1
∩ •p2 = {t2}, and p•

2
∩ •p3 = {t3}, . . . , p•m ∩ •p1

= {t1} ;
(3) FC = [(PC × TC

R ) ∪ (TC
R × PC)] ∩ F′ ; and

(4) WC ⊆ W′ and WC = W(x, y), ∀x, y ∈ PC ∪ TC
R .

WSDCs are a kind of structural objects explicitly carrying weight information and intuitively

reflecting circular wait of resources. WSDC models a chain of resource places that form a circular

wait among each other. Different from that in WS3PR, WSDC defined in GS3PR also contains

some activity places that build an indirect circular wait relation among resource places. Note that

not all the simple circuits found in the weighted digraph of wait relations are WSDCs by using the

algorithm in [43]. The simple circuits containing at most one resource place do not represent a real

circular wait and an initially configurable structure since that there is no token in activity places

at the initial marking. For example, four simple circuits can be found from the weighted digraph

of wait relations shown in Fig. 8.4(b), c1 = t2 p3t3 p9t7 p8t8 p10t2, c2 = t3 p10t6 p11t3, c3 = t8 p9t7 p8t8,

and c4 = t2 p3t3 p10t2. According to Definition 8.6, c1 and c2 are two WSDCs as shown in Fig. 8.5.

Note that activity places p3 and p8 are included in c1 and make connections of the circular wait

relation between resource places p9 and p10. A release of p9 follows a requirement of p10 and
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a release by p3. Both c3 and c4 contain one resource place and one activity one and are not real

WSDCs.
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Fig. 8.6 – (a) A competition path ttrth and (b) its sets of upstream and downstream activity places

Pr
up and Pr

down.

Theorem 8.1

Given a WSDC cW = (PC ,TC
R , F

C ,WC) of a GS3PR N = (PA ∪ P0 ∪ PR,T, F,W),
⋃

r∈(PC∩PR) Pr
down∪

PC is a strict minimal siphon, where Pr
down ⊆ H(r) and is called the set of downstream activity

places of r which are consecutive places such that there exists an arc (r, t), t ∈ •Pr
down.

For example, all places of c2 in Fig. 8.5(b) and the downstream activity places Pp11

down = {p4}
and Pp10

down = {p7, p8} together form siphon S 2. It is said that a WSDC is contained in a siphon if all

places of the WSDC are included in the siphon. Note that a siphon may contain several WSDCs

even if their places are the same. In the example, c1 and c2 are contained by siphons S 1 and S 2,

respectively.

Definition 8.7 A simple path l = (PL
R,T

L
R , F

L
R,W

L
R) in GS3PR is called a resource path derived

from WSDC cW = (PC ,TC
R , F

C ,WC) such that :

(1) PL
R = {r} ⊆ (PC ∩ P′R) ;

(2) T L
R = {tt, th}, where there exist a tail transition tt with {tt} = •r ∩ TC

R , and a head one th with

{th} = r• ∩ TC
R ;

(3) FL = {(tt, r), (r, th)} ⊆ FC ; and

(4) WL
R = {W(tt, r),W(r, th)} ⊆ WC ; where (tt, r) and (r, th) are called in-arc and out-arc of a re-

source path, respectively. If the in-arc and out-arc of a resource path do not form an arc pair, this
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resource path is called a competition path, denoted as lcp.

For simplicity, a resource/competition path is denoted by ttrth, and the weights of the in-arc

and the out-arc are denoted by win(r) and wout(r) as shown in Fig. 8.6. Besides siphons, WSDCs

are characterized as a supplement of structural objects connecting with deadlock-freedom and

liveness in GS3PR. A WSDC represents a quantitative chain of circular wait with arc weights.

More specifically, a competition path is a link of a WSDC and defined to represent a competition

for tokens in the resource place between two sets of holders. As shown in Fig. 8.6(b), a set of

upstream (resp. downstream) activity places Pr
up (resp. Pr

down) of a competition path ttrth is the set

of consecutive activity places using resource place r, and (tt, r) and (r, t) (resp. (t, r) and (r, th))

form an arc pair.

We use LW to denote a set of competition paths with the same resource place and in-arc weight

larger than out-arc weight, i.e., LW = {lcp = ttrth|W(tt, r) > W(r, th)}. A weight matrix [W] of all

n competition paths in LW with respect to a resource place r is a 2 × n matrix :

[W(r)] =

[
Win(r)

Wout(r)

]
=

⎡⎢⎢⎢⎢⎣ win(r)
1

. . . win(r)
i . . . win(r)

n

wout(r)
1

. . . wout(r)
i . . . wout(r)

n

⎤⎥⎥⎥⎥⎦,

where win(r)
i (resp. wout(r)

i ) is the in-arc (resp. out-arc) weight of the ith competition path with r in

LW , win(r)
i ∈ N+\{1}, wout(r)

i ∈ N+, n ∈ N+, and i ∈ Nn.

Based on the above concepts, the same restriction proposed for WS3PR in Chapter 3 still holds

to characterize the numerical relation between arc weights and initial markings of resource places

in ILS of GS3PR. It has the same meaning when we say that resource place r in a competition path

lcp = ttrth satisfies Restriction 8.1 or a WSDC containing lcp satisfies Restriction 8.1 as given next.

Restriction 8.1

Given a marked GS3PR (N,M0), a resource place r satisfies the following two conditions :

(1) (M0(r) mod win(r)
i ) ≥ wout(r)

i , where M0(r) is the initial marking of r, and win(r)
i (resp. wout(r)

i ) is

the in-arc (resp. out-arc) weight of the ith competition path in LW ; and

(2) There exists no n−dimensional row vector A = [a1 . . . ai . . . an] such that 0 ≤ (M0(r) −
A[Win(r)]T ) < min{wout(r)

i }, where ai ∈ N.
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The essential idea behind Restriction 8.1 is to prevent all tokens in resource place r from being

all used by holders only in the set of upstream activity places. It is implemented by imposing a

limitation on the numerical relation between initial number of tokens in r and weights of its in-arc

and out-arc. Therefore, a competition path of a WSDC satisfying Restriction 8.1 implies that a link

of a chain of circular waiting is broken.

Theorem 8.2

Given a marked GS3PR (N,M0), a siphon S is minimally controlled if all WSDCs contained in it

satisfy Restriction 8.1.

For example, in Fig. 8.4(a), S 2 is minimally controlled since the only WSDC c2 contained by

it satisfies Restriction 8.1, while S 1 is not due to the initial marking of p9, M0(p9) = 12. If it is

reconfigured, i.e., changing M0(p9) = 12 into M0(p9) = 11, S 1 will also be minimally controlled.

Theorem 8.3

A marked GS3PR (N,M0) is live if every WSDC satisfies Restriction 8.1.

Theorem 8.3 builds a bridge between the liveness of GS3PR and ILS. It improves the behavio-

ral permissiveness of the controlled systems. In Table 8.1, a detailed comparison between control

effects of elementary siphon-based methods (ES) in [28] [120] and ILS-based one in this work for

GS3PR in Fig. 8.4(a) is provided. The original net has total 234 reachable states and one deadlock

among them. S 1 and S 2 from all three strict minimal siphons are selected as elementary ones. Two

monitors and corresponding arcs are designed to control them. The controlled net is live and has

124 reachable states. It can be found that ES is very conservative and loses almost a half number

of states since the output arcs of monitors are all connected to source transitions to avoid introdu-

cing new problematic siphons. By adjusting the output arcs, it yields a live net with 168 reachable

states, which is about 72.1% (168/233) of the GS3PR net’s maximal permissiveness.
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By applying the proposed method, the liveness-enforcement can be achieved by only recon-

figuring the initial number of tokens in resource place p9. After removing one token from p9,

the resulting new initial marking of all resource places M0(PR) = 11p9 + p10 + 8p11 makes

two WSDCs both satisfy Restriction 8.1. Hence, the net is live and can reach 87.6% (206/233)

of the maximal permissiveness. It implies that the control cost can be saved without imposing

external monitors and corresponding arcs. Furthermore, it is not always effective to enforce li-

veness by increasing the quantity of system resources, contrary to the conventional wisdom. In

this example, a new initial marking M′
0
(PR) = 13p9 + p10 + 8p11 can ensure the liveness, whereas

M′′
0

(PR) = 14p9 + p10 + 8p11 cannot. It is the special numerical relationship with proper resources

that guarantees the liveness. Note that monitors that have the same control effect can be designed

instead of decreasing the initial numbers of tokens in resource places. For example, a monitor

v1 with M0(v1) = 11, W(v1, t1) = W(t3, v1) = 2, and W(v1, t7) = W(t8, v1) = 1 can be added to the

original net with M0(PR) = 12p9 + p10 + 8p11. It restrains one token in p9.

8.4 Summary

The work in the chapter extends the intrinsically live structures-based liveness-enforcing me-

thod that was first proposed in WS3PR to a more general subclass of Petri nets, GS3PR. A sufficient

condition of liveness is given, i.e., the liveness-enforcement can be achieved by analyzing the arc

weights and reconfiguring the initial marking of some resource places if such intrinsically live

structures exist in GS3PR. This method saves the control cost and improves the system behavioral

permissiveness. Future work should address two challenging issues : (1) How to effectively find

all real WSDCs from the weighted digraph of wait relations of GS3PR and optimally select com-

petition paths from them, which leads to the minimal reconfiguration of system resources and the

optimal (or sub-optimal) behavioral permissiveness, and (2) How to design liveness and resource

usage ratio-enforcing supervisors for GS3PR based on the mechanism of intrinsically live struc-

tures, which depends on the further analysis of the relation between upstream and downstream

activity places.
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Chapitre 9

ILS in Process and Resource-Oriented
Petri Nets

As an effective and graphical mathematical tool, Petri nets are extensively used in the mode-

ling, analysis, verification, and control of automated manufacturing systems. Process and resource-

oriented Petri nets (POPNs and ROPNs) are successively proposed in literature focusing on the

description of product process and resource usage sequence, respectively. Structural theory is ap-

plied on both to solve the deadlock control problem. In this work, a class of colored ROPNs

(CROPNs) is defined corresponding to WS3PR that is a class of POPNs. A kind of intrinsically

live structures (ILSs) is investigated in both POPNs and CROPNs.

9.1 SRS – a class of ROPN

In this chapter, a class of ROPNs is presented according to WS3PR in POPNs. Colors are

introduced to distinguish different types of workpieces and control different production routes. In

a comparative way with respect to that in WS3PR in the previous chapters, ILSs in such ROPNs

are explored and a numerical restriction is given to ensure the liveness of such ROPNs. This part

can be considered as a first step to apply the ILS-based method to ROPNs.

A class of resource-oriented Petri nets, namely a System of Resource-oriented Route (SRS) is

presented in the section to model a workpiece production process, which is viewed as a workpiece
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9.1. SRS – A CLASS OF ROPN

visiting needed resources one by one according to a specification. Colors are introduced to distin-

guish different types of workpieces and control different production routes. It uses a place to model

the unique input/output station, and a place for every resource. A transition models a process that

a workpiece is transported between resources.

Definition 9.1 A resource-oriented sequence (RS) is a generalized finite colored Petri net N =

({p0}∪PR,T, F,W, {c}), where (1) p0 is called an idle process place with K(p0) = ∞, (2) PR is a set

of resource places, and ∀r ∈ PR, K(r) ∈ N+, (3) N is a simple circuit of all nodes in {p0} ∪ PR ∪ T ,

(4) ∀r ∈ PR, t ∈ •r, t′ ∈ r• W(t, r) = W(r, t′), and each transition is associated with a unique color

c.

K(p0) = ∞ means that p0 is a loading/unloading station and has no capacity constraint. We

use M(p)(c) to denote the number of tokens with color c in place p, whereas M(p) to denote that

of all tokens in p. Let N = ({p0} ∪ PR,T, F,W, {c}) be an RS. An initial marking M0 is said to be

acceptable if (1) all tokens in p0 ∈ P0 are associated with color c, (2) M0(p0) = M0(p0)(c) > 0,

and (3) ∀r ∈ PR, M0(r) = 0.
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3t
4t

1r

2r3r

2

2

(a)

5t

6t

7t
8t

2

2

50

1r 2r
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5001p 02p

K1(r1)=10K1(p0)= K2(p0)=

K2(r1)=11K1(r2)=3 K2(r2)=2K1(r3)=8

K2(r3)=8

Fig. 9.1 – (a) An RS N1 processing A-type of workpieces and (b) another RS N2 processing B-type

of workpieces.

Consider the example in Fig. 9.1, types A and B workpieces are processed in two RSs, which

are described as p01 → t1 → r1 → t2 → r2 → t3 → r3 → p01 and p02 → t5 → r3 → t6 →
r2 → t7 → r1 → t8 → p02, respectively. It means that the sequence of resource requirement of

A-type (resp. B-type) of workpieces is r1, r2, and r3 (resp. r3, r2, and r1). All transitions in N1

(or N2) are associated with a unique color, and the tokens initially allocated in the idle process
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place are with the same color. The property of color can be implemented by radio-frequency iden-

tification (RFID) or smart card in a real system [114]. It is used to distinguish and control the

process routes of different types of workpieces in a system of RSs, which is explained later. In

p01 (or p02), we initially put 50 tokens meaning that we do not limit M0(p01) (or M0(p02)). In N1,

W(t1, r1) represents that a workpiece needs two slots of r1 and W(t1, r1) = W(r1, t2) = 2 ensures

the conservativeness. Note that even for the same resource, different capacities are used in different

RSs. In N2, K1(r1) = 11, whereas K2(r1) = 10 in N1 since the weights of its in-arc and out-arc

equal to two and K2(r1) = 11 does not make sense. In other words, the capacity of a resource can

be increased or decreased according to different specifications.

Definition 9.2 A system of resource-oriented sequences (SRS) is defined recursively as follows :

(1) An RS is an SRS ; (2) Let Ni = ({p0i} ∪ PRi,Ti, Fi,Wi, {ci}), i ∈ {1, 2} be two RSs such that

PR1 ∩ PR2 � ∅, T1 ∩ T2 = ∅, and c1 is different from c2. Then, the net N = ({p0} ∪ PR,T, F,W,C)

from merging N1 and N2 via their common resource places such that (a) p0 is the unique idle

process places with K(p0) = ∞, (b) PR = PR1 ∪ PR2, ∀r ∈ PR1 ∪ PR2, K(r) = max{K1(r),K2(r)},
(c) T = T1 ∪T2 and every transition remains its original color, (d) F = F1 ∪ F2, (e) W = W1 ∪W2,

and (f) C = {c1} ∪ {c2} is also an SRS.

Let M01 = M01(p01) and M02 = M01(p02) be the initial markings of N1 and N2, respectively.

The initial marking of N is M0 = M0(p0)p0 with M0(p0) = M0(p0)(c1)+M0(p0)(c2) = M01(p01)+

M02(p02).

As shown in Fig. 9.2, an SRS is obtained by merging N1 and N2 in Figs. 9.1(a) and (b),

respectively. In p0, two types of tokens with color c1 and c2 are both contained. The tokens can only

enable transitions with the same color. For example, if there are totally three tokens in r1 including

one in color c1 and the other two in color c2, t8 is enabled but t2 is not since M(r1)(c1) < 2.

Different colored tokens compete against each other for the slots of resource places. Note that

during the merging, the relatively large capacity of a resource place in an RS is kept in the SRS.

An intrinsically live structure with a special numerical relationship between arc weights and the

capacities of resource places is discussed in the following section.
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Fig. 9.2 – An SRS obtained by merging N1 and N2 in Fig. 9.1.

9.2 ILS in SRS

In order to maintain the consistency, we use the same concepts about ILS in SRS as we did in

WS3PR. The definitions of weighted digraphs of resource places, WSDCs, and competition paths

are given as follows.

Definition 9.3 Given an SRS N = ({p0} ∪ PR,T, F,W,C), a weighted digraph of resource places,

denoted as GR = (P′R,TR, FR,WR,C), is a subnet of N such that : (1) P′R ⊆ PR ; (2) TR =
•P′R∩P′R

• ;

(3) FR = [(P′R × TR) ∪ (TR × P′R)] ∩ F ; and (4) WR = W(x, y), ∀x, y ∈ P′R ∪ TR.

An SRS is a state machine, and a weighted digraph of resource places derived from the SRS

is the maximal strongly connected component of resource places and transitions. For example,

the weighted digraph of resource places of the SRS in Fig. 9.2 is shown in Fig. 9.3(a). It can be

obtained by first removing the idle process place and connecting arc and then all resulting nodes

only with in-arc or out-arc until none of them exists. It reflects the competition relation among all

shared resource places.
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Definition 9.4 A WSDC in an SRS, denoted as cW = (PC
R ,T

C
R , F

C
R ,W

C
R ,C

C), is a simple cir-

cuit derived from a weighted digraph of resource places GR = (P′R,TR, FR,WR,C) such that : (1)

PC
R = {r1, r2, . . . , rm} ⊆ P′R, TC

R = {t1, t2, . . . , tm} ⊆ TR (m ≥ 2), r•
1
∩ •r2 = {t2}, and r•

2
∩ •r3 = {t3},

. . ., r•m ∩ •r1 = {t1} ; (2) FC
R = [(PC

R × TC
R )∪ (TC

R × PC
R )]∩ FR ; (3) WC

R = W(x, y), ∀x, y ∈ PC
R ∪ TC

R ;

and (4) CC ⊆ C.

Definition 9.5 A simple path l = (PL
R,T

L
R , F

L
R,W

L
R ,C

L) is called a resource path derived from a

WSDC cW = (PC
R ,T

C
R , F

C
R ,W

C
R ,C

C) such that : (1) PL
R = {r} ⊆ PC

R ; (2) T L
R = {tt, th}, where

there exist a tail transition tt with {tt} = •r ∩ TC
R , and a head one th with {th} = r• ∩ TC

R ; (3)

FL
R = {(tt, r), (r, th)} ⊆ FC

R ; (4) WL
R = {W(tt, r),W(r, th)} ⊆ WC

R ; where (tt, r) and (r, th) are called

its in-arc and out-arc, respectively ; and (5) CL ⊆ CC and C = {ctt , cth}. If ctt is different from cth ,

this resource path is called a competition path, denoted as lcp.
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K(r2)=3
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Fig. 9.3 – (a) A weighted digraph of resource places of the SRS in Fig. 9.2 and (b) two WSDCs

derived from the SRS.

For example, two WSDCs as shown in Fig. 9.3(b) can be derived from the weighted digraph

of resource places in Fig. 9.3(a). There are four competition paths in total, t3r3t6, t6r2t3, t2r2t7,

and t7r1t2. Note that the in-arc and out-arc of a competition path actually model two types of

tokens entering the resource place in a compact way. A competition path reflects a competition

for the limited capacity of a resource place. Similar to the situation in WS3PR, a weight matrix

[W(r)] = [Win(r) Wout(r)]T can be defined to express the weight information of n competition paths

with the same resource place r.

Restriction 9.1

Given a marked SRS (N,M0), a resource place r satisfies (1) (K(r) mod wout(r)
i ) ≥ win(r)

i , where

K(r) is the capacity of resource place r, win(r)
i (resp. wout(r)

i ) is the in-arc (resp. out-arc) weight
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of one of all n competition paths with r ; and (2) there exists no n−dimensional row vector B =

[b1 . . . bi . . . bn] such that 0 ≤ (K(r) − B[Wout(r)]T ) < min{win(r)
i }, where bi ∈ N.

With the same mechanism, Restriction 9.1 is just another expression form of Restriction 3.1.

Being more intuitive, it means that the remaining capacity of a resource place after a prioritized and

maximal entering of a type of tokens represented by the out-arc is still big enough to accommodate

once entering of the other type of tokens represented by the in-arc. If a WSDC contains a resource

place satisfying Restriction 9.1, it is said that the WSDC satisfies Restriction 9.1. A potential

chain of circular waits is prevented by applying Restriction 9.1 to break one link of the chain. The

following result can be given if all WSDCs are considered with Restriction 9.1.
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Fig. 9.4 – A CPN-Tools [7] model of the SRS in Fig. 9.2.

Theorem 9.1

A marked SRS (N,M0) is live if every WSDC satisfies Restriction 9.1.

Theorem 9.1 makes the ILS-based liveness-enforcing method feasible in SRS. When applying

this method, we check the structure of an SRS net model first, and then adjust the capacities

of some certain resource places. A deadlock prevention can be achieved without any external
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supervisor.

For example, we consider the SRS net model shown in Fig. 9.2. It has 10, 353 reachable states

in total and is not live. Two WSDCs, t3r3t6r2t3 and t2r2t7r1t2, are derived from its weighted digraph

of resource places as shown in Figs. ??(b). It can be found that the latter satisfies Restriction 9.1,

whereas the former does not. By freezing a part of capacity of r3, i.e., K(r3) = 7, we can make the

former satisfy Restriction 9.1. The net model is live with 8, 263 reachable states. Alternatively, we

may increase the capacity of r3, i.e., K(r3) = 9. Then it satisfies Restriction 9.1 and the net model

is live with 12, 443 reachable states.

9.3 Summary

In this work, a class of colored resource-oriented Petri nets, SRS, is defined corresponding

to WS3PR, which provides a compact style to model FMS from a view point of sequences of

required resources. The concept of ILSs is introduced into SRS, and then a deadlock prevention

method based on structural analysis is proposed, which needs no external supervisor. The further

work includes : (1) an investigation of resource usage ratios in SRS ; and (2) optimal control of

SRS.
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Chapitre 10

Conclusions and Future Research

This chapter concludes the thesis. The main contributions of the work are recalled. Some open

and interesting problems are outlined in future work.

10.1 Contributions

The thesis works on the intrinsically live structure (ILS) and deadlock control of a class of ge-

neralized Petri nets modeling FMSs. Different from the existing siphon-based methods, the concept

of ILSs based on WSDCs and the proposed restrictions is a general notation and the kernel of a

series of deadlock control and liveness-enforcing methods presented in the thesis. The characte-

ristics and essence of ILSs are identified and derived from WS3PR and GS3PR to implement such

methods. The numerical relationship between initial markings and weights of connecting arcs is

thoroughly investigated and used to design restrictions that ensure the intrinsical liveness of global

and local structures.

The research work in the thesis is shown in Fig. 10.1. The study of ILSs in Chapter 3 is

the root of the whole work. Combining elementary siphons with the ILS-based method, a hybrid

liveness-enforcing one is presented in Chapter 4. According to the essence of ILS, the resource

usage ratios (RU-ratios) of activity places in WS3PR are analyzed and employed to design a new

kind of parameterized liveness and ratio-enforcing supervisors (LRSs) in Chapter 5. When the

concept of ILSs is adopted to divide and simplify the structures of a WS3PR and LRS is used

to control each resulting subnet, this work produces a divide-and-conquer paradigm as presented
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Fig. 10.1 – The main work of the thesis.

in Chapter 6. When LRS is combined with mixed integer programming (MIP), which is used to

obtain a maximal insufficiently marked siphon (MIMS), this work proposes an iterative liveness-

enforcing method as shown in Chapter 7. Chapter 8 explores the ILS in a more general class of

Petri nets than WS3PR, which is supposed to be an attempt to explore more complex structures.

Finally, Chapter 9 extends the concept of ILSs from POPN to ROPN, which can be seen as a new

beginning of the future work.

The main contributions of the work are summarized and highlighted chapter by chapter as

follows.

(1) Chapter 3 : The ILS is proposed and fully investigated and an ILS-based liveness-enforcing

method is presented. In some situations, the proposed method can make a system live by decreasing

system resources instead of simply increasing them. A proper resource allocation is practically

guaranteed by a proper numerical relationship between initial markings of resource places and arc

weights. Compared with most existing deadlock prevention control policies, the new one does not

add any monitors and arcs. The cost of its control software and hardware implementation can be

saved. Meanwhile, the problem of structural complexity can be avoided.
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(2) Chapter 4 : The ILS-based method is further developed. It is found that the identification of

an ILS and calculation of proper initial number of tokens can be attributed to a typical congruence

problem in number theory. A mathematical programming is designed to solve the problem in the

chapter. Since the pure application of the ILS-based method demands that all WSDCs in a WS3PR

should first satisfy some structural conditions, which greatly limits its application scope, a hybrid

liveness-enforcing method is proposed by combining the ILS-based one with the well-accepted

elementary siphon-based one. The hybrid one no longer demands a global ILS of WS3PR, and

therefore, the application of WSDCs is extended. Theorems proved in this chapter build a bridge

between WSDCs and siphons to realize this hybrid method. In addition, the minimally marked and

controlled siphons are analyzed with the assistance of WSDCs. The hybrid method can simplify

the liveness-enforcing supervisor for a system, improve the permissiveness, and finally, reduce the

control implementation cost.

(3) Chapter 5 : The proposed LRS achieves liveness and ratio-enforcement at the same time.

In particular, the liveness-enforcement is implemented by imposing a proper resource usage ratio-

enforcement on a plant model. It is an attempt to pursue the precise usage of resources instead of

maximal behavioral permissiveness. The number of monitors in such an LRS is bounded by that

of resources used in the plant model. Hence, the control cost can be estimated without difficulty.

In addition, the topology of the supervisor can be easily determined when a plant model is given,

and is simple enough to be understood and adopted by industrial practitioners. When the initial

configuration and weights of the plant model are changed, the proposed supervisor can adapt

quickly by adjusting control parameters only. The connection of monitors remains unchanged. It

resembles the work style of today’s programable logic controllers, i.e., the re-hard-wired job can

be avoided. This greatly saves control cost.

(4) Chapter 6 : The divide-and-conquer (D&C) liveness-enforcing method is investigated in

WS3PR. By fully utilizing the global and local ILSs, a WS3PR is first considered under primary

and advanced separations and then the remaining subnets are controlled by LRS. The way of

breaking the control problem into sub-problems and the application of LRS are the kernel of the

work in the chapter that provides a deeper insight into model structures and makes the analysis

and control of complex WS3PR feasible.
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(5) Chapter 7 : MIP and LRS are combined together to yield an iterative liveness-enforcing

method for WS3PR. The application of LRS no longer depends on the enumeration of WSDCs but

shared resource places in MIMSs obtained via MIP. The number of iterations can thus be limited.

All strict minimal siphons in the controlled net model are minimally controlled. It lays a foundation

for a direct application of LRS without the enumeration of WSDC in more general classes of Petri

nets.

(6) Chapter 8 : The ILS-based method is extended to a more general class of generalized Petri

nets. Different from the results in WS3PR, some activity places may be contained in the weighted

digraph that represents the wait relations of resources places. This is because of the more complex

resource usage style of the class under consideration. These special activity places play a role

as temporal resources due to their requiring, holding, and releasing the real system resources.

Subsequently, the concept of extended WSDCs and competition paths are provided to characterize

the ILSs of net models. A sufficient condition for liveness-enforcement is given, i.e., the liveness

can be ensured by reconfiguring the initial marking of some resource places if the ILSs exist in

a net model. The result can improve the behavioral permissiveness and save the control cost, and

furthermore, it provides a deeper insight into structures of more general Petri nets.

(7) Chapter 9 : The concept of ILSs is extended from the framework of process-oriented Petri

nets (POPN) to that of resource-oriented Petri nets (ROPN). ROPN provides a compact style for

modeling large scale systems. The analysis of ILSs in ROPN becomes a new starting point of the

future work. The colors are involved in the considered ROPN models and used to regulate the

routes of different work parts. In real systems, RFID chips or barcodes (QR codes) are used to

regulate the routes of different work parts. It can be modeled by the presented SRS model. The

work in this chapter also inspiring the study of ILS for the considering ROPN, i.e., SRS, in the

near future.

10.2 Future Work

The main open and interesting problems involved in ILS are twofold and briely outlined as

follows.
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(I) Since a set of elementary siphons in the hybrid method is not unique, how to choose an

optimal set of elementary siphons by considering their structures and initial markings is an impor-

tant issues as the future work. In addition, application of the hybrid method should be extended

to other classes of generalized Petri nets. This requires one to extend the concept of WSDCs and

combine the mechanism behind ILSs with other siphon-based methods.

(II) The future work on LRS includes choosing an optimal set of competition paths to be

controlled such that as many reachable states of the controlled system as possible can be obtained.

Additionally, in order to avoid the NP-hard problem in mathematical programming, another way

to compute control parameters needs to be considered by exploring the characteristic structure of

WS3PR. Extension of LRS to a more general class of Petri nets modeling more complex resource

allocation systems remains an interesting widely open direction.

Furthermore, some classical mathematical problems can be further combined with the study

of deadlock control in Petri net models. They are (1) the similar Chinese remainder problems, (2)

the Knapsack problem, and (3) the Huarong Trail Problem. The first one is strongly connected

with the special numerical relation in the generalized Petri nets. The second problem is a typical

optimization problem, however, it will have a pre-condition, i.e., deadlock-freedom, when finding

the optimal solution in the Petri net context. The last problem should be considered when the

tokens in a net model have different sizes and the details of their moves in a resource place must

be carefully controlled.

Besides, a special concern also needs to be addressed here. Mathematical programming be-

comes a prevailing method when analyzing and designing control policies for Petri net models.

Lingo is one of the most powerful software packages for solving the various mathematical pro-

gramming problems. However, sometime, rarely, it is not reliable.

As shown in Fig. 10.2, the software package is used to solve a Chinese remainder problem

with the first 30 prime numbers except one. @mod is a function to calculate the remainder. For

example, @mod(x, 5) ≥ 3 is a constraint and means that the remainder of x divided by 5 should

be equal or greater than 3. The mathematical programming problem is to calculate the minimal x

satisfying all 30 constraints. The version of Lingo is v12.0. The computer running Lingo is Think

Station S3 with Intel Xeon CPU E5-1620, 3.60 GHz. After 40 minutes computation, it returns the
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Fig. 10.2 – A wrong result given by Lingo.
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result showing that no feasible solution can be found, however, it is easy to find that 109169 is the

solution. It implies that the dedicated software prototype should be developed for special problems

instead of completely relying on the existing general software packages.
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Glossaire

– CB : circular blocking

– CIM : computer integrated manufacturing

– CW : circular wait

– D&C : divide-and-conquer

– DES : discrete event system

– ES3PR : extended system of simple sequential processes with resources

– FMS : flexible manufacturing system

– GS3PR : general system of simple sequential processes with resources

– ILS : intrinsically live structure

– LRS : liveness and ratio-enforcing supervisor

– MIMS : maximal insufficiently marked siphon

– MIP : mixed integer programming

– POPN : process-oriented Petri net

– RAS : resource allocation system

– ROPN : resource-oriented Petri net

– RU-ratio : resource usage ratio

– S2P : simple sequential processes

– S2PR : simple sequential processes with resources

– S3PR : system of simple sequential processes with resources

– S3PMR : system of simple sequential processes with multiple resources

– S3PGR2 : system of simple sequential processes with general resource requirements

– SCT : supervisory control theory

– SMS : strict minimal siphon
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– S4R : system of sequential systems with shared resources

– WS2PR : simple sequential process with weighted resource allocation

– WS3PR : system of simple sequential processes with weighted resource allocation

– WS3PSR : weighted system of simple sequential processes with several resources

– WSDC : weighted simple directed circuit
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Ding LIU
Structure intrinsèquement vivante et Contrôle

de l’interblocage dans les Réseaux de Petri
généralises

Résumé :
Nos travaux portent sur l’analyse des systèmes de production automatisée à l’aide de réseaux de Petri. Le probléme

posé est de savoir si un système peut se bloquer complément ou partiellement et si besoin de calculer un contrôleur

garantissant son bon fonctionnement. Les systèmes de production se modélisent naturellement à l’aide d’une sous-

classe des réseaux de Petri, les S3PRs. Ce modèle a été très largement étudié par le passé conduisant à des méthodes

basées uniquement sur la structure du modèle. Dans ce travail, nous généralisons ces travaux aux modèles des

WS3PR, une extension des S3PR où la réalisation d’une activé nécessite non par une ressource mais plusieurs

ressources d’un même type et pour lesquels nous proposons des techniques originales combinant des éléments de

théorie des graphes et de théorie des nombres, améliorant même les méthodes du passé sur le modèle simple des

S3PR.

On présente une caractérisation fine de la vivacité d’un tel modèle basée la notion d’attente circulaire. Une attente

circulaire peut être vue comme une composante connexe du sous graphe réduit aux transitions et aux places res-

sources du modèle. Puis nous démontrons que la non vivacité d’un WS3PR est équivalente à l’existence d’ « un

blocage circulaire dans une attente circulaire ». Ce résultat généralise finement la caractérisation de la vivacité d’un

S3PR. Après avoir introduit la notion de « circuits du graphe de ressources » (WSDC), on construit une méthode de

contrôle de ces verrous garantissant la vivacité du modèle d’autant plus efficace qu’une méthode de décomposition

du réseau est proposée. Enfin, une traduction de traduit la condition de vivacité des WS3PR sous la forme d’un

programme linéaire en nombres entiers est établie et des expérimentations ont démontré l’intérêt de la méthode

pour contrôle de systèmes l’allocation des ressources.

Mots clés :
Systèmes de production flexible, Réseaux de Petri généralisés, Analyse structurelle, Vivacité structurelle, Contrôle

d’interblocage



Ding LIU
INTRINSICALLY LIVE STRUCTURES AND
DEADLOCK CONTROL IN GENERALIZED

PETRI NETS

Abstract :
As an indispensable component of contemporary advanced manufacturing systems, flexible manufacturing systems

(FMSs) possess flexibility and agility that traditional mass production systems lack. An FMS usually consists of

picking and placing robots, machining centers, logistics systems, and advanced control systems. Some of them can

be recognized as the FMS’ shared resources, which result in its flexibility but may also lead to its deadlocks. As a

classic problem in resource allocation systems, deadlocks may arise in a fully automated FMS and bring about a

series of disturbing issues, from degraded and deteriorated system productivity and performance to low utilization

of some critical and expensive resources and even long system downtime. Therefore, the analysis of and solution to

deadlock problems are imperative for both a theoretical investigation and practical application of FMSs. Deadlock-

freedom means that concurrent production processes in an FMS will never stagnate. Furthermore, liveness, another

significant behavioral property, means that every production process can always be finished in finite time. Liveness

implies deadlock-freedom, but not vice versa. The liveness-enforcement is a higher requirement than deadlock-

freedom.

Completely without reachability graph, the work is based on the logical reasoning of model structures. From the

perspective of the behavioral logic, the thesis focuses on the intrinsically live structures and deadlock control of ge-

neralized Petri nets modeling flexible manufacturing systems. Being different from the prevailing structure/siphon-

based methods, a concept of intrinsically live structures becomes the starting point to design, analyze, and optimize

a series of novel deadlock control and liveness-enforcing methods in the work. The characteristics and essence of

intrinsically live structures are identified and derived from subclasses of generalized Petri nets modeling FMSs

with complex resource usage styles. In addition, the numerical relationship between initial markings and weights

of connecting arcs is investigated and used to design restrictions that can ensure the intrinsical liveness of global

or local structures. With the structural theory, graph theory, and number theory, the work in the thesis achieves

the goals of deadlock control and liveness-enforcement. The proposed methods are superior over the traditional

siphon-based ones with a lower computational complexity (or a higher computational efficiency), a lower structural

complexity, and a better behavioral permissiveness of the controlled system.

Keywords :
flexible manufacturing system, Petri net, generalized Petri net, live structure, deadlock control


