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#### Abstract

This thesis studies some of the most relevant problems in the sense of guidance, navigation and control presented in a particular class of mini aerial vehicles (MAV): the convertible MAV with fixed wings and tilting rotors. This aircraft is able to change its flight configuration from hover to level flight and vice-versa by means of a transition maneuver.

Motivated by civilian applications, we theoretically and experimentally study Lyapunov-based control laws for dynamics presented in the convertible MAV. Results of asymptotic convergence are obtained over the complete flight envelope of the vehicle: from low-speed vertical flight through high-speed forward flight. We have divided this thesis in four main parts: the study of 1) the fixed-wing aircraft; 2)the quadrotor; 3) the convertible aircraft and 4) vision applications by using the convertible aircraft. In a first part, a Lyapunov-based control law is developed to steer a fixedwing mini aerial vehicle along a desired path. Furthermore a path generator is proposed. The resulting control strategy yields global convergence of the current path of the MAV to the desired path. In a second part, a Lyapunov-based control using singular perturbation theory is proposed and applied on dynamics of the MAV. Furthermore, in this part we address the problem of fault detection and diagnosis (FDD) for a quad-rotor. In the third part a new control strategy for the transition between airplane and helicopter mode, and viceversa, in convertible planes is presented. The analysis is carried out for the longitudinal model of the PVHAT (Planar Vertical Helicopter-Airplane Transition) aircraft, which is an airplane having tilting rotors in order to achieve the transition maneuver. The resulting closed loop control algorithm is proved to be globally asymptotically stable. Finally in the fourth part of this thesis the problem of estimation and tracking of a road using a vision embedded system in the PVHAT aircraft is solved. The global exponential stability of the position subsystem together with the switching controller is demonstrated.

Illustrative simulations and experimental results obtained on several experimental platforms developed in this thesis, assess the implementability of the proposed control laws and highlight the merits of the approach.
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Platforms developed during PhD:

- ElGuapoV1 Quadrotor experimental platform shown in Fig. 1. Further, Fig. 1 shows the ElGuapo V2 experimental platform which is under development.

(a) ElGuapo V1 flying.

(b) ElGuapo V2 on the right.

Figure 1: Quad-rotor experimental platforms ElGuapo V1 and ElGuapo V2.

- ElCerdo Fixed-wing experimental platform shown in Fig. 2.


Figure 2: ElCerdo experimental platform.

- Quad-plane Convertible MAV experimental platform depicted in Fig. 3.


Figure 3: Quad-plane experimental platform.

- PVHAT Tilt-rotor convertible aircraft shown in Fig. 4.


Figure 4: The PVHAT aircraft experimental platform.

For more details about platforms please refer to the website:
https://sites.google.com/site/gerardoflorescolunga/research
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## Preface

This thesis was submitted to the École doctorale of the University of Technology of Compiègne, as a partial fulfillment of the requirements to obtain the PhD degree. The work presented was carried out in the years 2010-2014 in the UMR CNRS 7253: Heuristics and Diagnostics for Complex Systems laboratory at the Departament of Computer Engineering of the University of Technology of Compiègne.

The thesis is a direct continuation of my Master's thesis titled "Modeling, control and implementation of convertible UAVs" which was carried out at CINVESTAV, Mexico and defended in 2010. The paper resulting from my Master's work, published in JINT in 2011, is highly relevant in this thesis.

## Thesis objectives

The objectives of the work reported in this thesis are primarily 1) to investigate the aerodynamics involved on the main classes of unmanned aerial vehicles: the fixed-wing, the quadrotor and the convertible aircraft; 2) design new control algorithms to stabilize the convertible aircraft over the complete flight envelope, i.e. in hover, fixed-wing and in transition mode; 3) build and develop several classes of experimental platforms in order to demonstrate the efficiency of the proposed algorithms; 4) propose solutions using drones to solve real-world problems.

## Thesis outline

This thesis is in the form of a synopsis. Part I of the thesis provides the study of the fixed-wing aircraft. It presents modeling, control and introduces an experimental platform developed at laboratory. Part II presents the quadrotor. Two main subjects are covered in this part of the thesis: fault estimation and control for the quadrotor and the study of the time-scale separation between the attitude and translational dynamics of the quadrotor. Part III constitutes the research of the convertible aircraft, it includes a control strategy for the transition from hover to fixed-wing and viceversa. Finally in Part IV the estimation and tracking of a road using the new tilt-rotor convertible MAV is presented. In the four parts of the thesis, simulations and experimental tests demonstrate the validity of results.

Dedicado a Evita.

## 1

## InTRODUCTION

In the last few years Micro Aerial Vehicles (MAVs) have been successfully employed to address a large variety of applications in the area of surveillance [1], environmental awareness [2], search and rescue operations [3], aerial refueling [4], aerial robotics and many others [5]. The key feature of MAVs is to provide a mobile extension of human perceptions allowing not only the security of the user but also gathering information such as images or video, locations coordinates, weather conditions, etc., for either online or offline analysis. However, there are missions whose scope is beyond the capabilities of conventional MAVs designs since they require not only longer flight endurance but also hovering/VTOL capabilities. Missions like the surveillance of both fast-moving and static targets, identification of cracks in pipelines or bridges, medical supplies (blood samples, saliva samples, medications), exchange between hospitals and clinics located in remote areas, are missions that can be carried out in a more efficient manner with hybrid aerial vehicles than standard airplanes or helicopters. Besides these commonly used aerial vehicles the Convertible Aircraft, which is an aerial vehicle capable of combining the advantages of horizontal and vertical flight, has been recently gaining popularity [6]. The distinguishing feature of such a class of systems is the ability of operating both in the stable hover flight and in the fast and efficient level flight. During level flight, the aircraft configuration appears similar to the one of a fixed-wing aerial vehicle, in which the force of gravity is compensated through the lift obtained by means of suitable aerodynamic surfaces installed on the vehicle, such as wings or canards. On the other side, at hover, the aircraft configuration is more similar to the one of a helicopter, in which the gravity force is compensated only by the force produced by the propeller. In this case the additional maneuverability typical of helicopters is paid back with a larger amount of energy consumed to sustain the flight. In this setting, the transition maneuver is a particular trajectory of the system in which the flight configuration of the vehicle is changed from hover to level flight or vice versa [7].

While the convertible aircraft concept is very promising, it also comes with significant challenges. Indeed it is necessary to design controllers working over
the complete flight envelope of the vehicle: from low-speed vertical flight through high-speed forward flight. The main change at this respect, is investigate the large variation in the vehicle dynamics between these two different flight regimes.

This thesis reports current work on the modeling, control and development of an experimental prototype of a new convertible aircraft: the PVHAT (Planar Vertical Helicopter-Airplane Transition), which is capable of flying in horizontal and vertical modes. This mini aerial vehicle is one of the first of its kind among tilt-rotor vehicles on that scale range. The vehicle is driven by four rotors and has a conventional airplane-like structure, which constitutes a highly nonlinear plant and thus the control design should take into account this aspect.

In order to investigate the tilt-rotor convertible aircraft and because of the presence of fixed-wing and quadrotor dynamics, we have planned to investigate several features of the fixed-wing aircraft and the quadrotor each individually. With these two kinds of aerial vehicles studied, we proceed to investigate the dynamics and behaviour of the PVHAT aircraft. Furthermore, some vision techniques have been applied to estimate the states of the MAV. This thesis is then divided in four parts, pictured in Figure 1.1 and described as follows.

Part I: The Fixed-wing aircraft This part focuses on the fixed-wing aircraft. Simulations and experimental results are presented by using the Dubins model. In chapter 2, a Lyapunov-based control law is developed to steer a fixed-wing MAV along a desired path. The proposed controller overcomes stringent initial condition constraints that are present in several path-following strategies in the literature. The key idea behind the proposed strategy, is to minimize the error of the path-following trajectory by using a virtual particle, which should be tracked along the path. For this purpose, the particle speed is controlled, providing an extra degree of freedom. Controller design is stated by using Lyapunov techniques. The resulting control strategy yields asymptotic convergence of the current path of the MAV to the desired path. Simulations are presented using the simulator MAV3DSim, in order to demonstrate the effectiveness of the control law. Furthermore an experimental platform called ElCerdo is introduced.

In chapter 3 a path generator is proposed for the fixed-wing MAV. The Dubins paths serve as a strategy to find the shortest route for the non-holonomic model of the aerial vehicle. The Dubins path generation is combined with a nonlinear Lypaunov-based path-following control. We present a complete simulation environment in which the path generator and path following strategy are validated. As an example of application we propose the scenario in which a missing person is located in some known area and we use the path generator

## AIRCRAFT ADDRESSED IN THIS THESIS



Figure 1.1: The problem addressed in this thesis.
along with this path-following strategy applied to the fixed wing MAV to search and find this person.

Part II: The Quadrotor In chapter 4, a Lyapunov-based control using singular perturbation theory is proposed and applied on dynamics of a miniature unmanned aerial vehicle. Such controller is designed taking into account the presence of the small parameter $\varepsilon$ on vehicle dynamics, causing a time-scale separation between the attitude and translational dynamics of the MAV. The stability analysis is demonstrated by presenting a scenario in which the timescale property arises on the the MAV dynamics. In addition, the values of the parameter $\varepsilon$ for which the control law is validated, are given. Simulations are derived and presented to demonstrate the effectiveness of the control law. The proposed controller has been applied to the Quad-plane MAV experimental
platform, in order to validate the performance and to show the time-scale property.

Chapter 5 addresses the problem of fault detection and diagnosis (FDD) for a quad-rotor. Actuator faults are considered on this chapter. The basic idea behind the proposed method is to estimate the faults signals using the extended state observers theory. To estimate the faults, a polynomial observer is presented by using the available measurements and the known inputs of the system. To investigate the observability and diagnosability properties of the system, a differential algebra approach is proposed. Furthermore, an evaluation function depending on the system states is developed, in order to be used in a controller responsible to compensate the failures. The effectiveness of the methodology is illustrated by means of numerical simulations and some preliminary experimental tests.

Part III: The Convertible Aircraft Chapter 6 presents a particular class of a convertible mini aerial vehicle with fixed wings, the so-called PVHAT aircraft. This aircraft is able to change its flight configuration from hover to level flight and vice-versa by means of a transition maneuver. In this first part of the research, the hover dynamics of the PVHAT aircraft is investigated. Dynamical model and nonlinear control based on Lyapunov design are studied. The presented approach focuses on the problem of finding a control law capable of stabilizing the aircraft's position. Some simulations results are given, which demonstrate the effectiveness of the controller. Further, some experimental results are presented and tested on the PVHAT aircraft experimental platform.

Chapter 7 presents a new control strategy for the transition between airplane and helicopter mode, and vice-versa, in convertible planes. The analysis is carried out for the longitudinal model of the PVHAT aircraft, which is an airplane having tilting rotors in order to achieve the transition. The control strategy is smooth in the sense that it does not involve commutation between two different controllers. The resulting closed-loop control algorithm is proved to be globally asymptotically stable. The altitude and the longitudinal speed are proved to converge to desired values. The proposed controller has been successfully tested in numerical simulations.

Part IV: Vision applications This part addresses the problem of estimation and tracking of a road using the Quad-plane experimental platform. For that objective, we consider the following scenario: (i) no previous knowledge of the road, i.e. shape, dimension and color, (ii) loss of information by the sensors is considered and (iii) nonlinear dynamics of the MAV is taken into
consideration. Aiming at this goal, two operational regions are defined: road detected and road not detected by the sensors. A switching between the measurements of imaging and inertial sensors enables estimation of the required states in both operational regions. For dealing with both aforementioned cases, a Lyapunov-based switching control for stabilizing the vehicle's position is proposed. Unmodeled dynamics such as friction forces are estimated by means of the proposed controller. The global exponential stability of the position subsystem together with the switching controller is demonstrated exploiting the fact that the individual closed-loop systems are globally exponentially stable and the switching is sufficiently slow, so as to allow the transient effects to dissipate after each switch. The control law is validated on the Quad-plane experimental platform, showing the expected behavior during autonomous navigation.
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## The Fixed-Wing AIRCRAFT

## 2

## A Nonlinear Path-Following Strategy for a Fixed-Wing MAV


#### Abstract

In this chapter, a Lyapunov-based control law is developed to steer a fixedwing mini aerial vehicle (MAV) along a desired path. The proposed controller overcomes stringent initial condition constraints that are present in several pathfollowing strategies in the literature. The key idea behind the proposed strategy, is to minimize the error of the path-following trajectory by using a virtual particle, which should be tracked along the path. For this purpose, the particle speed is controlled, providing an extra degree of freedom. Controller design is stated by using Lyapunov techniques. The resulting control strategy yields global convergence of the current path of the MAV to the desired path. Simulations are presented using the simulator MAV3DSim, in order to demonstrate the effectiveness of the control law. Furthermore an experimental platform called ElCerdo is introduced.
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### 2.1 Introduction

In the last few years there has been a considerable growth in the development of micro and mini air vehicles (MAV). Increasing capabilities and falling costs have increase the popularity of such vehicles, not only in military missions but also in civilian tasks. As a result, interest in development of flight control systems has raised considerably.

Originally, such controllers have been designed based on a linear version of the aircraft dynamics. As a consequence the linear model is no longer valid in some flight conditions, yielding a poor performance of the controller. Gain scheduling techniques [8] have been applied in order to overcome this difficulty, implying all the disadvantages inherent in this kind of techniques, like the necessity to compute different controllers for different operating points and estimating aircraft stability derivatives for the whole flight envelope.

Several nonlinear path planning controllers have been investigated and implemented mainly on ground robots. Some of these techniques have been taken from the ground vehicles and inherited to the MAV.

Among the methods used in path-planning, we can mention the nonlinear lateral track control law proposed in [9] or the method based on vector fields, which are used to generate desired course inputs, which is presented in [10]. In [11] the problem of constrained nonlinear trajectory tracking control for unmanned air vehicles is investigated. A method for UAV path-following using vector fields to direct the vehicle onto the desired path is presented in [12]. Several methods based on potential field functions have been investigated [13], [14] however the primitive forms of potential field functions present some difficulties when choosing an appropriate potential function, and the algorithm may be stuck at some local minimum [15]. Path planning techniques based on optimization methods like Model Predictive Control approaches and linear programming have been investigated in [16], however, the complex computations demanded by this kind of control and similar approaches make the implementation unfeasible for low-cost MAV.

The chapter is organized as follows. A nonlinear path-following strategy for a fixed-wing MAV is considered, taking into account a simplified version of the lateral dynamics of an airplane. This model is defined in Section 2.2, where we also present the flight conditions considered for the controller. Section 2.3 presents the problem statement of path-following mission for a MAV. The strategy developed in this work, is based on the idea of a virtual particle moving along a desired path. A velocity controller for such particle is presented in

Section 6.3. With this approach we can avoid the problems that arise when the virtual particle is defined only as a projection of the vehicle onto the path. The performance of the proposed controller is showed in Section 2.5 where simulation results are presented.

### 2.2 Modeling

The term Dubins Aircraft was introduced in [17], where the time-optimal path problem was examined in order to achieve different altitudes. The system model of the Dubins aeroplane is described by the subsequent relations

$$
\begin{align*}
\dot{x} & =V_{t} \cos \psi \\
\dot{y} & =V_{t} \sin \psi  \tag{2.1}\\
\dot{\psi} & =\omega
\end{align*}
$$

where $x$ and $y$ denotes the inertial position of the aircraft, $\psi$ is the heading angle, $\omega$ is the heading rate, $\phi$ is the roll angle, $V_{t}$ is the airspeed, i.e. the speed of an aircraft relative to the air. For this work, we have chosen the ( $X-Y-Z$ ) inertial reference frame, but the analysis can be performed considering a different reference frame. The model (2.1) is a simplified kinematic version of the lateral dynamics of an airplane. The aircraft is considered to be moving with a constant velocity $V_{t}$ at a constant altitude $h_{d}$. In the subsequent analysis, we assume no sideslip at a banked-turn maneuver. Also, we consider a boundedness in the roll angle given by

$$
\begin{equation*}
|\phi| \leq \phi_{\max } \tag{2.2}
\end{equation*}
$$

Assuming a coordinated turn, and given the boundedness of the roll angle $\phi$ the minimum turn radius $\rho$ that the aircraft can fly is given by

$$
\begin{equation*}
\rho=\frac{V_{t}^{2}}{g \tan \left(\phi_{\max }\right)} \tag{2.3}
\end{equation*}
$$

Moreover, the heading rate $\omega$ is induced by the roll angle as

$$
\begin{equation*}
\omega=\frac{g}{V_{t}} \tan \phi \tag{2.4}
\end{equation*}
$$

where $g$ is the gravity acceleration.

### 2.3 Problem Statement

In this section, the problem statement is introduced and a dynamic system suitable for control purposes is formulated. Considering Fig. 2.1, the key idea


Figure 2.1: Path following control problem schema.
behind the path-following controller relies on reducing two expressions to zero: the first one is the distance between the aircraft's center of mass $p$ and the the point $q$ on the path, the second one is the angle between the airspeed vector and the tangent to the path at $q$. To accomplish these objectives, we introduce a virtual particle moving along the geometric path at a velocity $\dot{s}$. Consider a frame attached to such particle, this frame plays the role of a body axis of the virtual particle, and is the so-called Serret-Frenet frame denoted by $\mathcal{F}$ [18]. It is worth noting that the particle velocity evolves according to a conveniently defined control law $\dot{s}$, yielding an extra controller design parameter. With this set-up in mind, the aforementioned angle and distance will become the coordinates of the error space, where the control problem is stated and solved.

### 2.3.1 Error dynamics for the path-following controller

Consider that the 2-D geometric path is represented by smooth functions parameterized by $t$, i.e. $x_{s}(t)$ and $y_{s}(t)$. Thus, $\left(x_{s}(t), y_{s}(t)\right)$ represent the virtual particle coordinates. The inertial position of the aircraft is defined by $p=\left[\begin{array}{ll}x & y\end{array}\right]^{T}$ in the inertial reference frame $\mathcal{I}$. For the purpose of following
the given path, we define the inertial vector error $d^{I}=p-q(s)$ expressed in $\mathcal{F}$, which will be minimized in order to track the path. Such error vector $d^{I}$ has been decomposed into its components $e_{s}$ and $e_{d}$, corresponding to the error in the $x$-axis of the frame $\mathcal{F}$ and the error in the $y$-axis of the frame $\mathcal{F}$, respectively as it is shown in Fig. 2.1. From the Fig. 2.1, we can see that the tangent vector to the path at $q(s)$ is parallel to $x$-axis of the frame $\mathcal{F}$. The angle $\psi_{f}$ is measured from the inertial frame to the tangent vector of $q(s)$.

Considering an arbitrary point $q$ on the path, and let

$$
R=\left(\begin{array}{cc}
\cos \left(\psi_{f}\right) & -\sin \left(\psi_{f}\right)  \tag{2.5}\\
\sin \left(\psi_{f}\right) & \cos \left(\psi_{f}\right)
\end{array}\right)
$$

the rotation matrix from $\mathcal{F}$ to $\mathcal{I}$, parameterized locally by $\psi_{f}$. Thus, the error $d^{I}$ expressed in the Serret-Frenet frame is given by

$$
\begin{equation*}
d^{S F}=\left(R^{T}\right)\left(d^{I}\right)=R^{T}(p-q(s)) \tag{2.6}
\end{equation*}
$$

Furthermore, we define the yaw angle error as

$$
\begin{equation*}
\tilde{\psi}=\psi-\psi_{f} \tag{2.7}
\end{equation*}
$$

The angle $\psi_{f}$ can be computed by using the information provided by the geometric path and its first derivative with respect to the parameter $t$, as follows

$$
\begin{equation*}
\psi_{f}=\arctan \frac{y_{s}^{\prime}}{x_{s}^{\prime}} \tag{2.8}
\end{equation*}
$$

where $x_{s}^{\prime}=\frac{d x_{s}}{d t}, y_{s}^{\prime}=\frac{d y_{s}}{d t}$.

To obtain the error state dynamic equations suitable for control purposes, we must compute the time derivative of (2.6) and (2.7). By differentiating (2.6), it follows that

$$
\begin{align*}
\dot{d}^{S F} & =R^{T}(\dot{p}-\dot{q}(s))+\dot{R}^{T}(p-q(s)) \\
& =R^{T}(\dot{p}-\dot{q}(s))+S^{T}(\dot{\psi}) R^{T}(p-q(s)) \tag{2.9}
\end{align*}
$$

where $S(\dot{\psi})$ is given by

$$
S(\psi)=\left(\begin{array}{cc}
0 & -\dot{\psi}_{f}  \tag{2.10}\\
\dot{\psi}_{f} & 0
\end{array}\right)
$$

From (2.1), the time derivative of $p$ and $q(s)$ can be represented as follows

$$
\begin{equation*}
\dot{p}=R(\psi)\binom{V}{0} \quad ; \quad \dot{q}=R\binom{\dot{s}}{0} \tag{2.11}
\end{equation*}
$$

The time derivative of (2.7) results in

$$
\begin{equation*}
\dot{\tilde{\psi}}=\omega-\dot{\psi}_{f} \tag{2.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\dot{\psi}_{f}=\mathcal{C}_{\mathcal{C}}(s) \dot{s} \tag{2.13}
\end{equation*}
$$

where $\frac{d \psi_{f}}{d t}=\mathcal{C}_{\mathcal{C}}(s)$ is the path curvature. The path curvature is expressed as a function of the path coordinates $\left(x_{s}(t), y_{s}(t)\right)$ and its first and second derivatives with respect to the parameter $t$, i.e $x_{s}^{\prime}=\frac{d x_{s}}{d t}, y_{s}^{\prime}=\frac{d y_{s}}{d t}$. Thus, the path curvature $\frac{d \psi_{f}}{d t}=\mathcal{C}_{\mathcal{C}}(s)$ is given by

$$
\begin{equation*}
\mathcal{C}_{\mathcal{C}}=\frac{\left|y_{s}^{\prime \prime} x_{s}^{\prime}-y_{s}^{\prime} x_{s}^{\prime \prime}\right|}{\left(x_{s}^{\prime 2}+y_{s}^{\prime 2}\right)^{3 / 2}} \tag{2.14}
\end{equation*}
$$

Finally, by substituting (2.11) in (2.9) and using (2.12) we obtain the error kinematic model suitable for the control purposes as

$$
\begin{align*}
\dot{e}_{s} & =V_{t} \cos \tilde{\psi}-\left(1-\mathcal{C}_{C}(s) e_{d}\right) \dot{s} \\
\dot{e}_{d} & =V_{t} \sin \tilde{\psi}-\mathcal{C}_{\mathcal{C}}(s) e_{s} \dot{s}  \tag{2.15}\\
\dot{\psi} & =\omega-\mathcal{C}_{\mathcal{C}}(s) \dot{\dot{s}}
\end{align*}
$$

### 2.4 Control Strategy

In this section we present a nonlinear path following control strategy. Such control strategy is done in two steps. The first step yields a kinematic controller by adopting the yaw rate $\omega$ from 2.1 as a virtual control input. The second step addresses the vehicle dynamics in order to obtain the control law for the input variable $\phi$. Such control law relies on the kinematic controller previously derived.

### 2.4.1 Kinematic Controller Design

Following a similar approach as in [19], we introduce a desired approach angle parameterized by $k_{\delta}>0$ as

$$
\begin{equation*}
\delta\left(e_{d}\right)=-\psi_{a} \frac{e^{2 k_{\delta} e_{d}}-1}{e^{2 k_{\delta} e_{d}}+1} \tag{2.16}
\end{equation*}
$$

where $0<\psi_{a}<\pi / 2$. The sigmoid function (2.16) is bounded and differentiable with respect to the error $e_{d}$. It provides the desired relative course transition of the fixed-wing MAV to the path as a function of $e_{d}$. Moreover, (2.16) satisfies the condition $e_{d} \delta\left(e_{d}\right) \leq 0 \forall e_{d}$. Such condition guides the MAV to the correct direction, i.e., turn left when the MAV is on the right side of the path, and turn right in the opposite situation.

With the purpose of investigating the control law for the system (2.1), we propose a Lyapunov function candidate given by

$$
\begin{equation*}
V\left(e_{d}, e_{s}, \tilde{\psi}\right)=\frac{1}{2} e_{d}^{2}+\frac{1}{2}\left(\tilde{\psi}-\delta\left(e_{d}\right)\right)^{2}+\frac{1}{2} e_{s}^{2} \tag{2.17}
\end{equation*}
$$

The time derivative of (2.17) along the trajectory of (2.1) is computed as follows

$$
\begin{align*}
\dot{V}\left(e_{d}, e_{s}, \tilde{\psi}\right)= & \left(\tilde{\psi}-\delta\left(e_{d}\right)\right)(\omega+\beta)+\left(e_{d}\right)\left(V_{t} \sin \left(\delta\left(e_{d}\right)\right)\right)  \tag{2.18}\\
& +\left(e_{s}\right)\left(V_{t} \cos \tilde{\psi}-\dot{s}\right)
\end{align*}
$$

where

$$
\beta=-\mathcal{C}_{\mathcal{C}}(s) \dot{s}-\dot{\delta}\left(e_{d}\right)\left(V_{t} \sin \tilde{\psi}-\mathcal{C}_{\mathcal{C}}(s) e_{s} \dot{s}\right)+\left(V_{t} e_{d}\right)\left(\frac{\sin \tilde{\psi}-\sin \left(\delta\left(e_{d}\right)\right)}{\tilde{\psi}-\delta\left(e_{d}\right)}\right)
$$

where the derivative with respect to $e_{d}$ of (2.16) is

$$
\begin{equation*}
\dot{\delta}\left(e_{d}\right)=-\frac{4 \psi_{a} k_{\delta} e^{2 k_{\delta} e_{d}}}{\left(e^{2 k_{\delta} e_{d}}+1\right)^{2}} \tag{2.19}
\end{equation*}
$$

Substituting the following kinematic control law

$$
\begin{align*}
& \dot{s}=V_{t} \cos \tilde{\psi}+k_{s} e_{s} \\
& \omega=-\beta-k_{\omega_{1}}\left(\tilde{\psi}-\delta\left(e_{d}\right)\right) \tag{2.20}
\end{align*}
$$

where $k_{s}, k_{\omega_{1}}$ are positive real numbers, in (2.18), yields

$$
\begin{aligned}
\dot{V}\left(e_{d}, e_{s}, \tilde{\psi}\right) & =-k_{s} e_{s}^{2}-k_{\omega_{1}}\left(\tilde{\psi}-\delta\left(e_{d}\right)\right)^{2} \\
& +\left(V_{t} e_{d}\right)\left(\sin \left(\delta\left(e_{d}\right)\right)\right) \leq 0
\end{aligned}
$$

To conclude convergence of the states $\left(e_{s}, e_{d}, \tilde{\psi}\right)$ to zero, we state de LaSalle's Invariance Principle.

Theorem 1. LaSalle's Theorem Let $\mathcal{O}$ be a positively invariant set of system (2.17). Let $\Omega \subset \mathcal{O}$ a set in which every solution starting in $\mathcal{O}$ converges to $\Omega$. Furthermore, let $\mathcal{M}$ be the largest invariant set contained in $\Omega$. Then, as $t \rightarrow \infty$, every bounded solution starting in $\mathcal{O}$ converges to $\mathcal{M}$.

Proof. Convergence of the states $\left(e_{s}, e_{d}, \tilde{\psi}\right)$ to zero. The proof relies on Theorem 1. Consider the system (16) and the radially unbounded Lyapunov function candidate (2.17). Let us define the compact set $\mathcal{O}$ as $\mathcal{O}=\left\{V\left(e_{d}, e_{s}, \tilde{\psi}\right) \leq a\right\}$, where $a \in \Re^{+}$. Define the set $\Omega$ as

$$
\Omega=\left\{\left[\begin{array}{lll}
e_{d} & e_{s} & \tilde{\psi} \tag{2.21}
\end{array}\right]^{T} \in \mathcal{O}: \dot{V}\left(e_{d}, e_{s}, \tilde{\psi}\right)=0\right\}
$$

Equivalently, the expression $\dot{V}\left(e_{d}, e_{s}, \tilde{\psi}\right)=0$ means that $e_{s}=e_{d}=0$ and $\tilde{\psi}=\delta$. Since $\delta$ is a function of the error $e_{d}$, it is easy to verify that any point starting from $\Omega$ is an invariant set. Hence, by LaSalle Theorem, every trajectory starting in $\mathcal{O}$ converges to 0 as $t \rightarrow \infty$, i.e. $\lim _{t \rightarrow \infty} e_{s}=0, \lim _{t \rightarrow \infty} e_{d}=0$ and therefore $\lim _{t \rightarrow \infty} \tilde{\psi}=\delta\left(e_{d}\right)=0$.

### 2.4.2 Roll angle control

In this section we compute the roll control from the heading rate command of the kinematic controller previously obtained in Section 2.4.1. For this purpose, we have adopted an inner and outer feedback-loop control approach, where the outer-loop provides the desired value to the inner-loop.

It's the aileron's mission to set up the bank that causes the turn, i.e. the lateral accelerations on an airplane are produced by aileron displacement as we can see in (2.1) and (2.4). To get consistency with the mechanical limitations of the airplane, referring in terms of maximum turn rate, the lateral acceleration $g \tan \phi$ stated in (2.4) is transformed into heading commands suitable to guarantee the control maneuvers of the aircraft.

We introduce an auxiliary control input $u$ for the roll angle by augmenting the error model (2.15) with $\ddot{\phi}=u$. Thus, the augmented system is given as

$$
\begin{align*}
\dot{e}_{s} & =V_{t} \cos \tilde{\psi}-\left(1-\mathcal{C}_{\mathcal{C}}(s) e_{d}\right) \dot{s} \\
\dot{e}_{d} & =V_{t} \sin \tilde{\psi}-\mathcal{C}_{\mathcal{C}}(s) e_{s} \dot{s} \\
\dot{\tilde{\psi}} & =\frac{g}{V} \tan \phi-\mathcal{C}_{C}(s) \dot{s}  \tag{2.22}\\
\dot{\phi} & =p \\
\dot{p} & =u
\end{align*}
$$

where $p$ is the roll rate. The controller obtained in the Section 2.4.1 will take the role of the desired heading rate $\omega_{d}$ for the control $u$.

Using (2.4), we proceed by defining the error state for the roll rate as follows

$$
\begin{equation*}
\tilde{\phi}=\phi-\phi_{d}=\arctan \left(\frac{V_{t} \omega}{g}\right)-\phi_{d} \tag{2.23}
\end{equation*}
$$

Taking the time derivative of (2.23) as

$$
\begin{equation*}
\dot{\tilde{\phi}}=\dot{\phi}-\dot{\phi}_{d}=\frac{\gamma \dot{\omega}}{1+\gamma \omega}-\dot{\phi}_{d} \tag{2.24}
\end{equation*}
$$

where $\gamma=\frac{V_{t}}{g}$ and $\dot{\phi}_{d}=\frac{\gamma \dot{\omega}_{d}}{1+\gamma \omega_{d}}$ with $\omega_{d}$ given by the second equation of (2.20).
In order to obtain the control $u$, we propose the total candidate Lyapunov function given by

$$
\begin{align*}
W\left(\tilde{\phi}, \dot{\tilde{\phi}}, e_{d}, e_{s}, \tilde{\psi}\right)= & \frac{\lambda}{2}(\tilde{\phi})^{2}+\dot{\tilde{\phi}}(\tilde{\phi})+\frac{q}{2 \lambda} \dot{\tilde{\phi}}^{2}+\frac{1}{2} e_{s}^{2}  \tag{2.25}\\
& +\frac{1}{2} e_{d}^{2}+\frac{1}{2}\left(\tilde{\psi}-\delta\left(e_{d}\right)\right)^{2}
\end{align*}
$$

Where $\lambda>0$ and $q>1$ are free parameters to be chosen. Using the controllers (2.20), the time derivative of (2.26) along the trajectory of (2.22) is given by

$$
\begin{align*}
\dot{W}\left(\tilde{\phi}, \dot{\tilde{\phi}}, e_{d}, e_{s}, \tilde{\psi}\right)= & u\left(\frac{q}{\lambda} \dot{\tilde{\phi}}+\tilde{\phi}\right)+\lambda \tilde{\phi} \dot{\tilde{\phi}}+\dot{\tilde{\phi}}^{2}-k_{\omega_{1}}\left(\tilde{\psi}-\delta\left(e_{d}\right)\right)^{2} \\
& -k_{s} e_{s}^{2}+\left(V_{t} e_{d}\right)\left(\sin \left(\delta\left(e_{d}\right)\right)\right) \tag{2.26}
\end{align*}
$$

Consider the control input

$$
\begin{equation*}
u=-k_{p} \tilde{\phi}-k_{d} \dot{\tilde{\phi}} \tag{2.27}
\end{equation*}
$$

where $k_{p}$ and $k_{d}$ are positive real numbers. Then, substituting (2.27) in (2.26) it leads to

$$
\begin{align*}
\dot{W}\left(\tilde{\phi}, \dot{\tilde{\phi}}, e_{d}, e_{s}, \tilde{\psi}\right)= & -k_{p} \tilde{\phi}^{2}-\left(\frac{k_{d} q}{\lambda}-1\right) \dot{\tilde{\phi}}^{2}-k_{\omega_{1}}\left(\tilde{\psi}-\delta\left(e_{d}\right)\right)^{2} \\
& -k_{s} e_{s}^{2}+\left(V_{t} e_{d}\right)\left(\sin \left(\delta\left(e_{d}\right)\right)\right) \tag{2.28}
\end{align*}
$$

Using the same procedure of the previous section, it leads to $\dot{W}\left(\tilde{\phi}, \dot{\tilde{\phi}}, e_{d}, e_{s}, \tilde{\psi}\right)<$ 0 provided that $\frac{k_{p} q}{\lambda}+k_{d}-\lambda=0, k_{d}>\frac{\lambda}{q}$. Therefore, the control law (2.27) makes the convergence of the states to $e_{d} \rightarrow 0, e_{s} \rightarrow 0, \tilde{\psi} \rightarrow 0$ and $\omega \rightarrow \omega_{d}$.

### 2.5 Simulation results and Experimental platform

The simulation platform MAV3DSim is based on the open-source simulator CRRCSim [20], which was created based on a simulator (BASIC) developed by the National Aeronautics and Space Administration (NASA). Our simulator MAV3DSim implements the complete nonlinear model in six degrees of freedom
(6DoF). In addition, we have include aerodynamic forces generated by the aircraft control surfaces in order to to incorporate the 6 DoF kinematic model. MAV3DSim has the capability to simulate the behavior of a specific model plane, additionally the user can change the aircraft aerodynamic coefficients. It also has a 3D representation to visualize the position and orientation of the plane.

Regarding communication capacities, one of the main advantages is that the user can establish a communication link with another computer via UDP protocol, and thereby send and receive information under a standard package of data used by the MNAV100CA Robotics Sensor Suites [21]. It means that MAV3DSim can simulate the sending data in a similar manner as does the aircraft. Such data includes the information provided by the IMU (attitude and angular rate), GPS (global position and velocities) and pitot tube (airspeed). Furthermore, it can receive control commands for the thrust and the control surfaces such as aileron, elevator and rudder.

The MAV3DSim is able to load maps directly from Google Maps or any other map provider (Fig. 2.2) and it can set the start point ant any location on Earth, with the latitude and longitude coordinates. On the map it can see the path that generates the plane in the tangential plane to the Earth. We can also produce a desired path generated by a parametric curve in a desired interval. The user is able to chose between several display options in order to


Figure 2.2: The MAV3DSim is able to load maps directly from Google Maps or any other map provider.
visualize the variables. Such display options include plots showing variables vs time and avionics instruments as those used in commercial aircrafts. Such avionics instruments includes: an altimeter which indicates the altitude relative
to a reference level at which the aircraft is flying. An attitude indicator, which shows the position of the longitudinal and transversal aircraft axes with respect to the natural horizon, this is obtained by reading the roll and pitch angles. A heading indicator, which displays the aircraft's heading with respect to magnetic north. And finally it includes an airspeed indicator, which gives the aircraft's speed relative to the surrounding air. Those four avionics instruments are depicted in Fig. 2.3. The MAV3DSim was created using object-oriented


Figure 2.3: Avionics instruments of the MAV3DSim.
programming. The user can use many controllers as they need, for example when using multiple PID controllers for different aircraft states we only need to create a PID class and then make all instances we need. When tuning the controllers, it is important to choose gains online. As shown in Fig. 2.4, we have a graphic interface to tune all the gains involved in the controllers. To manage the simulator in a more natural way, a control interface for a Xbox $360^{\mathrm{TM}}$ controller was developed. Nevertheless the control interface can be plugged with in any commercial joystick. Furthermore, such interface allows the user to switch between manual flight and controlled flight, thus allowing the analysis of a series of controllers previously programmed.

The simulator presented in this section is intended to provide a development platform for the various controllers used on the aircraft. It is important to notice that with MAV3DSim we have a good approach to what we would have in the real world, so once that the proposed controller operates under the simulation platform we could move to a real platform without the risk of control failure. Another advantage of the MAV3DSim is the similar way in which it communicates with a simulator. So, it could communicate with a real platform and obtain a similar behavior as that obtained in the simulation platform.


Figure 2.4: Graphic interface of the MAV3DSim.

### 2.5.1 Experimental Platform

This section presents some characteristics of the experimental platform called ElCerdo. The airframe selected for this system is the commercial airplane TWINSTAR II which can be seen in Fig. 2.5. This vehicle is powered by a 1400 kv brushless outrunner which is using a 8 x 4 propeller and a LiPo Battery of 2200 mAh which provides us a 820 g of thrust according to the test, this engine is in a pusher configuration and it has four servo motors used to actuate the control surfaces. Such configuration is very useful when testing control laws in the plane due to rear position of the propeller and in the case of an accident the motor has more chance to stay away from the ground and remain intact . The experimental platform components are: an onboard computer Gumstix ${ }^{\mathrm{TM}}$ Overo Fire equipped with an expansion board, an inertial measurement unit CH-Robotix CHR-6d, a GPS radio u-blox LEA-6S, a barometric pressure sensor BMP085 from BOSCH, which is used as an altitude sensor, an air speed sensor Freescale MPXV7002, and a communication device Maxstream XBee Pro 900 RPSMA. The Gumstix ${ }^{\text {TM }}$ computer processes all the data from sensors, computes the control law and then sends the signal to the servo motors and the Brushless speed controller. The user is encouraged to see
for more details about the ElCerdo experimental platform in [22].


Figure 2.5: ElCerdo experimental platform.


Figure 2.6: Hardware configuration of the platform ElCerdo.

### 2.6 Experiments

This section illustrates the performance of the path-following strategy derived in the previous section. The simulation is performed with the MAV3DSim Simulator. In order to show the controller performance, we have chosen the following scenario: The trajectory has been chosen as

$$
\begin{align*}
x_{s} & =\rho s  \tag{2.29}\\
y_{s} & =\rho \sin (s)
\end{align*}
$$

Table 2.1: Airplane Parameters.

| Parameter | Value |
| :---: | :---: |
| Wingspan | 1.6 m |
| Length | 1.04 m |
| Weight | 0.95 kg |

Table 2.2: Control gains for the position control.

| Gain | Value |
| :---: | :---: |
| $k_{\delta}$ | 0.143 |
| $k_{\omega_{1}}$ | 0.405 |
| $k_{s}$ | 1.5 |
| $\psi_{a}$ | 0.048 |

Table 2.3: Control gains for the roll control.

| Gain | Value |
| :---: | :---: |
| $k_{p}$ | 0.868 |
| $k_{d}$ | 0.041 |

with $\rho=\frac{1}{1000}$. Table (2.1) summarizes the ElCerdo parameters. Such parameters can be set on the MAV3DSim simulator. A desired airspeed of $V_{t}=17 \mathrm{~m} / \mathrm{s}$ is achieved by means of a PD controller. An altitude controller is implemented in order to stabilize the airplane altitude to a desired value. Details of both controllers can be seen in [22]. From (2.2), the maximum permissible value for the roll angle is $\phi_{\max }=17 \mathrm{deg}$. The gains for the controller (2.20) are shown in Table 2.2. Table 2.3 shows the gains for the roll controller (2.27).

The reference and actual airplane paths are depicted in (2.7). Figures 2.8-2.13 shows the results of the simulations. Note the convergence of the errors in Fig. 2.10. Fig. 2.14 shows the airplane on flight and the trajectory in the MAV3DSim simulator.

Fig. 2.15 shows some experimental results of the proposed control obtained with the fixed-wing platform. Such figure shows the path-following of a circle. Furthermore, such experiments can be seen at the website:

```
https://sites.google.com/site/gerardoflorescolunga/research/
fixed-wing-uav
```



Figure 2.7: Fixed-wing MAV trajectory.


Figure 2.8: Translational and angular velocities.


Figure 2.9: Position and angular position.


Figure 2.10: Errors.


Figure 2.11: Controllers.


Figure 2.12: Control $u$.


Figure 2.13: Curvature for the trajectory generated by (2.29).


Figure 2.14: Airplane in the simulator tracking a path.


Figure 2.15: Experimental results following a circle.

## 3

## Dubins Path Generation for a Fixed Wing MAV

A path generator is proposed for a fixed-wing Micro Aereal Vehicle (MAV). The Dubins paths serve as a strategy to find the shortest path for the non-holonomic model of the MAV. Dubins paths consist of three path segments which are based on straight lines or arcs of circle of a given radius. The Dubins path generation is combined with a nonlinear Lypaunov-based path-following control. We present a complete simulation environment in which the path generator and path following strategy are validated. As an example of application we propose the scenario in which a missing person is located in some known area and we use the path generator along with this path-following strategy applied to the fixed wing MAV to search and find this person.
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### 3.1 Introduction

Dubins [23] showed that a car-like robot with initial prescribe heading can arrive to its final configuration, position and heading, with exactly three paths segments which are either arcs of circles with a minimal radius or straight lines segments. Reeds and Sheep [24] solve a similar problem in which the vehicle can move forward as well as backward. Kavaraki and Svestka [25] use the Probabilistic Road Map (PRM) method which explore all the possible paths within the space surrounding the vehicle and finally select the lowest cost route. Other planning techniques used by Kuwata and Richards [26] are based on optimizations methods, such as Mixed Integer Linear Programming or Model Predictive Control techniques. Mehta and Egerstedt [27] used optimal control for constructing control programs from a given collection of motion primitives.

In this chapter we present a path generator for a fixed-wing MAV using a reduced kinematic version of the lateral dynamics of an airplane, with constant altitude and velocity. This path generator uses the Dubins paths to generate the new path from the current position and direction of the plane to the desired position and direction. We use the nonlinear Lyapunov-based path-following strategy from our previous work [28] in order to follow the generated path. We combine the path generator with the path-following and validate it in a complete 6DOF simulation environment. A test scenario was developed in which a person(point of interest) is lost in a known area, we use the path generator to define a path to sweep this known area to search and find this point of interest.

The chapter is organized as follows. In Section 3.1.1 we present the reference frame transformation needed to transform the geodetic coordinates (Latitud, Longitude, Height) to a local tangent reference frame ( $x, y, z$ ). Section 3.2 addresses the path generation for the Dubins paths. The simulation carried out for validate the path generator in combination with the pathfollowing strategy are presented in Section 3.3.

### 3.1.1 Coordinates Transformation

The geodetic coordinate system is used in many fields, such as: navigation, surveying and cartography, in order to define the position of an objet on the

Earth's surface we use a set of three values called geodetic coordinates [29]. However, the geodetic coordinates lack of an intuitive understanding of distance, unlike other coordinate systems as the local East, North, Up (ENU) Cartesian coordinate system. The local ENU coordinates are formed from a plane tangent to the Earth's surface fixed to a specific location and it is known as a Local Tangent Plane (LTP). By convention the east axis is labeled $x$, the north $y$ and the up $z$. The three different coordinate systems are represented in the Fig. 3.1.


Figure 3.1: Geodetic, ECEF and ENU coordinates frames.

### 3.1.1.1 Geodetic to ECEF coordinates

Here we introduce the equations to convert geodetic coordinates measurements to Local Tangent Plane coordinates. The method used passes through the Earth-Centered, Earth-Fixed (ECEF) rectangular coordinate system on the way to the Local Tangent Plane. Geodetic coordinates (latitude $\tau$, longitude $\lambda$, height $h$ ) can be converted into ECEF coordinates using the following relationships:

$$
\begin{align*}
X & =(N(\tau)+h) \cos \tau \cos \lambda \\
Y & =(N(\tau)+h) \cos \tau \cos \lambda  \tag{3.1}\\
Z & =\left(N(\tau)\left(1-e^{2}\right)+h\right) \sin \tau
\end{align*}
$$

where

$$
N(\tau)=\frac{a}{\sqrt{1-e^{2} \sin ^{2} \tau}}
$$

The semi-major axis and the first numerical eccentricity of the ellipsoid are represented by $a$ and $e$, respectively, the numeric value of this constants can be found in the definition of the World Geodetic System 1984 [30]. $N(\tau)$ is the distance from the surface to the to the Z-axis along the ellipsoid normal.
3.1.1.2 ECEF to Local Tangent coordinates

A local reference point is needed to perform a coordinate transformation from ECEF to the local ENU coordinates. The launching site position will serve as the local reference point. If the launching site is at $\left(\lambda_{0}, \tau_{0}, h_{0}\right)$ in geodetic coordinates, then using the previous coordinate transformation we obtain $\left(X_{0}, Y_{0}, Z_{0}\right)$, the launching site expressed in ECEF coordinates. The aircraft location is defined as $(\lambda, \tau, h)$; we use the same coordinate transformation to obtain $(X, Y, Z)$, the aircraft position expressed in ECEF coordinates. The vector pointing from the launching site to the aircraft in the ENU coordinate system is computed as follows

$$
\left[\begin{array}{l}
x  \tag{3.2}\\
y \\
z
\end{array}\right]=\mathbf{R}\left[\begin{array}{c}
X-X_{0} \\
Y-Y_{0} \\
Z-Z_{0}
\end{array}\right]
$$

where

$$
\mathbf{R}=\left[\begin{array}{ccc}
-\sin \lambda_{0} & \cos \lambda_{0} & 0 \\
-\sin \tau_{0} \cos \lambda_{0} & -\sin \tau_{0} \sin \lambda_{0} & \cos \tau_{0} \\
\cos \tau_{0} \cos \lambda_{0} & \cos \tau_{0} \sin \lambda_{0} & \sin \tau_{0}
\end{array}\right]
$$

The World Geodetic System of 1984 (WGS84) [30] comprises a standard coordinate system and is one of the most used coordinate system used on GPS devices and we will use the coordinate transformations defined in this section to express the position of the airplane in the local ENU tangent plane which is suitable for the mathematical model and control purposes.

The Dubins Airplane model described in chapter 2 section 2.2 is used in the following sections. In such model, the position of the airplane can be represented by $p(x, y, \psi)$ with $\psi$ measured from the $y$ axis and $(x, y)$ measured in the local ENU reference frame.

### 3.2 Path Generation

In this section, the classical result of Dubins [23] is used as a basis for path generation. Dubins showed that the shortest path consist of exactly three path segments which are either $a$ ) arcs of a minimal radius or $b$ ) straight lines. The four different configurations for the Dubins paths which are composed by two curved segments and a straight line segment are arranged as shown in Fig. 3.2. The four cases of Dubins paths are $L S L, L S R, R S R, R S L$; in which $L$ stands for Left, $R$ stands for Right and $S$ for Straight.

The first step in determining the Dubins paths is to choose what type of path must be used. We have the initial and final configuration of the airplane, this is the initial position $p_{i}$, the initial heading $\psi_{i}$ the final position $p_{f}$ and the final heading $\psi_{f}$ and with every initial-final configuration we can generate the 4 types of Dubins paths,i.e. from the starting point it can turn to the right or the left and arrive to the final point from the right or the left. We choose the shortest path by comparing the distance between the center of the circles, see Fig. 3.3. The smallest distance between the center of the circles gives us the shortest Dubin path according to the Table 3.1.

Based on the initial and final configuration $\left(p_{i}, \psi_{i}\right)$ and $\left(p_{f}, \psi_{f}\right)$, respectively, and the minimal turn radius $\rho$ from (2.3), the center of each circle is computed


Figure 3.2: Dubins shortest paths.

Table 3.1: Dubins path selection.

| Shortest distance | Dubins Path |
| :---: | :---: |
| $C R_{i} C R_{f}$ | $R S R$ |
| $C R_{i} C L_{f}$ | $R S L$ |
| $C L_{i} C L_{f}$ | $L S L$ |
| $C L_{i} C R_{f}$ | $L S R$ |

as follows

$$
\begin{aligned}
C R_{i} & =\left(x_{R i}, y_{R i}\right)=\left(x_{i}+\rho \cos \psi_{i}, y_{i}-\rho \sin \psi_{i}\right) \\
C L_{i} & =\left(x_{L i}, y_{L i}\right)=\left(x_{i}-\rho \cos \psi_{i}, y_{i}+\rho \sin \psi_{i}\right) \\
C R_{f} & =\left(x_{R f}, y_{R f}\right)=\left(x_{f}+\rho \cos \psi_{f}, y_{f}-\rho \sin \psi_{f}\right) \\
C L_{f} & =\left(x_{L f}, y_{L f}\right)=\left(x_{f}-\rho \cos \psi_{f}, y_{f}+\rho \sin \psi_{f}\right)
\end{aligned}
$$

### 3.2.1 Dubins path $R S R$

The initial and final configuration $\left(p_{i}, \psi_{i}\right)$ and $\left(p_{f}, \psi_{f}\right)$,respectively, are given w.r.t. an inertial frame (Loca ENU frame). The $R S R$ is generated by a clockwise rotation from the initial position describing an arc of radius $\rho$ and


Figure 3.3: The Dubins paths are chosen by comparing the distance between the center of the circles segments.


Figure 3.4: The path generator algorithm produce an array of points $p_{n}$
center $C R_{i}$ with coordinates $\left(x_{R i}, y_{R i}\right)$ until the aircraft heading achieves an angle of $\theta$ degrees. Then it follows a straight line segment $d$, finally it continues with a turn to the right describing an arc of radius $\rho$ and center in $C R_{f}$ with coordinates $\left(x_{R f}, y_{R f}\right)$ until the plane complete the final heading. In Fig 3.3 The angle $\theta$ is the angle of the straight line segment $d$ which is measured from the vertical $y$ axis and computed as follows

$$
\begin{equation*}
\theta=\frac{\pi}{2}-\tan ^{-1}\left(\frac{y_{R f}-y_{R i}}{x_{R f}-x_{R i}}\right) \tag{3.3}
\end{equation*}
$$

The length $\bar{d}$ of the straight line segment $d$ equals the distance $\overline{C R_{i} C R_{f}}$ between the center of the circles $C R_{i}$ and $C R_{f}$ and is computed as

$$
\begin{equation*}
d=\sqrt{\left(x_{R f}-x_{R i}\right)^{2}+\left(y_{R f}-y_{R i}\right)^{2}} \tag{3.4}
\end{equation*}
$$

The path generator algorithm produce an array of points $p_{n}$ which starts in $p_{0}=p_{i}$ and ends in $p_{n}=p_{f}$.

The coordinates of the $n-t h$ point $p_{n}$ of the arc segments are obtained by rotating the initial point $p_{i}$ clockwise around $C R_{i}$ as a center

$$
p_{n}=\left[\begin{array}{l}
x_{n}  \tag{3.5}\\
y_{n}
\end{array}\right]=\left[\begin{array}{l}
x_{R i}+\rho \sin \left(\psi_{n}\right) \\
y_{R i}+\rho \cos \left(\psi_{n}\right)
\end{array}\right]
$$

where $\psi_{n}$ starts at $\psi_{i}$ and is incremented by given $\Delta \psi$ each time. These procedure is repeated until $\psi_{n}=\theta$, see Figure 3.4a. Each point in the straight line segment is computed by incrementing the previous point $p_{n-1}$ in a given
$\Delta d$ in direction of the angle $\theta$ as follows

$$
p_{n}=\left[\begin{array}{l}
x_{n}  \tag{3.6}\\
y_{n}
\end{array}\right]=\left[\begin{array}{l}
x_{n-1}+\Delta d \sin (\theta) \\
y_{n-1}+\Delta d \cos (\theta)
\end{array}\right]
$$

The elements $p_{n}$ of the final segment are computed by rotating the final point of the straight line clockwise around $C R_{f}$ as a center; see Fig. 3.4c.

$$
p_{n}=\left[\begin{array}{l}
x_{n}  \tag{3.7}\\
y_{n}
\end{array}\right]=\left[\begin{array}{l}
x_{R f}+\rho \sin \left(\psi_{n}\right) \\
y_{R f}+\rho \cos \left(\psi_{n}\right)
\end{array}\right]
$$

where $\psi_{n}$ starts in $\theta$ and each time is incremented by $\Delta \psi$. This procedure is repeated until $\psi_{n}=\psi_{f}$; see Figure 3.4c.

The complete path generation is summarized in algorithm 1

### 3.2.2 Dubins path RSL

This is the case where the closest circles are $C R_{i}$ and $C L_{f}$, see Table 3.1. From the initial and final configuration, $\left(p_{i}, \psi_{i}\right)\left(p_{f}, \psi_{f}\right)$ the $R S L$ path is generated with a clockwise rotation from the initial position $p_{i}$ describing an arc of circle of radius $\rho$ with center $C R_{i}$ with coordinates $\left(x_{R i}, y_{R i}\right)$ until the heading aircraft achieves the angle $\theta$. Then it follows a straight line segment $d$, finally it will turn to the left describing an arc of radius $\rho$ and center in $C L_{f}$ with coordinates $\left(x_{L f}, y_{L f}\right)$ until the aircraft reaches the final heading. See Figure

```
Algorithm 1 Generate Dubin path \(R S R\)
    \(n=1 ; p_{0}=p_{i}\)
    \(\psi_{n}=0\)
    while \(\psi_{n} \leq \theta\) do
        \(p_{n} . x=x_{R i}+\rho \sin \left(\psi_{n}\right) ; p_{n} . y=y_{R i}+\rho \cos \left(\psi_{n}\right)\)
        \(\psi_{n}=\psi_{n}+\Delta \psi ; n=n+1\)
    end while
    \(d_{\text {sum }}=0\)
    while \(d_{\text {sum }} \leq \bar{d}\) do
        \(p_{n} \cdot x=p_{n-1} \cdot x+\Delta d \sin \theta ; p_{n} \cdot y=p_{n-1} \cdot y+\Delta d \cos (\theta)\)
        \(d_{\text {sum }}=d_{\text {sum }}+\Delta d ; n=n+1\)
    end while
    while \(\psi_{n} \leq \psi_{f}\) do
        \(p_{n} . x=x_{R i}+\rho \sin \left(\psi_{n}\right) ; p_{n} . y=y_{R i}+\rho \cos \left(\psi_{n}\right)\)
        \(\psi_{n}=\psi_{n}+\Delta \psi ; n=n+1\)
    end while
```



Figure 3.5: Right-Straight-Left $(R S L)$ Dubins path.
3.5. In this case the angle $\theta$ is computed is computed aided by the triangle formed by the center of the circle $C R_{i}$ the midpoint of the segment $d$ and the point of the circle tangent to the straight line $d$ using the following formula

$$
\begin{equation*}
\theta=\eta-\gamma+\frac{\pi}{2} \tag{3.8}
\end{equation*}
$$

where $\eta$ is the angle of the segment $C R_{i} C L_{i}$ measured from the $y$ axis as in Fig. 3.6 and is computed as follows

$$
\begin{equation*}
\eta=\frac{\pi}{2}-\tan ^{-1}\left(\frac{y_{L f}-y_{R i}}{x_{L f}-x_{R i}}\right) \tag{3.9}
\end{equation*}
$$

$\gamma$ is the angle between the segment $\overline{C R_{i} C L_{f}}$ and the normal to the tangent point of circle $C R_{i}$ and the segment $d . \gamma$ is computed as follows

$$
\begin{equation*}
\gamma=\tan ^{-1}\left(\frac{2 \rho}{d}\right) \tag{3.10}
\end{equation*}
$$

The length of the straight line segment $d$ is computed with the distance $l$ from the segment $\overline{C R_{i} C L_{f}}$ and the radius $\rho$ as

$$
\begin{equation*}
d=\sqrt{l^{2}-4 \rho^{2}} \tag{3.11}
\end{equation*}
$$

The coordinates of the $n-t h$ point $p_{n}$ of the arc segments are obtained by rotating the initial point $p_{i}$ clockwise around $C R_{i}$ as a center using (3.5), see Figure 3.4a. Each point in the straight line segment is computed by incrementing the previous point $p_{n-1}$ in a given $\Delta d$ in direction of the angle

```
Algorithm 2 Generate Dubin path \(R S R\)
    \(n=1 ; p_{0}=p_{i}\)
    \(\psi_{n}=0\)
    while \(\psi_{n} \leq \theta\) do
        \(p_{n} \cdot x=x_{R i}+\rho \sin \left(\psi_{n}\right) ; p_{n} \cdot y=y_{L i}+\rho \cos \left(\psi_{n}\right)\)
        \(\psi_{n}=\psi_{n}+\Delta \psi ; n=n+1\)
    end while
    \(d_{\text {sum }}=0\)
    while \(d_{\text {sum }} \leq \bar{d}\) do
        \(p_{n} \cdot x=p_{n-1} \cdot x+\Delta d \sin \theta ; p_{n} \cdot y=p_{n-1} \cdot y+\Delta d \cos (\theta)\)
        \(d_{\text {sum }}=d_{\text {sum }}+\Delta d ; n=n+1\)
    end while
    while \(\psi_{n} \leq \psi_{f}\) do
        \(p_{n} . x=x_{L i}+\rho \sin \left(\psi_{n}\right) ; p_{n} . y=y_{L i}+\rho \cos \left(\psi_{n}\right)\)
        \(\psi_{n}=\psi_{n}+\Delta \psi ; n=n+1\)
    end while
```

$\theta$ as in (3.6) The elements $p_{n}$ of the final segment are computed by rotating the final point of the straight line clockwise around $C L_{f}$ as a center; see Fig. 3.4c.

$$
p_{n}=\left[\begin{array}{l}
x_{n} \\
y_{n}
\end{array}\right]=\left[\begin{array}{l}
x_{L f}+\rho \sin \left(\psi_{n}\right) \\
y_{L f}+\rho \cos \left(\psi_{n}\right)
\end{array}\right]
$$

where $\psi_{n}$ starts in $\theta$ and each time is incremented by $\Delta \psi$. This procedure is repeated until $\psi_{n}=\psi_{f}$; see Figure 3.4c. The complete path generation is summarized in algorithm 2

### 3.2.3 Dubins path LSL

The $L S L$ case is very similar to the $R S R$ case but with the turns to the left instead of right and it occurs when the smallest distance between the circles (see Fig. 3.3) is $\overline{C L i C L f}$. The $L S L$ path is generated with a counterclockwise rotation from the initial position $p_{i}$ describing an arc of a circle of radius $\rho$ and center in $C L_{i}$ with coordinates ( $x_{L i}, y_{L i}$ ) until the aircraft heading achieves an angle of $\theta$ degrees. The it follows a straight line segment $d$ and finally it continues with the a turn to the left describing an arc of radius $\rho$ and center in $C L_{f}$ with coordinates $\left(x_{L f}, y_{L f}\right)$ until the airplane achieves the final heading $\psi_{f}$, as depicted in Fig. 3.6. The angle $\theta$ measured from the vertical $y$ axis is

$$
\begin{equation*}
\theta=\frac{\pi}{2}-\tan ^{-1}\left(\frac{y_{L f}-y_{L i}}{x_{L f}-x_{L i}}\right) \tag{3.12}
\end{equation*}
$$



Figure 3.6: Left-Straight-Left ( $L S L$ ) Dubins path.

The length of the segment $d$ is the same as the distance between the center of the circles $C L_{i}$ and $C L_{f}$ and it is computed as

$$
\begin{equation*}
d=\sqrt{\left(x_{R f}-x_{R i}\right)^{2}+\left(y_{R f}-y_{R i}\right)^{2}} \tag{3.13}
\end{equation*}
$$

The coordinates of the $n-t h$ point $p_{n}$ of the arc segments are obtained by rotating the initial point $p_{i}$ counterclockwise arround the $C L_{i}$ as a center, as follows

$$
p_{n}=\left[\begin{array}{l}
x_{n}  \tag{3.14}\\
y_{n}
\end{array}\right]=\left[\begin{array}{l}
x_{L i}+\rho \sin \left(\psi_{n}\right) \\
y_{L i}+\rho \cos \left(\psi_{n}\right)
\end{array}\right]
$$

where $\psi$ starts in zero and it is incremented each time in $\Delta \psi$ until it reach the angle $\delta$. The straight line path is computed by the increment of $\Delta s$ in the same direction as $\delta$. The last curved segment is a turn to the left and the segment coordinates are computed as follows

$$
\begin{align*}
x_{p} & =x_{L f}+\rho \sin \left(\psi_{i}+\psi\right)  \tag{3.15}\\
y_{p} & =y_{L f}+\rho \cos \left(\psi_{i}+\psi\right)
\end{align*}
$$

### 3.2.4 Dubins path LSR

According to Table 3.1 the Dubins path $L S R$ is when the shortest distance is the one between the circles $C L_{i}$ and $C R_{f}$. The first segment of this path is a left turn which generated with a counter-clockwise rotation from the initial position $p_{i}$ describing an arc of radius $\rho$ with center in $C L_{i}=\left(x_{L i}, y_{L i}\right)$ until
the airplane reach the heading $\delta$, then it follows a straight line segment of length $d$ and it finish with a right turn described by the arc of the circle of radius $\rho$ with center in $C R_{f}=\left(x_{R f}, y_{R f}\right)$ and it will turn until it achieve the angle $\psi_{f}$ as depicted in Figure 3.7. The computation of the angle $\delta$ is aided by


Figure 3.7: Left-Straight-Left ( $L S R$ ) Dubins path.
the triangle formed by the center of the circle $C L_{i}$ the midpoint of the segment $d$ and the point of the circle tangent to the segment $d$ using the following equation

$$
\begin{equation*}
\delta=\eta+\gamma-\frac{\pi}{2} \tag{3.16}
\end{equation*}
$$

where

$$
\eta=\frac{\pi}{2}+\tan ^{-1}\left(\frac{y_{R f}-y_{L i}}{x_{R f}-x_{L i}}\right)
$$

and

$$
\gamma=\cos ^{-1}\left(\frac{2 \rho}{d}\right)
$$

The length of the straight line segment $d$ is computed with the following equation

$$
\begin{equation*}
d=\sqrt{l^{2}-4 \rho^{2}} \tag{3.17}
\end{equation*}
$$

The coordinates of the first arc segment are computed by revolving the initial point $p_{i}$ counterclockwise around $C L_{i}$ as the center of the arc circle described by the following equations

$$
\begin{align*}
& x_{p}=x_{L i}+\rho \sin \left(\psi_{i}+\psi\right)  \tag{3.18}\\
& y_{p}=y_{L i}+\rho \cos \left(\psi_{i}+\psi\right)
\end{align*}
$$

where $\psi$ starts in zero and it is incremented in $\Delta \psi$ each time until it reach the desired angle $\delta$ The straight line path segment is computed using an increment
of $\Delta s$ in direction of the angle $\delta$ as follows

$$
\begin{aligned}
x_{p} & =x_{p-1}+\Delta s \sin (\delta) \\
y_{p} & =y_{p-1}+\Delta s \cos (\delta)
\end{aligned}
$$

### 3.3 Simulation Example

Simulations were done on a complete simulation platform, the MAV3DSim(Multi-Aerial Vehicle 3D Simulator) provide a complete 6 degrees of freedom (DoF) computer model of fixed wing aircraft. The MAV3DSim software layers are described briefly in this section. The application scenario is in the use of the path generation and path-following algorithms to command a desired path to the fixed wing MAV. The results from the simulation are presented at the end of this section.

### 3.3.1 MAV3DSim Simulation Platform

The MAV3DSim is a custom C \# .Net based application and implements a complete 6 DoF nonlinear model. It has a 3D representation to visualiza the position and orientation of the plane, also, it has the capability to load maps directly from Google Maps servers and set the launching site on any location on Earth. The trajectory generated by the plane can be seen on the map, this map is the tangential plane to the Earth.

The data generated by the simulator is coded in the same manner as the common sensors,i.e. it send data emulating an inertial measurement unit(IMU) sending inertial gyroscope, accelerometer and magnetometer, a GPS radio in the latitude/longitude format, altitude and airspeed. It can receive commands to move the control surfaces aileron elevators, rudder, and the thrust of the fixed-wing MAV. The position provided by the simulator is in a standard geodetic WGS84 Latitude $(\lambda)$, Longitude $(\tau)$ and $\operatorname{Height}(h)$, and we will use the transformation to the local tangent ENU described in Section 3.1.1.

The software layers, depicted in the Fig 3.8, are briefly described as follows

### 3.3.1.1 Path Generator

This layer is in charge of the generation of paths using the Dubins path generation described in Section 3.2. It can generates new paths and maintain the old ones for later use. It is possible to interact online with the path generation and change the course of action of the aircraft in any time either by an autonomous action or by a human interaction. Once the path is fully generated, it is transmitted to the path-following strategy.

### 3.3.1.2 Path-Following Strategy

The path-following control described in chapter 2 section 6.3 is implemented in this layer. The curvature calculation is given for any path described by the parametric curve $\alpha(s)$, but in the Dubins paths there are only curves of a circle of radius $\rho$ and straight lines. The curvature of a straight line is zero and using 2.14 we can calculate the curvature of the circle of radius $\rho$ as follows

$$
\mathcal{C}_{c}=\frac{\rho^{2} \sin ^{2} \psi+\rho^{2} \cos ^{2} \psi}{\left(\rho^{2} \sin ^{2} \psi+\rho^{2} \cos ^{2} \psi\right)^{3 / 2}}=\frac{1}{\rho}
$$

The path is stored in an array of $n$ points of the form $\left(x_{m}, y_{m}\right)$ starting with $m=0$ then the path following strategy computes the errors $e_{s}, e_{d}, \tilde{\psi}$ from (2.15) and (2.7), with this information it computes the control input $\omega$ and $\dot{s}$ from (2.20). The control $\omega$ is a desired heading rate and is induced into the aircraft dynamics through the roll angle using (2.4). The computed roll angle $\phi$ will be used by the low level autopilot
3.3.1.3 Low Level Autopilot

The role of low-level autopilot is to stabilize the aircraft in roll and pitch angles, maintain a constant altitude and airspeed by implementing a PD controller for each dynamic (roll, pitch, altitude and airspeed). The altitude and airspeed setpoints are manually introduced by a graphic user interface, the altitude controller outputs the pitch setpoint and the roll setpoint is obtained from the path following controller.


Figure 3.8: Communication scheme between the MAV3DSim and the CRRCSim.

### 3.3.1.4 Aircraft Dynamics

This layer integrates the set of differential equations representing the aircraft dynamics. The input of this layer are the inputs of the low level autopilot layer and the outputs are the data from the simulated sensors: GPS position, aircraft attitude, airspeed. The aircraft dynamics layer sends the outputs to the upper layers.

### 3.3.2 Simulation Scenario

We use the MAV3DSim simulation platform along with the Dubins path generator and the path-following strategy previously described to present a simulation scenario. The description of the scenario is as follows: A person is missing and is located somewhere in a known area. The main task of the MAV is to find this person, so it will sweep this area in order to find the missing person. First we need to define the search area as a rectangle with the aid of a user interface, then using the proposed path generator algorithm define the a path for sweeping the rectangle area. The starting point of the path will be one of the corners of the rectangle and it selects the closest to the current position of the MAV as depicted in Fig. 3.10. The MAV will travel along the path until it is sufficiently close to the lost person (red dot in Fig.3.10). When the missing person is found a circular path is generated to surround the missing person. The simulation can be seen at
https://www.youtube.com/watch?v=_AUW8_g-jb0


Figure 3.9: The path generated to weep the search area.


Figure 3.10: The path generated to weep the search area.
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## LYAPUNOV-BASED <br> Controller for A Mini-UAV Using Singular Perturbation Theory

In this chapter, a Lyapunov-based control using singular perturbation theory is proposed and applied on dynamics of a miniature unmanned aerial vehicle (MAV). Such controller is designed taking into account the presence of the small parameter $\varepsilon$ on vehicle dynamics, which causes a time-scale separation between the attitude and translational dynamics of the MAV. The stability analysis is demonstrated by presenting a scenario in which the time-scale property arises on the the MAV dynamics. Simulations are derived and presented to demonstrate the effectiveness of the control law. The proposed controller has been applied to a Quad-plane MAV experimental platform, in order to validate the performance and to show the time-scale property.
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### 4.1 Introduction

The growing development of technologies like microcomputers, vision systems, IMU's and other sensor devices, has increased the interest and research on MAVs. As a consequence, the control and robotics community have been interested on developing controllers that can deal with the complexity of the MAV dynamics. It is well known that the sub-actuated dynamics of the MAV has a fast dynamics formed by the orientation subsystem, and a slow dynamics formed by the translational subsystem [31], [32]. Thus, the stabilization and tracking trajectory problem applied on a MAV can be addressed by using the fact that there exists a time scale separation between the translational and rotational dynamics, leading to a hierarchical control. The hierarchical control scheme presents two or more separate controllers that can be designed separately to successively stabilize the dynamics of the vehicle, and can be used in order to design position and orientation controllers leading to simplify the problem.

Some researchers have exploited the aforementioned hierarchical structure [31], [33], [34], [35], [6], [36], but they use the time scale separation just to justify the implementation of two different controllers: a controller for the attitude subsystem and a controller for the translational subsystem. However, the vast majority of the works only make mention of this feature, and do not address the problem in a theoretical point of view, using tools like the singular perturbation theory. This is because in general, the presence of such property makes the problem hard from the numerical solution point of view [37]. However, in a few works [38], [39] such phenomena is pointed out justifying the time-scale separation property.

In this chapter, we present a stabilization analysis of the MAV dynamics in the six degrees of freedom, by using the singular perturbation theory. The considered system presents a not pure strict-feedback structure, and the control vectors formed by the force and trust have a different relative degree w.r.t. MAV position. In order to overcome this difficulty we propose to use a dynamic extension on the force control vector. Furthermore, an analysis of the system is considered by introducing the parameter $\varepsilon$ on the MAV dynamics, in order to illustrate the time-scale separation between the attitude and translational dynamics of the MAV. The proposed control law should be tested at simulation level, and be implemented on an experimental platform.

The chapter is organized as follows. In Section 4.2 the problem description and the singular perturbed problem are introduced. The MAV model is presented
as a singular perturbation structure in Section 4.3. In section 4.4 the controller is developed and the corresponding stability proof is derived. Simulations are given in Section 4.5, in order to prove the proper operation of the control law. In addition, experimental results tested on the Quad-plane MAV platform [34], are shown.

### 4.2 Problem Description

Singular perturbation and hence, the time-scale character is often associated with a small parameter $\varepsilon$, multiplying some of the state variables of the considered system. One difficult is that such parameter does not appear in the desired form or it may not be identifiable at all. Frequently, only by past experience and physical insights, one can know that a particular system has fast and slow modes. In the cases where it is impossible to identify the parameter $\varepsilon$, one can artificially introduce $\varepsilon$ to be associate with the fast dynamics.

There exist three different approaches for the selection of time scales [37]: linearization of the state equations, transformation of the state equations and direct identification of small parameters. However, in many aerospace problems, no singular parameter appears explicitly on the dynamic equations. In such cases, the parameter $\varepsilon$ may be artificially inserted for presenting a singular perturbation structure, which is shown below

$$
\begin{align*}
& \dot{x}=f(x, z, u)  \tag{4.1}\\
& \varepsilon \dot{z}=g(x, z, u)
\end{align*}
$$

where $x \in \Re^{n}, z \in \Re^{m}, f$ and $g$ are smooth functions, $u \in \Re^{r}$ is a control input and $\varepsilon \in(0,1]$.

The first goal of the chapter is to present the MAV mathematical model as a singular perturbation structure, as in (4.1). Then, we proceed to design a Lyapunov-based control law, which stabilizes the vehicle on a predefined three-dimensional position. The second goal is to investigate the $\varepsilon$ values in which the proposed control can be implemented.

### 4.3 System Description

In this section, an idealized mathematical model of the MAV is described. Such model will be suitable for developing the purposed control law. We will consider the nonlinear rigid body dynamics in terms of rotational and translational dynamics [40] given by

$$
\begin{align*}
\dot{\xi} & =v \\
\dot{v} & =\frac{R F}{m}-g e_{z_{\mathcal{I}}}  \tag{4.2}\\
\dot{R} & =R \mathrm{~S}(\Omega) \\
\dot{\Omega} & =-J^{-1} \Omega \times J \Omega+J^{-1} \tau
\end{align*}
$$

where $\xi=(x, y, z)^{T}$ and $v=\left(v_{x}, v_{y}, v_{z}\right)^{T}$ are respectively, position and velocity of the MAV relative to the inertial frame $\mathcal{I}=\left(e_{x_{\mathcal{I}}}, e_{y_{\mathcal{I}}}, e_{z_{\mathcal{I}}}\right) . \quad R \in S O(3)$ is the rotational matrix representing MAV orientation in body coordinate frame $\mathcal{B}=\left(e_{x_{\mathcal{B}}}, e_{y_{\mathcal{B}}}, e_{z_{\mathcal{B}} \mathcal{B}}\right)$ w.r.t. $\mathcal{I}, \Omega \in \Re^{3}$ is the body angular velocity vector. $F \in \Re^{3}$ and $\tau \in \Re^{3}$ are the force and torque, respectively applied at the center of mass of the MAV and specified w.r.t. $\mathcal{B} . J \in \Re^{3}$ is the inertia matrix, $m$ is the mass of the body, $g e_{z_{\mathcal{I}}}$ is the gravitational force and $e_{z_{\mathcal{I}}}=(0,0,1)$ is a unit vector. In (4.2), $S O(3)$ denotes the special orthogonal group of $\Re^{3 \times 3}$, and $s o(3)$ is the group of antisymmetric matrices of $\Re^{3 \times 3}$. Also, we define by $S(v)$ the operator from $\Re^{3} \rightarrow s o(3)$ such that

$$
\forall v \in \Re^{3}, S(v)=\left(\begin{array}{ccc}
0 & -v_{3} & v_{2}  \tag{4.3}\\
v_{3} & 0 & -v_{1} \\
-v_{2} & v_{1} & 0
\end{array}\right)
$$

where $v_{i}$ denotes the $i$ th component of vector $v$. Thus, $S(v) \Omega=v \times \Omega$. It is important to note that the dynamic model (4.2) is not in pure strict-feedback structure, and control vectors $F$ and $\tau$ have different relative degree w.r.t. the position $\xi$. For this reason we take the dynamic extension of control $F$ as

$$
\begin{equation*}
\ddot{F}=\tilde{F} \tag{4.4}
\end{equation*}
$$

In this way, the actual control $F$ and its first time derivative $\dot{F}$, become internal variables of a dynamic controller [41]. Thus, it is possible to represent (4.2) as

$$
\begin{align*}
\dot{\xi} & =v \\
\dot{v} & =X \\
\dot{X} & =Y  \tag{4.5}\\
\dot{Y} & =\frac{R}{m}(\tilde{F}-S(F) \tilde{\tau}+2 S(\Omega) \dot{F}+S(\Omega) S(\Omega) F)
\end{align*}
$$

where new states $X, Y$ and control input $\tilde{\tau}$ are defined as

$$
\begin{align*}
X & :=\frac{R F}{m}-g e_{z_{\mathcal{I}}} \\
Y & :=\dot{X}=\frac{R}{m}(S(\Omega) F+\dot{F})  \tag{4.6}\\
\tilde{\tau} & :=\dot{\Omega}
\end{align*}
$$

Thereby, new inputs $\tilde{F}, \tilde{\tau}$ have a relative degree equal to four w.r.t. the state $\xi$. Thus, they can be assigned at the same stage, eliminating the problem of the presence of an aggressive control, which may lead to extreme ill-conditioning of the remaining closed-loop system [42].

### 4.3.1 Modeling for the Singular Perturbation Problem

In many MAV problems or more generally, in more aerospace problems, no singular perturbation parameter appears explicitly on the mathematical model. In such cases, a singular perturbation parameter may be artificially inserted to define a rapid response of a certain dynamic w.r.t. other. In other cases, this parameter can be inserted to suppress the variables in the equations that are expected to have relatively negligible effects. The slow-fast time scale character is often associate with a small parameter multiplying some of the state variables of the state equations describing a physical system. However, often that parameter may not be identifiable at all and only by physical insight and past experiences does one know that the system has fast and slow dynamics. Experience indicates that among the state variables, the position and velocity are slow relative to the dynamic of the Euler angles. It is this separation of the states velocities, that motivates to formulate a singular perturbation structure as follows

$$
\begin{align*}
\dot{\xi} & =v \\
\dot{v} & =X \\
\varepsilon \dot{X} & =Y  \tag{4.7}\\
\varepsilon \dot{Y} & =\frac{R}{m}(\tilde{F}-S(F) \tilde{\tau}+2 S(\Omega) \dot{F}+S(\Omega) S(\Omega) F)
\end{align*}
$$

### 4.4 Controller Design

In this section a control strategy for stabilization of (4.7) is proposed. The controller will be successively designed as presented below.

From the last equation of (4.7) we can write

$$
\begin{equation*}
\frac{R}{m}(\tilde{F}-S(F) \tilde{\tau}+2 S(\Omega) \dot{F}+S(\Omega) S(\Omega) F)=u \tag{4.8}
\end{equation*}
$$

where $u$ will be taken as control input. By adding $X+Y$ in both sides of (4.8), this equation stays in balance, then we get a feedback connection in (4.7) as follows

$$
\begin{align*}
\dot{\xi} & =v  \tag{4.9}\\
\dot{v} & =X  \tag{4.10}\\
\varepsilon \dot{X} & =Y  \tag{4.11}\\
\varepsilon \dot{Y} & =Y+X+u \tag{4.12}
\end{align*}
$$

To be consistent with the notation used in (4.1), vectors $x$ and $z$ are given by $x=\left[\begin{array}{ll}\xi & v\end{array}\right]^{T}, z=\left[\begin{array}{ll}X & Y\end{array}\right]^{T}$ and $f(x, z, u)=\left[\begin{array}{ll}v & X\end{array}\right]^{T}, g(x, z, u)=$ $\left[\begin{array}{ll}Y & Y+X+u\end{array}\right]^{T}$.

The goal is to design a feedback control law which stabilizes the system (4.9)(4.12) at the equilibrium point $\xi=0, v=0, X=0, Y=0$ and prove the asymptotic stability of the closed-loop system. For achieve this goal, we need to investigate a candidate Lyapunov function for such system. The key idea is to analyze the system separately, beginning with the slow subsystem (4.9)-(4.10) and continuing with the fast subsystem (4.11)-(4.12). Then, find a control for each subsystem and investigate their corresponding candidate Lyapunov functions. Finally, combining both candidate Lyapunov functions in a proper way, we find the candidate Lyapunov function for the entire system (4.9)-(4.12).

We begin by analyzing the slow system (4.9)-(4.10). Let us assume that the open-loop system (4.9)-(4.10) is a standard singularly perturbed system for every $u \in B_{u} \subset \Re^{3}$, that is to say, the equations

$$
\begin{align*}
& 0=Y \\
& 0=Y+X+u \tag{4.13}
\end{align*}
$$

have a unique root $z=h(x, u)$. Such control $u$ will be composed of the sum of slow and fast controls

$$
\begin{equation*}
u=u_{s}+u_{f} \tag{4.14}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{s}=\Xi_{s}(\xi, v) \tag{4.15}
\end{equation*}
$$

is a feedback function of the states that compose the fast system dynamics
(4.11)-(4.12), and

$$
\begin{equation*}
u_{f}=\Xi_{f}(\xi, v, X, Y) \tag{4.16}
\end{equation*}
$$

is a feedback function depending on the states $(\xi, v, X, Y)$. In order to find the control (4.15), we see from (4.13) that

$$
\begin{equation*}
X=-u_{s} \tag{4.17}
\end{equation*}
$$

and then, we propose the slow controller $u_{s}$ given by

$$
\begin{equation*}
u_{s}=k_{P s} \xi+k_{D s} v \tag{4.18}
\end{equation*}
$$

Thus, with the control (4.18) the closed-loop reduced system (4.9)-(4.10) results in

$$
\begin{align*}
\dot{\xi} & =v \\
\dot{v} & =-k_{P s} \xi-k_{D s} v \tag{4.19}
\end{align*}
$$

Using the candidate Lyapunov function

$$
\begin{equation*}
V(\xi, v)=\frac{\lambda}{2} \xi^{T} \xi+\frac{q}{2 \lambda} v^{T} v+\xi^{T} v \tag{4.20}
\end{equation*}
$$

with parameters $\lambda>0, q>0$ properly chosen, the derivative of (4.20) w.r.t. (4.19) is given by

$$
\begin{equation*}
\dot{V}(\xi, v)=-k_{P s} \xi^{T} \xi-\left(\frac{q}{\lambda} k_{D s}-1\right) v^{T} v \tag{4.21}
\end{equation*}
$$

We need to investigate a scalar function $\psi(\cdot)$ of vector arguments which vanish only when its arguments are zero, such that

$$
\begin{equation*}
\dot{V}(\xi, v) \leq-\alpha_{1} \psi^{2}(\xi, v) \tag{4.22}
\end{equation*}
$$

where $\alpha_{1}>0$. The inequality (4.22) holds with the scalar function

$$
\begin{equation*}
\psi(\xi, v)=\left\|\binom{|\xi|}{\rho|v|}\right\| \tag{4.23}
\end{equation*}
$$

where $\|\cdot\|$ is the Euclidean norm of a vector and $\rho$ is an arbitrary positive number to be chosen.

The boundary layer model [43] of the closed-loop system (4.9)-(4.12) is defined as

$$
\begin{align*}
& \frac{d X}{d \tau_{t}}=Y  \tag{4.24}\\
& \frac{d Y}{d \tau_{t}}=X+Y+k_{P s} \xi+k_{D s} v+u_{f}
\end{align*}
$$

where

$$
\frac{d \tau_{t}}{d t}=\frac{1}{\varepsilon}
$$

## 4. Lyapunov-based Controller for a mini-UAV using Singular

We proceed to design a fast control law (4.16). One inspection of (4.24) suggests to chose the fast control as

$$
\begin{equation*}
u_{f}=-3\left(X+Y+k_{P s} \xi+k_{D s} v\right) \tag{4.25}
\end{equation*}
$$

The control (4.25) needs to fulfill certain requirements for system (4.9)-(4.12) to remain a standard singularly perturbed system. The first one is that $u_{f}=\Xi_{f}(\xi, v, X, Y)$ be inactive for $z=h\left(x, u_{s}\right)$, i.e. $\Xi_{f}\left(x, h\left(x, \Xi_{f}(x)\right)\right)=0$, then

$$
\begin{equation*}
\Xi_{f}\left(x, h\left(x, \Xi_{f}(x)\right)\right)=-3\left(X+Y+k_{P s} \xi+k_{D s} v\right)=0 \tag{4.26}
\end{equation*}
$$

holds with $X=-k_{P s} \xi-k_{D s} v$ and $Y=0$. The requirement (4.26) guarantees that $z=h\left(x, \Xi_{s}(x)\right)$ is a root of

$$
\begin{align*}
& 0=Y \\
& 0=Y+X+u_{s}+u_{f} \tag{4.27}
\end{align*}
$$

In addition, (4.27) should have a unique root $z=h\left(x, \Xi_{s}(x)\right)$ in a certain domain of interest $B_{x} \times B_{z}$, which is easy to verify from (4.18), (4.25). We proceed to investigate a candidate Lyapunov function $W$ such that

$$
\begin{equation*}
\frac{\partial W}{\partial z} g\left(x, z, \Xi_{s}(x)+\Xi_{f}(x, z)\right) \leq-\alpha_{2} \phi^{2}\left(z-h\left(x, \Xi_{s}(x)\right)\right) \tag{4.28}
\end{equation*}
$$

$\forall(x, z) \in B_{x} \times B_{z}$, where $\alpha_{2}>0$ and $\phi(\cdot)$ is a scalar function of vector arguments which vanish only when its arguments are zero. Using the candidate Lyapunov function

$$
\begin{align*}
W= & \frac{\lambda_{w}}{2} Y^{T} Y+\frac{q_{w}}{2 \lambda_{w}}\left(X+k_{P s} \xi+k_{D s} v\right)^{T}\left(X+k_{P s} \xi+k_{D s} v\right)  \tag{4.29}\\
& +(Y)^{T}\left(X+k_{P s} \xi+k_{D s} v\right)
\end{align*}
$$

the time derivative of (4.29) can be calculated as

$$
\begin{align*}
\dot{W}= & \left(-2 \lambda_{w}+1\right) Y^{T} Y+\left(-2 \lambda_{w}+\frac{q_{w}}{\lambda_{w}}-2\right)\left(Y^{T}\right)\left(X+k_{P s} \xi+k_{D s} v\right)  \tag{4.30}\\
& -2\left(X+k_{P s} \xi+k_{D s} v\right)^{T}\left(X+k_{P s} \xi+k_{D s} v\right)
\end{align*}
$$

where $\lambda_{w}>\frac{1}{2}$ and $-2 \lambda_{w}+\frac{q_{w}}{\lambda_{w}}-2<0$. The inequality

$$
\begin{equation*}
\dot{W} \leq-\alpha_{2} \phi^{2}(z-h(x)) \tag{4.31}
\end{equation*}
$$

holds with $\alpha_{2}>0$ and with the function

$$
\begin{equation*}
\phi(\xi, v, X, Y)=\left\|\binom{\left|X+k_{P s} \xi+k_{D s} v\right|}{\rho_{w}|Y|}\right\| \tag{4.32}
\end{equation*}
$$

where $\rho_{w}$ is an arbitrary positive number, and $\alpha_{2}$ can take the value $\alpha_{2}=1$. In order to complete a Lyapunov function for the entire system (4.9)-(4.12), the aforementioned Lyapunov function candidates, (4.20) for the slow system and (4.29) for the fast system, should verify the next interconnection conditions [43]

$$
\begin{align*}
\frac{\partial W}{\partial x} f\left(x, z, \Xi_{s}(x)+\Xi_{f}(x, z)\right) \leq & \gamma \phi^{2}\left(z-h\left(x, \Xi_{s}(x)\right)\right)  \tag{4.33}\\
& +\beta_{2} \psi(x) \phi\left(z-h\left(x, \Xi_{s}(x)\right)\right) \\
\frac{\partial V}{\partial x}\left[f\left(x, z, \Xi_{s}(x)+\Xi_{f}(x, z)\right)-\right. & \left.f\left(x, h\left(x, \Xi_{s}(x)\right), \Xi_{s}(x)\right)\right] \leq  \tag{4.34}\\
& \beta_{1} \psi(x) \phi\left(z-h\left(x, \Xi_{s}(x)\right)\right)
\end{align*}
$$

We proceed to verify inequalities (4.33) and (4.34). Developing inequality (4.33) by using (4.23), (4.32) it leads to

$$
\begin{align*}
& {\left[k_{P s} v+k_{D s} X\right]^{T}\left[\frac{q_{w}}{\lambda_{w}}\left(X+k_{P s} \xi+k_{D s} v\right)+Y\right] \leq \gamma\left|X+k_{P s} \xi+k_{D s} v\right|^{2}} \\
& +\gamma \rho_{w}^{2}|Y|^{2}+\beta_{2}\left(\sqrt{|\xi|^{2}+\rho^{2}|v|^{2}}\right)\left(\sqrt{\left|X+k_{P s} \xi+k_{D s} v\right|^{2}+\rho_{w}^{2}|Y|^{2}}\right) \tag{4.35}
\end{align*}
$$

adding and subtracting the term $k_{D s}\left[k_{P s} \xi+\right.$ $\left.k_{D s} v\right]^{T}\left[\frac{q_{w}}{\lambda_{w}}\left(X+k_{P s} \xi+k_{D s} v\right)+Y\right]$ to the LHS of (4.35) and by using the triangle inequality, it leads to

$$
\begin{align*}
& \frac{\partial W}{\partial x} f\left(x, z, \Xi_{s}(x)+\Xi_{f}(x, z)\right) \leq \\
& \left|k_{P s} v+k_{D s}\left(-k_{P s} \xi-k_{D s} v\right)\right|\left|\frac{q_{w}}{\lambda_{w}}\left(X+k_{P s} \xi+k_{D s} v\right)+Y\right|  \tag{4.36}\\
& +k_{D s}\left|X+k_{P s} \xi+k_{D s} v\right|\left|\frac{q_{w}}{\lambda_{w}}\left(X+k_{P s} \xi+k_{D s} v\right)+Y\right|
\end{align*}
$$

Thus, if we can verify that

$$
\begin{align*}
& k_{D s}\left|X+k_{P s} \xi+k_{D s} v\right|\left|\frac{q_{w}}{\lambda_{w}}\left(X+k_{P s} \xi+k_{D s} v\right)+Y\right| \leq \\
& \gamma\left|X+k_{P s} \xi+k_{D s} v\right|^{2}+\gamma \rho_{w}^{2}|Y|^{2} \tag{4.37}
\end{align*}
$$

and

$$
\begin{align*}
& \left|k_{P s} v+k_{D s}\left(-k_{P s} \xi-k_{D s} v\right)\right|\left|\frac{q_{w}}{\lambda_{w}}\left(X+k_{P s} \xi+k_{D s} v\right)+Y\right| \\
& \leq \beta_{2}\left(\sqrt{|\xi|^{2}+\rho^{2}|v|^{2}}\right)\left(\sqrt{\left|X+k_{P s} \xi+k_{D s} v\right|^{2}+\rho_{w}^{2}|Y|^{2}}\right) \tag{4.38}
\end{align*}
$$

hold, then the inequality (4.33) holds.

We proceed to prove (4.37). A simple calculation leads to $\frac{\gamma}{k_{D s}} \geq 1.21$ and $\frac{q_{w}}{\lambda_{w}} \leq \rho_{w}^{2}$ which verify (4.37). For the inequality (4.38) is satisfied, we need to verify that

$$
\begin{equation*}
\left|k_{P s} v+k_{D s}\left(-k_{P s} \xi-k_{D s} v\right)\right| \leq \beta_{21}\left(\sqrt{|\xi|^{2}+\rho^{2}|v|^{2}}\right) \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{q_{w}}{\lambda_{w}}\left(X+k_{P s} \xi+k_{D s} v\right)+Y\right| \leq \beta_{22}\left(\sqrt{\left|X+k_{P s} \xi+k_{D s} v\right|^{2}+\rho_{w}^{2}|Y|^{2}}\right) \tag{4.40}
\end{equation*}
$$

hold, where $\beta_{2}=\beta_{21} \beta_{22}$. Inequality (4.39) verifies with $\beta_{21} \geq\left(k_{P s} k_{D s}\right)\left(k_{P s}+\right.$ $k_{D s}^{2}$ ), and (4.40) verifies with $\beta_{22} \geq \frac{q_{w}}{\lambda_{w}}$.

We proceed to develop (4.34) as

$$
\begin{aligned}
& \left|\frac{q}{\lambda} v+\xi\right|\left|X+k_{P s} \xi+k_{D s} v\right| \leq \\
& \beta_{1}\left(\sqrt{|\xi|^{2}+\rho^{2}|v|^{2}}\right)\left(\sqrt{\left|X+k_{P s} \xi+k_{D s} v\right|^{2}+\rho_{w}^{2}|Y|^{2}}\right)
\end{aligned}
$$

which can be broken up into

$$
\begin{equation*}
\left|\frac{q}{\lambda} v+\xi\right| \leq \beta_{11}\left(\sqrt{|\xi|^{2}+\rho^{2}|v|^{2}}\right) \tag{4.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|X+k_{P s} \xi+k_{D s} v\right| \leq \beta_{12}\left(\sqrt{\left|X+k_{P s} \xi+k_{D s} v\right|^{2}+\rho_{w}^{2}|Y|^{2}}\right) \tag{4.42}
\end{equation*}
$$

where $\beta_{1}=\beta_{11} \beta_{12}$. Inequality (4.41) is satisfied with $\frac{q}{\lambda} \leq \rho^{2}$ and $\beta_{11} \geq 2$. Inequality (4.42) verifies with $\beta_{12} \geq 1$.

In order to prove stability of the system (4.9)-(4.12) together with controller (4.14) composed by (4.18) and (4.25), we choose a candidate Lyapunov function given by

$$
\begin{equation*}
\nu(\xi, v, X, Y)=(1-d) V(\xi, v)+d W(X, Y) \tag{4.43}
\end{equation*}
$$

where $d \in(0,1)$. The derivative of (4.43) along the closed-loop system (4.9)-(4.12)-(4.14) is given by

$$
\begin{equation*}
\dot{\nu} \leq(1-d) \frac{\partial V}{\partial x} f(x, z)+\frac{d}{\varepsilon} \frac{\partial W}{\partial z} g(x, z)+d \frac{\partial W}{\partial x} f(x, z) \tag{4.44}
\end{equation*}
$$

such Lyapunov function (4.44) can be represented as

$$
\begin{align*}
\dot{\nu} \leq & (1-d) \frac{\partial V}{\partial x} f(x, h(x))+(1-d) \frac{\partial V}{\partial x}[f(x, z)-f(x, h(x))] \\
& +\frac{d}{\varepsilon} \frac{\partial W}{\partial z} g(x, z)+d \frac{\partial W}{\partial x} f(x, z) \tag{4.45}
\end{align*}
$$

with inequalities (4.21), (4.28) and (4.33), (4.34) we get

$$
\begin{align*}
\dot{\nu} \leq & -(1-d) \alpha_{1} \psi^{2}(x)+(1-d) \beta_{1} \psi(x) \phi(z-h(x))-\frac{d}{\varepsilon} \alpha_{2} \phi^{2}(z-h(x)) \\
& +d \gamma \phi^{2}(z-h(x))+d \beta_{2} \psi(x) \phi(z-h(x))  \tag{4.46}\\
\leq & -\Phi^{T} A \Phi
\end{align*}
$$

where $\Phi=\left[\begin{array}{ll}\psi(x) & \phi(z-h(x))\end{array}\right]^{T}$ and $A$ is given by

$$
A=\left(\begin{array}{cc}
(1-d) \alpha_{1} & \frac{1}{2}(1-d) \beta_{1}-\frac{1}{2} d \beta_{2}  \tag{4.47}\\
\frac{1}{2}(1-d) \beta_{1}-\frac{1}{2} d \beta_{2} & d\left(\frac{\alpha_{2}}{\varepsilon}-\gamma\right)
\end{array}\right)
$$

The quadratic form given in (4.46) is negative-definite when

$$
\begin{equation*}
\varepsilon<\frac{\alpha_{1} \alpha_{2}}{\alpha_{1} \gamma+\frac{\left((1-d) \beta_{1}+d \beta_{2}\right)^{2}}{4 d(1-d)}}:=\varepsilon_{d} \tag{4.48}
\end{equation*}
$$

Thus, the system (4.9)-(4.12) with the controller (4.14) is asymptotically stable $\forall \varepsilon<\varepsilon_{d}$.

### 4.4.1 Real Input Controls

In order to express the control inputs $\tilde{\tau}$ and $\tilde{F}$, let us consider the notation

$$
\begin{equation*}
\dot{\varepsilon} \dot{Y}=Z \tag{4.49}
\end{equation*}
$$

From (4.7) and (4.12) it follows that

$$
\begin{equation*}
\tilde{F}-S(F) \tilde{\tau}=m R^{T}(u+X+Y)-S(\Omega) F-m R^{T} Y(S(\Omega)+1)-m R^{T} X:=\tilde{u} \tag{4.50}
\end{equation*}
$$

where the auxiliary variable $Z$ and the vector $\tilde{u} \in \Re^{3}$ are functions of known signals. Thus, using (4.4), (4.6) and (4.50), the original inputs $F$ and $\tau$ can be recovered by simple calculations.

### 4.5 Simulations and Experimental Results

In this section we describe the numerical simulations and the experiments that demonstrate the effectiveness of the controller presented in section 4.4.

The entire fast system is comprised by the rotational dynamics composed by the states: $(\theta, \dot{\theta}, \phi, \dot{\phi}, \psi, \dot{\psi})$. The slow system is composed by the translational dynamics which is comprised by the states: $(x, \dot{x}, y, \dot{y}, z, \dot{z})$. For simplicity, we present simulations and experimental results only for two states representing the entire fast system: the roll dynamics, i.e. $(\dot{\phi}, \phi)$ and for two states representing the slow system: the lateral position dynamics, i.e. $(\dot{y}, y)$.

### 4.5.1 Numerical Results

In order to emphasize the time-scale separation property, and to show the faster convergence on the fast dynamics, we chose the same initial conditions for all states as $\phi(0)=\dot{\phi}(0)=y(0)=\dot{y}(0)=3$. We have simulated the proposed controller for three different values of $\varepsilon: \varepsilon=0.5, \varepsilon=0.25$ and $\varepsilon=0.1$. In Fig. 4.2 , the first row shows results for $\varepsilon=0.5$, the second row for $\varepsilon=0.25$ and the third row for $\varepsilon=0.1$. The simulation have been performed with the same control parameters.

The case when $\varepsilon=0.5$ is depicted in Fig. 4.1, and its corresponding controller in Fig. 4.3. The region of rapid response named boundary layer, exists near the initial point and is shown in Fig. 4.1. The state $\phi$ converges faster than the state $y$, and its convergence depends on the the $\varepsilon$ value. From the simulations shown in Fig. 4.2, the rotational dynamics converge faster than the translational dynamics, according to the parameter $\varepsilon$. In addition, the boundary layer or region of rapid transition occurs near to $t=0$.

The fast and slow control, (4.25) and (4.18) respectively, are shown in Fig. 4.3. Where the fast control presents a faster response regarding the slow control. Such controller corresponds to $\varepsilon=0.5$.


Figure 4.1: The state $\phi$ (the fast dynamics), converges faster than the state $y$ (the slow dynamics). The boundary layer exists near the initial condition.

### 4.5.2 Experimental Results

The proposed controller has been tested on the Quad-Plane experimental platform illustrated in Fig. 4.4. With the Quad-plane at $y=0, \dot{y}=0$, the desired position is set to $y=0$, during 40 seconds.

The experiment consist in an autonomous take-off, then the MAV goes forward on $x$ direction following a line on the floor using its embedded visual system, while maintaining a $y$ relative position equal to zero w.r.t. the estimated line. Thus, the desired position and orientation in the roll dynamics and $y$-position is zero. Fig. 4.5 illustrates the behavior of the proposed controller, in which the vehicle is stabilized on the desired position. The Quad plane is disturbed on the roll angle at $t=32 \mathrm{sec}$. as it is shown in Fig. 4.5. The system has been disturbed in order to show the rapid response on the fast dynamics represented


Figure 4.2: The states corresponding to the fast dynamics ( $\dot{\phi}, \phi)$ : dashed line) converge faster than the states corresponding to the slow dynamics ( $(\dot{y}, y)$ : solid line). Depending on the value of $\varepsilon$, the convergence is faster. In addition, the size of the boundary layer, shown in Fig. 4.1, is proportional to $\varepsilon$.
by the pitch dynamics $(\phi, \dot{\phi})$ in comparison with the slow dynamics represented by the the position dynamics $(y, \dot{y})$. As we see in Fig. 4.5, the performance of the controller is satisfactory.


Figure 4.3: Slow control $u_{s}$ is represented by the solid line while the fast control $u_{f}$ is represented by the dashed line. The time scale separation property is also presented on both controllers.


Figure 4.4: Quad-plane experimental platform, developed at HEUDIASYC laboratory.


Figure 4.5: Experimental results showing the effectiveness of the controller. In the first row the translational dynamics is shown while in the second row the rotational dynamics is illustrated. Beyond the inherent noise, the response in translational dynamics behaves slower than the rotational dynamics. We have disturbed the vehicle on the roll angle at $t=32$.

## 5

## Fault Estimation and Control for a <br> Quad-rotor MAV using a Polynomial Observer

This chapter addresses the problem of fault detection and diagnosis (FDD) for a quad-rotor mini aerial vehicle (MAV). Actuator faults are considered on this chapter. The basic idea behind the proposed method is to estimate the faults signals using the extended state observers theory. To estimate the faults, a polynomial observer is presented by using the available measurements and know inputs of the system. In order to investigate the observability and diagnosability properties of the system, a differential algebra approach is proposed. Furthermore, an evaluation function depending on the system states is developed, in order to be used in a controller, which will compensate the failures. The effectiveness of the methodology is illustrated by means of numerical simulations and some experimental tests.
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### 5.1 Introduction

The growing development in research on MAVs and the consequent improvement of technologies like microcomputers, vision systems and other sensor devices, have increased the performance requirements of such kind of systems. Problems related to trajectory tracking, flight-formation, vision-based localization and lately MAV equipped with manipulators, have been widely researched in the last few years. Therefore, a good performance in the inner-loop of such flight envelopes is needed. A wide range of nonlinear control techniques like backstepping [6], [31], singular perturbation techniques [44], sliding modes and switching control [39], [34], have been treated to deal with the complex dynamics of the quad-rotor. Due to the high cost of the MAV equipment, it is imperative to provide such systems with a fault-control loop, responsible for the identification of possible faults presented at any time of the flight envelope.

Motivated by the fault diagnosis problem, which is the problem of observing fault signals, and the necessity of developing sufficiently robust controllers to cope the presence of likely faults, this research work deals not only with the MAV stabilization problem, but also with the identification of actuator faults. Few works dealing with the fault diagnosis problem applied on quad-rotors are presented in the literature [45], [46], [47], [48], [49].

Taking the attitude, position, angular and translational velocities of the quadrotor MAV as available measurements, we develop a solution for the fault diagnosis problem by means of the differential algebraic approach. With this approach, it is possible to construct a bank of observers in order to implement a scheme of residual generation for fault diagnosis [50], or implement a control law based on state estimation [51]. Thus, it is possible to combine different schemes of nonlinear observers. In [52], the authors present a reduced order and a sliding mode observer, to reconstruct faults in an experimental task, for the case when only one output is available. A reduced order observer and an algebraic observer is presented in [53]. The approach given in [54] is used for fault detection and fault estimation of a wound-rotor induction motor (WRIM). In [55] a polynomial observer, a reduced order observer and a sliding mode observer are used in order to estimate an reconstruct the system states and faults for the case of multiple available outputs. In [56], the polynomial observer is used for the synchronization of chaotic systems.

The chapter is organized as follows. The fault diagnosis problem is formulated in Section 5.2. In order to estimate not only the system states but also the faults dynamics, an extended Luenberger observer called polynomial observer is
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developed in Section 5.3. Next, in Section 5.4, the results previously obtained is applied to the Quad-rotor MAV. Section 5.6 presents some simulation results for the fault reconstruction problem.

### 5.2 Fault Diagnosis Problem

The Fault Detection and Diagnosis (FDD) task has the goal of detecting the presence of a fault and construct an estimate of the unknown fault dynamics. Such faults can affect directly the performance of the system components. Therefore, a FDD scheme provides all the necessary information about faults, such as presence (time), type (actuator/sensor) and dynamics (magnitude and form). Thus, based on this information, it is possible to design a system reconfiguration to minimize the fault effects. We begin by defining the terms fault and failure as follows:

Fault: An undesired change in a system parameter or variable that reduces the performance/magnitude of one component of its nominal value. In summary, a fault is an unacceptable tolerable malfunction.
Failure: A complete breakdown of the system, caused by a catastrophic malfunction of one or more components of the system. In summary, a failure is an intolerable malfunction.

Throughout this chapter, we describe a class of nonlinear systems with faults as follows

$$
\begin{align*}
\dot{x}(t) & =g(x, u, f) \\
y(t) & =h(x, u) \tag{5.1}
\end{align*}
$$

where
$x \in \mathbb{R}^{n}$ is the state vector
$u \in \mathbb{R}^{m}$ is the vector of known inputs
$f \in \mathbb{R}^{\mu}$ is the faults vector (unknown inputs)
$y \in \mathbb{R}^{p}$ is the outputs vector

In this chapter, we consider only the case of faults in the actuators. So, we introduce the concept of observability and diagnosability in the field of the differential algebra.
5.2.1 Observability and Diagnosability Condition

The observability and diagnosability notion of a system, linear or nonlinear in the differential algebra approach need a basic definition. Further details can be found in [52].

Definition 1. For the system described by (5.1) a state $x$ is said to be observable if it is possible to estimate the state by means of the available measurements of the system, so we say that $x$ is observable if it is algebraically observable, i.e., the state $x$ satisfies a polynomial equation in terms of $u$ and $y$ and some of their time derivatives:

$$
\begin{equation*}
P\left(x, y, \dot{y}, \ddot{y}, \ldots, y^{(n)}, u, \dot{u}, \ddot{u}, \ldots, u^{(n)}\right)=0 \tag{5.2}
\end{equation*}
$$

Definition 2. A fault $f$ is said to be diagnosable if it is possible to estimate the fault from the available measurements of the system, i.e., $f$ is diagnosable if it is algebraically observable and it satisfies a polynomial equation in terms of $u$ and $y$ and some of their time derivatives:

$$
\begin{equation*}
P\left(f, y, \dot{y}, \ddot{y}, \ldots, y^{(n)}, u, \dot{u}, \ddot{u}, \ldots, u^{(n)}\right)=0 \tag{5.3}
\end{equation*}
$$

Remark 2. The diagnosability condition is independent of the observability of the system.

Referring to system (5.1), the vector $f$ contains the unknown inputs. In order to estimate its uncertain dynamics, the state vector is extended to deal with the fault vector. So, we can rewritten the system in an extended form as follows

$$
\begin{align*}
\dot{x}(t) & =g(x, u, f) \\
\dot{f_{k}}(t) & =\Omega_{k}(x, u, f) \quad 1 \leq k \leq \mu  \tag{5.4}\\
y(t) & =h(x, u)
\end{align*}
$$

The following results from the theory of differential algebraic are an useful tool to determine whether a fault can be reconstructed from the know inputs and available outputs.

Theorem 3. Assume that the system (5.1) is diagnosable, then the number of faults is less or equal to the number of available measurements (outputs), i.e.

$$
\mu \leq p
$$

The proof of Theorem 3 can be seen in [57].
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### 5.3 Polynomial Observer

The polynomial observer, is a scheme that combines two kinds of observers. The first one is like an extended Luenberger observer which is used to reconstruct and estimate the system states. While the second one is a free mode observer, which has the function of reconstruct an estimate of the faults dynamics. The polynomial observer can be seen as a Taylor series, where the first-order term is the observed state, thus improving the performance and speed of convergence including terms of high-order correction in the structure. It is worth mentioning that this scheme is considered for the case of multiple outputs available, where the terms of higher order correction are odd powers and are a linear combination of the observation errors of each output available and the order of the polynomial compensations is a determining factor for the parameter $q$ which will be defined in this section.

Consider the system with presence of faults, given in (5.4), the observation problem for the unknown vector of faults can be estimated using a polynomial observer. Therefore the system (5.4) can be rewritten as

$$
\begin{align*}
\dot{x}(t) & =A x+\Psi(x, \bar{u}) & & \\
\dot{f}_{k}(t) & =\Omega_{k}(x, \bar{u}) & & 1 \leq k \leq \mu  \tag{5.5}\\
y(t) & =C x & &
\end{align*}
$$

where $\left\|\Omega_{k}(x, \bar{u})\right\| \leq N, N \in \mathbb{R}^{+}$and $\Psi(x, \bar{u})$ is a nonlinear function that satisfies the Lipschitz condition, with $\bar{u}=(u, f)$ uniformly bounded.

$$
\begin{equation*}
\|\Psi(x, \bar{u})-\Psi(\hat{x}, \bar{u})\| \leq L\|x-\hat{x}\| \tag{5.6}
\end{equation*}
$$

### 5.3.1 Observer design

Now, consider the system with faults (5.5), the following lemma describes the construction of the polynomial observer.

Lemma 4. Let the system (5.5) be algebraically diagnosable, then, the following nonlinear system is a full order state observer for the given system

$$
\begin{align*}
& \dot{\hat{x}}(t)=A \hat{x}+\Psi(\hat{x}, u, \hat{f})+\sum_{i=1}^{p} \sum_{j=1}^{q} K_{i j}\left(y_{i}-C_{i} \hat{x}\right)^{2 j-1}  \tag{5.7}\\
& \dot{\hat{f}}_{k}(t)=\sum_{l=1}^{q} \bar{K}_{k l}\left(f_{k}-\hat{f}_{k}\right)^{2 l-1}
\end{align*}
$$

where

$$
\begin{aligned}
& A \in \mathbb{R}^{n \times n} \\
& \hat{x} \in \mathbb{R}^{n \times 1} \text { is the estimate of the state } x \\
& \hat{f}_{k} \in \mathbb{R}^{\mu} \text { is the estimate of faults vector } f \\
& q \in \mathbb{R}^{+} \\
& \Psi(\hat{x}, u, \hat{k}) \in \mathbb{R}^{n \times 1} \\
& {\left[K_{i j}\right]_{\substack{1 \leq i \leq p \\
1 \leq j \leq q}},\left[\bar{K}_{k l}\right]_{\substack{1 \leq k \leq \mu \\
1 \leq l \leq q}} \text { are positive gains }}
\end{aligned}
$$

where $\hat{x}_{0}=\hat{x}\left(t_{0}\right)$ and $\hat{f}_{k 0}=\hat{f}_{k}\left(t_{0}\right)$ are arbitrary initial conditions, the parameter $q$ determines the order of the polynomial compensation. To ensure the observer convergence, the following assumptions are considered:

- A1: $f_{k}(t)$ is algebraically observable.
- A2: The gains $\left[K_{i l}\right]_{1 \leq i \leq p}$ can be chosen such that the following algebraic Riccati equation has a symmetric and positive definite solution $P$ for some $\varepsilon>0$

$$
\left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right)^{T} P+P\left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right)+L^{2} P P+I+\varepsilon I=0
$$

- A3: The gains $\left[K_{i j}\right]_{\substack{1 \leq i \leq p \\ 2 \leq j \leq q}}$ are chosen such that

$$
\lambda_{\min }\left(\left(P K_{i j} C_{i}\right)^{T}+\left(P K_{i j} C_{i}\right)\right) \geq 0
$$

We define the estimation error vector as $e=\left[e_{x}, e_{k}\right]^{T}$, whit $e_{x}=x-\hat{x}$ and $e_{k}=f_{k}-\hat{f}_{k}$. So from the systems (5.5) and (5.7), we determine the dynamics for the corresponding error estimation

$$
\begin{align*}
\dot{e}_{x}= & \left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right) e_{x}-\sum_{i=1}^{p} \sum_{j=2}^{q} K_{i j}\left(C_{i} e_{x}\right)^{2 j-1}  \tag{5.8}\\
& +[\Psi(x, \bar{u})-\Psi(\hat{x}, \bar{u})] \\
\dot{e}_{k}= & \Omega_{k}-\bar{K}_{k 1} e_{k}-\sum_{j=2}^{q} \bar{K}_{k j}\left(e_{k}\right)^{2 j-1} \tag{5.9}
\end{align*}
$$

### 5.3.2 Convergence Analysis

In order to ensure the convergence to zero of the estimation error, we establish the following theorem.
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Theorem 5. For the system (5.5), suppose that $x(t) \exists \forall t \geq 0$, the function $\Psi(x, \bar{u})$ satisfies the Lipschitz condition given in (5.6), and $x(t), f(t)$ are algebraically observable. Thus, if there exists a positive definite matrix $P$ and positive observer gains $K_{i j}, \bar{K}_{k l}$ such that the system (5.7) is an observer for system (5.5), then the estimation error converges to zero asymptotically.

Proof. Consider the following Lyapunov function candidate

$$
\begin{align*}
& V=V_{1}+V_{2} \\
& V_{1}=e_{x}^{T} P e_{x} ; V_{2}=\frac{1}{2} e_{k}^{2} \tag{5.10}
\end{align*}
$$

where the matrix $P$ satisfies the assumption A2.
The proof of theorem 5, is developed in two parts as follows:
i) The time derivative of $V_{1}$ is given as

$$
\begin{aligned}
\dot{V}_{1}= & \dot{e}_{x}^{T} P e_{x}+e_{x}^{T} P \dot{e}_{x} \\
= & e_{x}^{T}\left(\left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right)^{T} P+P\left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right)\right) e_{x} \\
& +2 e x^{T} P[\Psi(x, \bar{u})-\Psi(\hat{x}, \bar{u})] \\
& -2 \sum_{i=1}^{p} \sum_{j=2}^{q} K_{i j}\left(C_{i} e_{x}\right)^{2 j-2} e_{x}^{T}\left(\left(P K_{i j} C_{i}\right)^{T}+\left(P K_{i j} C_{i}\right)\right) e_{x}
\end{aligned}
$$

From the follow inequality based on the Lipschitz condition

$$
\begin{equation*}
2 e x^{T} P[\Psi(x, \bar{u})-\Psi(\hat{x}, \bar{u})] \leq L^{2} e_{x}^{T} P P e_{x}+e_{x}^{T} e_{x} \tag{5.11}
\end{equation*}
$$

and using the Rayleigh's inequality together with assumption A3. it follows that

$$
\begin{equation*}
-e_{x}^{T} P K_{i j} C_{i} e_{x} \leq-\lambda_{\min }\left(P K_{i j} C_{i}+\left(P K_{i j} C_{i}\right)^{T}\right)\left\|e_{x}\right\|^{2} \tag{5.12}
\end{equation*}
$$

Therefore, applying inequalities (5.11) and (5.12) we have

$$
\begin{aligned}
\dot{V}_{1} \leq & e_{x}^{T}\left[\left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right)^{T} P+P\left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right)+L^{2} P P+I\right] e_{x} \\
& -2 \sum_{i=}^{p} \sum_{j=2}^{q} K_{i j}\left(C_{i} e_{x}\right)^{2 j-2} \lambda_{\min }\left(P K_{i j C_{i}}+\left(P K_{i j C_{i}}\right)^{T}\right)\left\|e_{x}\right\|^{2} \\
\leq & e_{x}^{T}\left[\left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right)^{T} P+P\left(A-\sum_{i=1}^{p} K_{i 1} C_{i}\right)+L^{2} P P+I\right] e_{x} \\
= & -\varepsilon\left\|e_{x}\right\|^{2}
\end{aligned}
$$

ii) In the same way, for the second term in the Lyapunov function candidate, we obtain the time derivative of $V_{2}$ as

$$
\begin{aligned}
\dot{V}_{2} & =e_{k} \dot{e}_{k} \\
& =e_{k}\left(\Omega_{k}-\bar{K}_{k 1} e_{k}-\sum_{l=2}^{q} \bar{K}_{k l} e_{k}^{2 l-1}\right) \\
& =e_{k} \Omega_{k}-\bar{K}_{k 1} e_{k}^{2}-\sum_{l=2}^{q} \bar{K}_{k l} e_{k}^{2 l} \\
& \leq\left|e_{k}\right|\left|\Omega_{k}\right|-\bar{K}_{k 1} e_{k}^{2} \\
& \leq\left|e_{k}\right| N-\bar{K}_{k 1}\left|e_{k}\right|^{2} \\
& =-\left[\bar{K}_{k 1}\left|e_{k}\right|-N\right]\left|e_{k}\right|
\end{aligned}
$$

$\dot{V}_{2}$ is negative inside the set $\left\{\left|e_{k}\right|>N / \bar{K}_{k 1}\right\}$, i.e., exists $\bar{\varepsilon}>0$ such that $\bar{K}_{k 1}\left|e_{k}\right|-N=\bar{\varepsilon}>0$.
We prove that $\left|e_{k}\right|$ is upper bounded. Now let $\alpha, \beta$ be the upper bounds of $V_{2}\left(e_{k}\right)$. With $\beta>\frac{N^{2}}{2 K_{k 1}^{2}}$, the solution that initiates in the set $\left\{V_{2}\left(e_{k}\right) \leq \beta\right\}$ will remain inside that set for all $t \geq 0$, because $\dot{V}_{2}$ is negative in $V_{2}=\beta$. Therefore the solution of $\dot{e}_{k}$ is uniformly bounded [58]. Furthermore, if $\frac{N^{2}}{2 K_{k 1}^{2}}<\alpha<\beta$, then $\dot{V}_{2}$ will be negative in the set $\left\{\alpha \leq V_{2} \leq \beta\right\}$. In this set $V_{2}$ will decrease monotonously until the solution is in the set $\left\{V_{2} \leq \alpha\right\}$. According to [58] the solution is uniformly ultimately bounded with ultimate bound $\left|e_{k}\right| \leq \sqrt{2 \alpha}$. For example, if we define $\alpha=\frac{N^{2}}{2 K_{k 1}^{2}}$ and $\beta=\frac{N^{2}}{K_{k 1}^{2}}$, the ultimate bound is

$$
\left|e_{k}\right| \leq \frac{N}{\bar{K}_{k 1}}
$$

hence

$$
\dot{V}_{2} \leq-\bar{\varepsilon}\left|e_{k}\right| .
$$

Finally, from (i) and (ii), we conclude that

$$
\dot{V} \leq-\varepsilon\left\|e_{x}\right\|^{2}-\bar{\varepsilon}\left|e_{k}\right|<0
$$

### 5.4 Application to Quad-rotor MAV

In this section, the polynomial observer approach developed in Section 5.3 is applied to a Quad-rotor MAV. We will state the mathematical model of the MAV and some notations. Then, the diagnosability analysis of such vehicle dynamics is developed.

### 5.4.1 Modeling

The Quad-rotor mathematical model using the corresponding coordinate system shown in Figure (5.1) is given as follows

$$
\begin{align*}
m \ddot{x} & =\left(u_{1}+u_{2}+u_{3}+u_{4}\right)\left(s_{\psi} s_{\phi}+c_{\psi} s_{\theta} c_{\phi}\right) \\
m \ddot{y} & =\left(u_{1}+u_{2}+u_{3}+u_{4}\right)\left(s_{\psi} s_{\theta} c_{\phi}-c_{\psi} s_{\phi}\right) \\
m \ddot{z} & =m g-\left(u_{1}+u_{2}+u_{3}+u_{4}\right)\left(c_{\phi} c_{\theta}\right) \\
\ddot{\theta} & =u_{3}-u_{1}  \tag{5.13}\\
\ddot{\phi} & =u_{2}-u_{4} \\
\ddot{\psi} & =u_{1}-u_{2}+u_{3}-u_{4}
\end{align*}
$$

where the notation $c_{a}$ and $s_{a}$ stands for $\cos (a)$ and $\sin (a)$ respectively; $u_{i}$ are the control inputs, $(x, y, z)$ the position states and $(\theta, \phi, \psi)$ the orientation angles. Using the model (5.13), the following changes of coordinates is made in order to formulate the problem

$$
\begin{array}{rrrrrr}
x_{1}=x & x_{3}=y & x_{5}=z & x_{7}=\theta & x_{9}=\phi & x_{11}=\psi \\
x_{2}=\dot{x} & x_{4}=\dot{y} & x_{6}=\dot{z} & x_{8}=\dot{\theta} & x_{10}=\dot{\phi} & x_{12}=\dot{\psi}
\end{array}
$$

With this notation, the state vector is given by $x=\left[x_{1}, x_{2}, \ldots, x_{12}\right]^{T}$ and the input vector as $u=\left[u_{1}, u_{2}, u_{3}, u_{4}\right]$. For a Quad-rotor MAV, we consider a fault as a reduction of the performance of one or two actuator, with the constraint that if the failure affects an actuator, the second failure will affect the opposite actuator by the symmetry of the structure, i.e. the failure effects can only be minimized when these occurs in the following form:

1. The fault effects only one actuator
2. The fault affects the pairs $\left(u_{1}, u_{3}\right)$ or $\left(u_{2}, u_{4}\right)$.

Otherwise we would have a catastrophic malfunction and it would be impossible to minimize the fault effects.


Figure 5.1: The three-dimensional quad-rotor model.

We now consider the presence of a fault on the engines, so we define the input with together with the fault as $\bar{u}_{k}=u_{k}+f_{k}$. Thus, the resulting system is given by:

$$
\begin{align*}
\dot{x}_{1} & =x_{2} \\
\dot{x}_{2} & =\frac{1}{m}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(s_{x_{11}} s_{x_{9}}+c_{x_{11}} s_{x_{7}} c_{x_{9}}\right) \\
\dot{x}_{3} & =x_{4} \\
\dot{x}_{4} & =\frac{1}{m}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(s_{x_{11}} s_{x_{7}} c_{x_{9}}-c_{x_{11}} s_{x_{9}}\right) \\
\dot{x}_{5} & =x_{6} \\
\dot{x}_{6} & =g-\frac{1}{m}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(c_{x_{9}} c_{x_{7}}\right)  \tag{5.14}\\
\dot{x}_{7} & =x_{8} \\
\dot{x}_{8} & =\bar{u}_{3}-\bar{u}_{1} \\
\dot{x}_{9} & =x_{10} \\
\dot{x}_{10} & =\bar{u}_{2}-\bar{u}_{4} \\
\dot{x}_{11} & =x_{12} \\
\dot{x}_{12} & =\bar{u}_{1}-\bar{u}_{2}+\bar{u}_{3}-\bar{u}_{4}
\end{align*}
$$

where $f_{k}$ are additive faults which affect directly the performance of the engines that produce the thrust inputs $u_{k}$.

### 5.4.2 Control Strategy

The proposed control strategy is based on the idea that the global system (5.13) is constituted of two subsystems, the attitude dynamics and the position
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dynamics, each one with a time-scale separation between them [43]. From this fact, it is possible to propose a hierarchical control scheme where the position controller provides desired attitude angles $\phi_{d}, \theta_{d}$ which are the angles to be tracked by the orientation controllers. We have implemented a nonlinear control strategy based on this principle. The interested lector can see more details about the control strategy applied on this chapter in [44].

### 5.4.3 Diagnosability analysis

From Theorem 3 it is required that the number of faults $(\mu=4)$ be less or equal to available measurements. For this case, we consider the output vector as $y=\left[y_{1}, y_{3}, y_{5}, y_{7}, y_{9}, y_{11}\right]=\left[x_{1}, x_{3}, x_{5}, x_{7}, x_{9}, x_{11}\right]$.i Taking into account the above mentioned considerations, the condition from theorem 3 is hold with $4=\mu<p=6$. To determine the diagnosability of the system (5.14), we evaluate the algebraic diagnosability condition given in definition 2. For the considered faults, inputs and outputs, the system (5.14) results in

$$
\begin{align*}
\ddot{y_{2}} & =\frac{1}{m}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(s_{y_{11}} s_{y_{9}}+c_{y_{11}} s_{y_{7}} c_{y_{9}}\right) \\
\ddot{y_{3}} & =\frac{1}{m}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(s_{y_{11}} s_{y_{7}} c_{y_{9}}-c_{y_{11}} s_{y_{9}}\right) \\
\ddot{y_{5}} & =g-\frac{1}{m}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(c_{y_{9}} c_{y_{7}}\right)  \tag{5.15}\\
\ddot{y_{7}} & =\bar{u}_{3}-\bar{u}_{1} \\
\ddot{y_{9}} & =\bar{u}_{2}-\bar{u}_{4} \\
\ddot{y_{11}} & =\bar{u}_{1}-\bar{u}_{2}+\bar{u}_{3}-\bar{u}_{4}
\end{align*}
$$

From system (5.15), we have that

$$
\begin{align*}
\frac{m\left(g-\ddot{y}_{6}\right)}{c_{y_{9}} c_{y_{7}}} & =u_{1}+f_{1}+u_{2}+f_{2}+u_{3}+f_{3}+u_{4}+f_{4}  \tag{5.16a}\\
\ddot{y}_{7} & =u_{3}+f_{3}-u_{1}-f_{1}  \tag{5.16b}\\
\ddot{y}_{9} & =u_{2}+f_{2}-u_{4}-f_{4}  \tag{5.16c}\\
\ddot{y}_{11} & =u_{1}+f_{1}-u_{2}-f_{2}+u_{3}+f_{3}-u_{4}-f_{4} . \tag{5.16d}
\end{align*}
$$

Adding (5.16a) and (5.16d)

$$
\begin{equation*}
\frac{m\left(g-\ddot{y}_{5}\right)}{c_{y_{9}} c_{y_{7}}}+\ddot{y}_{11}=u_{1}+f_{1}+2 u_{3}+2 f_{3} \tag{5.17}
\end{equation*}
$$

adding 2(5.16b) and (5.17)

$$
\begin{equation*}
f_{3}=\frac{m\left(g-\ddot{y}_{5}\right)}{4 c_{y_{9}} c_{y_{7}}}+\frac{1}{2} \ddot{y}_{7}+\frac{1}{4} \ddot{y}_{11}-u_{3} \tag{5.18}
\end{equation*}
$$

replacing (5.18) into (5.16b)

$$
\begin{equation*}
f_{1}=\frac{m\left(g-\ddot{y}_{5}\right)}{4 c_{y_{9}} c_{y_{7}}}-\frac{1}{2} \ddot{y}_{7}+\frac{1}{4} \ddot{y}_{11}-u_{1} \tag{5.19}
\end{equation*}
$$

adding, (5.16a) and (5.16c)

$$
\begin{equation*}
\frac{m\left(g-\ddot{y}_{5}\right)}{c_{y_{9}} c_{y_{7}}}+\ddot{y}_{9}=u_{1}+f_{1}+2 u_{2}+2 f_{2}+u_{3}+f_{3} \tag{5.20}
\end{equation*}
$$

replacing (5.19) and (5.18) into (5.20)

$$
\begin{equation*}
f_{2}=\frac{m\left(g-\ddot{y}_{5}\right)}{4 c_{y_{9}} c_{y_{7}}}+\frac{1}{2} \ddot{y}_{9}+\frac{1}{4} \ddot{y}_{11}-u_{2} \tag{5.21}
\end{equation*}
$$

Finally, replacing (5.21) into (5.16c) it follows that

$$
\begin{equation*}
f_{4}=\frac{m\left(g-\ddot{y}_{5}\right)}{4 c_{y_{9}} c_{y_{7}}}-\frac{1}{2} \ddot{y}_{9}+\frac{1}{4} \ddot{y}_{11}-u_{4} \tag{5.22}
\end{equation*}
$$

Therefore, from equations (5.18), (5.19), (5.21) and (5.22) we conclude that the system (5.14) is diagnosable, with the considered inputs and outputs.

### 5.4.4 Polynomial Observer

The system (5.14), can be expressed in a similar way as in (5.5) with $A \in \mathbb{R}^{12 \times 12}$; where the elements of the matrix are given as follows: $a_{1,2}=a_{3,4}=a_{5,6}=$ $a_{7,8}=a_{9,10}=a_{11,12}=1$ and zero otherwise. The nonlinear function $\Psi(x, \bar{u})=$ $\left[\psi_{1}, \psi_{2}, \ldots, \psi_{12}\right]$ is given by

$$
\begin{aligned}
& \psi_{1}=\psi_{3}=\psi_{5}=\psi_{7}=\psi_{9}=\psi_{11}=0 \\
& \psi_{2}=\frac{1}{m}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(s_{x_{11}} s_{x_{9}}+c_{x_{11}} s_{x_{7}} c_{x_{9}}\right) \\
& \psi_{4}=\frac{1}{m}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(s_{x_{11}} s_{x_{7}} c_{x_{9}}-c_{x_{11}} s_{x_{9}}\right) \\
& \psi_{6}=-\frac{1}{m g}\left(\bar{u}_{1}+\bar{u}_{2}+\bar{u}_{3}+\bar{u}_{4}\right)\left(c_{x_{11}} c_{x_{9}}\right) \\
& \psi_{8}=\bar{u}_{3}-\bar{u}_{1} \\
& \psi_{10}=\bar{u}_{2}-\bar{u}_{4} \\
& \psi_{12}=\bar{u}_{1}-\bar{u}_{2}+\bar{u}_{3}-\bar{u}_{4} .
\end{aligned}
$$

So, the following system is a polynomial observer for the given system

$$
\begin{align*}
& \dot{\hat{x}}(t)=A \hat{x}+\Psi(\hat{x}, u, \hat{f})+\sum_{i=1}^{6} \sum_{j=1}^{3} K_{i j}\left(y_{i}-C_{i} \hat{x}\right)^{2 j-1}  \tag{5.23}\\
& \dot{\hat{f}}_{k}(t)=\sum_{l=1}^{3} \bar{K}_{k l}\left(f_{k}-\hat{f}_{k}\right)^{2 l-1}
\end{align*}
$$
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where we fixed the parameter $q=3$ and the $f_{1 \leq k \leq 4}$ are given by (5.19), (5.21), (5.18), (5.22).

### 5.5 Evaluation Function

In this section, an evaluation function is presented in order to use the estimate of the failure with the methodology developed in the previous section. Such evaluation function is presented in a way that could be used in a controller to compensate the failure. Without loss of generality, we present the evaluation function for the roll dynamics, but the same procedure could be developed for the pitch and yaw dynamics.

### 5.5.1 Fault detection

In order to detect the fault and at the same time differentiate it from perturbations inherent in the system, we define the evaluation function $e_{f}$ as a function of the system states as follows

$$
\begin{equation*}
e_{f}=\frac{1}{\left(1+e^{-c_{b}(\phi-b)}\right)\left(1+e^{-c_{a}(\dot{\phi}-a)}\right)} \tag{5.24}
\end{equation*}
$$

where parameters $c_{a}$ and $c_{b}$ are positive real numbers which define the fault slope for $\phi$ and $\phi$ respectively. The parameters $a$ and $b$ represent the position and velocity in roll dynamics for which there will be a fault. Accordingly, they are the boundaries between a disturbance and a fault.

So, the basic idea is to estimate the disturbances and then use them in the evaluation function (5.24). In this way, one should predefine the parameter values $a, b$. So, by means of an observation of the system dynamics, one knows the existence of a fault. This approach allows to determine the existence of a fault without any measurement of engine speed, eliminating the use of additional sensors on the platform. In addition, a control strategy could be implemented by using (5.24), due to such evaluation function is continuously differentiable and it depends on the system states $(\phi, \dot{\phi})$.
5.5.2 Experimental results by using the evaluation function

In this subsection, some experimental results are presented to visualize the performance of the evaluation function at real-time experiments. The experimental

Table 5.1: The parameters of the Quad-rotor MAV considered for the experimental tests.

| Parameter | Value |
| :---: | :---: |
| $c_{b}$ | 1 |
| $c_{a}$ | 1 |
| $b$ | 20 deg |
| $a$ | $10 \mathrm{deg} / \mathrm{sec}$ |

results have been tested on the Quad-rotor experimental platform developed at the HEUDIASYC Laboratory. More details about this platform can be seen in [36]. We have simulated the failures by disturbing the Quad-rotor platform in the roll dynamics. For these tests, we have used the parameters shown in table 5.1.

Two motors are involved in the pitch dynamics (Fig. 5.1). Thus, if one of this motors fails, its velocity will be reduced or augmented, causing an aggressive rolling moment due to the difference of thrust between the faulty motor and the operating motor. Therefore, we can evaluate such moment by inspecting the pitching dynamics, i.e. the behavior of the states $(\theta, \dot{\theta})$. In order to visualize the behavior of the evaluation function on the real-time experiments, we have perturbed the Quad-rotor platform on its roll axis. Fig. 5.2 shows the performance of the evaluation function (5.24). As we see in this figure, the disturbances lower than 20 deg have been omitted by the evaluation function, while the disturbances greater or equal to 20 deg have been taken as failures. With this approach, we can tune the parameters given in table 5.1, in order to choose a desired performance to tell the system how to distinguish a perturbation of a fault.


Figure 5.2: Evaluation function (5.24) and states of the roll dynamics.
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### 5.6 Fault reconstruction results

In this section, we present some simulation results of the procedure developed in Section 5.3. The dynamics of the Quad-rotor MAV and the fault dynamics have been simulated using MATLAB Simulink. For the simulation procedure, we have consider the following conditions: The desired values for the position dynamics are $x_{d}=y_{d}=0 \mathrm{~m}$ and $z_{d}=0.75 \mathrm{~m}$ and for the attitude dynamics are $\theta_{d}=\phi_{d}=0$ and $\psi_{d}=45$ degrees. The objective is that the Quad-rotor take off and reaches the desired height and remain stable in that position, in other words, we want that the desired values for the linear and angular velocities are equal to zero. To simplify the calculations we assume that $m=g=1$. A simulation time of 300 s and a step of 0.001 s has been chosen.

For all simulation results we have considered that the fault affects the performance of each engine, i.e. the actuators for the Quad-rotor MAV. Four faults were artificially generated as follows

$$
\begin{aligned}
f_{1}= & 0.226(1+\sin (0.5 t \exp (-0.1 t))) \mathcal{U}(t-50) \\
f_{2}= & 0.045(1+\sin (0.076 \exp (t-0.3))) \mathcal{U}(t-20) \\
f_{3}= & 0.055 \exp (-0.01(t-0.3)) \mathcal{U}(t-10) \\
& +0.068 \exp (-0.005(t-1)) \mathcal{U}(t-80) \\
& +0.159 \exp (-0.07(t-1.3)) \mathcal{U}(t-140) \\
f_{4}= & 0.718 \exp (-0.01(t-2)) \mathcal{U}(t-30)
\end{aligned}
$$

where $\mathcal{U}(t)$ is the unit step function. The magnitude of the faults were selected very close to the magnitude of the generated thrusts inputs for the case without faults, to obtain better results.

The results of the implementation of the polynomial observer proposed in (5.23) for the fault diagnosis task, for the considered available outputs and inputs. As shown in the Figure 5.3, for the fault $f_{1}$. The gain values for the proposed observer were $K_{11}=2.5, K_{12}=34$ and $K_{13}=66$. In the same way in figures $5.4,5.5$ and 5.6 , we show the estimation result for the faults $f_{2}, f_{3}$ and $f_{4}$, where the gain values for each observer are $K_{21}=5.05, K_{22}=2, K_{23}=1.6, K_{31}=$ $1.5, K_{32}=27, K_{33}=56$ and $K_{41}=4.23, K_{42}=7, K_{43}=3$ respectively.

In order to evaluate the effectiveness of the proposed polynomial observer, we use initial conditions different from zero, to see how long it takes to converge to the actual value of the fault. The initial conditions were $f_{1, c . i}=0.087$, $f_{2, c . i}=0.065, f_{3, c . i}=0.055$ and $f_{4, c . i}=0.073$.

For all faults we obtained good estimation results. As can be seen, the proposed observer converge quickly to the actual values of the faults, and although the approach only considers the case of fault with differentiable dynamics, it is noted that the approach has the capacity to reconstruct abrupt faults as shown in figures 5.5 and 5.6.


Figure 5.3: Estimation result for the fault $f_{1}$


Figure 5.4: Estimation result for the fault $f_{2}$

The attitude dynamic under the effect of the faults is shown in figure 5.7. The direct consequence of the presence of faults on actuators, is that, the controller tries to stabilize the system and bring the dynamics of roll, pitch and yaw to the desired values. However due to thrust limitation, the objective is not fully accomplished.

Figure 5.8, shows the corresponding angular velocities in roll, pitch and yaw for the case of presence of faults. As can be seen, between the first 100 seconds the angular velocities change abruptly, because in this time interval, all the


Figure 5.5: Estimation result for the fault $f_{3}$


Figure 5.6: Estimation result for the fault $f_{4}$
faults appear.
The position dynamics affected for the faults are shown in Figure 5.9. Note that the difference between the dynamic without faults and with fault is very significant, especially for the dynamics in the $y$-axis, which is very large. The Position controller generates large inputs to try reach the desired position values. However due to the faults the errors grow and the controller is unable to compensate such errors.


Figure 5.7: Comparison for the attitude dynamics for the case without faults (blue line) and with faults (red dash-dot line)


Figure 5.8: Comparison for the angular velocity dynamics for the case without faults (blue line) and with faults (red dash-dot line)

Finally figures 5.10 and 5.11 show the control inputs and corresponding thrusts generated by the control strategy. As can be seen in Figure 5.10 the difference


Figure 5.9: Comparison for the position dynamics for the case without faults (blue line) and with faults (red dash-dot line)


Figure 5.10: Comparison for the inputs generated by the control strategy for the case without faults (blue line) and with faults (red dash-dot line)
between both cases is very significant, because for the case without faults, the control inputs are constant while for the opposite case, the thrusts are


Figure 5.11: Comparison for the corresponding thrust inputs for the case without faults (blue line) and with faults (red dash-dot line)
nonconstant and larger. The controller tries to compensate the error generated by the faults. Figure 5.11 shows that the corresponding thrusts (inputs) are very similar to the dynamics of the faults with opposite sign. Notice that the faults cause the controller does not work properly, as we observed for the thrusts 1 and 4 in Figure 5.11 and the control inputs 2, 3 and 4 in Figure 5.10. There is an instant of time when it becomes negative which is infeasible, since it would mean that the thrust force is opposite, i.e, when the thrust force becomes negative, the engine does not have the ability to change the direction of rotation, and therefore stops completely (turned off). In the latter case we are not dealing with a fault, but with a failure.
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The
Convertible Aircraft

## 6

## Control in the 6-DOF of the PVHAT aircraft. Hover Control

This chapter presents a particular class of a convertible mini aerial vehicle (MAV) with fixed wings, the so-called PVHAT aircraft. This aircraft is able to change its flight configuration from hover to level flight and vice versa by means of a transition maneuver. In this first part of the research, the hover dynamics of the PVHAT aircraft is investigated. Dynamical model and nonlinear control based on Lyapunov design are studied. The presented approach focuses on the problem of finding a control law capable of stabilizing the aircraft's position. Some simulations results are given, which demonstrate the effectiveness of the controller. Further, some experimental results are presented and tested on the PVHAT aircraft experimental platform.
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### 6.1 Introduction

Helicopters and fixed-wing aircrafts have their own advantages and shortcomings. Helicopters can take off and land vertically, but they cannot fly forward at high speed. On the other hand, fixed-wing aircrafts can fly forward at high speed, however, they cannot take-off and land vertically. Some advantages of both configurations can be combined in a single aerial vehicle, the so-called convertible aircraft.

When a convertible aircraft hovers, takes off or lands, it can be controlled as a classical helicopter. Also, during high speed flight, the convertible's configuration is similar to the one of a conventional airplane, in which the aerodynamic surfaces generate the necessary lift force to compensate the gravity.

While the convertible aircraft is a very promising concept, it also comes with significant challenges. Indeed it is necessary to design controllers which will work over the complete flight envelope of the vehicle: from low-speed vertical flight through high-speed forward flight. The main challenge is to deal with the large variation in the vehicle dynamics between these two different flight regimes.

In this first part of our research, we focus on hover position control of the convertible tilt-rotor aircraft, see Fig 6.1. This vehicle combines the high-speed cruise capabilities of a conventional airplane with the hovering capabilities of a helicopter by tilting its four rotors. Dynamics involved with the tilting mechanism are investigated. This tilting mechanism provides an additional input to the system, which serves not only as position actuator in hover mode but also as an input to performing the transition maneuver. Since the present research is focus on the hover control, the new input, namely the tilting angle, must be limited to a value less than 90 degrees, in order to control the forward position.


Figure 6.1: The PVHAT aircraft design.

There exist some tilt-rotor vehicles with a quad-rotor similar structure as the Boeing's V44 [59], [60] and the QTW UAV [61]. In [62] some preliminary results are presented for the vertical flight of a two-rotor MAV as well as a low-cost embedded flight control system.

The main contribution of this chapter is to develop a control strategy suitable for handling the hover dynamics of the convertible aircraft. The key idea is that the dynamics of the aircraft lend themselves well to individual control strategies for hover, transition and forward flight from a continuous point of view avoiding switching between both dynamics involved. In this first part of the work, we present an analysis of the convertible aircraft's mathematical model in which it appears that the control inputs for hover and airplane mode are different, and then both dynamics can be controlled individually. The control inputs in the hovering mode are given by the thrusts provided by the motors, while the control inputs in airplane mode are the forward thrust and the torques generated by the controlling surfaces.

The remainder of this chapter is organized as follows. Section 6.2 presents dynamics of the convertible aircraft in hover mode; also a model suitable for control is developed. The main result is stated in Section 6.3, where a Lyapunov-based control design is performed using the dynamical model obtained in Section 6.2. Simulations and experimental results are given in Section 6.4 where the effectiveness of the presented approach is tested.

### 6.2 System Description

In this section, an idealized mathematical model for the dynamics of the Quad Tilt-Rotor MAV is described.
6.2.1 Modeling of the PVHAT Aircraft

We will consider the nonlinear rigid body dynamics in terms of rotational and translational dynamics given by [40]. The derived model will lead to a model suitable for the purpose of control. Such model is given as follows

$$
\begin{align*}
\dot{\xi} & =v \\
\dot{v} & =\frac{R F}{m}-g e_{z_{\mathcal{I}}}  \tag{6.1}\\
\dot{R} & =R \mathrm{~S}(\Omega) \\
\dot{\Omega} & =-J^{-1} \Omega \times J \Omega+J^{-1} \tau
\end{align*}
$$

where $\xi=(x, y, z)^{T}$ and $v=\left(v_{x}, v_{y}, v_{z}\right)^{T}$ are the position and the velocity of the MAV relative to the inertial frame $\mathcal{I}=\left(e_{x_{\mathcal{I}}}, e_{y_{\mathcal{I}}}, e_{z_{\mathcal{I}}}\right) . R \in S O(3)$ is the rotational matrix representing the orientation of the MAV in the body
coordinate frame $\mathcal{B}=\left(e_{x_{\mathcal{B}}}, e_{y_{\mathcal{B}}}, e_{z_{\mathcal{B}}}\right)$ with respect to $I$; the matrix R is a function of the Euler angles $\phi, \theta$ and $\psi$, i.e. roll, pitch and yaw, respectively. $\Omega \in \Re^{3}$ is the body angular velocity vector. $F \in \Re^{3}$ and $\tau \in \Re^{3}$ are the force and torque, respectively applied at the center of mass of the MAV and specified with respect to $\mathcal{B} . J \in \Re^{3}$ is the inertia matrix; $m$ is the mass of the body; and $g e_{z_{\mathcal{I}}}$ is the gravitational force, where $e_{z_{\mathcal{I}}}=(0,0,1)$ is a unit vector. In (6.1) $S O(3)$ denotes the special orthogonal group of $\Re^{3 \times 3}$. Further, we define by $S(v)$ the operator from $\Re^{3} \rightarrow S O(3)$ such that

$$
\forall v \in \Re^{3}, S(v)=\left(\begin{array}{ccc}
0 & -v_{3} & v_{2} \\
v_{3} & 0 & -v_{1} \\
-v_{2} & v_{1} & 0
\end{array}\right)
$$

where $v_{i}$ denotes the $i^{\text {th }}$ component of the vector $v . S(v)$ is the group of antisymmetric matrices of $\Re^{3 \times 3}$. Therefore, $S(v) \Omega=v \times \Omega$. We use four additional coordinate frames: $A_{i}=\left(A_{i x}, A_{i y}, A_{i z}\right)$, for $i=1, \ldots, 4$ which are associated with the four rotors (see Fig. 6.1). Thus, the orientation of each rotor w.r.t the body frame can be defined by the rotation matrix

$$
\mathcal{R}^{\gamma}=\left(\begin{array}{ccc}
\cos \gamma & 0 & \sin \gamma  \tag{6.2}\\
0 & 1 & 0 \\
-\sin \gamma & 0 & \cos \gamma
\end{array}\right)
$$

The force $F$ generated by the rotorcraft expressed in the body frame is given by

$$
F=\left(\begin{array}{c}
T_{T} \sin \gamma  \tag{6.3}\\
0 \\
T_{T} \cos \gamma
\end{array}\right)
$$

where $T_{T}=\sum_{i=1}^{4} T_{i}$ and the thrust $T_{i}$ can be modeled as $T_{i}=C_{l} \omega_{i}^{2}$, where $C_{l}$ is the lift coefficient and $\omega_{i}$ is the velocity of the $i$-th rotor.
We take into consideration the following assuption:
a) Since in hover mode an angle greater than $20^{\circ}$ causes an increase in the lift enough to achieve a transition from hover to fixed-wing mode [63], the tilting angle $\gamma$ is imposed to be $\gamma \leq 20^{\circ}$.

The inputs are defined as

$$
\begin{align*}
& u_{x}=T_{T} \sin \gamma  \tag{6.4}\\
& u_{z}=T_{T} \cos \gamma . \tag{6.5}
\end{align*}
$$

Since it is possible to independently modify the speed of each propeller, the moments applied on the vehicle's body along an axis are given by

$$
\tau=\left(\begin{array}{c}
\tau_{\phi}  \tag{6.6}\\
\tau_{\theta} \cos \gamma \\
\tau_{\psi}
\end{array}\right)
$$

where $\tau_{\phi}=l C_{l}\left(\left(\omega_{1}^{2}+\omega_{3}^{2}\right)-\left(\omega_{2}^{2}+\omega_{4}^{2}\right)\right) ; \tau_{\theta}=l C_{l}\left(\left(\omega_{1}^{2}+\omega_{2}^{2}\right)-\left(\omega_{3}^{2}+\omega_{4}^{2}\right)\right)$; $\tau_{\psi}=d\left(\omega_{1}^{2}-\omega_{2}^{2}+\omega_{4}^{2}-\omega_{3}^{2}\right) ; l$ is the lever; $C_{l}$ is the thrust factor previously
defined; $d$ is the drag factor and $\omega_{i}$, for $i=1, \ldots, 4$, is the rotor speed.

### 6.2.2 Dynamic Extension

It is important to note that the system (6.1) is not in pure strict-feedback structure and control vectors $F$ and $\tau$ have different relative degree with respect to the output $\xi$. Thus, we take the dynamic extension of the control $F$ following the next procedure [64]. Let us consider the dynamic feedback law

$$
\begin{equation*}
\ddot{F}=\tilde{F} \tag{6.7}
\end{equation*}
$$

where $F$ and its first time derivative $\dot{F}$ are regarded as components of the state of the augmented system (6.1), (6.7), i.e. they are becoming internal variables of the dynamic controller $\tilde{F}$.

In order to obtain the model for control purposes, let us consider system (6.1) with outputs $\xi=(x, y, z)$, which represent the vehicle's position, under the state coordinate transformation

$$
\begin{align*}
X & :=\frac{R F}{m}-g e_{z_{工}} \\
Y & :=X=\frac{R}{m}(S(\Omega) F+\dot{F})  \tag{6.8}\\
\tilde{\tau} & :=\dot{\Omega}
\end{align*}
$$

where $X, Y$ are new states and $\tilde{\tau}$ is the control input. By defining these new variables it is possible to represent (6.1) as

$$
\begin{align*}
\dot{\xi} & =v  \tag{6.9a}\\
\dot{v} & =X  \tag{6.9b}\\
\dot{X} & =Y  \tag{6.9c}\\
\dot{Y} & =\frac{R}{m}(\tilde{F}-S(F) \tilde{\tau}+2 S(\Omega) \dot{F}+S(\Omega) S(\Omega) F) \tag{6.9d}
\end{align*}
$$

Remark 6. Using the model (6.9), the new input vectors

$$
\begin{equation*}
(\tilde{F}, \tilde{\tau})=\left(\ddot{u}_{x}, \ddot{u}_{z}, \tilde{\tau}_{\phi}, \tilde{\tau}_{\theta}, \tilde{\tau}_{\psi}\right) \tag{6.10}
\end{equation*}
$$

have a relative degree equal to four with respect to the output $\xi$, so they can be assigned at the same stage eliminating the problem of the presence of an aggressive control which may lead to extreme ill-conditioning of the remaining closed-loop system [42]. In other words, ( $\tilde{F}, \tilde{\tau}$ ) will perform a non-aggressive control for the translation dynamics compared to the control of the rotational dynamics.

### 6.3 Lyapunov-Based Tracking Control Strategy

In this section a control strategy for stabilization of (6.7), (6.9) is proposed. The main result is summarized in the following theorem.

Theorem 7. Let $(\hat{\xi}, \hat{\psi})=\left(x_{d}(t), y_{d}(t), z_{d}(t), \psi_{d}(t)\right) \in \Re^{4}$ be smooth trajectories. Let $k_{1}$ and $k_{2}$ denote strictly positive constants, and apply the control law

$$
\begin{align*}
& \ddot{u}_{x}=\tilde{Z}_{1}-k_{1} u_{x}-k_{2} \dot{u}_{x} \\
& \ddot{u}_{z}=\tilde{Z}_{3}+\frac{u_{x}}{u_{z}}\left(k_{1} u_{x}+k_{2} \dot{u}_{x}\right) \\
& \tilde{\tau}_{\phi}=\frac{u_{x} \tilde{\tau}_{\psi}-\tilde{Z}_{2}}{u_{z}}  \tag{6.11}\\
& \tilde{\tau}_{\theta}=\frac{1}{u_{z}}\left(k_{1} u_{x}+k_{2} \dot{u}_{x}\right) \\
& \tilde{\tau}_{\psi}=\frac{\cos \theta}{\cos \phi} \tilde{L}-\frac{\tan \phi}{u_{z}}\left(k_{1} u_{x}+k_{2} \dot{u}_{x}\right)
\end{align*}
$$

to the system (6.9), with $\tilde{Z}=m R^{T} Z-2 S(\Omega) \dot{F}-S(\Omega) S(\Omega) F=\left(\tilde{Z}_{1}, \tilde{Z}_{2}, \tilde{Z}_{3}\right)$ and $\tilde{L}=\frac{\cos \phi}{\cos \theta} \tilde{\tau}_{\psi}+\frac{\sin \phi}{\cos \theta} \tilde{\tau}_{\theta}$. Then the tracking error $e:=\left(\xi(t)-\xi_{d}(t), \psi(t)-\psi_{d}(t)\right)$ is asymptotically stable.

Proof. The proof is based on the backstepping procedure as will be explained below. We define the error $e_{1}$ as

$$
\begin{equation*}
e_{1}=\xi(t)-\xi_{d}(t) \tag{6.12}
\end{equation*}
$$

where the time derivative of (6.12) is $\dot{e}_{1}=v-\dot{\xi}_{d}$. By choosing the storage function

$$
\begin{equation*}
S_{1}=\frac{1}{2}\left|e_{1}\right|^{2} \tag{6.13}
\end{equation*}
$$

the time derivative of (6.13) results in $\dot{S}_{1}=e_{1}^{T} \dot{e}_{1}$ and regarding $v$ as a virtual controller, the control law

$$
\begin{equation*}
v_{d}=-e_{1}+\dot{\xi}_{d}=-\left(\xi-\xi_{d}\right)+\dot{\xi}_{d} \tag{6.14}
\end{equation*}
$$

stabilizes $e_{1}$ to zero. We define the error

$$
\begin{equation*}
e_{2}=v-v_{d} \tag{6.15}
\end{equation*}
$$

and with (6.15) the time derivative of (6.13) becomes

$$
\begin{equation*}
\dot{S}_{1}=-\left|e_{1}\right|^{2}+e_{1}^{T} e_{2} \tag{6.16}
\end{equation*}
$$

Taking the time derivative of (6.15) we get

$$
\begin{equation*}
\dot{e}_{2}=X-\dot{v}_{d} \tag{6.17}
\end{equation*}
$$

and augmenting the storage function as

$$
\begin{equation*}
S_{2}=S_{1}+\frac{1}{2}\left|e_{2}\right|^{2} \tag{6.18}
\end{equation*}
$$

and deriving (6.18) yields

$$
\begin{equation*}
\dot{S}_{2}=-\left|e_{1}\right|^{2}+e_{1}^{T} e_{2}+e_{2}^{T}\left(X-\dot{v}_{d}\right) \tag{6.19}
\end{equation*}
$$

In order to get $\dot{S}_{2}$ negative definite, we take $X$ as a virtual control input as

$$
\begin{equation*}
X_{d}=\dot{v}_{d}-e_{1}-e_{2} \tag{6.20}
\end{equation*}
$$

Taking the next error as

$$
\begin{equation*}
e_{3}=X-X_{d} \tag{6.21}
\end{equation*}
$$

the time derivative of (6.18) can be written as

$$
\begin{equation*}
\dot{S}_{2}=-\left|e_{1}\right|^{2}-\left|e_{2}\right|^{2}+e_{2}^{T} e_{3} \tag{6.22}
\end{equation*}
$$

In order to stabilize the error related to the $\psi$ angle, the error $\delta_{3}=\psi-\psi_{d}$ is introduced. Then, proceeding in the same way, consider the storage function

$$
\begin{equation*}
S_{3}=S_{2}+\frac{1}{2}\left|e_{3}\right|^{2}+\frac{1}{2} \delta_{3}^{2} \tag{6.23}
\end{equation*}
$$

whose time derivative is given by

$$
\begin{equation*}
\dot{S}_{3}=\dot{S}_{2}+e_{3}^{T}\left(Y-\dot{X}_{d}\right)+\delta_{3}\left(\dot{\psi}-\dot{\psi}_{d}\right) \tag{6.24}
\end{equation*}
$$

We consider that $Y$ and $\dot{\psi}$ are the virtual control inputs, and then we choose

$$
\begin{align*}
Y_{d} & =\dot{X}_{d}-e_{2}-e_{3}  \tag{6.25}\\
\dot{\psi}_{d} & =\dot{\psi}-\dot{\delta}_{3} \tag{6.26}
\end{align*}
$$

with the error terms

$$
\begin{align*}
e_{4} & =Y-Y_{d}  \tag{6.27}\\
\delta_{4} & =\dot{\psi}-\dot{\psi}_{d} \tag{6.28}
\end{align*}
$$

Thus, the derivative of (6.23) may be written as

$$
\begin{equation*}
\dot{S}_{3}=-\left|e_{1}\right|^{2}-\left|e_{2}\right|^{2}-\left|e_{3}\right|^{2}+e_{3}^{T} e_{4}-\delta_{3}^{2}+\delta_{3} \delta_{4} \tag{6.29}
\end{equation*}
$$

Finally, we chose the storage function

$$
\begin{equation*}
S_{4}=S_{3}+\frac{1}{2}\left|e_{4}\right|^{2}+\frac{1}{2} \delta_{4}^{2} . \tag{6.30}
\end{equation*}
$$

Differentiating (6.30) we obtain

$$
\begin{equation*}
\dot{S}_{4}=\dot{S}_{3}+e_{4}^{T}\left(\dot{Y}-\dot{Y}_{d}\right)+\delta_{4}\left(\ddot{\psi}-\ddot{\psi}_{d}\right) \tag{6.31}
\end{equation*}
$$

In order to express the control inputs $\tilde{\tau}$ and $\tilde{F}$, let us consider the following notation

$$
\begin{align*}
\dot{Y} & =Z  \tag{6.32}\\
\ddot{\psi} & =L . \tag{6.33}
\end{align*}
$$

Now, we choose

$$
\begin{align*}
Z & =\dot{Y}_{d}-e_{3}-e_{4}  \tag{6.34}\\
L & =\ddot{\psi}_{d}-\delta_{3}-\delta_{4} . \tag{6.35}
\end{align*}
$$

$\dot{S}_{4}$ can be represented as

$$
\begin{equation*}
\dot{S}_{4}=-\left|e_{1}\right|^{2}-\left|e_{2}\right|^{2}-\left|e_{3}\right|^{2}-\left|e_{4}\right|^{2}-\delta_{3}^{2}-\delta_{4}^{2} . \tag{6.36}
\end{equation*}
$$

With the aforementioned analysis $Z$ and $L$ can be expressed as follows

$$
\begin{aligned}
Z= & -k_{\xi}\left(\xi-\xi_{d}\right)-k_{v}\left(\dot{\xi}-\dot{\xi}_{d}\right)-k_{X}\left(X-\ddot{\xi}_{d}\right) \\
& -k_{Y}\left(Y-\xi_{d}^{(3)}\right)+\xi_{d}^{(4)} \\
L= & -k_{\psi}\left(\psi-\psi_{d}\right)-k_{\dot{\psi}}\left(\dot{\psi}-\dot{\psi}_{d}\right)+\ddot{\psi}_{d}
\end{aligned}
$$

where $k_{\xi}, k_{v}, k_{X}, k_{Y}, k_{\psi}, k_{\dot{\psi}}$ are positive real numbers. From (6.9) and (6.32) we can write

$$
\begin{equation*}
\frac{R}{m}(\tilde{F}-S(F) \tilde{\tau}+2 S(\Omega) \dot{F}+S(\Omega) S(\Omega) F)=Z \tag{6.37}
\end{equation*}
$$

then

$$
\begin{equation*}
\tilde{F}-S(F) \tilde{\tau}=m R^{T} Z-2 S(\Omega) \dot{F}-S(\Omega) S(\Omega) F:=\tilde{Z} \tag{6.38}
\end{equation*}
$$

where the auxiliary variable $\tilde{Z} \in \Re^{3}$ is a function of known signals.
In order to obtain the $\psi$ control, it is important to provide the desired control $L$. To achieve this objective, let us recall the kinematic relationship between the angular velocity $\Omega$ and the generalized velocities $\dot{\eta}=(\dot{\phi}, \dot{\theta}, \dot{\psi})$, which is given as [40]

$$
\begin{equation*}
\dot{\eta}=W^{-1}(\eta) \Omega \tag{6.39}
\end{equation*}
$$

Taking the time derivative of (6.39) we get

$$
\begin{equation*}
\ddot{\eta}=\dot{W}^{-1} \Omega+W^{-1} \dot{\Omega}=\dot{W}^{-1} \Omega+W^{-1} \tilde{\tau} \tag{6.40}
\end{equation*}
$$

From (6.40) $\ddot{\psi}$ can be deduced as

$$
\begin{equation*}
\ddot{\psi}=e_{z_{\mathcal{I}}}^{T} \ddot{\eta} \tag{6.41}
\end{equation*}
$$

Computing (6.41) we obtain

$$
\begin{equation*}
\frac{\cos \phi}{\cos \theta} \tilde{\tau}_{\psi}+\frac{\sin \phi}{\cos \theta} \tilde{\tau}_{\theta}=L-e_{z_{\mathcal{I}}}^{T} \dot{W}^{-1} \Omega:=\tilde{L} \tag{6.42}
\end{equation*}
$$

where the variable $\tilde{L}$ is a function of known parameters.
Rewriting (6.38) and (6.42) one obtains

$$
\begin{align*}
& \tilde{Z}_{1}=\ddot{u}_{x}+u_{z} \tilde{\tau}_{\theta} \\
& \tilde{Z}_{2}=u_{x} \tilde{\tau}_{\psi}-u_{z} \tilde{\tau}_{\phi} \\
& \tilde{Z}_{3}=\ddot{u}_{z}-u_{x} \tilde{\tau}_{\theta}  \tag{6.43}\\
& \tilde{L}=\frac{\cos \phi}{\cos \theta} \tilde{\tau}_{\psi}+\frac{\sin \phi}{\cos \theta} \tilde{\tau}_{\theta} .
\end{align*}
$$

The system (6.43) needs to be solved in order to find the inputs. Let us choose

$$
\begin{equation*}
\tilde{\tau}_{\theta}=\frac{1}{u_{z}}\left(k_{1} u_{x}+k_{2} \dot{u}_{x}\right) \tag{6.44}
\end{equation*}
$$

where $k_{1}, k_{2}$ are positive real numbers. We consider that $u_{z} \neq 0$, from a discussion that will be shown later in the proof. Then, from (6.43) and (6.44), it follows that

$$
\begin{equation*}
\ddot{u}_{x}=\tilde{Z}_{1}-k_{1} u_{x}-k_{2} \dot{u}_{x} \text {. } \tag{6.45}
\end{equation*}
$$

From (6.43), we deduce that

$$
\begin{equation*}
\ddot{u}_{z}=\tilde{Z}_{3}+\frac{u_{x}}{u_{z}}\left(k_{1} u_{x}+k_{2} \dot{u}_{x}\right) . \tag{6.46}
\end{equation*}
$$

The expression of $\tilde{\tau}_{\psi}$ is obtained from (6.43) by

$$
\begin{equation*}
\tilde{\tau}_{\psi}=\frac{\cos \theta}{\cos \phi} \tilde{L}-\frac{\tan \phi}{u_{z}}\left(k_{1} u_{x}+k_{2} \dot{u}_{x}\right) . \tag{6.47}
\end{equation*}
$$

The control input for the roll dynamics $\tilde{\tau}_{\phi}$ is deduced from (6.43) as

$$
\begin{equation*}
\tilde{\tau}_{\phi}=\frac{u_{x} \tilde{\tau}_{\psi}-\tilde{Z}_{2}}{u_{z}} \tag{6.48}
\end{equation*}
$$

By construction, consider the Lyapunov function

$$
\begin{equation*}
V=S_{1}+S_{2}+S_{3}+S_{4} \tag{6.49}
\end{equation*}
$$

The time derivative of (6.49) along the trajectories of (6.9) is given as

$$
\begin{equation*}
\dot{V}=-\left|e_{1}\right|^{2}-\left|e_{2}\right|^{2}-\left|e_{3}\right|^{2}-\left|e_{4}\right|^{2}-\delta_{3}^{2}-\delta_{4}^{2} \leq 0 . \tag{6.50}
\end{equation*}
$$

Therefore the system (6.9) together with the control law (6.11) is asymptotically stable.

From (6.9b) and (6.17) is clear that $e_{2} \equiv 0$ implies that

$$
\begin{equation*}
\dot{v}_{d}=\frac{R F}{m}-g \tag{6.51}
\end{equation*}
$$

Therefore one can define a locally unique thrust direction solution to the last equation in the domain where the Euler angles are well defined [65], i.e. $(\theta, \phi) \in(-\pi / 2, \pi / 2)$.

Moreover, Lyapunov's method can be used to find an estimate of the region of attraction [58]. The simplest such estimate i.e. a conservative region of attraction is given by the set

$$
\begin{equation*}
\Omega_{c}=\left\{\chi \in \Re^{6} \mid V(\chi) \leq c\right\} . \tag{6.52}
\end{equation*}
$$

Rewriting (6.49) as $V=\chi^{T} P \chi$, where $\chi=\left[\begin{array}{llllll}e_{1} & e_{2} & e_{3} & e_{4} & \delta_{3} & \delta_{4}\end{array}\right]^{T}$ and

$$
P=\left(\begin{array}{cccccc}
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 3 / 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 / 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 / 2
\end{array}\right)
$$

one can find such estimate $c$ as

$$
\begin{equation*}
c=\min _{\left|b^{T} \chi\right|=g} \frac{g^{2}}{b^{T} P^{-1} b} \tag{6.53}
\end{equation*}
$$

where $\Omega_{c}$ is a subset of the domain $D=\left\{\left|b^{T} \chi\right|<g\right\}$; where $b^{T}=\left[\begin{array}{llllll}1 & 1 & 1 & 1 & 1 & 1\end{array}\right]$. We conclude that the elements of $\chi$ are bounded as follows for all time $t>t_{0}$ : $\left|e_{1}\right| \leq g / 6,\left|e_{2}\right| \leq g / 6,\left|e_{3}\right| \leq g / 6,\left|e_{4}\right| \leq g / 6,\left|\delta_{4}\right| \leq g / 6,\left|\delta_{3}\right| \leq g / 6$ and

$$
\begin{equation*}
\left|e_{1}+e_{2}+e_{3}+e_{4}+\delta_{3}+\delta_{4}\right| \leq g \tag{6.54}
\end{equation*}
$$

With these values, the estimate of the region of attraction is computed as $\Omega_{c}=\left\{\chi \in \Re^{6} \mid V(\chi) \leq 13.4283\right\}$.

In order to prove that the total thrust $T_{T}$ is bounded away from zero let us assume for simplicity that the desired trajectory is

$$
(\hat{\xi}, \hat{\psi})=\left(x_{d}(t), y_{d}(t), z_{d}(t), \psi_{d}(t)\right)=(0,0,0,0)
$$

Since $\left|e_{2}\right| \leq g / 6$ it follows that $|\ddot{z}| \leq g / 6$. Note that applying Newton second law to the vertical axis we have

$$
m \ddot{z}=T_{T}-m g
$$

or

$$
T_{T}=m(\ddot{z}+g)
$$

Thus

$$
\left|T_{T}\right|=m|g+\ddot{z}|>m(g-|\ddot{z}|)>m(g-g / 6)=5 m g / 6
$$

which proves that the total thrust is never equal to zero provided that the state start in the proposed region of attraction. Other less conservative domains can certainly be proposed but the above proves that the thrust can be bounded away from zero.

Remark 8. By integration, using (6.7) and (6.8) the original control inputs $u_{x} u_{z}$ and $\tau$ can be recovered.

### 6.4 Simulations and Experimental Results

### 6.4.1 Simulations Results

To demonstrate the stability property of the closed-loop system, some simulations are carried out in this section. The parameters used for simulation purposes are as follows: $m g=1, J=I_{3}, k_{\xi}=7, k_{v}=6, k_{X}=4, k_{Y}=2$, $k_{\psi}=10, k_{\dot{\psi}}=5, k_{1}=10, k_{2}=20$. The desired trajectory is given by $\hat{\xi}(t)=(\cos t, \sin t, \cos t)$ and $\psi_{d}(t)=0$, with initial conditions: $\xi(t)=(3,1,0)$; $v(t)=(0,0,0) ;(\phi, \theta, \psi)=(0,0,0) ;(\dot{\phi}, \dot{\theta}, \dot{\psi})=(2,4,3) ;$ and $u_{z}=1, u_{x}=0$. The system response can be observed in Fig. 6.2; while the control inputs are visualized in Fig. 6.4. The convergence of the tracking error to zero is depicted in Fig. 6.3.

### 6.4.2 Experimental Results

The ultimate test for the proposed control strategy consists of verifying its proper operation when used during real-time experiments. The experimental procedure can be described as follows. The PVHAT aircraft platform starts its mission on the ground, its initial position is given by the optical flow sensor and the altitude sensor. Next, an autonomous takeoff is performed, achieving a desired altitude provided by the user by means of the radio controller; this set-point can be changed in any time. Once at this height, the vehicle is then required to navigate forward at a given desired speed, while regulating its heading angle $\psi$ to a fixed value given by the user. To achieve a smooth transition from a forward velocity to a desired forward velocity, a ramp velocity


Figure 6.2: Attitude dynamics behavior.
profile is implemented, in such a way that the velocity slowly increases after the takeoff task.

A 3-D reconstruction of the path navigated by the PVHAT aircraft during the real-time experiment is shown in Fig. 6.6. In this figure, the PVHAT aircraft trajectory is represented with respect to an inertial coordinate frame $\mathcal{I}$, whose origin is located at the MAV's initial position. It can be observed that the vehicle performs the tracking mission inside a rectangular area of $4 \mathrm{~m} \times 6 \mathrm{~m}$. It is worth mentioning that the forward displacement (relative to the body fixed frame) is obtained by integrating the optical flow.

Euler angles during experiment are shown in Fig. 6.5; it is shown that angular velocities varies around the zero value. Fig. 6.7 shows the input controllers given by the torques $\tilde{\tau}$, thrust $T$ and tilting angle $\gamma$. It is important to note that the MAV takes off around $t=15$ seconds, and the thrust never achieves zero after that time.

Fig. 6.8 shows an image of the MAV in the experimental area during the real-time tests. In addition, a video showing the quad-rotor while performing some experiments can be observed at


Figure 6.3: Convergence of the system's outputs $\xi$ to the desired commands $\hat{\xi}$.
6.4.3 Experimental Setup

The experimental platform shown in Fig. 6.8 has been used to evaluate the performance of the proposed controller. Such experimental platform has been developed by the authors; it is based on the fuselage of a commercial airplane and a H -form quad-rotor. The structure of the H -form is built from balsa wood and carbon fiber. The tilt mechanism is controlled by two individual servomotors which can tilt the rotors from 0 up to 90 degrees. The flight control unit (FCU) is based on the PX4 Autopilot system. The PX4 Autopilot system consists of two boards: the PX4FMU and the PX4IO. The PX4FMU is a highperformance autopilot-on-module suitable for a wide variety of aircrafts, such as airplanes and quad-rotors. The PX4IO is the expansion module to handle the input/output signals of the system. The key features of the PX4FMU is the 168 MHz ARM-CortexM4F which contains a hardware floating-pointunit, 192 KB of SRAM and 1024 KB of flash memory. The PX4 autopilot system is equipped with a set of sensor units like the MPU-6000, a 3 -axis accelerometer and gyroscope; the L3GD20, a 3-axis gyroscope; the HMC5883L, a 3 -axis magnetometer; and the MS5611, a barometric pressure sensor. They are used to provide an estimation of the attitude using an extended Kalman


Figure 6.4: Control inputs $\tilde{\tau}, \ddot{u}_{x}$ and $\ddot{u}_{z}$.


Figure 6.5: Attitude dynamics behavior in real experiments.
filter (EKF).


Figure 6.6: Convergence of the system's outputs $\xi$ to the desired commands $\hat{\xi}$ in real experiments.


Figure 6.7: Control inputs $\tilde{\tau}, T$, altitude $z$ and control $\gamma$ in real experiments.

The QGroundControl is a specially designed ground station that allows the user to communicate with the autopilot. Some of the main features of this ground station is the visual representation of the sensors. The control parameters can be adjusted by means the QGrpundControl. The wireless communication link between the PX4 autopilot and the QGroundControl is performed through a wireless serial protocol using two XBee's modems.


Figure 6.8: The PVHAT aircraft experimental platform: The MAV equipped with imaging, inertial and altitude sensing systems: (a) The MAV in helicopter mode with the tilting angle $\gamma=0$; (b) The MAV in airplane mode with the tilting angle $\gamma=90$.

## 7

## NonLinear control design

 of TRANSITION MANEUVERS FOR CONVERTIBLE AERIAL
## VEHICLES


#### Abstract

This chapter presents a new control strategy for the transition between airplane and helicopter mode, and viceversa, in convertible planes. The analysis is carried out for the longitudinal model of the PVHAT (Planar Vertical HelicopterAirplane Transition) aircraft, which is an airplane having tilting rotors in order to achieve the transition maneuver. The control strategy is smooth in the sense that it does not involve commutation between two different controllers. The resulting closed loop control algorithm is proved to be globally asymptotically stable. The altitude and the longitudinal speed are proved to converge to desired values. The proposed controller has been successfully tested in numerical simulations.
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## 7. Nonlinear control design of transition maneuvers for convertible

### 7.1 Introduction

Among the vast variety of aerial vehicle configurations, the convertible aircraft has recently gained attention in the control community. This is not only because of its capability of combining both the flight efficiency of an airplane and the maneuverability of a helicopter, but also due to the inherent problem present in this kind of vehicles, namely the transition maneuver; where the aircraft behaves as a combination of helicopter and airplane dynamics. Among convertible aircrafts designs, tilt-rotor vehicles constitute an attractive research area due to their stability, energy efficiency and controllability [59]. Furthermore this design is characterized by the tilting mechanism which allows the performance of the transition maneuver keeping a constant attitude throughout the flight envelope, in contrast to tail-sitter vehicles where the aircraft's fuselage must be rotated in order to accomplish the transition maneuver. This advantage permits additional stability due to the mechanical configuration.

Some airplanes with four tilting rotors are in current development, such as the Bell Boeing Quad Tilt-Rotor (QTR) derived from the V-22 Osprey tiltrotor developed jointly by Bell Helicopter and Boeing [66]; the QTW of Chiba University [67]; the SUAVI UAV [68]; and the QUX-02 of Japan Aerospace Exploration Agency [69]. In [70] the authors described the development of a two-rotor tail-sitter. The control architecture features a switching logic of classical linear controllers to deal with the vertical, transition and forward flight. In [71] the authors present a classical airplane configuration to perform both operational modes. The hover flight is autonomously controlled by an onboard control flight system while the transition and cruise flight is controlled manually. A standard PD controller is employed during hover flight to command the rudder and the elevator. In [72] the authors describe the development of robust, multi-variable $H_{\infty}$ control systems for the cruise and hover operating points of an experimental tilting-wing aircraft. The effectiveness of a similar configuration is reported in [73], where the problem of stabilization of a V/STOL (Vertical/Short Take-Off and Landing) aircraft is addressed. However, the authors do not present a strategy to control the transition maneuver. In [68] the authors present a new unmanned aerial vehicle called SUAVI, which is capable of Vertical Take-Off and Landing (VTOL) like a helicopter and long duration horizontal flight like an airplane. A hierarchical control system is designed where a high level controller is responsible for generating references for low level controllers for attitude and altitude stabilization. However, the paper does not present the analysis concerning the transition maneuver, which is the most interesting phenomena in this kind of vehicles. In [74] an optimal transition maneuver for the tail-sitter V/STOL aircraft is investigated. The authors present numerical simulations showing the performance in the transition maneuver. More recently [69] and [68] presented the development of convertible experimental platforms. Nevertheless most of the available work concerning convertible aircrafts [70], [71], [73], [75], [68], [76] have not addressed the control problem of the transition maneuver. On the aforementioned works some analysis are presented considering the airplane and the helicopter dynamics independently from each other. Thus, the controllers
for the hover and airplane modes are derived individually using a switching condition, but without developing any analysis between those flying regimes. There exist many works in the literature studying either the control of VTOL aircrafts or either the control of airplanes, see for example [77], [78], [79] for fixed-wing aircrafts and [80], [81], [82], [83] for helicopter or V/TOL aircrafts.

The key problem in the transition maneuver comes from the fact that the lift force in the airplane mode strongly depends on the velocity. A simple control strategy can be obtained by commuting between the airplane and the helicopter modes. Nevertheless such a control strategy may lead to a poor performance and a reduced stability domain. It is not straightforward to obtain a smooth and stable transition strategy using existing control algorithms. Therefore the transition maneuver requires the synthesis of a new control algorithm. For the purpose of illustration, it is particularly useful to consider a simple model of the convertible aircraft that has a minimum number of states and inputs but retains many of the features that must be considered when designing control laws for a real convertible aircraft. Fig. 6.1 shows our prototype PVHAT (Planar Vertical Helicopter-Airplane Transition) aircraft. The aerial vehicle's states are simply the altitude $z$ of the aircraft center of mass, and the velocities $\dot{x}, \dot{z}$ of the aircraft. The control inputs, $T, \gamma$, are the thrust and the rotor's tilting angle. The main contribution of this chapter is the proposition of a control strategy suitable for handling the transition maneuver for the so-called convertible aircrafts using smooth continuous control algorithms and avoiding switching between helicopter and airplane controllers. A Lyapunov stability analysis is presented and the performance of the control strategy is tested in numerical simulations.

This chapter is organized as follows. Section 7.2 describes the dynamics of the convertible aircraft. The problem statement and main result are given in Section 7.3. Some numerical results obtained with the presented approach are described in Section 7.4.

### 7.2 System Description

This section presents the longitudinal equations of motion as well as the aerodynamics of the PVHAT aircraft shown in Fig. 6.1.
7.2.1 Flight envelope description

The flight envelope of the vehicle encompasses three different flight conditions described as follows:
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1. Hover flight mode. The vehicle is driven by four rotors as a classical quadrotor. The controller for this regime disregards the aerodynamic terms for low translational speed.
2. Airplane mode. In this mode, the aircraft has gained enough speed to generate aerodynamic forces to lift and control the aircraft using the control surfaces.
3. Transition flight mode. This mode is an intermediate operation between hover and airplane modes. The purpose of this chapter is to develop a control strategy for this regime.

In the case of the PVHAT aircraft, the rotors can be simultaneously and gradually tilted from $0^{\circ}$ to $90^{\circ}$ to change the flight configuration from hover to level flight and viceversa. The tilt angular position of such mechanism is represented by $\gamma$ (see Fig. 7.1).

Using the 2nd Newton's law, the longitudinal aerodynamical model of the convertible vehicle can be written as

$$
\begin{align*}
m \ddot{x} & =T \sin (\gamma)-d \dot{x}^{2}  \tag{7.1}\\
m \ddot{z} & =T \cos (\gamma)+l \dot{x}^{2}-m g \tag{7.2}
\end{align*}
$$

where $x$ is the longitudinal position, $z$ is the vertical position, $m$ is the total mass of the aircraft, $g$ is the gravitational acceleration, $T$ and $\gamma$ are considered as the control inputs, $T$ is the total thrust generated by the four propellers and $\gamma$ is the tilt angle. The lift and drag aerodynamic forces have been approximated respectively as [84]: $L(\cdot) \approx l \dot{x}^{2}$ and $D(\cdot) \approx d \dot{x}^{2}$ where $l=0.5 C_{l} \rho S, d=$ $0.5 C_{d} \rho S, \rho$ is the air density, $S$ the airfoil's surface and $\left(C_{l}, C_{d}\right)$ are constant coefficients depending on the airfoil characteristics. Small angles of attack $\alpha$ will be considered, i.e. $|\alpha| \leq \bar{\alpha}$, where $\bar{\alpha} \approx 0.2 \mathrm{rad}$, and the values for $C_{l}$ and $C_{d}$ will be approximated as $C_{l} \approx C_{l_{\alpha}} \alpha$ and $C_{d} \approx C_{d_{0}}+C_{d_{\alpha}} \alpha^{2}$, where the aerodynamic parameters $C_{l_{\alpha}}, C_{d_{0}}, C_{d_{\alpha}}$ depend on the airfoil characteristics [84].

The mathematical model is completed by considering the following attitude dynamics

$$
\begin{equation*}
J \ddot{\theta}=\tau \tag{7.3}
\end{equation*}
$$

where $J$ represents the system's inertia, $\theta$ is the pitch angle and $\tau$ is the torque input due to a difference in the rotors thrust in the hover mode and an elevator displacement in the airplane mode.

Remark 9. The attitude dynamics for $\theta$ is fully-actuated; this can be seen from (7.3). In fact sub-system (7.3) represents the fastest dynamics of the entire aircraft system (7.1), (7.2) and (7.3). The inner control loop provides high gain stabilization of the vehicle's angular velocity based on the Inertial Measurement Unit (IMU) [65]. Then, sub-system (7.3) can be controlled independently of (7.1) and (7.2). One controller for this sub-system can be found in our previous work [6]. Therefore, in the sequel we focus on the control of system (7.1)-(7.2).


Figure 7.1: Free-body scheme showing the coordinate systems, forces and variables involved on the PVHAT.

### 7.3 Control Algorithm Design

Let us consider the airplane mode, i.e. when $\gamma=\pi / 2$ and $T=m g$. From (7.1) it is clear that the maximum translational velocity is achieved when $\ddot{x}=0$, i.e. when $\dot{x}_{\text {max }}=\sqrt{\frac{m g}{d}}$. On the other hand the stall velocity is the minimum speed required so that the lift force compensates the weigth of the aircraft. Therefore from (7.2) the stall velocity is $\dot{x}_{\text {stall }}=\sqrt{\frac{m g}{l}}$. It is important to notice that the inequality $0<\sqrt{\frac{m g}{l}}<\sqrt{\frac{m g}{d}}$ holds, since $d<l$ is always fulfilled in any real aircraft design.

Since we are interested in controlling the aircraft linear velocity $\dot{x}$ and altitude $z$, we will consider the variables $(\dot{x}, z, \dot{z})$ as the state of system (7.1)-(7.2). For practical reasons we will assume that the total thrust $T$ is large enough to compensate the aircraft weight and an additional amount for control purposes. Therefore $T \leq m g+w_{c}$.

It is important to notice that the control approach should take into account the fact that in real applications the thrust is by nature nonnegative and is generated by actuators having saturation limits. This motivates us to define the controllers in terms of linear saturation functions, whose definition is given next.

Definition 3. Given two positive constants $L$, $M$ with $L \leq M$, a function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ is said to be a linear saturation for $(L, M)$ if it is a continuous, nondecreasing function satisfying:
a) $s \sigma(s)>0$ for all $s \neq 0$;
b) $\sigma(s)=s$ when $|s| \leq L$;
c) $|\sigma(s)| \leq M$ for all $s \in \mathbb{R}$.

Taking into account the aforementioned discussion and Definition 3, the main result is stated in the following theorem.
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Theorem 10. Let $\left(L_{\text {eps }}, M_{\text {eps }}\right),\left(L_{m g}, M_{m g}\right),\left(L_{i n t}, M_{\text {int }}\right)$ and $\left(L_{\text {ext }}, M_{\text {ext }}\right)$ be positive constants, where $M_{\text {int }}<\frac{1}{2} L_{\text {ext }}$ and $M_{\text {eps }}<\frac{1}{2} L_{m g}$. Consider linear saturation functions $\sigma_{m g}, \sigma_{\varepsilon}, \sigma_{\text {ext }}$ and $\sigma_{i n t}$. Then, assume that the control inputs $T, \gamma$ satisfy the following:

$$
\begin{align*}
T \sin \gamma & =-\sigma_{m g}\left(-d \dot{x}^{2}+\sigma_{\varepsilon}\left(\dot{x}-\dot{x}_{d}\right)\right)  \tag{7.4}\\
T \cos \gamma & =m g-l \dot{x}^{2}+\mu  \tag{7.5}\\
\mu & =-\sigma_{\text {ext }}\left(\dot{z}+\sigma_{\text {int }}\left(\left(z-z_{d}\right)+\dot{z}\right)\right) \tag{7.6}
\end{align*}
$$

where $\dot{x}_{d} \leq \dot{x}_{\max }$ is the desired translational speed and $z_{d}$ is the desired altitude. The closed loop system obtained from (7.1)-(7.2) and the above control law is globally asymptotically stable.

Proof of Theorem 10. To simplify the notation we will consider in the sequel $m=1$. From system (7.2) and (7.5) we obtain

$$
\begin{equation*}
\ddot{z}=\mu \tag{7.7}
\end{equation*}
$$

Define

$$
\begin{aligned}
& z_{1}=z \\
& z_{2}=\dot{z}
\end{aligned}
$$

and consider the transformation

$$
\begin{aligned}
& y_{1}=z_{1}+z_{2} \\
& y_{2}=z_{2}
\end{aligned}
$$

Combining the above we get

$$
\begin{align*}
& \dot{y}_{1}=y_{2}+\mu  \tag{7.8}\\
& \dot{y}_{2}=\mu \tag{7.9}
\end{align*}
$$

and

$$
\begin{equation*}
\mu=-\sigma_{\text {ext }}\left(y_{2}+\sigma_{\text {int }}\left(\left(y_{1}-y_{1 d}\right)\right)\right) \tag{7.10}
\end{equation*}
$$

where $y_{1 d}=z_{d}$, assuming $\dot{z}_{d}=0$. Following the ideas in [85] and [86], the analysis starts by considering the evolution of the state $y_{2}$. Let

$$
V_{y}=\frac{1}{2} y_{2}^{2}
$$

be a candidate Lyapunov function for system (7.8). The time derivative of $V_{y}$ along trajectories of the closed loop system (7.5)-(7.6)-(7.8) is given by

$$
\begin{aligned}
\dot{V}_{y} & =y_{2} \dot{y}_{2} \\
& =y_{2}\left(-\sigma_{\text {ext }}\left(y_{2}+\sigma_{\text {int }}\left(\left(y_{1}-y_{1 d}\right)\right)\right)\right)
\end{aligned}
$$

Given that $M_{\text {int }}<\frac{1}{2} L_{e x t}$, it follows that $\dot{V}_{y}<0, \forall y_{2} \notin Q_{y 2}$ where $Q_{y 2}=\left\{y_{2}\right.$ :
$\left.\left|y_{2}\right| \leq \frac{1}{2} L_{e x t}\right\}$. As a consequence, $y_{2}$ enters in the set $Q_{y 2}$ in a finite time and remains in $Q_{y 2}$ thereafter. Regarding state $y_{1}$, observe that once $y_{2}$ has entered in the set $Q_{y 2}$, the argument of $\sigma_{\text {ext }}$ is bounded as $\left|y_{2}+\sigma_{\text {int }}\left(\left(y_{1}-y_{1 d}\right)\right)\right| \leq$ $L_{\text {ext }}+M_{\text {int }} \leq L_{\text {ext }}$. Consequently, $\sigma_{\text {ext }}$ operates in its linear region after $y_{2}$ has entered $Q_{y 2}$. Therefore the evolution of $y_{1}$ is given by $\dot{y}_{1}=-\sigma_{i n t}\left(y_{1}-y_{1 d}\right)$. Following the same procedure as for $y_{2}$ it is possible to show that $y_{1}$ enters an analogous set $Q_{y 1}$ in finite time, and remains in $Q_{y 1}$ thereafter. After a finite time, the closed loop system has the form

$$
\begin{align*}
& \dot{y}_{1}=-y_{1}+y_{1 d}  \tag{7.11}\\
& \dot{y}_{2}=-\left(y_{1}-y_{1 d}\right)-y_{2} \tag{7.12}
\end{align*}
$$

and then the closed loop system (7.11) is locally exponentially stable in the domain where $y_{2} \in Q_{y 2}$.

Since the structure of sub-system (7.1) and sub-system (7.2) is basically the same, a similar procedure can be followed to prove global asymptotic stability of the system having output $\left(\dot{x}-\dot{x}_{d}\right)$.
7.3.0.1 Computation of the control inputs $T$ and $\gamma$

Notice from (7.1)-(7.2) that $T \sin \gamma$ and $T \cos \gamma$ depend on each other. In fact the real control inputs are the trust $T$ and the tilting angle $\gamma$. We will first show that the resulting thrust $T$ is bounded by the aircraft weight i.e. $T \leq m g+w_{c}$ as required. Consider the system in (7.1) and (7.2) and the control strategy in (7.4), (7.5) and (7.6). Using the trigonometric identity $\sin ^{2} \gamma+\cos ^{2} \gamma=1$ it follows that once the saturation functions operate in their linear region we have:

$$
\begin{aligned}
T^{2}= & \left(m g-l \dot{x}^{2}+\mu\right)^{2}+\left(d \dot{x}^{2}+\bar{\varepsilon}\right)^{2} \\
= & \left(m g-l \dot{x}^{2}+\mu+d \dot{x}^{2}+\bar{\varepsilon}\right)^{2} \\
& -2\left(m g-l \dot{x}^{2}+\mu\right)\left(d \dot{x}^{2}+\bar{\varepsilon}\right) \\
= & \left(m g-(l-d) \dot{x}^{2}+\mu+\bar{\varepsilon}\right)^{2} \\
& -2\left(m g-l \dot{x}^{2}+\mu\right)\left(d \dot{x}^{2}+\bar{\varepsilon}\right) \\
\leq & (m g+\mu+\bar{\varepsilon})^{2}
\end{aligned}
$$

where $\bar{\varepsilon} \leq M_{m g}$. Then the real inputs are given by

$$
\begin{align*}
T & =\sqrt{\left(-\sigma_{m g}\left(-d \dot{x}^{2}+\sigma_{\varepsilon}\left(\dot{x}-\dot{x}_{d}\right)\right)\right)^{2}+\left(m g-l \dot{x}^{2}+\mu\right)^{2}} \\
\gamma & =\arcsin \left(\frac{\left|-\sigma_{m g}\left(-d \dot{x}^{2}+\sigma_{\varepsilon}\left(\dot{x}-\dot{x}_{d}\right)\right)\right|}{T}\right) \tag{7.13}
\end{align*}
$$
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It is important to note that when the aircraft achieves the transition from hover to level flight, the system (7.1)-(7.2) changes to the following dynamics

$$
\begin{aligned}
\ddot{x} & =T-d \dot{x}^{2} \\
\ddot{z} & =l \dot{x}^{2}-m g
\end{aligned}
$$

since $\gamma \rightarrow \pi / 2$. The above is the dynamics of an airplane, and therefore any controller for an aircraft can be applied. The same applies to the transition from level to hover mode, but in this case $\gamma \rightarrow 0$ and thus, any controller for VTOL aircraft can be implemented.

### 7.4 Numerical Results

To illustrate and validate the above approach, we carried out some simulations considering both the transition from hover to level flight and the transition from level to hover flight mode. The simulation results have been obtained by using the real parameters of the Quad-tilt rotor [6] sketched in 6.8. To get the simulation results, we have used the following linear saturation functions:

$$
\sigma_{i j}(s)= \begin{cases}\frac{\arctan \left(a\left[s-L_{i j}\right]\right)}{a}+L_{i j} & \text { if } s>L_{i j} \\ s & \text { if }|s| \leq L_{i j} \\ \frac{\arctan \left(a\left[s+L_{i j}\right]\right)}{a}-L_{i j} & \text { if } s<-L_{i j}\end{cases}
$$

where $a:=\frac{\pi}{2\left(M_{i j}-L_{i j}\right)}$, with $M_{i j}>L_{i j}>0$. Details about these saturation function such as its first and second time derivatives can be seen in [87]. For both simulation cases, the following parameters are chosen: $L_{\text {eps }}=0.2$, $M_{\text {eps }}=0.25 ; L_{m g}=0.1 \mathrm{mg}, M_{m g}=0.15 \mathrm{mg} ; L_{\text {int }}=0.2, M_{\text {int }}=0.25 ; L_{\text {ext }}=1$, $M_{e x t}=1.5 ; m=2, g=9.8 ;$ and $d=0.01, l=1.1$.

### 7.4.1 Hover to airplane mode simulation

Let us start with the transition maneuver from helicopter to airplane mode considering the following initial conditions: $\dot{x}(0)=0, x(0)=4, \dot{z}(0)=0$, $z(0)=10$. The desired values are chosen to be: $z_{d}=9$ and $\dot{x}_{d}=4.221$.

From Fig. 7.3 one can see that the function $\sigma_{i n t}$ is saturated during the first 4 seconds of the simulation. As a consequence the states converge slowly. In fact, the rate of convergence is diminished proportionally to the parameters $L_{e p s}, M_{e p s}, L_{m g}, M_{m g}, L_{i n t}, M_{i n t}, L_{e x t}, M_{\text {ext }}$. However, the performance of the proposed controller is satisfactory as can be observed in Fig. 7.2.


Figure 7.2: Transition from hover to level flight. Stabilization of $\dot{x}$ and $z$.

### 7.4.2 Airplane to hover mode simulation

Now consider the transition maneuver from helicopter to airplane mode with the next initial conditions: $\dot{x}(0)=4.248, x(0)=4, \dot{z}(0)=0, z(0)=9$. The desired values are chosen to be: $z_{d}=10$ and $\dot{x}_{d}=0$. The performance of the


Figure 7.3: Control inputs $(T, \gamma)$ and saturation functions for helicopter to airplane transition.
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Figure 7.4: Transition from level to hover flight. Stabilization of $\dot{x}$ and $z$.
controller is shown in Fig. 7.5. As in the transition from hover to airplane mode, the rate of convergence is affected by the magnitude of the control parameters $L_{e p s}, M_{e p s}, L_{m g}, M_{m g}, L_{i n t}, M_{i n t}, L_{e x t}, M_{\text {ext }}$. Finally, the convergence of the system is demonstrated as shown in Fig. 7.4.


Figure 7.5: Control inputs $(T, \gamma)$ and saturation functions for airplane to helicopter transition. The functions $\sigma_{\varepsilon}$ and $\sigma_{i n t}$ are saturated for 16 and 3 seconds respectively, and thus the systems states converge slowly.
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## Lyapunov-Based Switching Control for a Road Estimation and Tracking

This chapter addresses the problem of estimation and tracking of a road using the Quad-plane Convertible MAV. For that objective, we consider the following scenario: (i) no previous knowledge of the road, i.e. shape, dimension and color, (ii) loss of information by the sensors is considered and (iii) nonlinear dynamics of the MAV is taken into consideration. Aiming at this goal, two operational regions are defined: road detected and road not detected by the sensors. A switching between the measurements of imaging and inertial sensors enables estimation of the required states in both operational regions. For dealing with both aforementioned cases, a Lyapunov-based switching control for stabilizing the vehicle's position is proposed. Unmodeled dynamics such as friction forces are estimated by means of the proposed controller. The global exponential stability of the position subsystem together with the switching controller is demonstrated exploiting the fact that the individual closed-loop systems are globally exponentially stable and the switching is sufficiently slow, so as to allow the transient effects to dissipate after each switch. The control law is validated on the Quad-plane Convertible MAV experimental platform, showing the expected behavior during autonomous navigation.
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### 8.1 Introduction

This work is motivated by the theory of switching systems and the need to develop effective micro aerial vehicle (MAV) controllers and state estimators, not only for attitude and position stabilization, but also for successfully executing a more complex predefined mission. Enabling a MAV to perform a task in a completely autonomous fashion is perhaps one of the most important and challenging control problems. Furthermore, estimating the vehicle position with sufficient accuracy is one of the important problems related with this subject.

The task addressed in this chapter consists of performing an autonomous navigation mission. The objective is to enable a MAV to estimate and track a road with no prior knowledge of the path that must be followed. In addition, the mission must be successfully performed in the presence of external disturbances, which are present not only in the attitude angles, but also in the vehicle translational dynamics. To further improve the autonomy of the vehicle, the mission is complemented with an autonomous take-off, as well as with a landing at some specific point near the end of the road. With the purpose of simplifying the inherent complexity of the whole aforementioned task, the complete mission is divided into five modes of operation: take-off, $\psi$ alignment, lateral position ( $y$-state) alignment, road tracking, and landing.

The problem of stabilizing a quad rotorcraft using visual feedback has been addressed by several research groups, see for example [88], [89], [90] and the references therein. From previous experiences performed, it has been found that proportional derivative (PD) controllers work efficiently, in practice, for stabilizing the MAV attitude dynamics [91]. In addition, these kind of controllers have proved to be robust enough for applications having objectives similar to the one being addressed in the present research [92]. In both previously mentioned approaches, the imaging system was used for estimating the vehicle translational dynamics. However, the strategies proposed there are not robust for dealing with external disturbances which may cause the imaging system to temporarily lose the artificial landmarks used for obtaining the vehicle states. Switching system ideas have been previously implemented to solve MAV-related problems. The implementation of different controllers with different gains is addressed in [93], this approach is adopted by the fact that the sole use of a PD controller in the position dynamics is not enough for attenuating the disturbances caused by, for example, wind gusts. In [94], the authors propose a switching strategy for estimating the states of a MAV equipped with imaging, inertial and air data sensing systems, capable of dealing with instants of time when the visual detection of the landmark fails. Following a similar reasoning, in [41] the authors present the analysis and control of a vertical take-off and landing (VTOL) aircraft at simulation level. By using a common Lyapunov function, the stability of the complete system, divided into three modes, is proved.

In this chapter, we aim at estimating and controlling the vehicle relative
position, orientation, and velocity with respect to a road that must be followed. An onboard camera allows estimation of the vehicle heading angle w.r.t. the longitudinal orientation of the road. Similarly, the imaging sensor is used for stabilizing the lateral distance of the vehicle in order to navigate exactly over the road. With the objective of developing a switching control strategy for estimation and tracking purposes, two operational regions are defined: one region for the situation when the road is in the camera field of view (FOV), and another region for when this is not the case. The system stability is shown not only in the two operational regions, but also in the switching boundaries between them. The performance of the switching control was tested in real time experiments, successfully validating the effectiveness of the proposed approach.

The chapter is organized as follows. Section 8.2 presents the problem statement. The methods proposed to estimate the vehicle states are described in Section 8.3. The switching control strategy and a discussion of the system stability are presented in Section 8.4. Section 8.5 presents the tilt-rotor convertible MAV experimental platform. Numerical simulations, as well as the performance of the MAV during real-time experiments are shown in Section 8.6.

### 8.2 Problem Statement



Figure 8.1: Road following setup: The tilt-rotor convertible MAV under consideration is equipped with inertial sensors, an ultrasonic range finder, and a calibrated camera. The objective is to enable the MAV to estimate and track the road, with no prior knowledge of the path that must be followed.

In order to perform the road-following task, the convertible MAV must be capable of measuring its angular dynamics, as well as its relative 3-dimensional position and heading w.r.t. the road. An image describing the scenario considered in the present research is shown in Figure 8.1. The convertible MAV platform is equipped with inertial sensors, an ultrasonic range finder, and a calibrated camera. The inertial system provides the vehicle angular dynamics, allowing the development of a control strategy for attitude stabilization. The ultrasonic range finder points downwards, directly measuring the altitude of the aerial vehicle during flight. The camera is installed on-board pointing
downwards, in a manner that the plane formed by the helicopter $\left(B_{x}, B_{y}\right)$ plane and the camera ( $C_{x}, C_{y}$ ) image plane are parallel and have the same orientation, see Figure 8.2. The camera and the aerial vehicle move together as a rigid body, therefore, by using the image provided by the camera, vision-based strategies could be implemented for estimating the vehicle states required during the navigation mission.

The present study addresses the problem of stabilizing the convertible MAV in 6 degrees of freedom (DOF) during a road-following task. Such a procedure can be detailed as follows. In the first stage, the vehicle performs an autonomous take-off, reaching the desired altitude $z_{\mathrm{d}}$ over the road. At this point, the heading of the vehicle, expressed by $\psi$, is driven to yield a parallel positioning between the helicopter $x$-axis (represented by $B_{x}$ ) and the longitudinal direction of the road (expressed by $R_{x}$ ). The helicopter forward speed, expressed by $\dot{x}$, is kept to a constant value while the distance between $B_{x}$ and $R_{x}$, expressed by ${ }^{B} e_{y}$ (see Figure 8.2), is regulated and kept to a minimum value, achieving a flight path well aligned and centered w.r.t. the road.

The objective of this chapter is to design a road following strategy based on computer vision and switching controllers, with the purpose of stabilizing the vehicle altitude, heading angle, and lateral position $(z, \psi$, and $y$ states, respectively) w.r.t. the road, while traveling at constant forward speed $(\dot{x}=c)$. Overcoming external disturbances while performing the navigation task is also a subject of interest. In general, the traveling speed may be time-varying. However, for simplicity we will only consider here the case of constant speed.

### 8.3 States estimation using a vision sensor

Suppose the camera-equipped convertible MAV is flying over a road composed by straight sections and smooth curves. If the distance between the road and aerial vehicle (altitude state) is appropriate, the road will be projected in the camera image plane as a group of straight lines, see Figure 8.2. A straight line in the image plane can be seen as a segment of infinite length, whose center of gravity belongs to the straight line [95]. A scheme of such a representation can be seen in Figure 8.3. By implementing the Hough transform method for line detection, a straight line can be represented as [96]:

$$
\begin{equation*}
\rho=x \cos \theta+y \sin \theta \tag{8.1}
\end{equation*}
$$

The center of gravity $\left(x_{\mathrm{g}}, y_{\mathrm{g}}\right)$ of each straight line detected can be computed as

$$
\begin{equation*}
x_{\mathrm{g}}^{i}=\cos (\theta) \rho \quad ; \quad y_{\mathrm{g}}^{i}=\sin (\theta) \rho \tag{8.2}
\end{equation*}
$$

where the super-index $i$ stands for line $i$. Notice that it is possible to assign initial and final bounds to the line. Let us define ( $x_{\mathrm{I}}^{i}, y_{\mathrm{I}}^{i}$ ) as the initial point of the line, located in a place below the image lower margin. Similarly, let $\left(x_{\mathrm{F}}^{i}, y_{\mathrm{F}}^{i}\right)$


Figure 8.2: Scheme of the road following mission: while flying at an appropriate altitude, the road is projected onto the image plane as a group of straight lines.
be the final point of the line, located in a place above the image upper margin. If the line has a parameter $\rho>0$, the coordinates $\left(x_{\mathrm{I}}^{i}, y_{\mathrm{I}}^{i}\right)$ and $\left(x_{\mathrm{F}}^{i}, y_{\mathrm{F}}^{i}\right)$ will be defined as

$$
\begin{array}{rll}
x_{\mathrm{I}}^{i}=x_{\mathrm{g}}+\Gamma(-\sin (\theta)) & ; \quad y_{\mathrm{I}}^{i}=y_{\mathrm{g}}+\Gamma \cos (\theta) \\
x_{\mathrm{F}}^{i}=x_{\mathrm{g}}-\Gamma(-\sin (\theta)) & ; \quad y_{\mathrm{F}}^{i}=y_{\mathrm{g}}-\Gamma \cos (\theta) \tag{8.4}
\end{array}
$$

where $\Gamma$ is a known constant defining the bounds of the line. In the case where $\rho<0$, the point ( $x_{\mathrm{F}}^{i}, y_{\mathrm{F}}^{i}$ ) will be computed as in equation (8.3), while the point $\left(x_{\mathrm{I}}^{i}, y_{\mathrm{I}}^{i}\right)$ will be computed as in equation (8.4). The set of lines obtained from the projection of the road on the image are grouped together


Figure 8.3: Scheme of the Hough transform method for line detection.
with the purpose of obtaining just an average line. This average line will uniquely represent the road in the image with a single pair of initial and final coordinates

$$
\begin{array}{lll}
x_{\mathrm{I}}=\frac{1}{n} \sum_{i=1}^{n} x_{\mathrm{I}}^{i} & ; & y_{\mathrm{I}}=\frac{1}{n} \sum_{i=1}^{n} y_{\mathrm{I}}^{i} \\
x_{\mathrm{F}}=\frac{1}{n} \sum_{i=1}^{n} x_{\mathrm{F}}^{i} & ; & y_{\mathrm{F}}=\frac{1}{n} \sum_{i=1}^{n} y_{\mathrm{F}}^{i} \tag{8.6}
\end{array}
$$

where $n$ is the number of lines grouped together, $\left(x_{\mathrm{I}}, y_{\mathrm{I}}\right)$ represents the initial (lowermost) road coordinate, and ( $x_{\mathrm{F}}, y_{\mathrm{F}}$ ) represents the final (uppermost) road coordinate.

Wrong line detections may occur due to unexpected situations (e.g., changes in the scene illumination), therefore, a method for identifying false detections is required. In the developed algorithm, every line $i$ detected must satisfy a safety condition in order to be considered as a member of the road. To achieve this, the final and initial coordinates of line $i$ are compared with respect to the average initial and final coordinates computed in equation (8.5) and (8.6). If the coordinates of line $i$ are far from the average values, line $i$ is considered as a false detection and it is removed from further computations.

### 8.3.1 Computing the heading angle

The angle between the camera $C_{y}$ axis and the line going from $\left(x_{\mathrm{I}}, y_{\mathrm{I}}\right)$ to $\left(x_{\mathrm{F}}, y_{\mathrm{F}}\right)$ can be computed using the coordinates $\left(x_{\mathrm{I}}, y_{\mathrm{I}}\right)$ and ( $x_{\mathrm{F}}, y_{\mathrm{F}}$ ) in the two argument arctangent function as follows

$$
\begin{equation*}
{ }^{B} \psi_{\mathrm{r}}=\operatorname{arctangent}\left(y_{\mathrm{F}}-y_{\mathrm{I}}, x_{\mathrm{F}}-x_{\mathrm{I}}\right) . \tag{8.7}
\end{equation*}
$$

The angle ${ }^{B} \psi_{\mathrm{r}}$ is used for obtaining the desired heading angle ${ }^{B} \psi_{\mathrm{d}}$ which will align the vehicle $x$-axis ( $B_{x}$ ) with the road longitudinal axis $\left(R_{x}\right)$, see Figure 8.2. The desired heading angle ${ }^{B} \psi_{\mathrm{d}}$ can be expressed as

$$
\begin{equation*}
{ }^{B} \psi_{\mathrm{d}}={ }^{B} \psi_{\mathrm{r}}-\frac{\pi}{2} . \tag{8.8}
\end{equation*}
$$

In equation (8.8) the term $\frac{\pi}{2}$ is subtracted because the angle ${ }^{B} \psi_{\mathrm{r}}$ calculated using equation (8.7) has its origin in the position corresponding to 3:00 hours on the clock. If $\frac{\pi}{2}$ is not subtracted, the heading measurement obtained when the heading angle of the vehicle is aligned with the direction of the road would be equal to $+90^{\circ}$. With this subtraction we adjust such measurement to a value of $0^{\circ}$.
8.3.2 Computing the relative lateral position

Consider an image-based distance ${ }^{C} e_{y}$ located between the road center of gravity projection $\left(x_{\mathrm{g}}, y_{\mathrm{g}}\right)$ and the vehicle center of gravity projection $\left(x_{0}, y_{0}\right)=\left(C_{\mathrm{W}} / 2, C_{\mathrm{H}} / 2\right)$, where $C_{\mathrm{W}}$ and $C_{\mathrm{H}}$ represent the image width and height respectively, in pixel coordinates (see Figure 8.2). For the case, when $x_{\mathrm{I}}>x_{F}$, one has

$$
\begin{equation*}
{ }^{C} e_{y}=\left(\frac{x_{\mathrm{I}}-x_{\mathrm{F}}}{2}+x_{\mathrm{F}}\right)-\frac{C_{\mathrm{W}}}{2} . \tag{8.9}
\end{equation*}
$$

On the other hand, for the case when $x_{\mathrm{I}}<x_{\mathrm{F}}, x_{\mathrm{I}}$ must be replaced by $x_{\mathrm{F}}$ and vice-versa. The lateral position of the aerial vehicle w.r.t. the road can be estimated from ${ }^{C} e_{y}$ as

$$
\begin{equation*}
e_{y}=z \frac{{ }^{C} e_{y}}{\alpha_{y}} \tag{8.10}
\end{equation*}
$$

where $z$ represents the altitude of the rotorcraft w.r.t. the road, and $\alpha_{y}$ represents the camera focal length, in terms of pixel dimensions, in the direction of $C_{y}$.

### 8.3.3 Translational velocities

The vehicle translational velocities in the forward and lateral directions can be estimated by implementing an optical flow algorithm in the camera image. In our work, the algorithm of Shi and Tomasi [97] is used to identify the mesh of points allowing an efficient feature tracking, i.e., the best textured points. After this step, the selected features are used by the pyramidal implementation of the Lucas-Kanade algorithm [98] to estimate the optical flow.

Consider the camera-vehicle arrangement moving in a 3 -dimensional space w.r.t. a rigid scene. The optical flow computed at an image point $\left(x_{i}, y_{i}\right)$ comprises translational and rotational parts expressed as

$$
\left[\begin{array}{l}
O F_{x i}  \tag{8.11}\\
O F_{y i}
\end{array}\right]=T_{O F}^{i}+R_{O F}^{i}
$$

where the translational part is

$$
T_{O F}^{i}=\frac{1}{z}\left[\begin{array}{ccc}
-\alpha_{x} & 0 & x_{i}  \tag{8.12}\\
0 & -\alpha_{y} & y_{i}
\end{array}\right]\left[\begin{array}{l}
\dot{x}^{c} \\
\dot{y}^{c} \\
\dot{z}^{c}
\end{array}\right]
$$

and the rotational part is

$$
R_{O F}^{i}=\left[\begin{array}{ccc}
\frac{x_{i} y_{i}}{\alpha_{x}} & -\left(\alpha_{x}+\frac{\left(x_{i}\right)^{2}}{\alpha_{x}}\right) & y_{i}  \tag{8.13}\\
\left(\alpha_{y}+\frac{\left(y_{i}\right)^{2}}{\alpha_{y}}\right) & -\frac{x_{i} y_{i}}{\alpha_{y}} & -x_{i}
\end{array}\right]\left[\begin{array}{c}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right] .
$$

The terms $O F_{x i}$ and $O F_{y i}$ are the optical flow components in the $x$ and $y$ coordinates, respectively, of the ( $x_{i}, y_{i}$ ) feature. The terms ( $\dot{x}^{c}, \dot{y}^{c}, \dot{z}^{c}$ ) and $\left(w_{x}, w_{y}, w_{z}\right)$ represent the camera translational velocities and rotation rates, respectively, while $\alpha_{x}$ and $\alpha_{y}$ express the camera focal lengths.

During the optical flow computation process the $\left(x_{i}, y_{i}\right)$ features share the same movement (rigid scene assumption). By using all the tracked features, the mean values for the optical flow in the forward an lateral direction can be expressed as

$$
\begin{align*}
& \overline{O F}_{x}=\bar{V}_{O F_{x}}+K_{x} \bar{V}_{O F_{z}}+\bar{R}_{O F_{x}}  \tag{8.14}\\
& \overline{O F}_{y}=\bar{V}_{O F_{y}}+K_{y} \bar{V}_{O F_{z}}+\bar{R}_{O F_{y}} \tag{8.15}
\end{align*}
$$

where $\overline{O F}_{x}$ and $\overline{O F}_{y}$ are the mean values of the optical flow (sensed in the image coordinate system), $\bar{V}_{O F_{z}}$ represents the relative depth, and $K_{x}$ and $K_{y}$ are known scale factors depending on the intrinsic parameters of the camera. Applying a similar approach to the one presented in [92], the rotational optical flow terms $\bar{R}_{O F_{x}}$ and $\bar{R}_{O F_{y}}$ are compensated and the pseudo-speeds $\left(\bar{V}_{O F_{x}}, \bar{V}_{O F_{y}}, \bar{V}_{O F_{z}}\right)$ are deduced. This procedure yields

$$
\begin{align*}
-z \frac{\bar{V}_{O F_{x}}}{\alpha_{x}} & =\dot{x}  \tag{8.16}\\
-z \frac{\bar{V}_{O F_{y}}}{\alpha_{y}} & =\dot{y}  \tag{8.17}\\
z \bar{V}_{O F_{z}} & =\dot{z} \tag{8.18}
\end{align*}
$$

where the fact that the camera and the vehicle share the same movement has been used, i.e., the velocity of the camera is equal to the velocity of the vehicle, or $\left(\dot{x}^{c}, \dot{y}^{c}, \dot{z}^{c}\right)=(\dot{x}, \dot{y}, \dot{z})$.
8.3.4 Computing the heading and the lateral position

The computation of the desired heading angle and lateral position of the vehicle are compromised by the sensitivity of the Hough transform method for line detection. In addition to this, it is not possible to estimate such parameters when the vehicle is flying over a region where the road is out of the camera FOV. Then, a realistic scenario suggests that the image of the road can be temporarily lost by the onboard camera. For this reason, it is crucial to extend the results presented in Sections 8.3.1 and 8.3.2 with the main objective of
dealing with time events where the road is out of sight. Aiming at this goal, let us define a binary signal $s:[0, \infty) \rightarrow\{0,1\}$ as

$$
s(t):= \begin{cases}0 & \text { no line detection at time } t  \tag{8.19}\\ 1 & \text { camera detects line at time } t\end{cases}
$$

In equation (8.19), $s(t)$ allows switching between two different methods for computing the vehicle states. Furthermore, for a given binary signal $s$ and $t>\tau>0$, denote by $T_{s}(\tau, t)$ the amount of time in the interval $(\tau, t)$ for wich $s=0$. Formally, $T_{s}(\tau, t):=\int_{\tau}^{t}(1-s(l)) d l$.

Let us consider first the desired heading angle $\psi_{\mathrm{d}}$. Using equation (8.19) it is possible to define

$$
\begin{equation*}
\psi_{\mathrm{s}}(t)=s(t) \psi_{\mathrm{d}}(t)+(1-s(t)) \psi_{\mathrm{IMU}}\left(T_{\mathrm{s}}(\tau)\right) \tag{8.20}
\end{equation*}
$$

where $\psi_{\mathrm{d}}(t)$ is obtained from equation (8.8), $\psi_{\mathrm{IMU}}\left(T_{\mathrm{s}}(\tau)\right)$ is the heading angle measured by the IMU at the time when the binary signal $s$ changes from 0 to 1 , and $\psi_{\mathrm{s}}(t)$ represents the desired heading angle that will be used in the helicopter control algorithm. Given the lack of visual information when $s=0$, we decided to keep the yaw angle at a fixed value as long as the road is not seen. Equation (8.20) allows switching between: (i) a desired heading provided by the imaging algorithm, and (ii) a desired heading temporarily determined by the IMU heading measured at the time when the binary signal $s$ changes from 1 to 0 .

Consider now the computation of the lateral position of the vehicle when the road is out of sight. Equation (8.19) allows us to compute

$$
\begin{equation*}
e_{y \mathbf{s}}(t)=s(t) e_{y}(t)+(1-s(t))\left(e_{y}\left(T_{\mathbf{s}}(\tau)\right)+\int_{\tau}^{t} \dot{y}(t) d t\right) \tag{8.21}
\end{equation*}
$$

where $e_{y}(t)$ is obtained as in equation (8.10), $e_{y}\left(T_{\mathrm{s}}(\tau)\right)$ is the lateral position measurement at the time when the binary signal $s$ changes from 1 to 0 , and $\dot{y}(t)$ represents the vehicle lateral velocity obtained from equation (8.17). Notice that equation (8.21) allows switching between two different approaches for estimating the vehicle lateral position w.r.t. the road. In the first approach (when $s=1$ ) the lateral position is directly obtained from the detection of the road in the camera image (equation (8.10)). The second approach (when $s=0$ ) makes use of the lateral position measurement at the time when the binary signal $s$ changes from 1 to 0 , in combination with the integral of the translational velocity $\dot{y}$ during the time the road is not being detected by the vision algorithm, i.e., the amount of time in the interval $(\tau, t)$ that $s=0$.

### 8.4 Control Strategy

In this chapter, we will focus on the hover mode of the Quad-plane MAV. In this mode, our vehicle behaves like a conventional Quad-rotor, then we will use the Quad-rotor mathematical model [31].

$$
\begin{aligned}
m \ddot{x} & =u_{1}(\sin \psi \sin \phi+\cos \psi \sin \theta \cos \phi)-\frac{1}{2} C_{x} A_{c} \zeta \dot{x}|\dot{x}| \\
m \ddot{y} & =u_{1}(\sin \psi \sin \theta \cos \phi-\cos \psi \sin \phi)-\frac{1}{2} C_{y} A_{c} \zeta \dot{y}|\dot{y}| \\
m \ddot{z} & =m g-u_{1}(\cos \theta \cos \phi) \\
\ddot{\theta} & =u_{2} \\
\ddot{\phi} & =u_{3} \\
\ddot{\eta} & =u_{1}
\end{aligned}
$$

where $u_{i}$ are the control inputs, $(x, y, z)$ are the position states and $(\theta, \phi, \psi)$ are the Euler angles. $C_{x}, C_{y}, A_{c}$ and $\zeta$ are unknown parameters related to the friction force [99]. The corresponding coordinate system is represented in Figure 8.4. The following set of state variables are used:


Figure 8.4: CAD design of the Convertible MAV experimental platform.

$$
\begin{array}{llllll}
x_{1}=x & y_{1}=y & z_{1}=z & \theta_{1}=\theta & \phi_{1}=\phi & \psi_{1}=\psi \\
x_{2}=\dot{x} & y_{2}=\dot{y} & z_{2}=\dot{z} & \theta_{2}=\dot{\theta} & \phi_{2}=\dot{\phi} & \psi_{2}=\dot{\psi}
\end{array}
$$
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8.4.1 Operating modes for the road following mission

We divide the road following mission into four different stages which are described next:

- Take-off mode. The objective is to achieve the desired altitude $z_{\mathrm{d}}$, while avoiding drift in the $x-y$ plane.
- $\psi$-alignment mode ( $\psi \mathbf{A L}$ ). In this mode the vehicle has already achieved the desired altitude. The task to be accomplished here is to align the vehicle heading angle w.r.t. the road direction.
- $y$-alignment mode ( $y \mathbf{A L}$ ). The vehicle is required to maintain a flying path well aligned w.r.t. the center of the road.
- Tracking mode. In this mode, the forward displacement of the vehicle is stabilized in order to navigate at constant velocity.
- Landing mode. When the vehicle has reached a previously defined position near to the end of the road, the altitude is controlled in order to perform an autonomous landing. In the current implementation of the algorithm, the end of the road is not detected autonomously, i.e., a signal for activating the landing mode is manually generated.


### 8.4.2 Control Laws for each Operating Mode

The control strategy proposed in all the operating modes is based on the idea that the global system (8.22) is constituted of two subsystems, the attitude dynamics and the position dynamics, each one with a time-scale separation between them [44]. From this fact, it is possible to propose a hierarchical control scheme where the position controller outputs desired attitude angles $\phi_{d}$, $\theta_{d}, \psi_{d}\left(\psi_{d}\right.$ can be independently controlled) which are the angles to be tracked by the attitude controllers.

### 8.4.2.1 Attitude Control

The integral sliding mode control is used for stabilizing the attitude dynamics of the Convertible MAV. The approach is explained for the roll dynamics, but the same procedure must be followed for generating the pitch and yaw dynamics. The error equation for the roll sub-system is defined as $\tilde{\phi}_{1}=\phi_{1}-\phi_{1_{d}}$, and its
time derivative as $\dot{\tilde{\phi}}_{1}=\dot{\phi}_{1}-\dot{\phi}_{1_{d}}=\tilde{\phi}_{2}$. Let us choose the switching function defined in [100] as

$$
\begin{equation*}
\varphi(\phi, t)=\dot{\tilde{\phi}}_{1}+2 \lambda \tilde{\phi}_{1}+\lambda^{2} \int_{0}^{t} \tilde{\phi}_{1}(\tau) \mathrm{d} \tau \tag{8.23}
\end{equation*}
$$

In (8.23) the parameter $\lambda$ is the slope of the sliding line, which should accomplished $\lambda>0$ to ensure the asymptotic stability of the sliding mode. The time derivative of (8.23) can be calculated as $\dot{\varphi}=u_{3}+2 \lambda \tilde{\phi}_{2}+\lambda^{2} \tilde{\phi}_{1}$, and from the sliding mode condition $\dot{\varphi}=0$, we find the equivalent control

$$
\begin{equation*}
u_{3}=-2 \lambda \tilde{\phi}_{2}-\lambda^{2} \tilde{\phi}_{1} . \tag{8.24}
\end{equation*}
$$

For obtaining a control law such that $\tilde{\phi}_{1}$ remains on the sliding surface $\varphi(\phi, t)=$ $0, \forall t>0$, a candidate Lyapunov function $v(\varphi)=\frac{1}{2} \varphi^{2}$ is proposed. The condition for the stability of the roll sub-system is satisfied if we can ensure that the condition $\dot{v}(\varphi)=\frac{1}{2} \frac{d}{d t} \varphi^{2} \leq \eta|\varphi|$ holds for $\eta \geq 0$. Thus, the system remains on the sliding surface and the states go to the origin. Then $\varphi \dot{\varphi} \leq-\eta|\varphi|$ and the controller must be chosen in a way that $\phi_{1}=u_{3}-K \operatorname{sign}(\varphi)$ where $K>0$.

### 8.4.2.2 Position Control

The lateral position stabilization makes use of two PID controllers, one for the case when the road is being detected and the other for the case when it is not. Although both PID controllers are similar, they are designed having different parameters. When the road is inside the FOV, the gains of the control algorithm are tuned to behave as a PD controller since the vehicle needs to regulate its $y$ coordinate at a minimum value $(y \approx 0)$ as fast as possible [93]. On the other hand, when the camera loses sight of the road, a switching strategy allows using a different method for measuring the vehicle $\psi$ angle and $y$ position. Additionally, the parameters of the positioning controller switch to alternative values emulating a PI controller. In both cases the control objective is to regulate the $y_{1}$ state to the origin, i.e. $y_{1 d}=0$. Thus, we proceed to develop a control law for the $y$-position.

In (8.22) we can note that the motion along $y$-axis is related to the $\phi$ angle, thus one can design a PID controller to manipulate the $\phi$ angle in order to control $y$ motions. Setting $\theta=\psi=0$ and $u_{1}=1$ from (8.22) the term $\ddot{y}$ results in

$$
\begin{equation*}
\ddot{y}=-u_{1} \sin \phi-p \dot{y}^{2}=-k_{L 3} y_{1}-k_{L 4} y_{2}-k_{L I} \xi \tag{8.25}
\end{equation*}
$$

where $p \dot{y}^{2}=\frac{1}{2} C_{y} A_{c} \zeta \dot{y}|\dot{y}|$ and $p$ is a unknown parameter to be estimated; $k_{L 3}$, $k_{L 4}$ and $k_{L I}$ are positive real numbers. Here we have introduced the additional state $\xi$, where $\xi$ dynamics are given by $\dot{\xi}=y_{1 d}-y_{1}=-y_{1}$.

From (8.25) the desired angle $\phi_{d}$ can be written as

$$
\begin{equation*}
\phi_{d}=\arcsin \left(k_{L 3} y_{1}+k_{L 4} y_{2}+k_{L I} \xi-p \dot{y}^{2}\right) . \tag{8.26}
\end{equation*}
$$

By taking the time derivative of (8.26) one obtains

$$
\begin{equation*}
\dot{\phi}_{d}=\frac{k_{L 3} \dot{y}+k_{L 4} \ddot{y}+k_{L I} \dot{\xi}-2 p \dot{y} \ddot{y}}{\sqrt{1-v}} \tag{8.27}
\end{equation*}
$$

where $v$ is a function of $(p, y, \dot{y})$. Proceeding in the same way one can obtain $\theta_{d}$ and its time derivative $\dot{\theta}_{d}$ required for the controller $u_{2}$, which can be generated with the procedure shown in section 8.4.2.1.

The altitude, can be controlled by the following controller

$$
\begin{equation*}
u_{1}=\frac{g+k_{p z}\left(z_{1}-z_{1_{d}}\right)+k_{v z}\left(z_{2}-z_{2_{d}}\right)}{\cos \theta \cos \phi} \tag{8.28}
\end{equation*}
$$

where $k_{p z}$ and $k_{v z}$ are positive real numbers.

### 8.4.2.3 Discontinuous Adaptation for $y$ Dynamics

In order to apply the virtual control law (8.26) on the dynamics of $y$, we need to estimate the unknown parameter $p$. To achieve this goal, the key idea is to split the set of parameters into small subsets and design a controller for each of them. Then, after a dwell-time period on needs to check if the derivative of the Lyapunov function does not satisfy a certain inequality, if this is the case, one needs to switch to another controller and exclude the previous one from the indexed controls. As long as the inequality is satisfied, the current controller is maintained in the loop. The procedure is explained as follows.

We assume that the parameter $p$ belongs to a known, relatively large, compact set $\mathcal{P}$, which is partitioned into smaller subsets. Defining the compact set $\mathcal{P}$ as

$$
\begin{equation*}
p \in \mathcal{P}=\bigcup_{i=1}^{21} p^{(i)}=\{-1,-0.9,-0.8, \ldots, 0.8,0.9,1\} \tag{8.29}
\end{equation*}
$$

With the controller previously designed (8.26), the closed-loop system (8.25), (8.26) leads to

$$
\begin{align*}
& \dot{y}_{1}=y_{2} \\
& \dot{y}_{2}=-k_{L 3} y_{1}-k_{L 4} y_{2}-k_{L I} \xi  \tag{8.30}\\
& \dot{\xi}=-y_{1} .
\end{align*}
$$

Considering $k_{L I}=0$, or equivalently, the case where we use a PD controller in (8.25), the Lyapunov function for the system (8.30), can be taken as

$$
\begin{equation*}
V\left(y_{1}, y_{2}\right)=\sqrt{k_{L 3}}\left(1+\frac{k_{L 4}}{2 \sqrt{k_{L 3}}}\right) y_{1}^{2}+y_{1} y_{2}+\frac{y_{2}^{2}}{\sqrt{k_{L 3}}} \tag{8.31}
\end{equation*}
$$

whose derivative with respect to (8.25) is given by

$$
\begin{equation*}
\dot{V}\left(y_{1}, y_{2}\right)=-k_{L 3} y_{1}^{2}-\left(\frac{2 k_{L 4}}{\sqrt{k_{L 3}}}-1\right) y_{2}^{2}=-W\left(y_{1}, y_{2}\right) \tag{8.32}
\end{equation*}
$$

where $\frac{2 k_{L 4}}{\sqrt{k_{L 3}}}>1$.
To choose the correct candidate controller or equivalently, the next suitable index $i \in \mathcal{I}$, we take such index as

$$
\begin{equation*}
i=\arg \min _{j \in \mathcal{I}}\left\{J\left(p^{(j)}\right)\right\} \tag{8.33}
\end{equation*}
$$

where the performance index can be taken as

$$
\begin{equation*}
J\left(p^{(j)}\right)=\left|\dot{y}_{2}+\sin \phi+p^{(j)} y_{2}^{2}\right| \tag{8.34}
\end{equation*}
$$

For each set $\mathcal{P}^{j}$ we choose a nominal parameter (for example 1) and assuming that the sets $\mathcal{P}^{j}$ are small, it is reasonable to expect $\left|J(p)-J\left(p^{(j)}\right)\right|$ to be small $\forall p \in \mathcal{P}^{j}$, therefore we use $J\left(p^{(j)}\right)$ as an index for the set $\mathcal{P}^{j}$. Thus we proceed with $i=1$, and we put the first candidate virtual controller (8.26) as follows

$$
\begin{equation*}
\phi_{d}=S a t\left(\arcsin \left(k_{L 3} y_{1}+k_{L 4} y_{2}-p^{(i)} \dot{y}^{2}\right)\right) \tag{8.35}
\end{equation*}
$$

where $\operatorname{Sat}(\cdot)$ is a smooth saturation function which switch to another one as soon as the dwell-time period $\tau$ is over and the inequality

$$
\begin{equation*}
\frac{\partial V\left(y_{1}, y_{2}\right)}{\partial y_{1}} y_{2}+\frac{\partial V\left(y_{1}, y_{2}\right)}{\partial y_{2}} \dot{y}_{2} \leq-W\left(y_{1}, y_{2}\right) \tag{8.36}
\end{equation*}
$$

fails.

### 8.4.2.4 Switching control for $y$-dynamics

In this section we prove the stability in each region as well as in switching boundaries, i.e., when the gains of (8.25) switch to alternative values. The closed-loop system of the $y$ dynamics (8.30) can be represented by $\dot{e}_{y}=A_{L} e_{y}$ where $e_{y}=\left(y_{1}, y_{2}, \xi\right)^{T}$ and

$$
A_{L}=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{8.37}\\
-k_{L 3} & -k_{L 4} & k_{L I} \\
-1 & 0 & 0
\end{array}\right)
$$

The control schema when the line is not detected proposes the same structure given by (8.30), with the difference of having a set of alternative gains. Thus,
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 130the closed-loop system is represented by $\dot{e}_{y}=A_{N L} e_{y}$, where

$$
A_{N L}=\left(\begin{array}{ccc}
0 & 1 & 0  \tag{8.38}\\
-k_{N L 3} & -k_{N L 4} & k_{N L I} \\
-1 & 0 & 0
\end{array}\right)
$$

Remark 11. The controller parameters of both operational regions were adjusted independently following an heuristic approach consisting of two main steps which are described next. During the first step, special care is taken to stabilize the vehicle fast dynamics, which corresponds to the angular behavior. The parameters associated with the angular rate are adjusted first, until an appropriate angular rate response is obtained. Following a similar method, the next parameter to be adjusted corresponds to the attitude control parameter. After both parameters have been adjusted properly, an autonomous hover flight experiment is performed to verify the effectiveness of the tuning procedure. The second part of the adjustment procedure is devoted to stabilizing the vehicle translational dynamics, which involves the implementation of visual feedback in the control strategy. First, the parameter corresponding to the translational velocity is adjusted until the vehicle translational drift is almost eliminated. Next, the parameter associated with the translational position is tuned to obtain an appropriate behavior of the controller for stabilizing the 3-dimensional position of the vehicle over road area. The main objective behind the procedure just described is to minimize the tracking error, in order to obtain the most appropriate angular and translational behavior. For the first case (road detected), the gains were selected as $k_{L 3}=1800, k_{L 4}=650$ and $k_{L I}=1$, while in the second case (no road detected) as $k_{N L 3}=1800, k_{N L 4}=1$ and $k_{N L I}=20$. In this way, the system presents a switched-system characteristic.

### 8.4.3 Stability Analysis of the Lateral Position Control

We now present a study concerning the stability of the system across switching boundaries. In fact, it is possible to find a common Lyapunov function for the closed-loop system of the two controllers proposed for the lateral dynamics [101]. Following such approach, similar pole locations have to be chosen for both cases, i.e., when the road is detected and when it is not. However, this is not the present situation since different gain values are being applied.

Let $d_{\mathrm{c}}$ be defined as the distance measured from the vehicle center of gravity projection (in the road plane) to the point where the camera loses the image of the road (see Figure 8.5). From this, a state-dependent switched linear system can be defined, which will be given by the closed-loop system (8.37)-(8.38), together with the following switching conditions

$$
\dot{e}_{y}=\left\{\begin{array}{cl}
A_{N L} e_{y} & \text { if } y_{1} \leq-d_{\mathrm{c}}  \tag{8.39}\\
A_{L} e_{y} & \text { if }-d_{\mathrm{c}}<y_{1}<d_{\mathrm{c}} \\
A_{N L} e_{y} & \text { if } y_{1} \geq d_{\mathrm{c}}
\end{array}\right.
$$



Figure 8.5: The distance measured from the vehicle center of gravity projection in the image plane to the point where the camera loses the image of the road is defined as $d_{\mathrm{c}}$. The distance between the vehicle center of gravity projection and the road is defined as $y_{1}$.

A switching event can occur in system (8.39) every time the trajectory crosses a switching surface. For the case under consideration, the switching surfaces are encountered when the system changes from $\dot{e}_{y}=A_{L} e_{y}$ to $\dot{e}_{y}=A_{N L} e_{y}$, and vice-versa. In general, there is no need to associate each subsystem in (8.39) with a global Lyapunov function. In fact, it is enough to require that each candidate Lyapunov function $V_{i}$ (where $i=\{L, N L\}$ ) decreases along solutions of the $i$-th subsystem in the region where this system is active.

The stability of the overall system (8.39) is accomplished when: (i) individual subsystems are stable, and (ii) the overall system remains stable when a switching surface is crossed. Indeed, it is possible to verify that individual subsystems of the switching system (8.39) are globally exponentially stable (GES). Furthermore, if the switching between individual subsystems is sufficiently slow, the entire system (8.39) will be globally exponentially stable [102]. Aiming at this goal, let us define a dwell time $\tau_{d}$ satisfying $t_{n+1}-t_{n} \geq \tau_{d}$, where $t_{n}$ (for $n=1,2,3, \ldots)$ represents a switching time. Next, it is required to investigate the lower bound on $\tau_{d}$ from the exponential decay bounds of the individual subsystems. This procedure is explained as follows.

As previously mentioned, individual subsystems are GES, then there exist Lyapunov functions $V_{L}, V_{N L}$ which, for some positive constants $a_{i}, b_{i}$, and $c_{i}$ satisfy [58]

$$
\begin{equation*}
a_{i}\left\|e_{y}\right\|^{2} \leq V_{i}\left(e_{y}\right) \leq b_{i}\left\|e_{y}\right\|^{2} \tag{8.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial V_{i}}{\partial e_{y}} A_{i} e_{y} \leq-c_{i}\left\|e_{y}\right\|^{2} \tag{8.41}
\end{equation*}
$$

for $i=\{L, N L\}$. Combining (8.40) and (8.41) we have

$$
\begin{equation*}
\frac{\partial V_{i}}{\partial e_{y}} A_{i} e_{y} \leq-\frac{c_{i}}{b_{i}} V_{i}\left(e_{y}\right) \tag{8.42}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
V_{i}\left(e_{y}\left(t_{0}+\tau_{d}\right)\right) \leq e^{-\frac{c_{i}}{b_{i}} \tau_{d}} V_{i}\left(e_{y}\left(t_{0}\right)\right) \tag{8.43}
\end{equation*}
$$

Let us consider two switching times $\left\{t_{1}, t_{2}\right\}$, and let us also assume that subsystem $\dot{e}_{y}=A_{L} e_{y}$ is active on the interval $t \in\left[t_{0}, t_{1}\right)$, while subsystem $\dot{e}_{y}=A_{N L} e_{y}$ is active on $t \in\left[t_{1}, t_{2}\right.$ ). From inequalities (8.40)-(8.43) it follows that

$$
\begin{equation*}
V_{L}\left(t_{2}\right) \leq \frac{b_{L}}{a_{N L}} V_{N L}\left(t_{2}\right) \leq \frac{b_{L}}{a_{N L}} e^{-\frac{c_{N L}}{b_{N L}} \tau_{d}} V_{N L}\left(t_{1}\right) \tag{8.44}
\end{equation*}
$$

and also

$$
\begin{equation*}
V_{L}\left(t_{2}\right) \leq \frac{b_{N L} b_{L}}{a_{L} a_{N L}} e^{-\left(\frac{c_{L}}{b_{L}}+\frac{c_{N L}}{b_{N L}}\right) \tau_{d}} V_{L}\left(t_{0}\right) \tag{8.45}
\end{equation*}
$$

In order to find the lower bound on $\tau_{d}$ it is sufficient to ensure that (see Theorem 1 of [103])

$$
\begin{equation*}
V_{L}\left(t_{2}\right)-V_{L}\left(t_{0}\right) \leq-\sigma\left\|e_{y}\left(t_{0}\right)\right\|^{2} \tag{8.46}
\end{equation*}
$$

where $\sigma>0$. It is now straightforward to compute an explicit lower bound on $\tau_{d}$, which guarantees that the switched system (8.39) is GES [101]

$$
\begin{equation*}
\tau_{d}>\frac{b_{L}+b_{N L}}{c_{L}+c_{N L}} \log \frac{b_{L} b_{N L}}{a_{L} a_{N L}} \tag{8.47}
\end{equation*}
$$

The lower bound on $\tau_{d}$ can be satisfied by adjusting $a_{i}, b_{i}$, and $c_{i}$, for $i=$ $\{L, N L\}$, which depend on the controller gains and the Lyapunov function.

### 8.5 Experimental platform

8.5.1 The convertible MAV experimental vehicle

The convertible MAV used during the real time application is shown in Figure 8.6. It has been built using a group of commercially available components. The vehicle's fuselage and the H -form structure are built of carbon fiber and balsa wood. The wing was built with depron. Four counter rotating and tilting brushless motors provide the thrust, while the tilting mechanism of the engines is controlled through two analog servomotors. Motors are BL-Outrunner from Robbe ROXXY, which are driven by BlCtrl I2C electronic speed controllers.


Figure 8.6: Experimental platform: The Quad-plane Convertible MAV equipped with imaging, inertial and altitude sensing systems.

The weight of the rotorcraft is 1.1 kg . It has a $11.1 \mathrm{~V}-6000 \mathrm{mAh}$ LiPo battery, allowing an autonomy of about 15 minutes. The onboard electronics are based on a IGEPv2 card, equipped with a Texas Instruments DM3730 System On Chip (SOC). The SOC benefits from having an ARM CortexA8 core running at 1 GHz , and a C64x+ DSP core running at 800 MHz . The ARM core allows execution of Linux, as well as its real-time extension Xenomai. The control law is executed in real-time at a 100 Hz frequency. The convertible MAV sensor suit consists of the next group of components. Inertial measurements are provided at 100 Hz by means of a 3DMGX3-25 IMU from Microstrain ${ }^{\circledR}$. A SRF10 ultrasonic range finder provides the vehicle altitude at 50 Hz in a range between 0 m and 2 m . All the previously mentioned components are fully embedded onboard the vehicle.

### 8.5.2 Embedded vision system

The vehicle is equipped with a PlayStation ${ }^{\circledR}$ Eye camera whose focal length is $\left(f_{x}, f_{y}\right)=(270.87,271.76)$ pixels. The camera is capable of providing 120 images per second, at a resolution of $320 \times 240$ pixels. The camera points downwards which allows observing the scene below the vehicle. The images provided by the camera are processed by computer vision algorithms in order to estimate the helicopter translational velocity in the $x-y$ plane, the heading angle, as well as the lateral position w.r.t. the road direction. The translational velocity in the $x-y$ plane is obtained from an optical flow algorithm, which is based on the pyramidal Lucas-Kanade method. For this purpose, the algorithm uses two pyramid levels, searching for 64 characteristic features in the image. A Harris affine region detector was implemented to perform the characteristic features detection.
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The computation of the heading angle and lateral position of the vehicle is based on a Hough transform technique for line detection. With the objective of executing the Hough transform computation in the on-board DSP, the Hough's accumulator must fit in the DSP cache, which is possible if the resolution of the $\rho$ and $\theta$ parameters from equation (8.1) are properly selected. Based on the chosen resolution, a lookup table containing the different values of sines and cosines is generated and stored in the DSP cache. The image pixels are read in groups of 8 ( 1 octet) with the purpose of effectively filling the accumulator. It is worth mentioning that reading 1 octet or a group of 8 octets requires the same number of cycles for the DSP. Then, the computations of the Hough transform are optimized for a proper execution in the DSP, which is capable of performing several additions, subtractions, multiplications and scalar products at the same time. The embedded DSP allows computing the optical flow (translational velocities) and Hough transform (heading angle and lateral position) on-board at a 100 Hz frequency. A raw image obtained from the onboard camera while the vehicle is flying over the road is shown in Figure 8.7 (a). Gray scale and black and white images obtained after preprocessing steps are shown in Figure 8.7 (b) and Figure 8.7 (c), respectively. Specifically, the grayscale image is used by the optical flow algorithm, while the black and white image is used by the algorithm for line detection. Finally, the post-processed image where the road detected has been highlighted is shown in 8.7 (d).

### 8.5.3 Ground station

The rotorcraft is wirelessly linked to a ground station PC, where a graphical user interface (GUI) based on the QT application allows monitoring and controlling the vehicle. The user can visualize, in real time, graphics representing the measurements from the on-board sensors, as well as graphics representing the control law computation. It is also possible to modify (online) the parameters of the control laws, as well as the implemented filters. The rotorcraft can also be manually controlled by a human pilot using a PlayStation ${ }^{\circledR} 3$ joystick, which is linked to the ground station by means of a BlueTooth ${ }^{\mathrm{TM}}$ link.

### 8.6 Simulations and Real Time Experiments

8.6.1 Numerical Simulations

The control strategy developed in Section 8.4 has been designed for the convertible MAV model in equation (8.22). In order to show the effectiveness of the

(a) Raw Image.

(c) Black and White Image.

(b) Grayscale Image.

(d) Post Processed Image

Figure 8.7: Image obtained from the onboard camera while the MAV is flying above the road: (a) the raw image provided by the camera; (b) gray scale image used for optical flow computation; (c) black and white images used in Hough transform algorithm; (d) the post-processed image where the detection of the road has been highlighted.
obtained controller, we have performed a set of numerical simulations. The simulation scenario follows the procedure previously explained in Subsection 8.4.1. A synthetic road having two smooth turns has been designed, and was used as the desired reference that the vehicle has to follow during navigation. The desired altitude is set at 0.70 m over the road. A ramp profile was used for modifying the desired velocity from $\dot{x}=0.0 \mathrm{~m} / \mathrm{s}$ to $\dot{x}=0.3 \mathrm{~m} / \mathrm{s}$ during the first stages of the navigation, and also for modifying the desired velocity from $\dot{x}=0.3 \mathrm{~m} / \mathrm{s}$ to $\dot{x}=0.0 \mathrm{~m} / \mathrm{s}$ before landing.

As can be seen in the set of set of Figures 8.8-8.12, the controller performs well in spite of the non-linearities of the plant. Figure 8.10 shows a disturbance in the $y$ state reference signal (blue line) at $t=18$ seconds. Notice how the proposed controller maintains stability of the system even in the presence of these unexpected behaviors. From Figure 8.12 it can be observed that the pitch and roll angles are always kept at very small values, and also that the induced disturbance produces only small effects on them.
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Figure 8.8: Simulation of the road-following mission: The 3-dimensional trajectory flown by the vehicle. The black line represents the vehicle displacement.

### 8.6.2 Real Time Experiments

The ultimate test for the proposed estimation and control strategies consists on verifying its proper operation when used during real-time experiments. Aiming at this goal, a road model having two smooth curves was built and installed in our experimental area. The experimental procedure can be described as follows.

The rotorcraft starts its mission on the ground, exactly positioned over the road. Next, an autonomous take-off is performed, achieving a desired altitude of 0.70 m over the road. Once at this height, the embedded camera detects the road. The imaging information allows heading and lateral position stabilization for achieving a flight path well aligned w.r.t. the road. The vehicle is then required to navigate forward at a desired speed of $\dot{x}=0.3 \mathrm{~m} / \mathrm{s}$, while regulating its heading angle $\psi$ and lateral position $y$ w.r.t. the road. In order to achieve a smooth transition from a forward velocity of $\dot{x}=0.0 \mathrm{~m} / \mathrm{s}$ to a forward velocity of $\dot{x}=0.3 \mathrm{~m} / \mathrm{s}$, a ramp velocity profile is implemented, in such a way that the velocity slowly increases after the take-off task. Once the vehicle is near to the end of the road segment, the landing is performed autonomously, and the rotorcraft descends slowly to the ground. Again, a ramp velocity profile is implemented, in such a way that the forward velocity slowly decreases from $\dot{x}=0.3 \mathrm{~m} / \mathrm{s}$ to $\dot{x}=0.0 \mathrm{~m} / \mathrm{s}$ before the landing task is engaged.

During the execution of the autonomous navigation experiment, an external force (disturbance) was applied in the lateral dynamics of the vehicle. The disturbance coerces the convertible MAV to displace arbitrarily in the $y$ direction, making the imaging system unable to detect the road for several instants of time. Specifically, the external perturbation has the purpose of demonstrating


Figure 8.9: A projection on the $(x, y)$ plane of the trajectory flown by the rotorcraft.
the effectiveness of the estimation and control strategies when the switching procedure occurs. It is worth mentioning that, during the experimental application, the maximum time that the road stayed out of sight was around 3 seconds.

A 3-dimensional reconstruction of the path navigated by the rotorcraft during the real-time experiment is shown in Figure 8.13. In this Figure, the rotorcraft trajectory is represented w.r.t. an inertial coordinate frame $\mathcal{I}$, whose origin is located at the convertible MAV initial position. It can be seen that the vehicle performs the road following mission inside a rectangular area of $6 \times 6$ meters. The projection of the rotorcraft displacement in the $(x, y)$ plane can be seen in Figure 8.14. It is worth mentioning that the forward displacement (relative to the body fixed frame) is obtained by integrating the optical flow measured in the forward direction. On the other hand, the rotorcraft lateral position is obtained from two methods. The first of them directly applies equation (8.10), which provides the lateral position of the vehicle relative to the road. The second method corresponds to the integration of the optical flow, in the lateral direction, during the instants of time when the road is not detected by the vision system.

The inertial coordinates shown in Figure 8.13 and Figure 8.14 are obtained after rotating both the $(x, y)$ states around the $z$-axis using a gymbal like


Figure 8.10: The $(x, y, z)$ states during the simulation test. The solid black line represents the behavior of the rotorcraft. Notice how the system remains stable despite a disturbance in the $y$ state reference signal (dashed blue line) at $t=18$ seconds. This demonstrates that the proposed controller is effective for dealing with these unexpected behaviors.
rotation matrix. Specifically, the rotation matrix makes use of the heading angle provided by the onboard IMU. The computation, which is described in equations (8.48) and (8.49), generates the 3-dimensional trajectory of the vehicle with respect to the inertial frame $\mathcal{I}$.

$$
\begin{align*}
& { }^{\mathcal{I}} x=\int_{0}^{t} \cos (\psi(t)) \dot{x}(t) d t-\sin (\psi(t)) y(t)  \tag{8.48}\\
& { }^{\mathcal{I}} y=\int_{0}^{t} \sin (\psi(t)) \dot{x}(t) d t+\cos (\phi(t)) y(t) \tag{8.49}
\end{align*}
$$

The three translational states are shown individually in Figure 8.15. Here, $x=10 \mathrm{~m}$ represents the longitudinal dimension of the road, which is also the total distance flown by the convertible MAV in the forward direction. This measurement was based on the integration of the optical flow sensed by the camera in the $x$ direction. The $y$ state represents the lateral position of the convertible MAV w.r.t. the road. An external perturbation in the $y$ direction can be seen at $t=25$ seconds. The rotorcraft translational velocities are shown in Figure 8.16. Notice that, during navigation, the forward speed $\dot{x}$ is maintained at $0.3 \mathrm{~m} / \mathrm{s}$, while the lateral $\dot{y}$ and altitude $\dot{z}$ velocities are kept near zero.

The switching between the two different state estimation approaches is illustrated in Figure 8.17. The variable $s$ (the graphic in the middle) shows the


Figure 8.11: Translational velocities during the simulation test. The solid black line represents the behavior of the rotorcraft. The forward velocity $\dot{x}$ is kept at $0.3 \mathrm{~m} / \mathrm{s}$, while the lateral velocity $\dot{y}$ and altitude velocity $\dot{z}$ are both kept around zero. Ramp profiles were used for increasing-decreasing the $\dot{x}$ reference value. The variation in $\dot{y}$ at $t \approx 18 \mathrm{~s}$ is caused by the induced disturbance.
instants of time when the road is being detected $(s=1)$ and when it is not being detected $(s=0)$. The upper graphic represents the desired heading angle that will align the rotorcraft heading with the road direction, as obtained from equation (8.20). The lower graphic represents the lateral position error as computed from equation (8.21). A zoom to the region where the switching occurs is shown in Figure 8.18.

Finally, the rotorcraft Euler angles, as obtained directly from the embedded IMU are shown in Figure 8.19. The pitch angle ( $\theta$ ), shown in the upper graphic, is kept to a small value which ensures forward displacement at the required velocity. The roll angle ( $\phi$ ), shown in the middle graphic, is also kept small. However, when it is required to correct the lateral position error induced at around $t=25$ seconds, the roll magnitude increases until reaching again the desired lateral position w.r.t. the road. The lower graphic shows the heading angle $(\psi)$ described by the rotorcraft in order to handle the two curves of the road. This heading angle is represented w.r.t. the inertial reference frame whose origin is at the convertible MAV initial position.

Figure 8.20 shows an image of the rotorcraft in the experimental area during the real-time tests. In addition, a video showing the convertible MAV while performing the road following experiment can be seen at


Figure 8.12: The rotorcraft Euler angles during the simulation test. The solid black line represents the behavior of the rotorcraft. Notice that the pitch angle ( $\theta$ ) and roll angle $(\phi)$ are both kept small. The heading angle $(\psi)$ is represented w.r.t. the inertial reference, and describes the heading that the vehicle must track in order to handle the two curves of the road. From the $(\psi)$ graphic, notice that the difference between the actual behavior (black line) and expected behavior (dashed blue line) is very small.


Figure 8.13: Road-following mission: 3-dimensional reconstruction of the path navigated during the real-time experiment. The dashed blue line plotted in the $x-y$ plane represents the position of the road model. The black line represents the actual vehicle displacement.


Figure 8.14: The trajectory described by the rotorcraft, projected in the $(x, y)$ plane. The dashed blue line represents the position of the road model. The black line represents the actual vehicle displacement.


Figure 8.15: The $(x, y, z)$ rotorcraft states: The perturbation in the lateral dynamic ( $y$ state) is shown at $t=25$ seconds.


Figure 8.16: Translational velocities during the experiment: The forward velocity $\dot{x}$ is kept at $0.3 \mathrm{~m} / \mathrm{s}$, while the lateral velocity $\dot{y}$ and altitude velocity $\dot{z}$ are both kept around zero. The variation in $\dot{y}$ at around 25 s is caused by the external perturbation.


Figure 8.17: Behavior of the switching signals $\psi_{\mathrm{d}}, s$ and $e_{y s}$. The graphic in the middle represents the instants of time when the line is being detected $(s=1)$ and when the line is not being detected $(s=0)$. During the take-off and landing phases the switching signal $s$ is kept fixed at a value of $s=1$. Once the desired height is reached, the signal $s$ varies according to the situation encountered, i.e., $s=1$ when the road is detected, and $s=0$ for when the road is not detected.


Figure 8.18: A zoom to the region where the disturbance occurs: The upper graphic shows how the $s$ signal changes between 1 and 0 . The lower graphic shows how the switching strategy influences the lateral position measurement.


Figure 8.19: The rotorcraft Euler angles as obtained directly from the embedded IMU: The pitch angle $(\theta)$ is kept to a value which ensures forward displacement at the required velocity. The roll angle $(\phi)$ is kept small. The heading angle $(\psi)$ is represented w.r.t. the inertial frame $\mathcal{I}$.


Figure 8.20: Road-following mission: The rotorcraft flying in the experimental area during real-time tests.

## 9

## Conclusions and Outlook

In order to achieve a fully functional convertible MAV, different research areas have been addressed, such as modeling, control, mechanics, computer vision and embedded systems. This chapter concludes and discuss future development of the convertible MAV.

# 9.1 Part I: The Fixed-wing aircraft 


#### Abstract

A Nonlinear Path-Following Strategy for a Fixed-Wing MAV This chapter presented a nonlinear path-following strategy for a fixed-wing MAV based on the Lyapunov theory. The controller has been tested in simulation showing a good performance. Such controller relies on accurate knowledge of vehicle dynamics. It is worth mentioning that although the controller was designed using a reduced model of the airplane, the tests carried out in the simulator, worked with the complete nonlinear aircraft model. This fact leads to the effectiveness of the proposed controller on a real experimental platform. On the other hand, the simulator MAV3DSim proves to be a great candidate for implementation of different controllers. Future work will address the problem of robustness in presence of wind gusts. Also, the proposed controller will be implemented on the ElCerdo experimental platform, in order to test the effectiveness of such algorithm. In the future, other type of aerial vehicles such as quad-rotors or coaxial helicopters, could be implemented using the simulator MAV3DSim.


Dubins Path Generation for a Fixed Wing MAV The presented study attempts to propose a framework as a part of a more general project in which more tasks are needed in order to complete a predefined task without human interaction. Some of these tasks are trajectory generation as a function of different variables as time, user commands, visual marks, energy consumption or sensor information, just to mention a few. Dubins paths have been utilized as a tool to estimate the shortest path from the current MAV pose (attitude and position) to a given point provided by the user. Despite the fact that the proposed controller has been designed taking into consideration a simplified aircraft model, the controller performance is proved on the MAV3Dsim simulator by using a full six degree-of-freedom aerodynamic model. Besides these developments, conducing experiments on a platform is indispensable to consolidate the results of the presented study w.r.t claims of modeling simplifications and performance.

### 9.2 Part II: The Quadrotor

Lyapunov-based Controller for a mini-UAV using Singular Perturbation Theory A controller based on the singular perturbation approach has been proposed so that the closed loop behavior achieves the desired performance. We have associated the translational displacement with the slow dynamics and the rotational displacement with the fast dynamics. For this purpose we have introduced the parameter $\varepsilon$ on the dynamic equations. The introduction of this parameter leads to a time-scale separation of the MAV system. A Lyapunov
function was proposed for the entire system and stability of the closed loop system was proved for all $\varepsilon<1$.

The Lyapunov-based controller using singular perturbation theory has been tested in numerical simulations. The controller has been also successfully applied to a Quad-plane experimental platform showing good performance.

Fault Estimation and Control for a Quad-rotor MAV using a Polynomial Observer This work deals with the problem of fault detection and diagnosis task for a Quad-rotor mini air vehicle (MAV) using the differential algebra approach. This approach consider the unknown faults like an augmented state of the system, the strategy is proposes a bank of observers in order to estimate the fault dynamics, in this case we are only use the available measurements and known inputs. A polynomial observer was proposed to deal with the fault estimation problem for the case of multiple faults. This approach detects and identifies multiple faults of relative small magnitudes. In this work the FDD task for a system stabilized in the closed-loop using a control strategy is presented.

The second part of this chapter concentrates on the study of the controllability of the system with a failure. For that purpose, we have presented an evaluation function depending on system states. By means of this evaluation function, we can develop a control methodology which compensates the effect of the failure under certain considerations.

### 9.3 Part III: The Convertible Aircraft

Control in the 6-DOF of the PVHAT aircraft. Hover Control The 6-DOF model of the PVHAT aircraft prototype has been developed. The longitudinal tilting of the four rotors provides an additional input in the vehicle's $x$-dynamics. The experimental results obtained on the PVHAT aircraft prototype are very promising. In this first part of the research, the hover dynamics has been investigated. A nonlinear controller has been proposed shown satisfactory results. The second part of this research includes development of nonlinear controllers for achieving the transition maneuver, as well as the control in airplane mode.

Nonlinear control design of transition maneuvers for convertible aerial vehicles We have proposed a smooth nonlinear control strategy to accomplish the flight transition maneuver between hover and airplane flight for the PVHAT aircraft. The approach has been successfully tested in numerical simulations for the longitudinal model of a PVHAT which is a class of convertible aircraft. This kind of aircraft performs the transition by tilting the four rotors. It has been proved that the proposed control strategy is such that the closed loop system is globally asymptotically stable and that the altitude and the longitudinal speed converge to desired values. The desired speed can be chosen as any positive
value smaller than the maximum speed $\dot{x}_{\text {max }}$. Therefore the transition can be accomplished smoothly keeping a desired altitude.

As mentioned above, the presented approach is developed bearing in mind that the controller can be easily implemented on a real platform. To this end, the controller given by (7.4), (7.5) and (7.6) depend only on the position and the airspeed measurements, leading to a feasibly controller to implement in practice.

### 9.4 Part IV: Vision applications

Lyapunov-Based Switching Control for a Road Estimation and Tracking Applied on a Convertible MAV The problem of road following using a convertible MAV equipped with a fully embedded imaging and control system was addressed. The goal of this research consists of estimating and tracking a road without a priori knowledge of the path to be tracked, as well as of deriving efficient estimation and control strategies for dealing with situations when the road is not detected by the vision system. Two main operational regions were defined: one for the case when the road is detected, and the other for the case when it is not. A switching between measurements coming from imaging and inertial sensors was used in order to estimate the vehicle parameters required in both regions of operation. In addition to this, a switching control strategy for stabilizing the vehicle lateral position was proposed. The system stability was verified not only in the two operational regions, but also in the switching boundaries between them. The performance of the switching strategies for sensing and control was tested in a numerical simulation and a real time application. The experiment allowed to validate the effectiveness of the proposed methods for autonomously performing the task of road following in the presence of external disturbances and unexpected failures of the imaging system. Future work will concern a hybrid scheme for switching not only different controller gains but also different control strategies.
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