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Abstract

The topics of the thesis concerns two theoretical aspects of the physics of 4f electron systems.
In the first part the topic of intermediate valence and valence transitions in lanthanide

systems is explored. For that purpose, we study an extended version of the Periodic Anderson
Model which includes the Coulomb interaction between conduction electrons and the localized
f electrons (Falicov-Kimball interaction). If it is larger than a critical value, this interaction
can transform a smooth valence change into a discontinuous valence transition. The model is
treated in a combination of Hubbard-I and mean-field approximations, suitable for the energy
scales of the problem. The zero temperature phase diagram of the model is established. It
shows the evolution of the valence with respect to the model parameters. Moreover, the
effects of an external magnetic field and ferromagnetic interactions on the valence transitions
are investigated. Our results are compared to selected Yb- and Eu-based compounds, such as
YbCu2Si2, YbMn6Ge6−xSnx and Eu(Rh1−xIrx)2Si2.

In the second part of the thesis, we study lanthanide systems in which the number of
local magnetic atoms is tuned by substitution of non-magnetic atoms, also known as Kondo
Alloys. In such systems it is possible to go from the single Kondo impurity to the Kondo lattice
regime, both characterized by different type of Fermi liquids. The Kondo Alloy model is studied
within the Statistical Dynamical Mean-Field Theory, which treats different aspects of disorder
and is formally exact in a Bethe lattice of any coordination number. The distributions of the
mean-field parameters, the local density of states and other local quantities are presented as
a function of model parameters, in particular the concentration of magnetic moments x, the
number of conduction electrons per site nc and the Kondo interaction strength JK . Our results
show a clear distinction between the impurity (x� 1) and the lattice (x≈ 1) regimes for a
strong Kondo interaction. For intermediate concentrations (x≈nc), the system is dominated
by disorder effects and indications of Non-Fermi liquid behavior and localization of electronic
states are observed. These features disappear if the Kondo interaction is weak. We further
discuss the issue of low dimensionality and its relation to the percolation problem in such
systems.
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Résumé

Cette thèse a comme sujet général l’etude théorique de deux aspects de la physique des systèmes
d’electrons 4f .

La première partie est consacrée aux systèmes intermétalliques de lanthanides à valence
intermédiaire ou possédant une transition de valence. Dans ce but, nous étudions une version
étendue du modèle d’Anderson périodique, auquel est ajoutée une interaction coulombienne
entre les électrons de conduction et les électrons f localisés (intéraction de Falicov-Kimball).
Si cette interaction est plus forte qu’une valeur critique, le changement de valence n’est plus
continu, mais devient discontinu. Le modèle est traité par un ensemble de approximations
appropriées aux échelles d’énergie du problème : Hubbard-I et le champ moyen. Le diagramme
de phases du modèle à température nulle et l’évolution de la valence avec les paramètres
du modèle sont déterminés. En plus, les effets d’un champ magnétique extérieur et des in-
teractions ferromagnétiques entre les électrons localisés sont examinés. Nos résultats sont
comparés à quelques composés à base de Yb et Eu, comme YbCu2Si2, YbMn6Ge6−xSnx et
Eu(Rh1−xIrx)2Si2.

Dans la deuxième partie nous étudions des systèmes de lanthanides dans lesquels le nom-
bre d’atomes magnétiques localisés peut être modifié par substitution par des atomes non-
magnétiques (Alliages Kondo). Dans ces systèmes il est possible de passer du régime d’impureté
Kondo au régime de réseau Kondo ; à basse température ces deux régimes sont des liquides
de Fermi dont les caractéristiques sont différentes. Le modèle d’alliage Kondo est étudié dans
la théorie du champ moyen dynamique statistique, qui traite différents aspects du désordre
et qui est formellement exacte dans un arbre de Bethe avec un nombre de coordination quel-
conque. Les distributions des paramètres de champ moyen, des densité d’états locales et
d’autres quantités locales sont présentées en fonction des paramètres du modèle, en particulier
la concentration de moments magnétiques x, le nombre d’électrons de conduction par site nc,
et la valeur de l’interaction Kondo JK . Nos résultats montrent une différence nette entre les
régimes d’impureté (x� 1) et de réseau (x≈ 1) pour une interaction Kondo forte. Pour des
concentrations intermédiaires (x≈nc), le système est dominé par le désordre et des indications
d’un comportement non-liquide de Fermi et d’une localisation des états électroniques sont ob-
servés. Ces caractéristiques disparaissent quand l’interaction Kondo est faible. Nous discutons
aussi la question d’une basse dimensionnalité et la relation avec le problème de percolation
dans ces systèmes.
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Chapter 1

Introduction

This thesis has as general topic the description of anomalous lanthanides materials, an im-
portant class of strongly correlated systems. In general, strongly correlated materials present
partially filled d or f orbitals, which have a small spacial extension compared to s and p or-
bitals. It leads to interactions among electrons on them that are stronger than the electronic
bandwidths. For such reason, the conventional band theory fails in these materials and novel
methods have been developed in the last 50 years to deal with them.

In lanthanide systems the relevant orbitals are 4f orbitals, which are the most localized
among all types of orbitals. Such degree of localization produces extreme phenomena as in
heavy fermions, for example[1].

Through the whole work the mathematical formalism of second quantization and Green’s
functions are employed and the notations are most often the usual ones. For that we refer to
textbooks in References [2], [3] and [1]. The physical constants kB (Boltzmann’s constant)
and ~ (reduced Planck’s constant) are implicitly taken as one, so energies and temperature are
in the same unities.

In this chapter some key concepts on the subject of 4f -electron systems will be introduced.
The basis of such systems is the formation (or not) of stable magnetic moments in lanthanide
ions, which can be described theoretically by the impurity Anderson model (Section 1.1.1).

1.1 Magnetic Impurities in metals

Magnetic impurities exist in a metal if the impurity ions have partially filled d or f orbitals. Ex-
amples of such behavior are Fe impurities in Cu and Au, in which the impurities contributes to
the magnetic susceptibility through a Curie-Weiss term, typical of local moments. In addition,
transport measurements showed an electrical resistivity minimum in the same metals. The
appearance of these features not only depends on the impurity atom but also on the metallic
host.

11
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1.1.1 The impurity Anderson model

The explanation for the local moment formation was put forward by Anderson[4]. He introduced
a simple model to explain it, known nowadays as the Single Impurity Anderson model (SIAM):

H =
∑
k,σ

ε(k)c†k,σck,σ + Ef
∑
σ

f †σfσ + Uf †↑f↑f
†
↓f↓ +

V√
N

∑
k,σ

(
c†k,σfσ + h.c.

)
(1.1)

The operator ck,σ (c†k,σ) creates(annihilates) one conduction electron in the band with a
wave-vector k and spin orientation σ. Its energy is given by the electronic dispersion ε(k). The
impurity site is represented by a non-degenerate local level with energy Ef and its electrons
by the operators fσ and f †σ. The doubly occupied impurity state has an extra energy U
(electronic repulsion)., which will be the key ingredient to moment formation. The last term
is the hybridization V between the impurity and the conduction band and it can be taken as
k-independent in a good approximation.

The impurity site behaves as a local moment as long as it is occupied by one electron only,
which will happen if Ef <µ and Ef +U >µ, being µ the Fermi level of conduction electrons
(Figure 1.1) . We adopt the mean-field description of the problem proposed by Anderson [4],
employing the Hartree-Fock approximation for the Coulomb repulsion:

Uf †↑f↑f
†
↓f↓ → U 〈n̂f,↓〉 n̂f,↑ + 〈n̂f,↑〉 n̂↓ − U 〈n̂f,↑〉 〈n̂f,↓〉 , (1.2)

The operators n̂f,σ = f †σfσ are replaced by their averaged values that must be calculated
self-consistently.

We summarize the important mean-field results1. Within this approximation, the criterion
for local moment formation is to have a net magnetization in the impurity 〈n̂f,↑〉 6= 〈n̂f,↓〉, to
be determined from the impurity density of states:

ρfσ(ω) =
∆/π

(ω − εf,σ)2 + ∆2
(1.3)

The impurity density of states has a lorentzian shape. It is centered in the energy εf,σ ≡
Ef + U 〈n̂f,σ〉 (σ = −σ) and it has a width ∆ given by:

∆ ≡ πV 2

N

∑
k

δ(ω − ε(k)) = πV 2ρcc(ω) ≈ πV 2ρcc(εf,σ), (1.4)

where N is the number of lattice sites. In the last approximation the conduction electrons
density of states ρcc was considered constant in this range of energy.

A solution with 〈n̂f,↑〉 6= 〈n̂f,↓〉 exists as long as the the following condition is obeyed:

Uρf (µ) > 1, (1.5)

1Further details are presented in Refs. [4, 1, 3].
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This condition is a local version of the Stoner criterion, that is used as a criterion for band
ferromagnetism in metals[5]. The local moment is stable if the f (or d) density of states is
sufficiently large for a given U , that, on its turn, must be finite. An equivalent form of the
Stoner criterion is U/π∆> 1, where it becomes evident that the local moment formation is
favored if the hybridization V or the conduction electrons density of states close to the impurity
level energy is small. That is the reason why moment formation depends on the characteristics
of the impurities and the metallic host.

Mixed-valence regime

The local moment formation occurs when the singly occupied level is stable and all the others
impurity configurations (empty or the doubly occupied) have energies much higher than the
resonant level width ∆. However, if the position of the empty level approaches the Fermi
level (−Ef → µ) and becomes comparable to ∆, the local moment becomes unstable. This
situation (Fig. 1.1.b) corresponds to the mixed-valence regime of Anderson model, in which
the average occupation of the impurity site is less than one. A similar situation arises when
the doubly occupied state becomes close to the Fermi level, the impurity average occupation
(or valence) being between one and two. Two other non-magnetic regimes of the SIAM arises
when the local levels are completely empty or full. The physics of mixed-valence regime will
be explored in details in the Part I.

1.1.2 The Kondo model

Taking as granted that the local moment is formed, we can ask now how does it interacts with
the conduction electrons and what are the consequences of such interaction. For that purpose,
Schrieffer and Wolff performed a canonical transformation of the Anderson model (Eq. 1.1)
known as Schrieffer-Wolff transformation[6]. It is a projection of the Anderson model into its
nf = 1 subspace, so that the other impurity configurations (nf = 0 and nf = 2) are treated
as virtual states.

The resulting hamiltonian is known as the Kondo model:

H =
∑
k,σ

ε(k)c†k,σck,σ + JKS · s (1.6)

In this model, the impurity magnetic moment interacts locally with the conduction electron
spin through an exchange interaction. The Kondo coupling JK is related to the parameters of
Anderson model by

JK = V 2

(
1

µ−Ef
+

1

Ef+U−µ

)
(1.7)

and it is a positive quantity. Then the Kondo interaction has an antiferromagnetic nature.
The Kondo model was first predicted by Kondo[7] already in 1964, who used it to explain

the resistivity minimum observed in normal metals with a very low concentration of magnetic
impurities, which was firstly reported in gold samples by de Haas, de Boer and van der Berg[8]
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Figure 1.1: Schematic representation of SIAM parameters in (a) the Kondo and (b) the mixed
valence regime. The conduction band is represented by the blue area and it is filled up to the
Fermi energy µ. The impurity levels are located at Ef and Ef+U and they are broadened by
∆ (Eq. 1.4). In the Kondo limit (a), the impurity level Ef is well below the Fermi energy
µ, while the doubly occupied state is above with an energy Ef +U . Virtual processes in
which conduction electrons hops on and off the impurity levels generate a peak in the Fermi
energy (Abrikosov-Suhl resonance) for T < TK . In the mixed valence regime (b), the level
Ef , broadened by the hybridization, approaches µ. The impurity level is partially filled with a
non-integer number of electrons. Both situations lead to an enhanced density of states at the
Fermi energy, but the underlying mechanism is different.

thirty years before. Kondo used perturbation theory to determine a log T dependence responsi-
ble for the minimum. The perturbation theory remains valid for temperatures above the Kondo
temperature,

TK = De−1/JKρ
c(µ), (1.8)

where D is the conduction electrons bandwidth.
The solution of the T < TK regime required non-perturbative methods inexistent at that

time. The key concept that emerges from this problem is the gradual screening of the magnetic
impurities with decreasing temperature, which leads to an effective non-magnetic impurity as
T→0. This idea came from the Anderson’s "poor man scaling" [9, 1] and it was later formally
developed by Wilson in his pioneer work on Numerical Renormalization Group[10].

For T � TK the conduction electrons scattering on the impurity progressively screens its
magnetic moment. The many-body process creates a sharp peak in the density of states
located at the Fermi energy, known as Abrikosov-Suhl (or Kondo resonance). The width of the
Kondo resonance is proportional to TK , which leads to enhanced contribution on the magnetic
susceptibility and specific heat at low temperatures. The physical picture of the Kondo regime
for T < TK is presented in Figure 1.1, including the Kondo resonance. We stress that this
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situation is different from the mixed-valent regime shown in the right, which is discussed in
details in Section 2.3.1.

1.2 Lattice models

In the last section it was discussed the consequences of having isolated magnetic impurities in
non-magnetic metals. In systems with a periodical lattice of magnetic ions, it is necessary to
generalize the above picture.

The simplest model to describe metals containing both itinerant and localized electrons is
the Periodic Anderson model (PAM):

H =
∑
k,σ

ε(k)c†k,σck,σ + Ef
∑
i,σ

f †iσfiσ + U
∑
i

f †i↑fi↑f
†
i↓fi↓ + V

∑
i,σ

(
c†iσfσ + h.c.

)
(1.9)

This is a generalization of the Anderson Impurity model (Eq. 1.1) in which every lattice site
contains a non-degenerate local level with energy Ef . The local nature of these levels implies
that the Coulomb repulsion U between two f-electrons on the same site is large.

The Periodic Anderson model possesses several regime of parameters. The two most rele-
vant are the mixed valence and the local moment (or Kondo) regimes, which are characterized
by the same parameters than in the SIAM. Nevertheless, the nature of both regimes is different
in the lattice: in the mixed valence regime of PAM, the system Fermi energy depends on the
f-levels occupation given that the total number of electrons (c+f) is conserved (see Section
2.3.1). In the Kondo limit the difference lies in the fact that the impurity scattering becomes
coherent due to the periodicity of local moments, giving a coherent state at low temperatures
(Section 6.1).

In the Kondo limit the local levels are occupied with one electron and charge fluctuations
are frozen, but virtual processes involving the empty and the doubly occupied level generate
spin fluctuations. In this case a generalized version of Schireffer-Wolff transformation can be
applied to the PAM in order to establish the effective hamiltonian from a projection into the
nf =1 subspace. As far as the terms in V 2 are concerned, the effective hamiltonian is a lattice
version of the Kondo model, called Kondo Lattice model (KLM):

H =
∑
k,σ

ε(k)c†k,σck,σ + JK
∑
i

Si · si (1.10)

In this model there is one local moment in each lattice site interacting locally with conduc-
tion electrons via an antiferromagnetic exchange JK . The Kondo interaction favors again the
formation of a non-magnetic singlet state between local moments and conduction electrons,
however it is in competition with an additional indirect exchange interaction among local mo-
ments. This interaction, known as RKKY interaction, is mediated by conduction electrons or,
more precisely, by the oscillations in the electronic spin density induced by local moments (the
Friedel oscillations). The RKKY interactions can be written as:

HRKKY =
∑
ij

J(rij)Si · Sj (1.11)
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where the magnetic coupling J(rij) at large distance rij is proportional to

J(rij) ∼ J2
Kρ(µ)

cos (2kF rij)

(kF rij)3
. (1.12)

Here rij is the distance between the moments Si and Sj and kF is the Fermi wave-vector of
conduction electrons (the interaction strength decays with the distance rij and its sign depends
on 2kF rij). The RKKY interaction alone can lead to ferro-, antiferro- or helimagnetism. In
heavy fermions the magnetic order is often antiferromagnetic, for example, in CeAl2 [11].

The Doniach’s diagram

The competition of the Kondo effect and magnetic order has been considered first by Doniach[12],
who proposed a phase diagram known now as Doniach diagram (Figure 1.2)[13, 14]. It a
comparison between the energy scales of the two phases: the Kondo temperature TK ∼
exp (−1/JKρ

c(µ)) and the magnetic ordering temperature TN ∼ J2
Kρ

c(µ). For a particular
system, if the parameter Jρc(µ) is such that TK > TN (i.e. if JKρc(µ) is small enough),
the local magnetic moments will be quenched and the system ground state is non-magnetic.
On the other hand, for TN >TK , i.e. for large JKρc(µ), the magnetic order is stable at low
temperatures.

Figure 1.2: Doniach diagram for the Kondo Lattice, illustrating the competition between
antiferromagnetism(AFM) and the heavy fermion regime. These phases are separated by a
Quantum Critical Point (QCP) at zero temperature. Non-Fermi Liquid (NFL) behavior appears
in the vicinity of the QCP.

By tuning the parameter Jρc(µ), which can be done experimentally with pressure or dop-
ing, the system can pass from one ground-state to the other. The two phases are separated
at zero temperature by a quantum critical point(QCP), i.e. a second-order phase transition,
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where quantum fluctuations are large[14, 15, 16]. The QCP is often "hidden" by a supercon-
ducting dome as in CeCu2Si2[17] and close to this QCP can be observed a Non-Fermi Liquid
behavior(NFL)[18, 19].

Heavy-fermions

Let us discuss in more details the non-magnetic ground-state of the Kondo Lattice. It is a Fermi
Liquid phase characterized by an extremely large effective mass of charge carriers. Systems
in this phase are called heavy electrons systems[14, 20]. One example is CeAl3, which has a
Sommerfeld coefficient γ=1620mJ/mol.K2 [21], which corresponds to an electronic effective
mass three orders of magnitude larger than the electron mass. The key concept to understand
this behavior is the coherent nature of Kondo effect in the lattice. The coherence is achieved
by the periodic electronic scattering on the Kondo singlets, which generates quasiparticles with
a very narrow bandwidth. It is in contrast with the incoherent scattering in the single impurity
scenario that leads to a large resistivity at low temperatures[14]. The "heavy" nature of quasi-
particles can be interpreted as a partial delocalization of f-electrons due to the hybridization
to conduction electrons via Kondo effect. In Chapter 6.1 we will cover these aspects in more
details.

1.3 Thesis presentation

In this thesis we are interested in two different aspects of the physics described in this intro-
duction. Part I covers the study of valence transitions in lanthanide intermetallics, focusing
on the valence dependence on pressure, doping, external magnetic fields and ferromagnetism.
In Part II the topic is the study of magnetic-nonmagnetic substitutions in Kondo alloys and
the effect of disorder in such systems. Both parts present theoretical studies on these subjects
using methods appropriated for each case.

A common interest of both subjects is to provide a different perspective on the physics of
4f electron systems, departing from the Doniach’s conjecture on Kondo Lattices. Although
extensively used to understand the behavior of concentrated lanthanide systems, the Doniach
diagram has strong limitations, since it is valid only in the Kondo Lattice limit.





Part I

Model for valence transitions in
lanthanide systems
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Chapter 2

Generalities on valence transitions in
lanthanides

In the first part of this thesis we will discuss the problem of valence transitions in some inter-
metallic lanthanide compounds from a theoretical perspective. The objective is to understand
the different effects that play a role in such transitions and compare the results with the inter-
play of lanthanide valence, pressure, temperature, applied magnetic field and ferromagnetism
present in real systems.

In the following three introductory sections some general aspects on the valence transition
problem will be presented, starting from an overview of the intermediate valence states in
rare-earth systems. Then we will show the characterization of intermediate valence states
by experimental measurements, including both static and dynamic probes of valence states.
In the third introductory section some models for the description of valence transitions and
intermediate valence states will be introduced, having in mind their pertinence with respect to
the model that will be used in this work.

2.1 Introduction

2.1.1 Valence of lanthanide ions

Before entering in the physics of intermetallic lanthanides and their valence states, let me
briefly discuss some chemical and physical properties of lanthanides in their atomic and ionic
form1. In the lanthanide series 4f orbitals are very localized penetrating the xenon-like core
considerably, and do not overlap with outer orbitals (like 5s and 5p). Therefore they almost
do not participate in chemical bonding and they are weakly affected by different environments.

Most lanthanides have atomic configuration [Xe]4fn6s2. Exceptions include lanthanum,
cerium, gadolinium and lutetium, having [Xe]4fn5d16s2 configuration. When forming ions,
all lanthanides loose their 6s electrons easily and the first and second ionization energies are

1For a complete discussion check Reference [22]
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almost constant in the whole series. In most cases a third electron is also lost and a trivalent
configuration is stable, corresponding (without any exception) to electronic configurations
[Xe]4fn from the lanthanum (n = 0) until the lutetium (n = 14). All lanthanides can be
trivalent, but divalent and tetravalent configurations are possible if the extra stability from
empty, half-filled and complete 4f subshell is achieved.

The inefficient shielding of the nuclear potential by 4f electrons increases the attraction of
5s and 5d electrons, reducing the ionic radius when the atomic number increases. Therefore
lanthanides in their metallic form have a decreasing metallic radius (and primitive cell volume)
as it goes to higher atomic numbers, leading to the so called lanthanide contraction shown in
Figure 2.1. The metallic radius follows the ionic radius except for ytterbium and europium,
that have metallic radius at least 20pm larger than the regular pattern. They have the valence
state 2+ stable due to the extra stability of half and completely filled shells and the additional
4f electron reduces the atomic core potential by shielding, increasing the atomic size. As we
will see later in this work, the energetic proximity of 2+ and 3+ oxidation states in Eu and Yb
leads to large valence variations in Eu and Yb intermetallic compounds.

SPH SPH
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2.7 Atomic and Ionic Radii

These are listed in Table 2.3 and shown in Figure 2.4. It will be seen that the atomic
radii exhibit a smooth trend across the series with the exception of the elements europium
and ytterbium. Otherwise the lanthanides have atomic radii intermediate between those
of barium in Group 2A and hafnium in Group 4A, as expected if they are represented
as Ln3+ (e−)3. Because the screening ability of the f electrons is poor, the effective nu-
clear charge experienced by the outer electrons increases with increasing atomic number,
so that the atomic radius would be expected to decrease, as is observed. Eu and Yb are
exceptions to this; because of the tendency of these elements to adopt the (+2) state, they
have the structure [Ln2+(e−)2] with consequently greater radii, rather similar to barium.
In contrast, the ionic radii of the Ln3+ ions exhibit a smooth decrease as the series is
crossed.

The patterns in radii exemplify a principle enunciated by D.A. Johnson: ‘The lanthanide
elements behave similarly in reactions in which the 4f electrons are conserved, and very
differently in reactions in which the number of 4f electrons change’ (J. Chem. Educ., 1980,
57, 475).

Table 2.3 Atomic and ionic radii of the lanthanides (pm)

Ba La Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb Lu Hf

217.3 187.7 182.5 182.8 182.1 181.0 180.2 204.2 180.2 178.2 177.3 176.6 175.7 174.6 194.0 173.4 156.4
La3+ Ce3+ Pr3+ Nd3+ Pm3+ Sm3+ Eu3+ Gd3+ Tb3+ Dy3+ Ho3+ Er3+ Tm3+ Yb3+ Lu3+ Y3+

103.2 101.0 99.0 98.3 97.0 95.8 94.7 93.8 92.3 91.2 90.1 89.0 88.0 86.8 86.1 90.0

2.8 Patterns in Hydration Energies (Enthalpies) for the Lanthanide Ions

Table 2.4 shows the hydration energies (enthalpies) for all the 3+ lanthanide ions, and also
values for the stablest ions in other oxidation states. Hydration energies fall into a pattern
Ln4+ > Ln3+ > Ln2+, which can simply be explained on the basis of electrostatic attraction,
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Figure 2.4
Metallic and ionic radii across the lanthanide series.Figure 2.1: Measurements of ionic (trivalent state) and metallic radius for the lanthanide series
extracted from Reference [22]. The slow decrease of the radius along the series evidences the
lanthanide contraction: the nuclear potential screening by 4f electrons is less effective and the
outer orbitals contract when the atomic number increases. The pronounced anomaly in the
metallic radius of Eu and Yb comes from their tendency towards divalent valence states, as
explained in the text.

Table 2.1 shows some properties of different valence states for anomalous lanthanides ions.
They are referred as anomalous because quite often the trivalent state is not stable with respect
to divalent or tetravalent states. It is remarkable that such behavior shows up only in atoms
in the beginning (Ce), the middle (Sm and Eu) and the end (Tm and Y b) of the series. It
reflects the aforementioned energetic advantage in having empty, half-filled or filled shells.

Table 2.1 reveals another feature of the valence transitions: the competition between mag-
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Rare-earth ion valence (fn) S L J gLandé µ (µB)
Ce 4+ (f 0) 0 0 0 0 0

3+ (f 1) 1/2 3 5/2 6/7 2.54
Sm 2+ (f 6) 3 3 0 0 0

3+ (f 5) 5/2 5 5/2 2/7 0.84
Eu 3+ (f 6) 3 3 0 0 0

2+ (f 7) 7/2 0 7/2 2 7.94
Yb 2+ (f 14) 0 0 0 0 0

3+ (f 13) 1/2 3 7/2 8/7 4.54

Table 2.1: Valence states, multiplet quantum numbers, magnetic Landé factor gL and Bohr’s
magnetic moment µB for four anomalous lanthanide ions. Adapted from Reference [23].

netic and non-magnetic valence states. The total angular momentum and effective magnetic
moment of such configurations are quite large as a consequence of the Hund’s rules. For
instance, the europium undergoes to a transition between a trivalent state with J = 0, by
the cancellation of spin and orbital angular moment, to a fully spin-polarized divalent state
with magnetic moment close to 8µB. Therefore magnetic and valence transitions are strongly
coupled.

2.1.2 Two historical examples

The archetypal example of lanthanide system exhibiting a valence transition is the metallic
cerium. Its pressure-temperature phase diagram is quite rich [24], possessing among many solid
phases, two distinct fcc phases γ and α with two different lattice parameters (Fig. 2.2). By
applying pressure in this region of the phase diagram, the system undergoes to an isostructural
transition from the low-pressure γ phase to the high-pressure α phase. At room temperature
the γ-α transition occurs around 0.7GPa, where the lattice constant changes abruptly from
5.16Å(γ) to 4.85Å(α)[25].

The first order transition line that separates both phases ends in a critical point located
at Tc ≈ 600K and pc ≈ 1.7 − 2GPa. The origin of such volume collapse (∼ 15%) lies in a
discontinuous valence changing of the Ce ions from 3.67 to 3.06[26, 27], for the α and γ phases,
respectively. The increase of cerium valence leads to a larger primitive cell’s volume because the
screening of the nuclear potential is reduced by the decrease of electronic occupation of the f
orbitals. The same valence transition can be estimated by magnetic susceptibility data[28, 26].
The magnetic moments found are 1.14µB and 2.49µB for the α and γ phases, respectively,
which provides estimated valence values of 3.55 and 3.06 when compared to 2.54µB of the
free Ce3+ ion (see Table 2.1).

The second historical example of valence transition is the samarium calchogenide SmS. This
material undergoes to a similar isostructural transition (simple cubic) under pressure associated
to a change of the Sm valence. Its low-pressure phase at 300K is black, semiconducting and
the samarium ions are divalent. At p=0.6GPa a semiconductor-metal transition takes place,
visually marked by the golden color of the system in the metallic phase. The gold phase
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density (a0=4.85 A) 01 state; it is an isomorphic phase transition (there is no change in 
the crystal symmetry) and the phase boundary terminates at a critical point (figure 1). 
The large (15 %) cell volume change associated with the lattice collapse arises from a 
change in electronic structure. In the y state the cerium ions primarily have the trivalent 
4fl(5d6s)3 structure; application of pressure increasingly favours the tetravalent 
4f0(5d6s)4 structure. There is a large decrease in radius for the tetravalent atoms because 
removal of the 4f electron decreases the screening of the nuclear charge so that the outer 
5d6s valence electrons are sucked in closer to the nucleus. The valence (z) in the 01 state 
is not four, however. One form of evidence, based on the empirical correlations between 
valence and metallic radius which are found in the periodic table, suggests a non-integral 
valence, midway between z = 3  and z = 4  (Gschneidner and Smoluchowksi 1963). In a 
plot of metallic radius against atomic number (figure 2) a-Ce does not lie on the smooth 
extrapolated curve for tetravalent elements, but at an intermediate position, such that 
one would assign by linear interpolation an intermediate valence (IV), z = 3.67. 

A similar isomorphic valence transition occurs in SmS (figure 1) which is an ionic 
solid with the rock-salt structure. In the low-pressure phase (B-SmS) it is a black, 
divalent 4f6(5d6s)2 semiconductor; under application of 6 kbar pressure the lattice 
collapses as the material undergoes an insulator-metal transition to a metallic phase 
(M-SmS) where the material turns golden as the plasma edge moves into the visible. 
The valence/radius correlations (figure 2) suggest that in the M phase the material is not 
fully trivalent 4f5(5d6s)3 but rather has a non-integral valence z=2.75 (for a review see 
Jayaraman et a1 1975b). 

Valence transitions can also be driven at  ambient pressure by alloying in Cel-2RE2, 
Sml-sRE5S or SmSl-%M,. (we  will use the notation of RE to represent a rare earth or 
related solute; M represents a pnictide.) The phase diagrams are similar to figure 1 with 
x replacing P. Hence for x > xo z 0.15 at ambient conditions the alloy Sml-,GdzS is 
in an IV state. In addition, many compounds of cerium, samarium, europium, thulium 
and ytterbium exhibit non-integral valence at ambient conditions, e.g. CeN, SmBs, 
EuRh2, TmSe or YbAIz. 

1.2.2. The mixed-valent state. A necessary condition for non-integral valence is that two 
bonding states 4f%(Sd6s)m and 4f%-1(5d6s)"+x of the rare earth be nearly degenerate. A 

Figure 2.2: Phase diagram for metallic Ce (left) and SmS (right) extracted from Reference
[23].

(M-SmS) has an intermediate valence Sm2.75+ determined by lattice measurements.
Metallic Ce, SmS and other mixed valence have been studied intensively between the

decades of 1970 and 1980. For further details on these experiments and on the different
aspects of the problem covered in this chapter the reviews of Varma[29], Khomskii[30] and
Lawrence et al.[23] are suggested.

2.1.3 General aspects of intermediate valence states

First of all, an important distinction should be made between homogeneous and inhomogeneous
mixed-valence states2. In both cases the lanthanide average valence is different from a integer
value, but locally the valence behavior is completely different. In an inhomogeneous mixed-
valence state each ion in the lattice is in a well defined (integer) valence state and ions
with different valences occupy inequivalent positions, generating a charge ordered state. Two
examples of rare-earth materials with charge ordered states are Eu3S4 and Sm3S4[31].

In homogeneous mixed-valence systems all the ions occupy equivalent lattice sites, the
average valence in each ion is the same and it is not an integer value. The valence state is in a
quantum mechanical state described by a linear combination of two different valence states:

|ψ〉=a |fn〉+b
∣∣fn+1

〉
, (2.1)

Other states are excluded in the combination due to the large Coulomb repulsion inside f
orbitals.

The condition to have an intermediate valence state is that both atomic levels En and
En+1 are close to each other and both close to the Fermi energy. In reality, since the f levels
weakly hybridize with the other electronic states (spd bands), there is a finite width ∆ (Eq.

2The nomenclature employed here follow the same lines present in Varma’s review on mixed valence[29].
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1.4) for these states. So it is required that |En−En+1|<∆ in order that the mixed valence
state exists.

It is important from the beginning to differentiate the mixed-valence state from the Kondo
state formed in magnetic impurities (see Figure 1.1). Contrary to the Kondo state, the for-
mation of the local moment in the mixed valence state is forbidden by the very large charge
fluctuations in the f level. The valence is related to the coefficients in a wave-function as in
Eq. 2.1 and its value ranges between two integers. Since one can go continuously from the
Kondo to the mixed valence case , it is very hard (if not impossible) to characterize a system
as ”purely” Kondo or mixed-valence. An attempt to separate the two physical scenarios is the
analysis of valence transitions. Given that the Kondo regime requires a nearly integer valence
state, while in a mixed-valent state it is not necessary, one could naively state that every
transition in which the valence variation is small, the dominant effect for valence changing is
Kondo effect. However, if the valence variation is large, it is connected to the competition of
two different atomic ground states for f electrons (mixed-valence). Unfortunately the physical
situation is much more complex than that and such classification can not be taken as granted.

2.2 Experimental techniques to measure valence

In Section 2.1 we reviewed some general aspects of valence fluctuation and chemical properties
of lanthanide ions and monoatomic metallic systems. In this section we discuss some relevant
experimental features observed in lanthanide systems with valence fluctuations that motivate
our theoretical work.

The purpose of this chapter is to give a brief introduction to experimental techniques from a
theorist point of view, which is far from being complete and rigorous. In Section 4.3 we present
another experimental discussion, focused on specific systems, where we may recall some points
discussed below.

2.2.1 Time-scales of valence fluctuation

If the valence state of a given ion in the metallic environment is a linear superposition of
two nearly degenerate valence configurations, it means that it is possible to associate a time-
scale to the fluctuation between these configurations. As we saw in Section 1.1.1, the charge
fluctuation of a f level has a characteristic energy ∆ (Eq. 1.4), the f-level width, and it is
inversely proportional to the characteristic time of fluctuations.

Let us suppose, for the sake of the argument, that ∆∼ 1meV for two nearly degenerate
valence states in a rare-earth atom. Then a good estimative for the characteristic time of
valence fluctuations is given by

τvf∼
h

∆
∼10−12s, (2.2)

where h=4.135× 10−15eV · s is the Planck constant.
The characteristic time of valence fluctuations is an important issue regarding the experi-

mental observation of this phenomenon. If the experiment probes the system in a time larger
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than τvf , then the observed valence is an average of two valence configurations. On the other
hand, if the experiment operates in a time-scale smaller than τvf , one can resolve both valence
states independently. Hence there are two possible types of measurements for the valence:
slow and fast measurements.

The experimental time-scale τext depends on many factors, which include the energy of the
probe (for example, photons or neutrons) and the underlying physical mechanisms occurring in
the system during and after the interaction with the probe. Since in many cases the estimate
τext is rather imprecise or dubious and a deeper discussion on the experimental techniques is
out of the scope of the present work, we restrict ourselves to the division between static and
dynamic measurements.

2.2.2 Static measurements

Structural analysis by X-ray diffraction

As we saw in Section 2.1.1, there is a direct relation between the metallic radius and the
valence state. If one can synthesize a family of compounds with different rare-earth ions, for
example ReO (being Re a lanthanide) or a metallic Re, it would be possible to compare the
lattice parameters (measured, for instance, from X-ray diffraction) and extrapolate the average
valence. One example of this comparative analysis was employed to explain the anomalous
behavior of Eu and Yb seen in Figure 2.1. In another type of experiment one could measure
the variation of unit-cell parameters for the same compound in different external conditions
(temperature, external pressure and others). For instance, the well-known α-γ transition of
metallic cerium, in which a substantial volume variation is detected.

The basic hypothesis employed in lattice measurements is that any volume change is mainly
an effect of a valence variation, but other mechanisms can modify the lattice parameters. For
instance, in real materials the application of pressure (or doping) can modify the band structure
even if the valence keeps constant.

Lattice constant measurements is a comparative method which requires an initial knowledge
(or guess) for the valence in a given compound or under certain conditions, which is another
important limitation. Nevertheless, this method is useful to predict phase transitions and
anomalous valence states and it has its historical importance in the field that makes it worth
to mention.

Magnetic measurements

Other possible experiments that reveal intermediate valence states are the magnetic suscepti-
bility measurements. In an homogeneous mixed valence state containing one magnetic and one
nonmagnetic configuration as present in Equation 2.1, it is expected that fluctuations would
prevent magnetic ordering at low temperatures. For example, SmS in its intermediate valence
phase (metallic) is non-magnetic at very low temperatures [32, 33].

The temperature behavior of magnetic susceptibility in a true mixed valent state is the
following: at high temperatures, the susceptibility follows a Curie’s law χ(T ) = C/T , where C
is proportional to the average between the magnetic moments in the two valence states weighted
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by the contribution of each one in the valence. This behavior is also seen in inhomogeneous
mixed-valence states, so both types of intermediate valence can not be distinguished from the
magnetic susceptibility in this range of temperatures.

Homogeneous mixed-valence states generally do not order at low temperature. One ex-
ception is thulium, since the two relevant valence states are magnetic. The magnetic order
is inhibited by the strong local charge fluctuations. When the system approaches the zero
temperature the magnetic susceptibility reaches a constant value.

A phenomenological expression for the magnetic susceptibility of intermediate valence sys-
tems was given by Sales and Wohleben[34]:

χ(T ) =
µ2
nv(T ) + µ2

n−1(1− v(T ))

T + Tvf
(2.3)

Here µn and µn−1 are the magnetic moments for the 4fn and 4fn−1 states, respectively.
v(T ) represents the average valence of the rare-earth ion that, in principle, depends on the
temperature. This formula has a Curie-Weiss behavior in which the characteristic energy scale
of valence fluctuation Tvf (proportional to the width of the virtual level ∆) acts as a Curie
temperature. Note that at zero temperature it predicts χ(0)=µ2v(0)/Tsf if there is only one
magnetic valence state (with moment µ) in the mixture.

2.2.3 Dynamical measurements

Mössbauer spectroscopy

Mössbauer spectroscopy[31] probes the shifts in nuclear transition energies due to different
environments for the atomic nucleus, through the atomic absorption and emission of energetic
gamma rays. One part of this effect comes from the difference of s electron densities that,
in the context of interest here, can be attributed to the addition or removal of 4f electrons.
With less electrons in the 4f orbitals there is less nuclear screening and, consequently, the 5s
electronic shell comes closer to the nuclear core. This is called isomer shift 3.

There are at least two important features in Mössbauer spectra in the context of valence
determination. The average line shift is a measure of the average f orbitals occupation, while
the linewidth is related to its fluctuations. Since it probes several ions in the crystal, this
technique is capable of differentiate the inhomogeneous from the homogeneous intermediate
valence states. In the former case it is seen as the apparition of two separated spectral lines
corresponding to two valence states. Contrastingly, the homogeneous case gives a single
spectral line positioned between those of well defined valence states are expected (Figure 2.3).

The isomer shift measurement is considered a slow technique since it does not separate the
two states that compose the mixed-valence. Estimation of characteristic time provided by Coey
and Massenet [31] is on the order of 10−9s, which is well above the estimated τvf∼10−12s.

In addition to the fact that the Mössbauer technique is suitable enough to rule out the
existence of inhomogeneous mixed-valence states, it has a good experimental resolution even

3It is also named chemical shift, since it is sensitive to different covalent bondings (formed from s electrons).
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Figure 2.3: Mössbauer spectra for Eu on the inhomogeneous mixed-valent Eu3S4 (left) [31] and
the homogeneous EuRb2 (right) [35] as a function of the temperature. In the inhomogeneous
case two peaks appear in the spectrum at low temperatures, corresponding to two different
valence states of europium in inequivalent lattice sites. For an homogeneous mixed-valence
state only one peak is seen and its position varies with the temperature, signaling a variation
in the average valence. Figure extracted from Reference [30].

in early measurements. One of the issues is again the necessity to compare the isomer shift for
a given system with a similar one, which is very bad to extract quantitative results. Finally, this
technique can only be applied to Mössbauer active elements, that includes all the lanthanide
elements with the important exception of cerium.

Neutron scattering

Techniques involving neutrons are very useful to determine the existence and the properties
of magnetic ordering in solids and the characteristics of many types of excitations. There
are two types of neutron scattering measurements: neutron diffraction and inelastic neutron
scattering. Neutron diffraction allows, among other things, to determine magnetic peaks
associated to magnetic order and the magnetic moment values. This technique is, in most
cases, not particularly relevant for intermediate valence compounds, since very often these
systems are in non-magnetic ground states dominated by strong charge fluctuations.

Contrary to the former example, the inelastic (and quasielastic4) neutron scattering reveals
important aspects of the intermediate valence regime[23, 36]. The mixed-valence state man-
ifests itself through a temperature-independent large linewidth of the quasielastic peak that
is claimed [36] to be proportional to ∆ (Eq. 1.4). For instance, the values of ∆ obtained

4Even that the two techniques are different from the experimental point of view, the physical interpretation
can be thought as the same in a superficial consideration.
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from the spectra of YbCu2Si2 and CePd3 are ∼ 30meV and ∼ 40meV , respectively. These
linewidths are two orders of magnitude larger than those of a rare-earth material in a stable
valence configuration[36].

Inelastic neutron scattering can also determine whether the spin dynamics is related to
the charge fluctuations or the Kondo effect. While in the former case the linewidth does not
depend on the temperature, in the latter it increases considerably with T . This behavior is seen
in both Kondo lattice (CeCu2Si2 and CeAl3) and Kondo impurity (Fe in Cu) systems[36].

Resonant Inelastic X-Ray Scattering

Among all the techniques to measure the valence of materials, the most accurate is the resonant
inelastic X-ray scattering[37]. It is a spectroscopic technique in which a very energetic photon
interacts with electrons in deep-lying electronic levels, promoting them to empty states that
later decay, emitting another photon with different momentum and energy. Through the
analysis of the energy, momentum and polarization of the scattered photon it is possible to
determine the properties of excitations in the system.In order to enhance the scattering cross
section, it is crucial to choose the photon energy to be in one of the atomic X-ray transitions
of the system (the resonant character). RIXS is element dependent, since one can select each
atom on the material through the photon energy. Also it is orbital dependent from the selection
rules involving the photon’s emission and absorption.

The accuracy on the valence measurements by RIXS technique comes from the fact that
one can identify each valence state by a peak in the spectrum. Both peaks are fitted by
gaussian functions and their integrated weights are compared in order to extract the average
valence. For instance, if two valence states 4fn and 4fn+1 forms an intermediate valence state,
then the valence extracted from RIXS experiment is (I(n) is the integrated weight of the peak
associated to the 4fn state):

v = n+
I(n+ 1)

I(n) + I(n+ 1)
(2.4)

Let us see in more detail the resonant X-ray technique for the case of ytterbium. In Figure
2.4 (right) the processes occurring in the Yb atom are schematically depicted. The initial state
is an intermediate valence state between 4fn and 4fn+1 (v are the other valence electrons
coming from spd orbitals). A highly energetic photon is absorbed by the atom and a 2p core
electron is excited above the Fermi level, generating the excited state. The energy of such
state depends on the number of 4f electrons through their interaction with the 2p core-hole
state. Then a second core electron, here from 3d orbital, fills the core-hole and excited state
decays by the emission of a photon. The energy of the final states also depend on the amount
of f electrons, so the initially mixed state is separated in two. This separation is seen in the
spectra on Figure 2.4(left).

RIXS is the most precise spectroscopic technique for valence transition, nevertheless there
are other examples. The pioneer example in this context is X-Ray Photoemission Spectroscopy
(XPS)[39]. Photoemisson consists in sending a high energetic photon to the material and
measure the energy of the electron taken from the interaction with the absorbed photon. From



CHAPTER 2. VALENCE OF LANTHANIDES 30

Figure 2.4: Left: An example of resonant inelastic X-ray spectrum: YbCu2Si2 under pres-
sure. Two peaks can be identified for each valence state and the proportion between their
integrated weight determines the average valence state. Figure extracted from Ref. [38].
Right: Schematic representation of the RIXS, illustrating the splitting of the superposing
state c0 |4fnvm+1〉+c1 |4fn+1vm〉 by the absorption and emission of photons. Extracted from
Ref. [37].

the XPS spectrum one can identify peaks associated to the transition 4fn→ 4fn−1, so it is
possible to determine the difference in energy of two valence configurations.

Regarding the experimental time-scale, the above mentioned techniques (RIXS and XPS)
are considered as fast probes because they can resolve two different valence states. In spec-
troscopy it is inferred by the energy of the incident photon and for X-Rays it is greater than
100eV , giving τ.10−16s. This value is well below the estimation provided in Eq. 2.2.

Summary

In this section we have mentioned some experimental techniques that provides some informa-
tions on the valence states of rare-earth atoms in crystals. The valence observations depend
on the relation between the experimental time-scale τexp compared to the typical time of lo-
cal charge fluctuations on the 4f levels τvf . Two valence states are observed separately only
if τexp < τvf , since the experimental setup has sufficient ”resolution” to do it. Otherwise, if
τexp>τvf , an average behavior between these two states is observed. While the latter situation
is exemplified by bulk techniques as lattice constants or magnetic susceptibility measurements,
the former contains spectroscopic techniques as photoemission and X-ray scattering measure-
ments.
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2.3 Models for valence transitions

Having reviewed in Section some experimental manifestations of the intermediate valence states
of rare-earth ions, we put in perspective the theoretical models proposed to describe the valence
properties. Since the literature on the subject is vast, we limit ourselves to the presentation of
models that we consider the most pertinent.

In the first subsection the mixed valence regime on the single impurity (SIAM) and periodic
Anderson(PAM) models is discussed. While the PAM describes well the crossover from the
Kondo to the intermediate valence regimes and continuous valence transitions, it fails in provide
a mechanism to the discontinuities observed in many materials. For that purpose, we discuss
in the last two subsections the Falicov-Kimball model, which is historically the first model that
describes the discontinuous valence transitions, and models containing explicit volume effects
(Kondo Volume Collapse), which are a second route to understand the pressure dependence in
valence for some compounds.

2.3.1 Anderson impurity and lattice models

The single impurity Anderson model (Eq. 1.1) has an intermediate valence regime depending
on its parameters, as it was discussed in Section 1.1.1. The rough criterion for intermediate
valence in SIAM depends on the position of the impurity levels (Ef and Ef+U) with respect
to the Fermi level µ and their width ∆ (defined in Eq.1.4) due to the hybridization with the
conduction electrons. If |Ef−µ|<∆ or if |Ef+U−µ|<∆, then the broaded level "cuts" the
Fermi energy and the electronic occupation on the impurity level is non-integer5. The situation
corresponding to the condition |Ef−µ|<∆ was depicted in Fig. 1.1.b and the impurity has
nf<1 electrons.

The intermediate valence case corresponds to the asymmetric regime of Anderson model
(U�|Ef |,∆) and it was studied by Haldane using scaling theory[40]. He had shown that the
criterium for a mixed-valence regime in this model is |E∗f |.∆, where

E∗f = Ef +
∆

π
ln

(
D

∆

)
is the scaling-invariant "effective position" of the local level Ef . In this regime the charge
fluctuations do not disappear by the scaling procedure and the occupation on the impurity site
nf is not integer at T = 0.

The situation above should be contrasted to −E∗f � ∆, in which the charge fluctuations
are frozen for T̃ �∆ and a local moment is stable. In this case the system is in the Kondo
limit, where the Kondo model is valid. The passage from the two situations described here is
continuous and the physical quantities, such as the occupation nf , susceptibility and specific
heat, are smooth universal functions of E∗f/∆. As a consequence, it is hard to separate both
regimes from the experimental point of view. Besides, the SIAM is unable to describe coherent

5Given the large value of U in f orbitals, the second condition is not expected in real systems
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effects from the dense regime, which play a very important role at low temperatures. For that
reason it is appropriate to discuss the lattice model.

Regarding the local charge fluctuations on the f level, the condition to obtain a mixed-
valence state in the Periodic Anderson Model (Eq. 1.9) is the same as in single impurity
model, i.e. |Ef−µ|<∆. The difference comes from the fact that the Fermi energy µ is fixed.
In the SIAM, µ does not depend on the impurity occupation and it is determine purely by the
conduction electrons concentration nc. In the PAM, the Fermi level depends on the local levels
occupation, since the total number of electrons is conserved, independently if they are in local
levels or in the band.

In the intermediate valence state of PAM the Fermi energy is pinned in the 4f level peak (lo-
cated in Ef ). Any large change in the valence leads to a feedback in the chemical potential[1],
restoring the valence value. It occurs because the conduction electron density of states is
much smaller than the contribution from the f electrons, so it is difficult to accommodate the
electrons leaving the f orbitals in the band. As a consequence, the valence variation described
by the PAM is always small if other effects are not taken into account.

From the experimental point of view two situations may arise: the valence variation can
be continuous or not. The discontinuity can accentuate the passage from the Kondo to the
intermediate valence regime if one of the valence configurations is close to the magnetic one,
as in the α phase of metallic Ce. For continuous variations the passage is not marked, however
one estimative can be done through the Sommerfeld coefficient γ of specific heat, that is
expected to be one order of magnitude higher in the Kondo regime (since it is a heavy fermion)
than in the intermediate valence. The coefficient γ in the mixed valence regime is larger than
those in ordinary metals, since the density of states at the Fermi energy is enhanced by its
proximity to the f level.

The major drawback in the PAM is the absence of mechanisms allowing large valence
changes, which is in contrast to the experimental examples presented in Section 2.1.2. For
that reason, we present in the next subsection the Falicov-Kimball model, which describes
continuous and discontinuous valence variations. Lastly, the Kondo Volume Collapse model
and its description of volume instabilities in metallic Ce are discussed.

2.3.2 The Falicov-Kimball model

The first model used to describe the behavior of valence transitions in rare-earth materials
was proposed by L. Falicov and J. Kimball in 1969 [41]. Their purpose was to study the
semiconductor-metal transition of some transition-metal oxides and SmB6

6 by the analysis of
different intra-atomic interactions involving Bloch (conduction electrons) and Wannier states
from 4f orbitals (or 3d for the transition metals). The hamiltonian is written as:

HFK =
∑
kσ

ε(k)c†kσckσ +
∑
iσ

Eff
†
iσfiσ + Ufc

∑
iσσ′

n̂fiσn̂
c
iσ′ (2.5)

The notation is the same as in the PAM (Eq. 1.9), defined in Chapter 1. The last term in Eq.

6SmB6 is nowadays classified as a Kondo Insulator [42].
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(2.5) describes the repulsive interaction Ufc between conduction and local electrons 7. Falicov
and Kimball [41] established that critical interaction value U∗fc separates continuous variations of
the local levels occupation (Ufc<U∗fc) as a function of Ef to first-order transitions(Ufc>U∗fc),
where occupation jumps appeared.

The model in Equation 2.5 was studied using several approximations (analytical and nu-
merical) and for different dimensions and lattice structures. Early works from Gonçalves da
Silva and Falicov [43], Khomskii and Kocharjan [44], Hewson and Riseborough[45] and Singh
et al. [46] pointed out the role of an additional hybridization in the Falicov-Kimball model
using Hartree-Fock approximation. As a general result, these papers have confirmed the as-
sertion that the repulsive interaction Ufc, if sufficiently large, would lead to valence jumps as
a function of external parameters (incorporated by Ef ) at T =0.

Recently the Falicov-Kimball model was subject of several other studies, mainly because
its spin-less version can be seen as a simplified Hubbard model in which DMFT equations are
exactly solvable. These considerations are out of the scope of the present thesis and the review
article by Freericks and Zlatić [47] is recommended in this context.

2.3.3 Models explicitly including volume effects

Models containing explicitly volume effects were proposed to understand the unusual behavior in
the γ-α transition of metallic Ce (cf. Section 2.1.2). In this compound a pressure-induced first
order transition at 0.7GPa appears with a volume change close to 15%, as it was discussed
in Section 2.1.2. The general idea of such models comes from the empirical fact that the
Kondo temperature is strongly dependent on the volume[48, 49, 50]. Neutron scattering
measurements of the resonant level width Γ, which is proportional to the Kondo temperature,
give Γγ =6−16meV and Γα>70meV for the γ and α phases of Ce, respectively[50].

The Kondo Volume Collapse model was proposed in 1982 concurrently by two different
groups[51, 52]. Allen and Martin [51] have shown that an additional contribution to the free-
energy from the coupling between 4f and conduction electrons must be considered. They have
obtained from the equation of state, fed by experimental values, a first order transition with a
critical endpoint close to pc=0.7GPa and Tc=850K. The estimated Kondo temperature are
TKγ =54K and TKα=765K, which are close to the experimental results mentioned above.

In the work of Lavagna and collaborators[52] the Kondo lattice model was studied in the
mean-field approximation[53] with a volume-dependent Kondo coupling TK(V)∼ e−(V−V0)/V0

(V0 is the volume at zero pressure). Following the same reasoning as above, they have obtained
the isotherms in the p-V phase diagram.

The issue of Kondo Volume Collapse in the γ-α transition was later addressed from ab initio
calculations using a combination of density functional theory (DFT) and dynamical mean-field
theory[54, 55, 56]. Within this approach it is possible to incorporate the full set of f orbitals
and the realistic band structure in the presence of strong correlations [57]. The results can be
summarized by the figure 8 in Reference [55]. It shows an increasing spectral weight in the

7In the original work by Falicov and Kimball the local states represents holes, and not electrons, and Ufc is
an attractive interaction instead of a repulsive one. Nevertheless it will be adopted the electronic version here
to simplify the connection to our work later.
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Fermi energy when the lattice volume is reduced, accompanied by a reduction of spectral weight
in the Hubbard satellites. This corresponds to an increasing valence for Ce and a delocalization
of the 4f electrons, as observed in experiments.

2.4 Summary

Let us summarize the aspects of valence transitions in lanthanide systems presented in this
chapter. Firstly we have discussed the anomalous behavior of some lanthanide ions (such as
Ce, Yb and Eu) in a crystalline environment that possesses two valence configurations very
close in energy. It leads to an intermediate valence value that can be modified by applying
pressure or doping the system. One example of such behavior is the metallic Ce (Section
2.1.2), in which the Ce valence vary discontinuously (at room temperature) from 3.06 to 3.67
by the application of pressure.

In Section 2.3 some techniques to perform valence measurements were presented. We have
separated the techniques with respect to static and dynamic measurements. The former type
relates the lanthanide valence to crystallographic and magnetic properties of the compound.
In the latter group are placed more accurate and "modern" techniques, allowing a precise
determination of valence. From this group we highlight the resonant inelastic X-ray scattering
technique, which has been largely employed in the latest experimental works on the subject.

Lastly the most relevant models for valence transitions in rare-earth systems were discussed.
The standard description is given by the Periodic Anderson model, which contains the Kondo
and the intermediate valence regime and coherence among f electrons is taken in account
(contrary to the single impurity model). Its major problem in the context of valence transitions
is the absence of mechanisms to make it discontinuous, required to describe the compounds
like the metallic Ce.

Two possible improvements on the issue of discontinuous transitions are the inclusion of a
local electronic repulsion among conduction and localized electrons (Falicov-Kimball interac-
tion) or explicit volume effects (volume collapse models). While the volume collapse approach
is focused on the Kondo lattice regime, the Falicov-Kimball interaction plays a big role in the
mixed-valence phase and it might be the origin of first-order transitions for compounds with
large valence changes. Having it on mind, we will present in details the model chosen to
describe valence transitions in the thesis.



Chapter 3

The Extended Periodic Anderson
Model

In this chapter we present the model that will be employed in the description of valence
transitions of lanthanide compounds. The basic idea is to include in the Periodic Anderson
model (Eq.1.9) an additional Falicov-Kimbal interaction (Section 2.3.2) in order to have the
combined effects of Coulomb repulsions (intraorbital and interobital) and the hybridization
between the two orbitals. As we shall confirm in the next chapter results, the Falicov-Kimball
interaction will be the driving mechanism to render valence transitions discontinuos, what is
not expected in the original PAM.

The Extended Periodic Anderson model (EPAM) hamiltonian is the following:

HEPAM =
∑
kσ

ε(k)c†kσckσ + Ef
∑
iσ

f †iσfiσ + U
∑
i

n̂fi↑n̂
f
i↓

+ V
∑
iσ

(
c†iσfiσ + f †iσciσ

)
+ Ufc

∑
iσσ′

n̂fiσn̂
c
iσ′ (3.1)

In this hamiltonian, ε(k) is the kinetic energy of conduction electrons (being D its band-
width), Ef is the energy of local (f ) level in each site of the lattice, U is the Coulomb repulsion
given that the local level in the site i is doubly occupied, V is the hybridization between the
conduction band and f orbitals and Ufc is the local Coulomb repulsion among conduction and f
electrons. We will consider a fixed total (c+f) number of electrons per lattice site ntot, which
determine the chemical potential µ.

The model above retains a priori the most relevant physical aspects of the problem. For
instance, we are keeping only a single f orbital instead of the seven possible in the case (L=3),
which is justifiable by the considerations of the Hund’s rules and crystal field done in Section
4.2.2. The hybridization is assumed constant, even though it may have a k-dependence for
symmetry reasons.

The EPAM hamiltonian in Eq. 3.1 cannot be solved without using approximations for the
interacting terms. Obviously the approximation scheme must be consistent with the energy

35
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magnitudes of the system that we want to describe, then let us point out briefly the energy
scales of the problem, and afterwards we present our approximation scheme to solve this
problem.

3.1 Energy scales in EPAM

The kinetic energy of conduction electrons is roughly proportional to the bandwidth of each
material, which depends (among other things) on the type of relevant orbitals that combine
to form the conduction band. In a common metal, containing mainly s and p orbitals, the
bandwidths are as large as 10eV . However these typical values are one order of magnitude
smaller (1eV ) for intermetallic systems, since the composition of the relevant conduction bands
(those that are close to the Fermi energy) contain an important amount of d orbitals.

Regarding the hybridization values, it also depends on the material band structure. It corre-
sponds to the overlap between the atomic 4f wave-functions and the Bloch states representing
conduction electrons. Its typical values are 0.1eV .

The f level energy, Ef , is not a simple quantity to be measured experimentally. In order to
achieve an intermediate valence state it is crucial that the local level lies inside the conduction
band, otherwise one would obtain only integer values for the valence. In this case Ef must be
in the same range of energy as the electronic bandwidth (1eV ). One would expect that the
valence variations in this model happen when Ef is close to the chemical potential, a picture
that will be verified in the results of Chapter 4.

Lastly the energy scales of the two Coulomb interactions, U and Ufc, must be analyzed.
Even if they share the same physical origin, the electromagnetic interaction between pairs of
electrons, their magnitudes are quite different. The intra-orbital interaction U is, by far, the
largest energy involved in the problem. Its values observed by photoemission and absorption
experiments in rare-earth ions are in the range of 5 to 10eV .

Term Energy scale
D 1 eV
Ef 1 eV
V 0.1 eV
U 5-10 eV
Ufc ? eV

Table 3.1: The energy magnitude of each term in hamiltonian 3.1.

The value of Ufc interaction

The most important question that arises in the analysis of the energy scales of the EPAM is
the value of the interaction Ufc. This question, as far as I know, is still open and there is not
much information in the literature.
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Within a first principle approach, Ufc should be calculated from an expression of the type:

Ufc =

∫
φ∗c(r

′)φ∗f (r)
e2

|r− r′|φc(r
′)φf (r)drdr′ (3.2)

Here φc(r) and φf (r) are the Wannier functions corresponding to conduction and localized
electrons. This direct Couloumb interaction is strongly reduced by screening effects and quite
often is neglected in other compounds. In lanthanides it might be relevant if φc(r) contains a
large contribution from d orbitals.

The simple argument that relates the magnitude of Ufc to the amount of d orbitals that
form the conduction band is qualitatively verified in two cerium compounds: metallic Ce and
CeCu2Si2. The former compound possesses d states close to the Fermi energy, while in the
latter s and p orbitals from the anionic part are dominant. Then Ufc is expected to be larger
in Ce than in CeCu2Si2, and only one of them, Ce, shows a first-order valence transition. A
detailed discussion of several compounds will be done in Section 4.3 and the point made here
to justify the addition of the Falicov-Kimball interaction will be reviewed.

3.2 Previous works

The EPAM was studied in several works. An early study [46] on the context of Falicov-Kimball
model have pointed out the suitability of EPAM for the valence transitions in SmS. The
rebirth of the model came in 2000 when Onishi and Miyake proposed [58, 59] its use to explain
the unusual superconductivity of CeCu2Si2[60], in which the superconducting dome has an
anomalous pressure dependence.

Further investigations using different methods were made. The magnetic field dependence
of valence transitions was studied in slave-boson mean-field theory [61] and applied to com-
pounds as CeRhIn5 [62] and YbXCu4 (X=In,Ag,Cd)[63]. In unidimensional systems DMRG
was employed to analyse charge, spin and superconducting correlations [64, 65], confirming the
connection between valence fluctuations and superconductivity in the model. Other approaches
include DMFT [66], variational Monte Carlo [59] and projector-based renormalization method
[67].

In all the works mentioned in this section, the effect of Ufc is observed: a continuous
valence variation as a function of other model parameters (for instance, Ef ) becomes a first-
order valence transition above a critical value of Ufc. This critical value defines a quantum
critical endpoint in Ef -Ufc phase diagram, whose generic form (see Figure 4.1) is independent
of the dimensionality or method employed. In the next section we describe the approximations
we have used for the EPAM.
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3.3 Approximations for the Extended Periodic
Anderson Model

3.3.1 Ufc term: the mean-field approximation

Following the discussions in Section 3.1, we might safely assume that the Falicov-Kimball
interaction is weaker than the Coulomb repulsion U and, possibly, smaller or of the same
order as the electronic bandwidth D. In this case the simplest treatment is the mean-field
approximation for this interaction.

The mean-field approximation for a two-body interaction term is based on the substitution
of the one-body operators by their average value (denoted by <n̂fiσ>) and a fluctuation around
it:

n̂fiσ ≡<n̂fiσ> +δn̂fiσ

Then:

n̂fiσn̂
c
iσ′ =<n̂fiσ>< n̂ciσ > + <n̂fiσ> δn̂ciσ′+ <n̂ciσ′> δn̂fiσ + δn̂fiσδn̂

c
iσ′ (3.3)

Assuming that the fluctuations are small, the term in (δn)2 can be neglected and it is
possible to write:

n̂fiσn̂
c
iσ′ =<n̂ciσ′> n̂fiσ+ <n̂fiσ> n̂ciσ′− <n̂fiσ><n̂

c
iσ′> (3.4)

We are interested in homogeneous mixed valence states, then the average occupation of c
and f electrons in all lattice sites must be exactly the same. It implies that the averages on
Equation 3.4 are site independent. With this restriction, the Falicov-Kimball interaction to be
considered from now is:

VFK = Ufc
∑
iσ

(
ncn̂

f
iσ + nf n̂

c
iσ

)
−NUfcnfnc (3.5)

We have defined the averages nf =< n̂fi↑ >+< n̂fi↓ > and nc =< n̂ci↑ >+< n̂ci↓ >, for
shortness. Note that the effect of VFK in mean-field approximation is to shift the positions of
the f-level and the conduction band center. The shift for each type of orbital (c or f) depends
on the average charge on the other orbital, as expected by hand-waving arguments concerning
the electrostatic nature of this interaction.

Replacing the Falicov-Kimball term VFK in Eq.3.1, it reads:

HEPAM =
∑
kσ

ε̃c(k)c†kσckσ + ε̃f
∑
iσ

f †iσfiσ + U
∑
iσ

n̂fi↑n̂
f
i↓

+ V
∑
iσ

(
c†iσfiσ + f †iσciσ

)
−NUfcnfnc (3.6)
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The definitions of ε̃c(k) and ε̃f are:

ε̃c(k) = ε(k) + Ufcnf (3.7)
ε̃f = Ef + Ufcnc (3.8)

The Hartree-Fock approximation for the Falicov-Kimball interaction in the context discussed
here was employed before[45, 46]. Even at this level of approximation the valence change is
strongly enhanced by Ufc and first-order valence transitions are possible[46]. In fact the role of
Ufc in the valence transitions is qualitatively captured in this level of approximation, since it is
an interaction with local origin[68]. Then it is appropriate to keep this level of approximation if
one is not interested on the critical behavior of the model or features connected to fluctuations
(as the valence fluctuation mechanism to superconductivity[68]).

3.3.2 U term: Hubbard-I approximation

The strong correlation effects due to the local Coulomb repulsion inside the f orbitals requires
different treatment than the mean-field approximation that was carried out for the Falicov-
Kimball term Ufc. The simpler and first approximation proposed to deal with it was made
by Hubbard[69, 70] in the context of the Hubbard model, which is nowadays called Hubbard-I
approximation.

The core of Hubbard-I approximation consist in substituting the self-energy term for the
Coulomb interaction in the electronic propagator by the atomic self-energy of the problem1

[71]. Since the Hilbert space of the atomic problem contains only four states, it is simple to
write down the self-energy in this limit. So the starting point is to consider local 4f levels
splitted in two well separated levels with energy Ef and Ef +U 2, with the spectral weight
correctly divided between those levels. After that we will take the infinite U limit only the
lower sub-band survives and its integrated spectral weight is at most one, once the double
occupation is forbidden in this limit. For this reason, the hybridization between conduction and
f electrons is modified because conduction electrons cannot hybridized with f electrons from
the upper subband.

The main reason to adopt the Hubbard-I scheme relies on its correct treatment of the
spectral weight in the mixed-valence regime of EPAM. The spectral weight is a crucial quantity
in valence transitions since it is precisely the integrated spectral weight that yields the occupa-
tion of f orbitals (the valence). The Hubbard-I approximation for the EPAM has an important
limitation: it cannot describe the crossover from the mixed-valent to the Kondo lattice regime.
The reason for that is the absence of the quasiparticle peak at the Fermi energy (see discussion
in Section 1.2) within this approximation, which is inherent to all the physics of Kondo effect.

In the present subsection we will present the Hubbard-I approximation for EPAM in a
pedagogical form, by following the steps described above. A second derivation, based on the
equation of motions for the Green’s functions, is presented in Appendix A.

1The atomic limit is formally obtained when the electronic bandwidth is taken to zero (for the Hubbard
model).

2If the f electrons had dispersion, it would correspond to the center of the lower and upper Hubbard
sub-bands or satellites.
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Let us start by the f-electron "atomic" hamiltonian:

Hf =
∑
iσ

ε̃fσf
†
iσfiσ + U

∑
i

f †i↑fi↑f
†
i↓fi↓ (3.9)

Here the one electron energy ε̃fσ (Eq. 3.8) is modified to take into account a possible spin
dependence of the atomic levels, what will be important when magnetism is present (Section
4.2).

The equation of motion for the Green’s function3 gffii,σ(ω) ≡� fiσ ; f †iσ� with respect to
the hamiltonian Hat yields:

ω �fiσ ; f †iσ�= 1 + ε̃fσ �fiσ ; f †iσ� +U � n̂fiσfiσ ; f †iσ� (3.10)

On the right side of equation above it appears a higher-order Green’s function� n̂fiσfiσ; f †iσ�,
which has an equation of motion given by:

ω � n̂fiσfiσ ; f †iσ�=<n̂fiσ> + (ε̃fσ + U)� n̂fiσfiσ ; f †iσ� (3.11)

This equation gives:

� n̂fiσfiσ ; f †iσ�=
<n̂fiσ>

ω − ε̃fσ − U
(3.12)

Plugging it on Equation 3.10 and performing some algebra, gffii,σ(ω) is obtained:

gffσ (ω) =
1− <n̂fiσ>

ω − ε̃fσ
+

<n̂fiσ>

ω − ε̃fσ − U
(3.13)

The interpretation of this expression is very simple. Basically it says that an electron with
spin σ in a f orbital would have an energy ε̃fσ if there is no other electron on site i, which has a
probability 1−<n̂fiσ> to happen. Otherwise it will interact with the other spin and its energy
would be ε̃fσ + U . This local approach is exact for the hamiltonian in Eq. 3.9. In a lattice,
the approximation is made when the local term <n̂fiσ> is replaced by its average over all the
N lattice sites:

nf,σ =
1

N

∑
i

<n̂fiσ>

In this case translational invariance is imposed, as in Equation 3.5, in order to describe homo-
geneous intermediate valence states.

In Section 3.1 it was mentioned that the Coulomb interaction U is the largest energy of the
problem (∼ 10eV ). Therefore the energetic separation between the two poles of �fiσ ; f †iσ�
is much larger than the bandwidth of conduction electrons and the doubly occupied state
(associated to the pole ε̃fσ + U) is rarely reached. So, in a good approximation, one can
neglect the second term in Eq.3.13 by taking the limit U → +∞.

3We use the Zubarev’s notation[72] for Green’s functions in the derivation present here and in the Appendix
B.
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In the limit U →∞, Eq. 3.13 is written as:

gffσ (ω) = lim
U→+∞

�fiσ ; f †iσ�≡
pσ

ω − ε̃fσ
, (3.14)

being
pσ ≡ 1− nf,σ (3.15)

For the non-magnetic case Efσ, pσ and gffσ (ω) are independent of spin. Then:

gff (ω) =
p

ω − ε̃f
(3.16)

and
p ≡ p↑ = p↓ = 1− nf

2
. (3.17)

Summarizing the important results in this section: from the f-electron local hamiltonian
in Eq.3.9, we computed the local Green’s function gffσ (ω) (Eq. 3.13), which has a two-pole
structure. This function can be further simplified if we take the limit U → +∞ and assume
a paramagnetic phase. In its final expression, gffσ (ω) has a single pole in Ef and its spectral
weight is p, which is reminiscent of the strong correlation from U and provides the constraint
nf ≤ 1 for the f-level occupation.

3.3.3 Green’s functions

Once explained the approximations for the interacting terms Ufc and U , the next step is to
write the Green’s function for the complete EPAM hamiltonian. We first note that the EPAM
hamiltonian from Eq. 3.6 has the following form:

HEPAM = Hf +Hc +HV − Ufcncnf

The f-electrons term Hf was treated in the Hubbard-I with U → ∞ and its associated
Green’s function gffσ (ω) is given in Eq. 3.14. The second term is the c-electron part of the
hamiltonian:

Hc =
∑
kσ

ε̃c,σ(k)c†kσckσ (3.18)

Defining gccσ (k, ω) as the conduction electrons Green’s function for the Hc term, we have:

gccσ (k, ω) =
1

ω − ε̃c(k)
(3.19)

The Green’s functions gffσ (ω) and gccσ (k, ω) correspond to the GF in the absence of hy-
bridization. In order to include the hybridization term HV , we proceed by writing two Dyson
equations for the complete GF Gcc

σ (k, ω) and Gff
σ (k, ω):

[Gcc
σ (k, ω)]−1 = [gccσ (k, ω)]−1 − Σc

σ(k, ω), (3.20)
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[
Gff
σ (k, ω)

]−1
=
[
gffσ (k, ω)

]−1 − Σf
σ(k, ω), (3.21)

The self-energy Σc
σ(k, ω) denotes the process that an c-electron hops on and off the f-level

(and vice-versa for Σf
σ(k, ω)). The self-energies are given by:

Σ(ω)cσ = gffσ (ω)V 2 (3.22)

Σ(ω)fσ = gccσ (ω)V 2 (3.23)

Substituting Eqs.3.14,3.19,3.22 and 3.23 in Eqs. 3.20 and 3.21, one obtains:

Gcc
σ (k, ω) =

1

ω − ε̃c(k)− pσV 2

ω−ε̃f,σ

(3.24)

Gff
σ (k, ω) =

pσ

ω − ε̃f,σ − pσV 2

ω−ε̃c,σ(k)

(3.25)

The parameters ε̃c(k), ε̃f and p are given by Eqs. 3.7, 3.8 and 3.17, respectively.

3.4 Properties of the model

The approximations presented in Section 3.3 enable us to write down the Green’s functions
for the present problem. In the current section we will show some results using a generic form
for the conduction band. For the numerical calculations, it will be later simplified under the
assumption of a constant density of states for the non-interacting conduction band.

Quasiparticles spectra

The excitation energies of quasiparticles correspond to the poles of the Green’s functions
(Eqs.3.24 and 3.25). These poles are the solutions of:

(ω − ε̃c(k))(ω − ε̃f )− pV 2 = 0

We find two branches of poles:

ωα(k) =
ε̃c(k) + ε̃f

2
+ α

√(
ε̃c(k)− ε̃f

2

)2

+ pV 2, (3.26)

in which α = −1,+1.
If V = 0, then the problem is completely separable in terms of conduction and f electrons

and the quasiparticles’ energies corresponds to ε̃c(k) and ε̃f (defined in Eqs.3.7 and 3.8), as
expected. For finite V , the quasiparticles wave functions are linear combination of c and f
electrons and the spectrum exhibit features of both types of electrons. In the region around
the initial f-level ε̃f an hybridization gap appears and the quasiparticles have a prevailing
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local character. Far from the gap the quasiparticle bands are wider and close to the initial
conduction band. This is a general feature of the Periodic Anderson model and it will reappear
in the discussion of the Kondo Lattice model in Part 2.

The Green’s functions in Eqs. 3.24 and 3.25 can be rewritten in terms of the two quasi-
particle energy given in Eq.3.26. The decomposition of Gcc

σ (k, ω) and Gff
σ (k, ω) in partial

fractions immediately shows the spectral function of each quasiparticle branch:

Gcc
σ (k, ω) =

(
ε̃f−ω−(k)

ω+(k)−ω−(k)

)
ω − ω−(k)

+

(
− ε̃f−ω+(k)

ω+(k)−ω−(k)

)
ω − ω+(k)

(3.27)

Gff
σ (k, ω) =

p
(
ε̃c(k)−ω−(k)
ω+(k)−ω−(k)

)
ω − ω−(k)

+
p
(
− ε̃c(k)−ω+(k)
ω+(k)−ω−(k)

)
ω − ω+(k)

(3.28)

The total spectral function is Atot± (k) defined by

Gcc
σ (k, ω) +Gff

σ (k, ω) ≡ Atot− (k)

ω − ω−(k)
+

Atot+ (k)

ω − ω+(k)
, (3.29)

one obtain:
Atot− (k) =

p (ε̃c(k)− ω−(k)) + ε̃f − ω−(k)

ω+(k)− ω−(k)
(3.30)

Atot+ (k) =
−p (ε̃c(k)− ω+(k))− ε̃f + ω+(k)

ω+(k)− ω−(k)
(3.31)

Simplifying these expressions:

Atot− (k) =
(1 + p)(ω+ − ε̃f )− (ε̃c(k)− ε̃f )

ω+(k)− ω−(k)
(3.32)

Atot+ (k) =
(1 + p)(ω+ − ε̃f )− p(ε̃c(k)− ε̃f )

ω+(k)− ω−(k)
(3.33)

Note that only the second term in the expression above is different by a factor p. It means
that the total density of states is asymmetrical with respect to ε̃f . This results contrasts with
the non-interacting case (U=0), since in the absence of the renormalization of V both spectral
weights Atot± (k) would be equal.

Density of states

Let us suppose that we know the non-interacting density of states for the conduction electrons.
This quantity is defined as

ρ0(ω) =
1

N

∑
k

δ(ω − εc(k)), (3.34)

where N is the total number of sites and δ is the Dirac distribution. The function ρ0(ω) is
assumed to be compact, i.e. it is non-zero in a limited region of the real space (ω ∈ [−D;D],
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D is the half bandwidth). This assumption is not restrictive, since physically the bandwidths
must be in a finite interval of energies.

Thanks to the monotonicity of the quasiparticle spectra in Equation 3.26, it is possible to
use the non-interacting density ρ0 and the other parameters in the problem to write down the
densities of states ρcc and ρff associated to the Green’s functions Gcc and Gff , respectively.
The trick[73] involves a change of variables that highlights all the generic properties of these
functions without appealing to a specific form of ρ0.

The expressions for ρcc and ρff are:

ρcc(ω) = ρ0

(
ω − pV 2

ω − ε̃f

)
(3.35)

ρff (ω) =

(
pV

ω − ε̃f

)2

ρ0

(
ω − pV 2

ω − ε̃f

)
(3.36)

From the density of state it is possible to obtain the occupation numbers and the energy
per site of the ground-state at zero temperature. The latter quantity is expressed as

Etot
N

= 2

µ∫
−∞

dωω (ρcc(ω) + ρff (ω))− Ufcncnf , (3.37)

where the second term comes from the mean-field approximation on the Ufc term(Eq. 3.5).

Particular case: constant ρ0(ω)

After the discussion of the general properties of the density of states, I want to focus on the
approximations made in order to determine the core results that will appear in the next chapter.
For that reason we will further simplify the expressions, using a constant density of states in
the interval ω ∈ [−D;D] and normalized to 1:

ρ0(ω) =

{
1

2D
if |ω| ≤ D

0 otherwise

The advantage of considering such form lies on the simple expressions for ρcc(ω) and
ρff (ω) that it yields, leaving them easy to be integrated. The plots of ρcc(ω) and ρff (ω) are
schematically represented in Figure 3.1 for arbitrary values of parameter. These functions are
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non-zero inside two disconnected energy regions defined by their extrema:

ω1 =
ε̃c(−D) + ε̃f

2
−
√(

ε̃c(−D)− ε̃f
2

)2

+ pV 2 (3.38)

ω2 =
ε̃c(+D) + ε̃f

2
−
√(

ε̃c(+D)− ε̃f
2

)2

+ pV 2 (3.39)

ω3 =
ε̃c(−D) + ε̃f

2
+

√(
ε̃c(−D)− ε̃f

2

)2

+ pV 2 (3.40)

ω4 =
ε̃c(+D) + ε̃f

2
+

√(
ε̃c(+D)− ε̃f

2

)2

+ pV 2 (3.41)

Here we have used ε̃c(±D) = ±D + Ufcnf .

Figure 3.1: Schematic plot of partial densities of states ρff (ω) (red) and ρcc(ω) (blue) in the
constant ρ0 approximation. The position of the f level ε̃f is indicated in the dashed grey line
and lies inside the hybdridization gap. Plot using arbitray parameters.

From now on, we will call the regions in the intervals [ω1;ω2] and [ω3;ω4] as the lower
and upper energy bands, respectively. In Eqs. 3.38-3.41 the labels ωi are defined to obey the
relation:

ω1<ω2<ω3<ω4

The two peaks appearing on the edges of the hybridization gap in ρff (ω) are displayed in
Figure 3.1. Their position with respect to the chemical potential is the crucial aspect of the
valence transitions as we will see in the next chapter.





Chapter 4

Results

4.1 Results for non-magnetic phases

In this section some results obtained with the model developed in Chapter 3 will be presented.
The interest here is to establish the valence dependence on the model parameters at zero
and finite temperatures. The objective is to establish a theoretical background on the valence
transition phenomenon that will be later applied to lanthanide compounds displaying such
behavior.

4.1.1 Self-consistent solutions

All the results shown in this section were obtained through the solution of self-consistent
equations. For the particular case of non-magnetic solutions, there are only two coupled
equations involving the total number of electrons ntot and the number of f electrons nf in each
site of the lattice. They are calculated from integrals over the density of states in Eqs.3.35
and 3.35,

Explicitly the self-consistent equations are:

ntot = nc + nf = 2

+∞∫
−∞

dωf(ω) (ρff (ω) + ρcc(ω)) (4.1)

and

nf = 2

+∞∫
−∞

dωf(ω)ρff (ω). (4.2)

The integrals are weighted by the Fermi distribution

f(ω) =
1

1 + e(ω−µ)/T
, (4.3)

where T is the temperature.

47



CHAPTER 4. RESULTS 48

The densities of states to be integrated in the equations above depend themselves on the
values of nf and nc in Eqs. 4.1 and 4.2 should be solved self-consistently. Their solutions
are found using the bisection method for nonlinear equations[74]. The algorithm for numerical
integration uses the Simpson rule with adaptive step and an absolute error of 10−7 is demanded
for the integral.

4.1.2 Valence as a function of model parameters

The first result to be discussed is the phase diagram at zero temperature. As mentioned before,
we are interested in the behavior of the valence by changing external parameters (as pressure,
doping or temperature), so the relevant quantity for the moment will be the occupation number
nf .

Let us concentrate first on the case with constant concentration of electrons ntot and
hybridization V . In Figure 4.1 we have set V = 0.1D and ntot = 1.5 and we vary the f-level
position Ef and interaction Ufc.

The generic form of this phase diagram can be divided in two regions with respect to Ufc.
If Ufc is smaller than a critical value U∗fc, the variation of nf with respect to Ef occurs in a
continuous form, from the complete occupation (nf =1) to the empty level(nf =0). Then this
particular region is named a valence crossover region. When Ufc is larger than U∗fc the valence
jumps abruptly from its largest (nf ≈ 1) to its smallest (nf ≈ 0) value by increasing Ef (see
Fig. 4.4). This corresponds to a first-order valence transition.

The first-order valence transition line ends up in a quantum critical endpoint(QCEP) located
at Ef =−0.23D and Ufc=0.53D. The position of the critical endpoint depends on the other
parameters (V and ntot), but the general shape of the phase diagram is rather universal.

In the crossover regime there are at least two important things to be observed. Firstly, U∗fc
is always finite and the case with zero Falicov-Kimball interaction, which corresponds to the
"pure" Periodic Anderson model, is always a valence crossover. This interaction is responsible
to turn the valence crossover to a discontinuously valence transition. Increasing Ufc from
its zero value enhances the transition and narrows the parameter window where the valence
changes.

The valence transition can be understood from the evolution of the total density of states
ρtot(ω) = ρff (ω) + ρcc(ω) with respect to Ef or Ufc. In Figure 4.2, ρtot is presented for
three different points in the phase diagram of Fig.4.1, corresponding to the valence crossover
region(Ufc=0). For the sake of comparison the energy axis is shifted by the chemical potential
µ. The f peak in ρtot, located around ε̃f =Ef+ncUfc, gradually crosses the Fermi energy when
Ef is increased. For Ef =0 the peak coincides with the chemical potential, which characterizes
the intermediate valence regime.

The physical interpretation of the Ufc effect is seen directly from the mean-field approxi-
mation employed for this term. Since the effective f-level is measured by ε̃f =Ef +Ufcnc, its
position depends on nf for a non-zero Ufc interaction. So there is an additional feedback in
the nf variation proportional to Ufc. This feedback becomes critical for Ufc=U∗fc and above
this point there is a discontinuity in ε̃f . From the point of view of the total density of states
in Fig. 4.2, the discontinuity in ε̃f represents a direct passage between the nf ≈ 1 (top) to
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Figure 4.1: Zero temperature phase diagram of the EPAM model. The color map indicates the
self-consistent valence nf with respect to Ufc and Ef . Here ntot = 1.5 and V = 0.1D. The
critical endpoint is located at U∗fc = 0.53D and E∗f = −0.23D for the chosen parameters.

nf≈0(bottom).
The enhancement of valence fluctuations observed in the phase diagram in Figure 4.1 that

ends up in a first-order valence transition can be traced by another physical quantity: the charge
susceptibility. It measures the system capacity in changing the valence of the f orbitals with an
infinitesimal variation of an external parameter. The natural choice of parameter here is the
position of the f levels Ef , which yields the following definition1 for the charge susceptibility
χch:

χch = − ∂nf
∂Ef

(4.4)

In Figure 4.3 the charge susceptibility is plotted as a function of Ef and Ufc for the same
parameters as in Figure 4.1. Some Ufc-constant curves are shown on Figure 4.4(bottom) to
help the visualization. For small Ufc the charge susceptibility is a broad and flat function of
Ef , characteristic of the crossover regime. Then it becomes narrower and higher 2 as Ufc
approaches its critical value. For Ufc ≥ U∗fc, χch(Ef ) becomes a delta function peaked in a
given Ef and its divergence signals the appearance of the first-order valence transition.

1In this definition all the other parameters (Ufc, V and ntot) are implicitly kept constant.
2Note that the width and height of χch(Ef ) are inversely proportional quantities because the area under it

is preserved:
+∞∫
−∞

dEfχch(Ef )=nf (−∞)−nf (+∞)=1

.
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Figure 4.2: Total density of states ρtot(ω) for three points in the phase diagram (Ufc = 0):
Ef =−0.5D (top), Ef =0.0D (middle) and Ef =0.5D (bottom). The energy is measured with
respect to the Fermi level, which is different in the three cases. The intermediate valence state
correspond to the situation where the Fermi level is located in the peak of ρtot, as discussed in
the text. Other parameters are V =0.1D and ntot=1.5.
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Figure 4.3: Charge susceptibility as a function of Ef and Ufc for V = 0.1D and ntot = 1.5.
χch is enhanced inside the crossover region close to the critical point. The divergence of this
quantity marks the first-order valence transition.

Bands spectral weight and Fermi level position

The quasiparticle’s spectral weight in Hubbard-I approximation was discussed in Section 3.4. By
taking the infinite correlation limit, the double occupation of f-orbitals is completely excluded
and, as consequence, the maximum number of electrons (per site) is 3, corresponding to nc=2
and nf = 1. For this reason the total spectral weight for the lower and the upper part of the
density of states (Eqs. 3.32 and 3.33) depend on p = 1 − nf/2, which contrasts with the
non-interacting case.

Given the non-trivial dependence on p and its consequences with respect to the sum rules,
it is interesting to analyze it in more details. One important aspect is to compute the number
states in each part (lower and upper) of the density of states, once it determines the chemical
potential position and it allows us to pinpoint precisely if and when it crosses (or enters) the
gap.

The number of states in the lower part is defined (for T =0) as:

nlower = 2

ω2∫
ω1

dωρtot(ω) =
ω2 − ω1

D
− p2V 2

D(ω2 − ε̃f )
+

p2V 2

D(ω1 − ε̃f )
(4.5)
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Figure 4.4: Valence nf (top) and charge susceptibility χch (bottom) as a function of Ef for
four different values of Ufc.

Figure 4.5: Total number of states (c+f) in the lower sub-band nlower as a function of Ef
for three Ufc values: Ufc = 0 (red solid), Ufc = 0.4D (blue dashed) and Ufc = 0.6D (green
dot-dashed). For comparison ntot is shown in the grey dashed line. The condition nlower=ntot
is satisfied only if Ufc<U∗fc and represents an insulating phase (see text). Other parameters
are V =0.1D and ntot=1.5 .

In Figure 4.5 nlower (determined self-consistenly) is plotted as a function of Ef for three
distinct values of Ufc. We consider ntot=1.5 and V =0.1D, as in Figure 4.1. The grey dashed
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line indicates the position of ntot=1.5. We see that the relation nlower=ntot is satisfied in one
point only if the inter-orbital repulsion is smaller that its critical value U∗fc. For these precise
values of Ef the chemical potential lies in the hybridization gap and the system is an insulator.
If Ufc >U∗fc, then the position of the chemical potential jumps from the upper to the lower
part of the density of states. Note that nlower is bounded between 1 and 2 for any value of
ntot. It means that for ntot < 1 and ntot > 2 the chemical potential cannot move from one
part of the DOS to the other , no matter what it the Ufc value. As a conclusion, the system
behaves differently if ntot is fixed between 1 and 2 (the case analysed so far) or if ntot< 1 or
ntot>2.

Electronic filling effects

Two different situations can happen in the EPAM with respect to the total electronic filling
ntot. If 1<ntot ≤ 2, then all the electrons in the system can be allocated in the conduction
band (in the case of large Ef ) and the occupation nf varies between zero and one. This case
was depicted in Figure 4.1.

Figure 4.6: The same phase diagram as in Figure 4.1, but for a different electronic filling
ntot = 2.5. Note that the color map has a different scale and the lowest valence value is 0.5,
indicated by the yellow region. The positions of the crossover region, the first-order transition
line and the critical endpoint depend on ntot. For these parameters, the critical endpoint is
located at U∗fc = 0.55D and E∗f = 0.23D.
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The situation is modified if ntot > 2. In this case the total number of electrons is larger
than the maximal occupation of the conduction band (2 electrons per site). It means that it is
impossible to get an empty f level, even if Ef is much higher in energy than the non-interacting
conduction band (Ef�D), so the minimum value for nf is ntot−2. Moreover, the Fermi level
does not cross the hybridization gap as discussed in the last subsubsection.

In Figure 4.6 the valence is shown for ntot = 2.5 and V = 0.1D. The yellow region on the
top right of the figure corresponds to the minimum value for nf (0.5). Note that the crossover
region and the first-order critical line are now obtained for bigger values of Ef . Despite these
differences, the generic shape of the phase diagram is the same as before.

In the region with nf =0.5, the chemical potential is pinned in the f peak of the density of
states, as it happens in the intermediate valence region. However, since the conduction band
is completely filled, the f peak and the hybridization gap are located close to the upper band
edge.

Hybridization effects

Next, let us investigate the behavior of the Ef -Ufc phase diagram for different values of
hybridization V . In Figure 4.7 the valence phase diagram is shown for V = 0.01D (left) and
V =0.5D (right) with a fixed ntot=1.5, in a comparison to the diagram presented in Fig. 4.1
(V = 0.1D). A bigger hybridization enlarges the width of the f peak, resulting in a smoother
variation of valence. Consequently the position of the critical endpoint is pushed to a larger Ufc
value and the valence crossover happens in a wider range of Ef values. The inverse situation
is observed for smaller values of V (with respect to V = 0.1D), but the variations are less
marked.

Figure 4.7: Valence phase diagram as in Fig. 4.1 for two distinct hybridizations: V = 0.01D
(left) and V =0.5D (right). The crossover region grows as V increases and the critical point
moves to larger Ufc values.
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Temperature effects

In the last sections we saw the behavior of the valence transitions at zero temperature. One
important question is how the temperature changes the picture shown above. To investigate
this point we carried out the same calculations at finite temperature. The electronic occupa-
tions now are no longer analytically integrable functions, since the temperature enters in the
calculation through the Fermi distribution.

In Figure 4.8 the occupation nf is plotted as a function of Ef for different temperatures
and all the other parameters are kept fixed (see caption). The valence variation becomes
smoother when the temperature is raised and the charge susceptibility (not shown) is reduced.
A significant change occurs only for T >0.05D, which implies that temperature does not play
a major role in the valence transitions in our model. Considering the typical bandwidth of
intermetallic lanthanides D=1eV , the temperature scale at which thermal fluctuations modify
the valence is roughly above room temperature.

Figure 4.8: Valence variation as a function of Ef for three different temperatures: T =0.001D
(red), T = 0.01D (blue) and T = 0.1D (green).The weak temperature dependence of the
valence for T < 0.05D excludes major temperature effects on the valence variations studied
here. Other parameters are ntot, V =0.1D and Ufc=0.5D and they are chosen to be close to
the critical point from the crossover side of the phase diagram.

4.1.3 Summary

In this section the self-consistent equations for the Extended Periodic Anderson model within
the approximations derived in Chapter 3, are solved numerically. The main result is contained
in Figure 4.1, showing how the f level occupation nf (the valence) depends on the model
parameters at zero temperature. A finite Falicov-Kimball interaction Ufc is required to drive
the valence transition discontinuous. The first-order valence transition line ends at a quantum
critical point (for Ufc = U∗fc) and it corresponds to a divergence in the charge susceptibility
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χch = −∂nf/∂Ef . For Ufc < U∗fc the valence variation is a continuous crossover, strongly
enhanced close to the critical point.

4.2 Magnetic Phases

In Section 4.1 we analyzed the system in a nonmagnetic state where the pressure and the
temperature are the only external parameters used to modify the valence in lanthanide ions.
However the valence state nf = 1 corresponds to a magnetic configurations with large ef-
fective magnetic moments (since J = 7/2 or J = 5/2), one would expect that the magnetic
measurements in these systems could bring interesting information about the valence states.

In what follows the magnetic phases of the Extended Periodic Anderson model will be
studied. The discussions start with the possibility of having intrinsic magnetism in the model,
corresponding to spontaneous magnetization in the absence of magnetic field. Later we will
discuss the magnetic solutions restricted to two different types of magnetic effects: the presence
of an external magnetic field and ferromagnetism.

4.2.1 Intrinsic Magnetism

One relevant physical observable is the magnetic susceptibility at zero field. This quantity is
formally defined as:

χmag =
∂mf

∂hext

∣∣∣∣
hext→0+

(4.6)

Here mf is the f-electron magnetization mf =nf,↑−nf,↓ and hext is a small magnetic field
applied to the system. As the charge susceptibility, χmag is here a function of all the parameters
of the system.

We present below two ways to calculate χmag from the self-consistent equations. The first
one is to include a infinitesimal magnetic field hext in the model through a Zeeman term,

HZ = −hext
∑
i

gfS
z
i , (4.7)

and analytically expand mf with respect to hext. It results directly in a formal expression for
χmag in terms of the self-consistent parameters calculated before. For practical purposes, this
calculation is shown in the Appendix B and only the main results will be presented here. In
the second method the limit hext→0 is performed by numerical means using the calculations
that will be presented in Section 4.2.2.

First Method

From the expansions carried on in Appendix B, it is seen that the generic form of the magnetic
suscetibility (Eqs.B.10 and B.16) is given by:

χ0 =
C0

1− C1

(4.8)
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The exact expressions for the coefficients C0 and C1 are shown in Appendix B. They are
calculated, for a given set of model parameters, from the self-consistent solutions in the non-
magnetic case discussed in Section 4.1.

A magnetic transition is expected when the magnetic susceptibility diverges. Since C0 is
a positive finite quantity, it implies that the condition to enter in a magnetic phase is C1 =1,
which is a kind of Stoner criterion. An unphysical χ0<0 is obtained inside the ferromagnetic
phase, when C1>1, indicating that the ground state is ferromagnetic if C1>1.

In Figure 4.9 we plot the value of 1−C1 as a function of Ef for three different Ufc values:
0, 0.4D and 0.6D (keeping V =0.1D and ntot=1.5). The intrinsic ferromagnetism exists for
the intervals in which 1−C1 is negative. For Ufc = 0 it corresponds to −0.3<Ef <−0.17.
The magnetic region shrinks by increasing Ufc to Ufc=0.4D, ranging from -0.27 to -0.25, and
disappears when Ufc is larger than the critical value U∗fc. So we conclude that the ferromagnetic
instability occurs inside the crossover region of the valence transitions only.

Figure 4.9: Value of 1−C1 as a function of Ef for three different values of Ufc: 0,0.4 and 0.6.
Other parameters are V =0.1D and ntot=1.5. The spontaneous ferromagnetism exists in the
region where 1−C1 < 0 as discussed in the text. The instability occurs only in the crossover
regime (Ufc<U∗fc) and its region size decreases with increasing Ufc. The jumps in the curves
occur when the chemical potential jumps from one band to the other.

Another notable aspect of the intrinsic ferromagnetism is the dependence of its region size
and position with respect to the occupation number ntot. In Figure 4.10 the ferromagnetic
region (its range in terms of Ef ) is plotted for different values of ntot between 1 and 2, having
fixed Ufc = 0 and all the other parameters as in Figure 4.9. The ferromagnetic region exists
only for ntot<1.7 and it becomes wider by decreasing ntot. When ntot → 1 the region extends
to a very large range of negative Ef values, which is visually indicated close to the horizontal
axis.
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Figure 4.10: Ferromagnetic region (in black) as a function of Ef and ntot. For ntot values larger
than 1.7 the magnetic instability does not exist. As ntot approaches 1, the region broadens.
Other parameters: V =0.1D and Ufc=0.

Second Method

A second method to determine magnetic instabilities is to look for magnetic solutions in the
self-consistent calculations in the absence of a magnetic field or coupling. In this case mf

is another self-consistent parameter that must be computed together with nf and µ, which
will be explained in details in the Subsection 4.2.2. Both methods are equivalent as long as
χmag>0, i.e. outside the ferromagnetic phase.

The zero field magnetic susceptibility at T =0 obtained by the numerical method is shown
in Figure 4.11. In this map we see two regions where the magnetic susceptibility is very large.
The biggest values are situated in the integer valence nf = 1 regime. In this region χmag
is large because the f-level is easily polarizable if it lies well below the chemical potential.
The numerical values obtained from the extrapolation of finite magnetic fields are larger than
those calculated from expressions B.16, which might be a numerical error related to band edge
effects. Nevertheless, it is important to recall that this region would be dominated by the
Kondo physics and other magnetic instabilities (from RKKY interactions) which are expected
in this region, but not described in our model.

The second region is less trivial. It is a narrow area inside the intermediate valence regime
and it is directly connected to the valence transition. The magnetic susceptibility at low
temperatures is proportional to the density of states at the Fermi level (Eq.B.13). For our
model this quantity is large when the chemical potential is close to Ef , which corresponds
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Figure 4.11: Magnetic susceptibility as a function of Ef and Ufc for V =0.1D and ntot=1.5.
A ferromagnetic transition exists inside the intermediate valence region around Ef =−0.25D,
corresponding to the situation in which the f part of the density of states is enhanced (close
to the hybridization gap).

exactly to the situation with large valence variations in the crossover regime. The calculations
shown in Appendix B yield negative values for χ0 in this region, signaling a ferromagnetic
instability, which was not obtained by the numerical method.

One interesting question is whether there is a ferromagnetic instability in this model at zero
temperature. It is well-known for the Hubbard model that the ground state is not ferromagnetic
in the zero bandwidth limit [69]. Moreover, Hubbard-I approximation does not lead to any
ferromagnetic instability for a rectangular density of states3. Then the Coulomb repulsion by
itself does not seem to be the driving mechanism leading to instabilities.

In Periodic Anderson model the situation is more complex. Apart from the possible ferro-
magnetic states in the localized limit due to RKKY interactions, instabilities are also observed
in the intermediate valence regime. For instance, Reddy and collaborators [76] shown that
ferromagnetism is expected in this regime, depending on the position of f level and the total
number of electrons. Hybridization is the key mechanism for ferromagnetism, once it slightly
delocalizes the f levels and it generates strongly asymmetric density of states. Remarkably they
have found ferromagnetism around Ef =−0.25D for the same parameters as in Figure 4.11,
advocating in favor of a ferromagnetic instability inside the intermediate valence region of our

3For further details, check Section 8.5 of Ref. [75]
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diagram.

4.2.2 Magnetism induced by an external magnetic field

Let us consider an additional static and homogeneous external magnetic field Hext applied to
the system described by the EPAM (Eq. 3.1). The magnetic field is assumed to be along the z
axis, which is chosen as the quantization axis for the spin operators. It couples to the electrons
through the Zeeman interaction[77]:

HZ = −hext
∑
i

(gfS
z
i + gcs

z
i ) (4.9)

In Equation 4.9, the f and c electron spin operators are denoted by Szi and szi , respectively.
The constants gf and gc include their Bohr magneton and the Landé factors in a shorthand
notation.

According to Table 2.1, the magnetic configurations of the lanthanides carry large magnetic
moments as a consequence of Hund’s rules. Furthermore, in the intermediate valence regime
of EPAM the f and c contributions for the density of states obey the relation ρff (µ)�ρcc(µ).
For those reasons, we will neglect from now on the conduction electrons magnetization by
assuming gf�gc. Since we consider a non-degenerate f-level, we assume also Si=1/2. Using
the fermionic representation of the spin operator Szi ,

Szi =
f †i↑fi↑ − f †i↓fi↓

2
, (4.10)

we can write the EPAM hamiltonian in a presence of an external magnetic field:

H = −
∑
ijσ

tijc
†
iσcjσ + Ef

∑
iσ

f †iσfiσ +
Uff
2

∑
iσ

n̂fiσn̂
f
iσ + V

∑
iσ

(
c†iσfiσ + f †iσciσ

)
+ Ufc

∑
iσσ′

n̂fiσn̂
c
iσ′ −

gf
2
hext

∑
iσ

σf †iσfiσ (4.11)

The mean-field approximation developed for the Ufc term in Section 3.3.1 is not affected
by the presence of the new term in the hamiltonian. So, if this approximation is explicitly taken
in the model hamiltonian, it yields:

H = −
∑
ijσ

tijc
†
iσcjσ + Ufcnf

∑
iσ

n̂ciσ +
∑
iσ

ε̃f,σf
†
iσfiσ +

Uff
2

∑
iσ

n̂fiσn̂
f
iσ

+ V
∑
iσ

(
c†iσfiσ + f †iσciσ

)
(4.12)

Here we have defined:
ε̃f,σ = Ef + Ufcnc −

gfhextσ

2
(4.13)
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The next step is to deal with the Couloumb repulsion Uff employing again the Hubbard-
I approximation. The equations presented in Section 3.3.3 must be modified because the
magnetic field lifts the degeneracy of the two spin projections. In particular, the coefficient p
involved in Eq. 3.14 is now spin-dependent. Here I recall its definition:

pσ = 1− nfσ (4.14)

Following the same steps that lead to Equations 3.24 and 3.25, we can write the Green’s
functions for f and c electrons:

Gcc
σ (k, ω) =

1

ω − ε̃c(k)− pσV 2

ω−ε̃fσ

(4.15)

Gff
σ (k, ω) =

pσ

ω − ε̃fσ − pσV 2

ω−ε̃c(k)

(4.16)

Each spin component will have its own quasiparticle spectrum and density of states, corre-
sponding to different positions of the effective f level (Eq. 4.13) and different renormalizations
(pσ) of the hybridization parameter. The energy spectrum is now given by:

ω±,σ =
ε̃c(k) + ε̃fσ

2
±
√(

ε̃c(k)− ε̃fσ
2

)2

+ pσV 2 (4.17)

Using a constant density of states for the non-interacting density of states ρ0(ω), one can
obtain the partial density of states ρccσ (ω) and ρffσ (ω) by the transformation applied in Section
3.4. These functions are nonzero for two disconnected regions separated by an hybridization
gap, being the edges also spin-dependent.

The expressions for the partial density of states for the c and f electrons are:

ρccσ (ω) =
1

2D
(4.18)

and

ρffσ (ω) =
1

2D

p2
σV

2

(ω − ε̃fσ)2 , (4.19)

both defined in the energy regions corresponding to Eq.4.17 evaluated in the band edges, in
analogy to Eqs.3.38-3.41.

A schematic representation (for arbitrary parameters) of the total density of states ρtotσ (ω)=
ρccσ (ω)+ρffσ (ω) is depicted in Figure 4.12. The Zeeman interaction modifies the position of
edges and the renormalization of the spectral weight of the f peak. The spin dependence of
the hybridization gap width reflects the fact that the parameter V 2 is renormalized by pσ in
our approximation and it is larger for the majority spin orientation.
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Figure 4.12: Total density of states ρtotσ (ω) = ρccσ (ω) + ρffσ (ω) for each spin direction. Note
that all the features in ρtotσ (ω) are spin-dependent: the with of hybridization gap, the band
edges and the height of the f peak. The parameters are chosen to exaggerate the difference
between the spin bands.

Results

The self-consistent equations for the magnetization, valence and chemical potential are solved
numerically using the same method as in Section 4.1. For simplicity, we define gf = 2 as the
numerical value for the g-factor.

In Figure 4.13 we show the valence and the magnetization of the f electrons as a function
of hext. Three points in the Ef -Ufc phase diagram are considered: Ef =−0.15D;Ufc=0.4D
(Point A, solid red line), Ef = −0.2D;Ufc = 0.5D (point B, blue dashed line) and Ef =
−0.25D;Ufc = 0.6D (point C, green dot-dashed line). The other parameters are kept fixed:
V =0.1D and ntot=1.5. Their positions in the Ef -Ufc phase diagram (for hext=0) are shown
on the inset. The magnetic field leads always to an increase of both valence and magnetization,
or in other words, it always drives the system towards a more localized behavior.

When the system is in the crossover region (curves A and B), both parameters nf and
mf vary continuously with the external field. For an Ufc larger than the critical value, a first-
order valence transition appears by the effect of the external field and it is accompanied by
a magnetization jump in a critical field (curve C). Above the transition the magnetization is
close to its saturated value, in which mf/nf =1. The critical field h∗ext reflects the distance (in
terms of Ef ) from the valence critical line. For instance, when Ufc=0.6D and Ef =−0.25D
(curve C) the critical field is h∗ext=0.05D, which is exactly the difference between Ef and the
critical Ef =−0.3D for Ufc=0.6D.

The increase of valence with a magnetic field can be understood conceptually from simple
arguments. The external magnetic field acts in detriment of the spin degeneracy of the f-level,
which acquires a polarization energy proportional to hext (see the band splitting in Figure 4.12).



CHAPTER 4. RESULTS 63

Figure 4.13: Valence nf (top) and f-electron magnetization mf (bottom) as a function of the
external magnetic field hext for three points in the Ef -Ufc phase diagram: Ef =−0.15D;Ufc=
0.4D(point A), Ef =−0.2D;Ufc = 0.5D (point B) and Ef =−0.25D;Ufc = 0.6D (point C).
Other parameters are V =0.1D and ntot=1.5. Inset: position of the three set of parameters
with respect to the Ef -Ufc phase diagram (Fig. 4.1).

Then one of the spin components (here the positive Sz=+1/2) has an effective f-level position
that decreases progressively with respect to Ef (Eq. 4.13), while for the other component it
increases. This separation is associated to a larger occupation of the up-spin component,
increasing the f-electron magnetization and the valence.

Next let us see how the magnetic field affects the dependence of nf and mf on the position
of the f-level Ef in the crossover and the first-order valence transition regions. This will be
important for discussions on the pressure dependence of mixed-valence compounds under a
magnetic field. This dependence is shown in Figure 4.14 in the crossover(left) and first-order
(right) regions for three values of hext: hext=0.01D (red solid line), hext=0.1D (blue dashed
line) and hext=0.5D (green dot-dashed line). In both cases the external magnetic field leads
the valence variation region towards larger values of Ef . The displacement with respect to
the case without external field is given by hext itself, in agreement with the arguments given
in the last paragraph. We remark, based on these results, that the external field is unable to
change the nature of the valence transition, i.e. it does not transform the valence crossover
into a discontinuous transition. The magnetization curves in Figure 4.14 for hext = 0.1D and
hext=0.5D present some kinks as a function of Ef , which are caused by the chemical potential
crossing the hybridization gap for one or both spin orientations (see Figure 4.12).
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Figure 4.14: Valence nf (top) and f-electron magnetization mf (bottom) as a function of Ef
in the crossover region Ufc = 0.4. Three values of hext are considered: hext = 0.01D (red
solid line), hext = 0.1D (blue dashed line) and hext = 0.5D (green dot-dashed line). Other
parameters are V =0.1 and ntot=1.5. The external field pushes the valence transition region
to larger Ef values and the displacement is roughly given by hext, but it does not change the
transition character. The magnetization at small field is large only close to the unstable region
discussed in Figure 4.9, but it spreads out when the field increases.

Conclusion

In Section 4.2.2 we have shown the effect of an external magnetic field hext in the EPAM
through the addition of a Zeeman interaction in the f electrons. Such interaction lifts the
model spin-degeneracy, which leads to different densities of states for the two spin components
(Figure 4.12). In summary, the application of hext always increases the valence nf and the
magnetization mf , but the type of variation (i.e. whether it is continuous or not) depends on
the value of Ufc. For Ufc>U∗fc the field-induced valence transition is discontinuous, being U∗fc
the same critical value as in the non-magnetic case (Section 4.1).

4.2.3 Ferromagnetism induced by f-f exchange

In the preceding sections we have not considered the presence of RKKY interaction in the
system. In this section such f-f exchange interaction will be added to the EPAM, considering
the exchange interaction Jij as a parameter.
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Ferromagnetic Interactions and Mean-Field approximation

Here we will restrict ourselves to the analysis of nearest neighbor ferromagnetic interactions,
described by the following hamiltonian:

HJ = −J
∑
<i,j>

Si · Sj (4.20)

In this hamiltonian < i, j > represents the sum over all pairs of neighboring sites in the
lattice and J is the strength of magnetic interaction (J > 0 for ferromagnetism). This term
will be treated in mean-field approximation. The spin operators are replaced by their average
values plus fluctuations, that are kept to first order only. If the magnetization is along the z
axis, then:

Szi S
z
j ≈ 〈Szi 〉Szj +

〈
Szj
〉
Szi − 〈Szi 〉

〈
Szj
〉

(4.21)

In the ferromagnetic state the system is homogeneous and the average value 〈Szi 〉 is the
same for all lattice sites. Using this invariance explicitly in the mean-field approximation, the
hamiltonian in Eq. 4.20 yields:

HJ = −Jmf

∑
iσ

σf †iσfiσ + Jm2
fN (4.22)

Here the spin operator is rewritten in terms of fermionic operators Szi =1/2(f †i↑fi↑−f †i↓fi↓),
we used the definition mf = 2 < Sz > and N is the number of lattice sites. The prefactor
in the sum (Jmf ) is named Weiss molecular field once it acts in the same way as an external
magnetic field (as in Eq. 4.9), apart from the constant Jm2

fN . For this reason, we can use the
same equations as in Section 4.2.2 to calculate nf andmf , but nowmf must be computed self-
consistently since it is proportional to the Weiss field. Moreover, the trivial solution mf = 0
is always present in this case, so it is crucial to compare its energy to other self-consistent
solutions. The expression for the total energy in the presence of the f-f magnetic exchange is:

Etot
N

=
∑
σ

µ∫
−∞

dωω
(
ρccσ (ω) + ρffσ (ω)

)
− Ufcncnf + Jm2

f , (4.23)

Results

Let us present the numerical results that we have obtained in the presence of a ferromagnetic
exchange. The bisection method was employed again and the good solution is chosen among
the self-consistent results by energy comparison. The valence and magnetization dependence
on the exchange parameter J is shown in the Figure 4.15 for three different points in the
Ef -Ufc phase diagram: Ef =−0.15D;Ufc=0.4D (point A), Ef =−0.2D;Ufc=0.5D (point
B) and Ef =−0.25D;Ufc=0.6D (point C). These points are chosen to be close to the critical
point (see Figure 4.1) and are the same of Fig. 4.13. Differently from the case of an external
magnetic field (Figure 4.13), the increase of J always leads to a discontinuity in the valence and
the magnetization, irrespective to the value of Ufc. For the points A and B the magnetization
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jumps are smaller than in point C and mf does not reach its maximum value after it. For the
point C the magnetization jump happens at J = 0.31D and mf is close to the saturation for
J >0.31D (where the three curves superimpose).

Next we analyze the variations of nf and mf as a function of Ef in Figure 4.16, following
the same lines as in Section 4.2.2. The results are shown for Ufc=0.4D (left) and Ufc=0.6D
(right), which are also classified as crossover and first-order scenarios in terms of the critical
Ufc value for the paramagnetic phase diagram in Figure 4.1. Here the results are presented for
two exchange values: J=0.1D and J=0.5. For Ufc=0.4D, the magnetization is finite in the
interval between Ef =−0.4D and Ef =−0.15D when J=0.1D. This region is placed around
Ef =−0.25D, that corresponds to the ferromagnetic instability in the paramagnetic case (see
Fig.4.9), widened by the additional exchange interaction. The mf 6= 0 region can be further
widened by increasing J or decreasing Ufc.

Figure 4.15: Valence nf (top) and f-electron magnetization mf (bottom) as a function of the
exchange parameter J for three points in the Ef -Ufc phase diagram: Ef = −0.15D;Ufc =
0.4D(point A), Ef =−0.2D;Ufc = 0.5D (point B) and Ef =−0.25D;Ufc = 0.6D (point C).
Other parameters are V =0.1D and ntot=1.5. Inset: position of the three set of parameters
with respect to the Ef -Ufc phase diagram (Fig. 4.1).

Conclusion

In Section 4.2.3 we considered the addition of a ferromagnetic exchange interaction between
the f-electrons in the EPAM. Such interaction was treated in mean-field approximation, which
yields the same equations as in Section 4.2.2 but in the presence of a self-consistent (Weiss)
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Figure 4.16: Valence nf (top) and f-electron magnetization mf (bottom) as a function of
Ef in the crossover region Ufc = 0.4 (left) and in the first-order transition region Ufc = 0.6.
Three values of J are considered:J = 0 (red solid line), J = 0.1D (blue dashed line) and
J = 0.5D (green dot-dashed line). Other parameters are V = 0.1 and ntot = 1.5.

magnetic field. The results are shown in Figures 4.15 and 4.16, representing the valence
and magnetization as a function of J (for a fixed point in the Ef -Ufc phase diagram) and
as a function of Ef (for fixed J and Ufc), respectively. As a general result, we have seen
that the valence dependence on J is always a discontinuous curve, independent of the Ufc
value. This is in contrast to the valence dependence on hext observed in last section, so we
argue that ferromagnetism may enhance the valence transition. The discontinuities might
also be an artifact of the mean-field approximation. In Figure 4.16 it is observed how the
ferromagnetic unstable region presented in Section 4.2.1 is increased in the presence of the
additional exchange interaction, as one should expect. These results will be revisited when the
ferromagnetic transition of YbCu2Si2 will be discussed (Section 4.3.2).

4.2.4 Summary

In this section the role of magnetism in valence transitions was discussed through three different
scenarios: the intrinsic magnetism provided by a ferromagnetic instability of the system, the
magnetism induced by an external magnetic field and the magnetism provided by f-f exchange
interactions. In the first case it was shown that a ferromagnetic instability exists in a small part
of the intermediate valence region (Figure 4.11) as long as the electronic filling ntot does not
exceed a critical value, as indicated in Figure 4.10. The self-consistent magnetization obtained
in the absence of fields can be as high as mf ≈ 0.35 inside this region. This instability can
be explained by the means of the Stoner criterion, which predicts an instability when density
of states in the Fermi level is sufficiently high, that happens in our model precisely when the
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Fermi level crosses the hybridization gap.
In the second scenario an external magnetic field was included in the system by addition of

a Zeeman interaction on the f-electrons. Since this interaction breaks the spin-symmetry, the
self-consistent equations were modified to take it into account. The major result is the field
dependence of the valence nf and magnetization mf : they both increase with an increasing
hext, but the nature of these transitions (continuous or not) depends on the value of Ufc as in
the non-magnetic case. A discontinuous valence transition is seen only if Ufc is larger than its
critical value in the absence of fields (defined as U∗fc). As a conclusion, the application of an
external field could be a god tool to control experimentally valence variations, since it allows
us to identify quantitatively the Ufc interaction for a given system.

In the last scenario we studied the effect of a ferromagnetic exchange interaction between f
electrons in neighboring sites. The interaction was included in the mean-field level. The results
show that the first-order transition is enhanced by the exchange interaction, since it drives the
valence transition discontinuous for any value of Ufc interaction. Whether it is a consequence
of the mean-field or not is still an open question, nevertheless the existence of intermetallic
lanthanides that display first-order ferromagnetic transitions (for example YbCu2Si2, discussed
in the next section) may advocate in favor of it.

4.3 Connection with experiments

In this chapter we will establish some connections between the theory developed for the EPAM
and some selected materials showing valence transitions. The choice of compounds is far from
being exhaustive, still they were chosen carefully to make a point in every aspect discussed
in the theoretical part: application of pressure and magnetic fields, ferromagnetism and the
nature of the valence variations (crossover or first-order transition).

4.3.1 Pressure effects

Pressure reduces the system size, increasing the overlap between the wave-functions of con-
duction electrons and the 4f orbitals. In the case of Ce-based compounds the negative ions
are pushed in the direction of the tails in the 4f wave-function, which produces an increase of
Ef in our model[68]. The hybridization V and the inter-orbital repulsion Ufc also increase due
to the larger overlap. As a consequence, pressure tends to favor the nonmagnetic valence con-
figuration of cerium (Ce4+, corresponding to 4f 0) with respect to the magnetic configuration
(Ce3+ or 4f 1)

Ytterbium compounds are often seen as the "hole" analogous to cerium, once it has a
4f 13 (one hole) configuration in its valence state Y b3+ in competition with the Y b2+(4f 14)
state. In this case pressure favours the magnetic state Y b3+, which amounts to decreasing Ef
and V in the Periodic Anderson model. The particle-hole analogy is useful to compare similar
compounds (as in CeCu2Si2 and YbCu2Si2), although important differences exists between
Ce-based and Yb-based materials[78].

As a practical rule, pressure favours larger valencies in lanthanides. For Ce and Yb it
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corresponds to Ce4+ (nonmagnetic) and Y b3+ (magnetic). For europium, for which some
examples will be discussed in this section, pressure a priori induces a transition from the
magnetic divalent state (Eu2+) to the nonmagnetic J=0 trivalent state (Eu3+).

Recalling that volume effects are not explicitly considered in the model and the pressure is
not a parameter in the model, it is clear that pressure effects must be encoded in terms of the
other model parameters, such as Ef and V . For this purpose, some hypothesis on the relation
between pressure and parameters are done.

First we assume that the pressure can be translated as a continuous and monotonic variation
of the model parameters Ef , Ufc and V . In this case, we choose Ef as the control parameter
and use its variation ∆Ef =Ef−E0

f (with respect to the initial value E0
f ) to write the variation

of Ufc and V :

Ufc = U0
fc + α∆Ef (4.24)

V = V 0 + β∆Ef (4.25)

For comparison purposes, two different scenarios for the parameter variations are proposed.
In both scenarios Ufc varies weakly with ∆Ef and we fix α = 0.1. The difference comes
from the hybridization dependence: in scenario A the hybridization is kept fixed at V 0 =0.1D
(β = 0), while in scenario B V has a weak dependence on ∆Ef and β = 0.1. We consider
two different values of U0

fc for each scenario, U0
fc=0.4D and U0

fc=0.6D, in order to describe
the crossover and the first-order valence transition regions, respectively.

In Figure 4.17 the valence dependence on pressure is schematically shown for the two sce-
narios proposed above. For both scenarios the crossover and the first-order valence transitions
are shown in the red and blue curves, respectively, and corresponds to different values of U0

fc

as indicated. The inset of Fig.4.17 presents schematically the parametrized curves with respect
to the phase diagram in Figure 4.1(with a fixed V =0.1).

The situation described by scenario A is qualitatively the same as in Figure 4.1.On the
other hand, if the hybridization dependence on pressure is included (bottom figure), the va-
lence variation is strongly reduced. In this case a discontinuous transition still exists, however
the valence jumps is smaller than for a fixed V . This picture is more consistent with the
experimental results showing that valence variations are small (on the order of 0.1) even if the
transition is discontinuous.

4.3.2 YbCu2Si2

The first Yb-based compound of interest is YbCu2Si2[38, 79]. It has a tetragonal crystal
structure with lattice parameters a=3.92 Åand c=9.99 Å. The Sommerfeld parameter around
γ≈150mJ/mol.K2 evidences a moderate heavy-fermion character established below 40K.

This material was meticulously studied in Ref. [38], where a substantial set of experimental
results under extreme conditions and their respective analysis were performed. Some of these
results will be summarized and their connection with the theory developed in this part of the
thesis will be debated.

Figure 4.18 shows the P-T phase diagram of YbCu2Si2 with emphasis on the valence values.
The highlighted feature of this diagram is a ferromagnetic transition at p=8GPa with ordering
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Figure 4.17: Pressure effects on the valence when passing through the crossover (red) or the
first order transition line (blue), as indicated on the inset. On the top the hybridization is kept
fixed with the increasing pressure (scenario A), while on the bottom V increases linearly with
it (scenario B).

temperature TM =8K[79] and it is believed to have a first-order nature, which contrast to the
second-order antiferromagnetic critical point from the Doniach diagram (Fig.1.2) and often
seen in Ce compounds. For the temperature of 7K (below TM), the Yb valence varies linearly
with the pressure, from 2.75 at ambient pressure to 2.92 at p=15GPa[80].

The appearance of a pressure-induced ferromagnetic transition with an increasing valence
is also observed in our model. YbCu2Si2 does not show any evidence of discontinuous valence
transitions, then it should be placed in the crossover region of the phase diagram in Figure
4.1. It has an intermediate valence Y b2.75+ at room pressure that goes towards the magnetic
configuration Y b3+ under pressure, as expected for Yb compounds (see Figure 4.17). What
is remarkable is the existence of magnetic transitions for a very small exchange interaction
J in this particular region of parameters, which includes also the maximum in the zero-field
magnetic susceptibility presented in Figure 4.11.

Other interesting feature of this compound is its comparison to YbCu2Ge2[81, 82]. Ger-
manium has a larger atomic radius than silicon, having similar electronic configurations. Then
Ge substitution acts as a negative pressure, dilating the crystal structure without any other
significant modification. In YbCu2Ge2 at low temperatures, the ytterbium valence is close to
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Figure 4.18: Phase diagram of YbCu2Si2 under pressure. A ferromagnetic transition is seen at
8GPa with a Curie temperature on the order of 10K. The ytterbium valence is continuous for
the whole phase diagram and increases with the pressure, as expected for Yb-based materials.
Extracted from Ref.[38].

Figure 4.19: Schematic comparison between the EPAM and YbCu2(Si/Ge)2 compounds. The
pressure dependence of the valence (red solid line) and f-electron magnetization (blue dashed
line) follows from the discussion in Section 4.3.1 (using scenario A) and the experimental
values are extracted from Refs. [81] and [80]. Theoretical parameters: V = 0.1D,ntot = 1.2,
Ufc=0.4D,J=0.01D and Ef varying from Ef =−0.1D to Ef =−0.5D.
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2 (4f 14 configuration) and the system behaves as a common metal with small effective mass
(γ≈10mJ/mol.K2) and Pauli paramagnetism[81]. Under pressure the valence increases and
heavy quasiparticles are formed (γ≈80mJ/mol.K2 at p=16.8GPa). It is expected that this
system recovers all the features of the Si-based material in a higher pressure range, but it is
experimentally unachievable.

The behavior of YbCu2(Si/Ge)2 at low temperatures seems to follow the theory presented
in Section 4.2.3. At low pressures Yb is almost divalent. Increasing the pressure the f-level
energy decreases and approaches the Fermi level, which leads to increasing valence fluctuations.
The enhancement of 4f 13 configuration produces a ferromagnetic transition with a quite high
effective moment. Since there is no sign of discontinuities in valence or in the volume under
the applied pressure, we can conclude that Ufc plays a minor role in the valence variations.

To illustrate this specific point, we compare in Figure 4.19 the experimental data to results
obtained from EPAM suitable for this particular compound. The pressure dependence on
the model parameters follows the scenario A in Figure 4.17 and the calculation is done at
zero temperature. Since the valence variation is continuous in YbCu2(Si/Ge)2, we placed
the compound in the crossover region. For YbCu2Ge2 the corresponding valence is close to
2+ and increases with pressure, while in YbCu2Si2 the valence is already in an intermediate
value (2.75) at zero pressure and a finite spontaneous magnetization is seen in the model and
experimentally when the valence tends to 3.

The EPAM, treated with the approximations described in Section 3.3, misses a relevant
phenomenon in the Y b3+ state: the Kondo effect. It would originate a large quasiparticle peak
in the electronic density of states at the Fermi energy, what tends to increase the magnetic
susceptibility close to the nf =1 region. Nevertheless, it is interesting to see that in any case
the valence variation with the pressure cannot be explained only by the delocalization of f
electrons from Kondo effect. If it was the case, the heavy fermion behavior would persist even
when Yb valence is close to 2, which is in disagreement with the small Sommerfeld coefficient
(γ≈10mJ/mol.K2) of YbCu2Ge2.

4.3.3 YbMn6Ge6−xSnx

The next compound to be analyzed in terms of our theory is YbMn6Ge6−xSnx. It crystallizes
in a hexagonal (P6/mmm) structure with a minor disorder from x= 0 to x= 6. The larger
atomic radius of Sn implies that there is a negative pressure effect by doping with this atom.
Then it is expected a valence drop (towards Y b2+ configuration) when the concentration of
Sn is increased.

YbMn6Ge6−xSnx is a rare example of lanthanide intermetallics containing also magnetic
transition metals. The presence of manganese in the crystal structure affects the Yb valence in
nontrivial ways, as it was studied in Reference [83, 84]. Contrary to many examples of Yb-based
compounds, for instance YbCu2(Si/Ge)2 discussed in Section 4.3.2, the Yb valence decreases
with the temperature for YbMn6Ge1.6Sn4.4. For the same composition, the Yb is magnetically
ordered up to 90K (which is unusual), while Mn is ordered up to room temperature. The
existence of highly polarized Mn states acts as a very strong magnetic field (close to 100T) on
the Yb sites.
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In Section 4.2.2 it was predicted that the action of an external magnetic field would favor
the magnetic valence configuration and a large polarization of the f orbital. It is precisely what
happens in this compound, apart from the fact that the Yb valence is slightly smaller than 3+.
This cannot be due to Kondo effect because the Kondo singlet is broken for such large fields.

Another point discussed by the authors in Ref.[83] is the considerably large valence variation
in function of Sn concentration from x = 4.2 to x = 4.4 for a given temperature (see Figure
4.20) . For a lattice expansion of only 1.43%, the variation ∆v ≈ 0.05 seems quite large.
One possibility is that Ufc is relevant in this compound, since the large exchange interaction
between d states of Mn can intervene in a non-standard fashion. For that, a more systematic
study of valence in this concentration region is desirable, supplemented by partial density of
states measurements (via resonant photoemission spectroscopy).

In order to compare the experimental results presented in Figure 4.20 to the theory of
EPAM, we include the basic aspects of YbMn6Ge6−xSnx in our model. First, we remind that
from the experimental data in Fig. 4.20 it is possible to extract the Yb valence and the Yb
and Mn magnetizations as a function of the temperature. The Mn magnetization MMn(T )
is assumed to have the following temperature dependence, considering that ordering of Mn is
mainly due to Mn-Mn interaction:

MMn(T ) = MMn(0) tanh

(
JMn−MnMMn(0)

T

)
(4.26)

HereMMn(0) is the magnetization at zero temperature and JMn−Mn is the exchange interaction
among Mn atoms. This magnetization acts as an effective magnetic field heff (T ) in the Yb
sites, which is given by:

heff (T ) = JYb−MnMMn(T ) (4.27)

JYb−Mn is the exchange interaction between Yb and Mn atoms. The Yb valence and mag-
netization will have an strong dependence on this field, which decreases when the temperature
increases. These two quantities are given by the expressions:

nf = nf (heff (T ), T ) (4.28)
mf = mf (heff (T ), T ) (4.29)

The quantities above can be calculated from the EPAM model. Since we have shown that
the temperature dependence of nf is very small for T . 0.05D in absence of magnetic fields
(Section 4.1.2), we neglect the explicit temperature dependence in Eqs. 4.28 and 4.29. So
the temperature dependence of nf and mf comes implicitly from the effective magnetic field
heff (T ).

Figure 4.21 presents the valence (top) and the magnetization (bottom) dependence on T
for three Ef values: Ef =−0.4D, Ef =−0.2D and Ef =−0.4D (the other parameters are
indicated in the caption). These values are chosen to represent the increase of Sn concentration,
which increases the primitive cell volume (Fig. 4.20). For Ef =−0.4D (red curve), the f-level
valence is nearly integral for any value of T and the magnetization decreases progressively from
the T = 0 value mf ≈ 0.6. The f-level valence is in an intermediate value for Ef =−0.2D
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(blue curve) and slightly decreases with T . Note that mf decreases in a similar way as for
Ef =−0.4D, but its value is always larger when Ef =−0.2D. Finally, if the valence is close
to zero (Ef =−0.0D, green curve), than the f-level magnetization vanishes.

The results presented above qualitatively agree with the temperature dependence on the
valence and the magnetization of YbMn6Ge6−xSnx (Figure 4.20, right). For x= 3.8 the Y b
valence is nearly integral and the Y b magnetization decreases and vanishes at T ≈ 50K. For
x = 4.2 and x = 4.4 the valence is closer to an intermediate value and the Yb sites has a
vanishing magnetization only at T ≈ 100K. The difference between the total magnetization
close to T =0 and at T =100K for x=4.2 is almost three times larger that for x=3.8, which
indicates that Yb magnetization is larger in the former case. Comparing to the results in 4.21,
we see that the Yb in its intermediate valence regime has a larger magnetization than for the
nearly integral valence state. For x= 5.5 the Yb has zero magnetization, even if the Mn is
polarized up to 300K, which can be explained by the fact that the Yb valence is smaller in
this alloy.



CHAPTER 4. RESULTS 75

Figure 4.20: Left: Volume and Yb valence dependence on the concentration of Sn in
YbMn6Ge6−xSnx at room temperature. The valence decreases with increasing volume,
as expected for Yb-based systems. Right: Yb valence (top) and total magnetization of
YbMn6Ge6−xSnx as a function of temperature for selected Sn concentrations xSn. Extracted
from Ref. [84]).

Figure 4.21: Theoretical results using our model to describe the Yb valence and magnetic
behavior in YbMn6Ge6−xSnx as a function of temperature T (see text) . The results are shown
for three values of Ef :Ef =−0.4D(red solid line),Ef =−0.2D(blue dashed line) and Ef =
0.0D(green dot-dashed line), representing an increasing Sn concentration. The parameters
chosen were Ufc = 0.4D,V = 0.1D and ntot = 1.5 and we have used JMn−MnMMn(0) =
JYb−MnMMn(0)=0.1D for simplicity. Here the temperature affects only the effective magnetic
field on Yb atoms (Eq. 4.27 due to the magnetization of Mn ions (see text).
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4.3.4 Eu(Rh1−xIrx)2Si2

Europium-based intermetallics are not studied as much as the Ce- and Yb-based materials,
but they present a very interesting behavior with respect to valence. Contrary to Ce and
Yb materials, the importance of Kondo effect in Eu systems is not so evident and the low
temperature behavior very often deviates from the predictions based on the Doniach’s diagram.

In intermetallic compounds, Eu possesses two valence configurations. The magnetic one
is Eu2+(4f 7), which has a purely spin angular momentum J = 7/2, according to the Hund’s
rules. By giving one electron to the conduction band, the Eu ion becomes trivalent and its
angular momentum cancels out exactly(J=0). This situation does not happen for lanthanides
situated in the beginning and the end of the series and one should wonder if it leads to different
behavior than Ce and Yb.

Experimental evidences suggest that the valence transitions are enhanced in several Eu-
based compounds[85, 86, 87]. One of these compounds is Eu(Rh1−xIrx)2Si2, which crystalizes
in a tetragonal (I4/mmm) structure[88]. The unit cell volume goes from 171Å3 at x= 0 to
169.5Å3 at x=1, corresponding to a volume reduction close to 1.5%.

The x-T phase diagram of Eu(Rh1−xIrx)2Si2 is presented in Figure 4.22. At low iridium
concentrations the divalent configuration is stable and antiferromagnetic order takes place
below TN ≈ 25K. For x ≈ 0.3 the AF order disappears abruptly and the low temperature
valence increases. At T =Tv, a first-order valence transition happens and the system is again
divalent at higher temperatures. The first-order transition is unambiguously seen by the big
hysteresis in thermodynamic quantities (for instance, the magnetic susceptibility)[88]. For
x≥0.75 the valence transition becomes a crossover.

The most impressive feature of the phase diagram discussed above is the existence of a
critical endpoint that separates the first-order from the crossover valence transition. To our
knowledge, apart from the "historical" metallic Ce and SmS, it is the only compound that
shows such point on its phase diagram. Note that these two other examples have substantial
volume variations through the first-order line, which does not seem to be the case in this
example, since the volume variation is close to 1%[88].

In order to establish the connection between the experimental phase diagrams and the
EPAM, we plot in Figure 4.23 the valence dependence on the pressure and temperature close
to the critical point. Here we have considered that the applied pressure (or the Ir doping) on
EuRh2Si2 is translated in an increasing Ef in the model. Ufc is chosen to be slightly above
the zero-temperature critical endpoint, i.e. Ufc>U∗fc

4. In this case, at very low temperature
the valence transition is first-order, but by temperature effects (as discussed in Section 4.1.2)
the transition is softened and becomes a crossover. The valence jump in the first-order line
is overestimated in our approach using mean-field theory, being five times larger than what is
seen experimentally (∆v≈0.19 [89]).

The real system presents an antiferromagnetic phase at low pressure with TN≈20K, which
disappears close to p= 1GPa (xIr ≈ 0.25), when an intermediate valence state is stabilized.
In the present work the question of antiferromagnetic order was not addressed, but from the

4We remind that the critical value for Ufc for V =0.1D and ntot=1.5 is U∗fc=0.53D (see Figure 4.1 and
Section 4.1.2 for details.
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shown in figure 9. At low Ir content (x  0.25), Eu is
stable divalent from room temperature down to the lowest
temperatures achieved in this work (⇠0.35 K) and orders
antiferromagnetically below ⇠25 K. Increasing the Ir content
to x = 0.3 results in an abrupt change of the ground state
to an intermediate-valence state which is similar to that of
EuIr2Si2, where a valence of 2.8 has been established by
Mössbauer spectroscopy [30, 31]. For x � 0.3 increasing the
temperature restores the Eu2+ state through a pronounced
first-order transition. The valence transition temperature
increases steeply with x, from about Tv = 30 K at x = 0.3
to about Tv = 80 K at x = 0.5. At even larger Ir contents x �
0.75, the valence transition evolves into a crossover behaviour,
with a continuous valence decrease on increasing temperature
and a signature of Kondo-like behaviour in the resistivity.
Accordingly, at room temperature the Eu valence as deduced
from lattice parameters moderately increases up to ⌫ = 2.3
with increasing x. In contrast, at low temperatures, the specific
heat data show that the electronic properties of the ground
state change abruptly between x = 0.25 and 0.30, without
evidence for critical fluctuations or diverging correlation
effects. Thus the phase diagram that we determined for
the alloy system Eu(Rh1�xIrx)2Si2 based on our study of
single crystals is very similar to those reported previously on
polycrystals of other Eu alloy systems [8–10], and supports
the generic character of the phase diagram in figure 1(b).
However, as discussed above, the actual control parameter
in this case is not the volume difference between Rh and
Ir atoms, which is small and positive and would yield a
Eu2+ state for the Ir compound in a pure chemical pressure
scenario. The evolution of the properties from x = 0 to 1 is
controlled by a purely electronic effect: the binding energy
for the Eu 5d and the transition metal valence electrons
is obviously higher for the case of 5d Ir than for 4d Rh,
promoting the transfer of an electron from the 4f to the 5d
shell of Eu in the former case. Considering that EuCo2Si2
is a stable trivalent compound [48], the tendency to a higher
rare earth valence increases from 4d Rh to 5d Ir to 3d Co.
The same tendency is also observed in the homologue Ce
compounds: CeRh2Si2 is an antiferromagnet with a Néel
temperature of 36 K [49], while CeIr2Si2 and CeCo2Si2 are
intermediate-valence compounds [50], the Ce valence being
higher for the Co system than for the Ir system. Surprisingly,
the Yb homologues present the reverse order for Rh and Ir:
the valence increases from YbIr2Si2 (Kondo scale ⇠40 K,
paramagnetic) to YbRh2Si2 (Kondo scale ⇠20 K, weak AFM
order at 70 mK) to YbCo2Si2 (stable trivalent Yb, AFM
order at 1.7 K) [26, 47, 51]. The reason for this difference
is not clear. Moreover, pressure experiments indicate that
the difference in the Kondo scale between YbIr2Si2 and
YbRh2Si2 is larger than expected from the volume difference
between Ir and Rh atoms [52], which implies that the
electronic effect is of different sign than for the Eu-based or
Ce-based systems, i.e. it pushes the Ir compound towards the
lower Yb valence.

The origin of the pronounced difference between the
generic phase diagram of Eu and Ce/Yb systems is still poorly
understood. Considerations based both on cohesive energies

Figure 9. Phase diagram for Eu(Rh1�xIrx)2Si2. Red open symbols
were obtained from resistivity data and black full symbols from
susceptibility data. For first-order transitions, the average between
cooling and warming runs is plotted. The lines are a guide to the eye.

and high-energy electron spectroscopy results [53] propose
strong similarities between Yb and Eu, and strong differences
to the case of Ce. On the other hand, the huge magnetic
entropy S = R ln 8 of the J = 7/2 Eu2+ state, which undergoes
no crystal electric field (CEF) splitting since L = 0, contrasts
with the much smaller S = R ln 2 for the CEF-split ground
state doublet in Ce or Yb systems. However, if degeneracy
was the determining factor, Yb systems with a small CEF
splitting, like YbT2Zn20 [54], should behave like Eu systems
at temperatures above 50 K since Yb3+ has also J = 7/2. In
addition, RKKY exchange in Eu systems is much larger than
in Yb, but only slightly larger than in Ce. A more likely origin
is the 4f intrashell coupling energy due to spin polarization,
orbital polarization and spin–orbit coupling (corresponding to
Hund’s first, second and third rules, respectively) [55]. For
trivalent Ce and Yb, with a single electron or a single hole in
the f shell, this polarization energy is small. Thus the valence
change involves mainly a change in the chemical bonding
energy. In contrast, the (nearly) half-filled f shell of Eu implies
a huge polarization energy (of the order of 10 eV), with a
difference in polarization energy between 4f6 and 4f7 that
is also large (of the order of 1 eV) [55]. Thus, a valence
change in Eu systems involves a huge energy transfer from
purely chemical interatomic bonding energy to intra-4f shell
polarization energy. It is readily conceivable that this should
favour a first-order transition.

4. Conclusions

We have demonstrated that high-quality single crystals not
only of divalent EuRh2Si2, but also of valence-fluctuating
EuIr2Si2 and their alloy series can be grown using an In-flux
growth method. We have studied the evolution of the Eu
valence and the magnetic behaviour of these crystals as
a function of the Ir content x by means of susceptibility,
specific heat and resistivity measurements. The phase diagram
describing the transition from the stable Eu2+ state at x = 0,
showing antiferromagnetic order at low temperatures, to a

7

Figure 4.22: Left: x-T phase diagram for Eu(Rh1−xIrx)2Si2 from Ref.[88]. The passage from
a first-order valence transition to a crossover happens at x ≈ 0.75 (not specifically shown).
Right: p-T phase diagram for EuRh2Si2 from Ref.[89].

Figure 4.23: Valence phase diagram for EuRh2Si2 under pressure (or Ir doping) using the
EPAM model. Parameters are chosen to enforce the proximity to the zero temperature quantum
critical point (see text). Parameters in the model: V = 0.1D, ntot = 1.5, Ufc = 0.55D, Ef
ranging from Ef =−0.6D to Ef = 0.2D. The temperature range is indicated in the vertical
axis.
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points discussed in what concerns ferromagnetism (Section 4.2.3) it can be sustained that
magnetic order is very sensitive to first-order valence transitions. Then it is expected that the
first-order transition lines on Fig. 4.22 (represented by TV ) coincide with the antiferromagnetic
transition line.

The existence of a critical point as in Figure 4.1 raises a natural question: how important
is Ufc in Eu-based materials? If valence transitions are enhanced and eventually first-order in
Eu intermetallics, one would expect a large Ufc interaction, especially if volume effects are not
appreciable. On the other hand, Ce and Yb materials in a similar structure do not show this
remarkable changing in the transition behavior, even that the electronic structure should be a
priori similar.

The answer for the puzzle above is still open. It is most likely related to the energetic
differences between the magnetic Eu2+ and the nonmagnetic Eu3+ configurations[90]. The
large spin polarization energy (close to 1eV ) between these states would favor a first-order
transition, which does not happen in Ce(Yb) transitions since it involves states with zero and
one electron (hole). Obviously it is a multiorbital effect not described by the single orbital
hamiltonian considered in this work, so Ufc acts here as an effective parameter that models
this interaction.

Further analysis of this compound are highly desirable. For instance, spectroscopic mea-
surements like RIXS could determine with precision the valence states through the transitions
and clearly identify the location of the critical point in the phase diagram of Figure 4.22. Ex-
periments under pressure and external magnetic field as those realized for YbCu2Si2 could also
help to understand the discrepancies between Eu and Ce/Yb-based intermetallics.

4.3.5 Summary

In Section 4.3 the comparison between the results obtained for EPAM in Sections 4.1 and
4.2 and some compounds is made. The first compound is YbCu2Si2[79], which presents a
ferrromagnetic transition at p= 8GPa for T < 10K. The Yb valence increases continuously
with the applied pressure even inside the ferromagnetic phase. We propose that the ferromag-
netic transition of YbCu2Si2 under pressure can be accounted in the EPAM, which possesses a
ferromagnetic instability in the intermediate valence region (see Section 4.2.1). For the second
compound, YbMn6Ge6−xSnx, we have used the EPAM model in the presence of a magnetic
field developed in Section 4.2.2, given that the manganese magnetization acts as a large exter-
nal field in the Yb site. For that reason, we have proposed a temperature-dependent magnetic
field (Figure 4.21) that describes well the valence variations with temperature for different
Sn concentrations. Lastly, we have discussed the case of Eu-based compounds, that usually
present larger valence variations in comparison to Ce and Yb materials. The experimental
phase diagram of EuRh2Si2 as a function of Ir doping (in Rh sites) or pressure shows the
existence of a first-order valence transition line that terminates in a critical point, which is also
present in the EPAM phase diagram.
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Conclusions and perspectives

In Part I we have covered the topic of valence transitions in intermetallic lanthanide systems
from a theoretical perspective. The description of valence transitions was made using an
extended version of the Periodic Anderson model (Eq.3.1) that includes the repulsion between
conduction and localized (f) electrons, represented by Ufc. This interaction is responsible for
changing the character of valence variations from continuous (if Ufc is small) to discontinuous, if
Ufc is large. The Extended Periodic Anderson model was treated by a combination of mean-field
approximation for the Ufc term and infinite-U Hubbard-I approximation. These approximations
yield a simple self-consistent calculation of the valence at zero and finite temperatures and it
allows us to study additional effects, as the inclusion of an external magnetic field (Section
4.2.2) and ferromagnetic exchange interactions (Section 4.2.3).

The first important result obtained in Part I is the zero-temperature Ef -Ufc phase diagram
in Figure 4.1: it shows how the valence crossover is transformed in a first-order valence transi-
tion line by Ufc interaction. This result is in agreement with other works on the EPAM using
more sophisticated methods, which means that the mean-field approximation is a good choice
of treatment. A second interesting result is the ferromagnetic instability predicted inside the
intermediate valence region (Figure 4.11), which is explained by the large density of states
at the Fermi level. Obviously such instability is reinforced in the presence of ferromagnetic
interactions (see results of Section 4.2.3), which we have suggested as an explanation of the
ferromagnetic transition in YbCu2Si2 (Section 4.3.2). An open question is to know if antifer-
romagnetic instabilities exist in the EPAM, but for this particular point we need to provide a
specific lattice structure (for example, a cubic lattice). Besides, we have investigated how the
valence is affected by the application of an external magnetic field (Section 4.2.2). As expected,
the magnetic field always favors the magnetic valence state (nf =1 in the EPAM), however it
does not change the nature of the valence variation. Then it provides an experimental tool to
investigate intermediate valence states and valence transitions.

Apart from the antiferromagnetic instabilities, some open questions deserves to be addressed
and are perspectives for future works. One of them concerns the inclusion (or maintenance)
of Kondo physics in the problem of valence transitions, allowing to go from the intermediate
valence phase (studied here) to the Kondo limit by decreasing the f level energy Ef . The
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Kondo limit is a particular case of the PAM (see Section 1.2) and is initially included in the
EPAM, however the choice of Hubbard-I approximation "killed" the Kondo effect since it does
not describe the quasiparticle peak that emerges at the Fermi level. This is particularly evident
from the Hubbard model: the Hubbard-I approximation describes the lower and upper Hubbard
sub-bands only and it is appropriate for the insulating phase. The inclusion of the Kondo peak
in the density of states is granted in more sophisticated approximations, as the Dynamical
Mean-Field Theory.

A second point that may be promising in the context of the EPAM is the inclusion of orbital
effects. The motivation is based on the discrepancies between the valence phase diagrams of
Ce/Yb and Eu materials, highlighted in Refs. [87, 88]. The "competing" valence configura-
tions in Ce (4f 0 and 4f 1) and Yb (4f 13 and 4f 14) are composed of a completely empty (or
full 4f orbital) and a one electron (one hole) state, being the non-magnetic configuration com-
pletely trivial. In europium the valence configurations are more "exotic": the magnetic state
4f 7 is fully polarized (J=S=7/2) and has a large magnetic moment, while the non-magnetic
state has L=S=3, but the third Hund’s rule yields J=0. In order to study the quantitiative
difference between Ce/Yb and Eu compounds via orbital effects, one can study an improved
version of the EPAM with three local orbitals, which is a simplification of the seven 4f orbitals,
but provides non-trivial configurations in which J=0.



Part II

Disorder in Kondo systems
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Chapter 6

Introduction

In the second part of this thesis we will address the problem of disorder in Kondo systems from
a theoretical perspective, more specifically the effect of magnetic-nonmagnetic substitutions in
lanthanide (or actinide) metallic systems. Before entering in the details of our calculations, we
will discuss some introductory aspects of the problem: the evolution from the Kondo impurity
to the Kondo lattice, the effect of disorder in Kondo systems and some experimental results
that motivate our work.

6.1 Kondo effect: from the impurity to the lattice

In Chapter 1 some aspects of the Kondo impurity (Eq.1.6) and the Kondo lattice (Eq.1.10)
models were introduced. They correspond to particular cases of the single impurity and periodic
Anderson models, respectively, in which the localized levels are occupied by one electron and
the charge degrees of freedom are quenched. The passage from the Anderson to Kondo models
is done through the Schrieffer-Wolff transformation [6], in which the f electrons retain only
their magnetic degrees of freedom.

Kondo model describes the antiferromagnetic interaction between local moments and con-
duction electrons. Local moments are screened by conduction electrons below the Kondo
temperature:

TK = De
− 1
JKρ

c(µ) , (6.1)

that depends exponentially on the Kondo coupling JK and the conduction electrons density of
states at the Fermi level ρc(µ).

The Kondo screening is indirectly observed through a logarithmic dependence of the elec-
trical resistivity at T & TK that appears both in the impurity and in the concentrated regimes.
For lower temperatures, impurity and lattice have a different resistivity behavior: in the impurity
regime, the scattering of conduction electrons by impurities is incoherent and it approaches the
unitary limit, then the resistivity saturates as T → 0. For the lattice the scattering becomes
progressively elastic as the temperature is reduced [91] and the system achieves a coherent
state below the coherence temperature Tcoh. Then, for T < Tcoh, the resistivity is given in
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Figure 6.1: Magnetic contribution to the resistivity (normalized by the number of Ce atoms)
of CexLa1−xCu6 [92] as a function of temperature for different Ce concentrations. The curves
corresponding to the single impurity and the lattice regime are highlighted in red and blue,
respectively. Adapted from Ref.[92].

terms of the Fermi liquid expression R(T ) =R0 +AT 2, in which R0 is the residual resistivity
and A (the coefficient of electron-electron scattering contribution) is extremely large compared
to common metals.

The development of coherence is clearly seen in the alloy CexLa1−xCu6[92, 93]. The
magnetic resistivity measurements from room temperature up to T =0.01K (Figure 6.1) show
the difference between the impurity and the lattice regimes as the concentration of Ce is tuned.
At high temperatures T > 10K there is a clear logarithmic dependence on the temperature
that is almost independent of concentration, signaling the Kondo effect. For T < 10K the
behavior depends on the concentration: in the diluted regime (x<0.5), resistivity increases by
decreasing temperature until saturation to a residual resistivity at T ≈1K, which corresponds
to the unitary limit of scattering. For the concentrated regime (x > 0.5), resistivity has a
maximum around 10K and decreases at lower temperatures, until it achieves the residual
resistivity.

6.1.1 Local versus Coherent Fermi Liquid

It was mentioned in Chapter 1 that the Kondo impurity and lattice models (Eqs. 1.6 and 1.10)
have Fermi liquid (FL) fixed points at zero temperature. While in the impurity the FL behavior
is universal, in the lattice other ground states are possible and the low temperature behavior
depends on specific details of each system. In many dense systems, the FL ground state of
the lattice is in competition with antiferromagnetic order, which is described by the Doniach
diagram (Fig. 1.2).

The FL description of the single impurity Kondo problem was developed by Nozières[94]
and it is known as Local Fermi Liquid (LFL). The starting point of Nozières theory is that
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JK→∞ at low temperatures, as shown by scaling arguments by Anderson[9]. In this limit,
the magnetic impurity moment forms a rigid singlet state with one conduction electron spin
and an infinite energy is required to break it. The impurity acts as a non-magnetic scattering
site with infinite repulsion. Including the virtual excitations of the singlet, he has shown that
additional interactions are irrelevant in a 1/JK expansion.

The Fermi liquid regime of the Kondo lattice, sometimes denote Coherent Fermi Liquid
(CFL), corresponds to the heavy fermion behavior introduced in Section 1.2. The striking
property of the CFL is the extremely high effective mass of its quasiparticles, which can be
explained by the two (s-f) band picture given by mean-field theory: the Kondo Lattice model
is transformed in a model with two hybridized bands, representing the conduction and the
(dispersionless) f electrons (see Section 7.2).

The "exhaustion" problem

In order to achieve a non-magnetic ground (CFL) state in the Kondo lattice, conduction elec-
trons must quench the spin degrees of freedom of an outnumbered local moments. Considering
that the effective number of conduction electrons participating in the screening are located in
a energy window of TK(TK�D), then the magnetic moments largely outnumber it and the
picture of individual Kondo cloud must be reconsidered. This "exhaustion problem" was first
proposed by Nozières [95, 96], who used an entropy argument to estimate that the coherence
temperature Tcoh∼ρcT 2

K .
Nozières estimation was proven to be wrong by mean-field calculations[97, 98, 99]: the

ratio Tcoh/TK depends only on band structure details, but not on TK (or JK) [97, 98]. The
physical argument to explain it is the following: in a Kondo Lattice, the "true" quasiparticles
at low temperature are a combination of the conduction and the localized electrons, so the f
electrons are (in some sense) "screening themselves"[14].

6.1.2 Strong-coupling picture of Kondo impurity and lattice
models

The strong-coupling limit JK → ∞ of the Kondo impurity and lattice models is a simple
way to understand their low temperature behavior and Fermi liquid properties. According to
Renormalization Group calculations[10], JK →∞ is the low temperature fixed-point of the
impurity problem. In the lattice, the ground state is expected to be magnetic for large JK .
Here, we are interested in non-magnetic states of the Kondo lattice in the limit JK→∞, since
it yields an interesting physical picture that can help to understand the CFL for lower JK .

The JK →∞ picture for the Kondo impurity model is represented in Figure 6.2. The
magnetic impurity forms a rigid singlet state with one conduction electron and an infinite
energy is required to break it. Consequently, the impurity site is forbidden for the remaining
conduction electrons. The Nc−1 (Nc is the total number of conduction electrons) remaining
conduction electrons are the system quasiparticles, moving in a lattice depleted by one site.

In this picture [100, 96], the Nc=ncN conduction electrons form local singlet states with a
fraction of the N local moments in the lattice (assuming that Nc<N), while N−Nc moments
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Figure 6.2: Strong coupling picture of single impurity Kondo problem. The impurity and the
conduction electron spins are represented by the red thick and the blue thin arrows, respectively.
The impurity local moment forms a singlet state (represented in yellow) with one conduction
electron. The impurity site is "forbidden" for the other conduction electrons, since it requires
infinite energy to break the singlet. The remaining conduction electrons move freely in the
depleted lattice.

are unscreened (the bachelor spins). Thanks to the electronic mobility, conduction electrons
will hop to bachelors spins and the CFL ground state is assured to be non-magnetic by this
dynamical effect. Effectively the bachelor spins behave as holes of a lattice containing a singlet
per site (a Kondo insulator), having an infinite repulsion between them since two holes cannot
occupy the same lattice site. This situation is depicted in Figure 6.3.

Figure 6.3: Strong coupling picture of Kondo lattice problem. Every conduction electron in
the lattice forms a local singlet (in yellow) with a local moment, while the remaining moments
(represented by the thick red arrows surrounded by red dots) stay unscreened. Hopping pro-
cesses of conduction electrons are possible only toward sites with unscreened spins. One can
equally think that the charge carriers in the system are holes in unscreened spin sites, having
an effective repulsive interaction (see text).

It is possible to check two important results from the analysis above. First, the number
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of quasiparticles in the system is 2N − (N −Nc) = N +Nc, since holes are moving in the
lattice. This verifies the Luttinger’s theorem[2] for the Kondo lattice[101], which states that
conduction electrons and local moments contribute to the Fermi surface.

The second result is the formal equivalence between the JK→∞ Kondo lattice with Nc

electrons and the U→∞ Hubbard model with N −Nc electrons[100, 96]. We can compare it
to the LFL for the impurity (Fig. 6.2), where the effective quasiparticles interaction is zero and
the only modification with respect to the "clean" system is the depletion of the impurity site.
So, from the JK→∞ point of view, the Local and the Coherent Fermi Liquids have different
"types" of quasiparticles: non-interacting electrons in LFL and "hard-core" interacting holes
in CFL.

The strong-coupling picture presented in this section can be generalized for a system with
an arbitrary numbers of local moments (Kondo Alloys). Such generalization will be discussed
in Section 7.1.2.

6.2 Substitutional disorder in Kondo systems

In this section we briefly review some aspects of substitutional disorder in Kondo systems in a
global perspective. From the stoichiometric point of view there are two non-equivalent forms
of substitution in heavy fermion families of materials1, depending on the atom that is replaced.
For a f site substitution, the magnetic rare-earth atom is replaced by a non-magnetic one, as in
CexLa1−xCu6 [92, 93] or UxTh1−xPd2Al3 [102, 103]. Distinctively, a ligand substitution occurs
when atoms other than the rare-earth (ligand atoms) are replaced, as in CeCu6−xAux [19] or
UCu5−xPdx [104]. Here we are going to focus on the f site substitution.

6.2.1 Non-Fermi liquid behavior from disorder

A frequent consequence of substitution in heavy fermions systems is the appearance of Non-
Fermi Liquid (NFL) behavior[18], characterized by a violation of Fermi Liquid theory with
respect to the temperature dependence of physical quantities. Many scenarios for Non-Fermi
liquid behavior in heavy fermions have been proposed[105, 106], including the proximity of the
quantum critical point of the Doniach’s diagram[107] or a quantum critical point associated
to valence transitions[68], models for multichannel Kondo effect [108, 109] and theories on
disorder effects[110, 111, 112]. The pertinence of these theories relies on the specific details
of the compounds that are meant to be described.

Here we will focus on theories in which disorder is considered to be the driving force of
Non-Fermi liquid behavior. The common aspect of these theories [113, 110, 111] is that
disorder induces different local environments for the magnetic moments and, consequently, a
distribution of Kondo temperatures p(TK). Because TK has an exponential dependence on the
local energy scale, p(TK) is a skewed distribution.

1By heavy fermion family we mean compounds that possess heavy fermion behavior in a given composition.
For a known example, CexLa1−xCu6 enters in this classification, since it is a heavy fermion forx =1.



CHAPTER 6. INTRODUCTION 88

Following the analysis of Refs.[110, 114], we can estimate the thermodynamic behavior of
a system displaying such distribution p(TK). For example, the average magnetic susceptibility
can be calculated. For a single Kondo impurity expression, we adopt the form from Wilson[1]:

χ(T, TK) =
A

T + bTK
(6.2)

Here A and b are constants. The average susceptibility with respect to p(TK) is given by:

χ(T ) '
+∞∫
0

dTKp(TK)
A

T + bTK
(6.3)

The upper limit of the integral above does not contribute, since p(TK) does not extend
entirely to infinite, so the interest is in the low-TK limit. Let us first suppose that p(TK) is a
finite quantity as TK→0. Then, using the leading term from the Taylor expansion p(TK)=p0

and introducing a cutoff Γ, we have:

χ(T ) '
Γ∫

0

dTKp0
A

T + bTK
∼ p0A

b
log

(
Γ

T

)
(6.4)

So a logarithm divergence appears in the low temperature behavior of the magnetic suscepti-
bility, in a clear contrast to the Fermi liquid behavior χ=χ0+AT 2. As a conclusion, if there
is a finite distribution of moments having TK→ 0, it leads immediately to Non-Fermi Liquid
behavior. The divergence is stronger in the case of a singularity in p(TK). In the case of a
power-law distribution[115, 114] for p(TK)∼Tα−1

K , we have:

χ(T ) '
Γ∫

0

dTK(TK)α−1 A

T + bTK
∼
{

χ0 , if α > 1
Tα−1 , if α < 1

(6.5)

For α> 1, the distribution p(TK) does not diverge as TK→ 0 and χ(T ) remains finite when
T → 0, as in a Fermi liquid. On the other hand, Non-Fermi liquid behavior is observed in
χ(T ) if α < 1. In a similar way, NFL behavior of the specific heat coefficient γ = C/T can
be deduced from a distribution of TK . Further details on these calculations, for instance the
disorder dependence of α in Kondo systems, the References [114, 115, 116] are recommended.

6.2.2 Kondo Alloys: experimental motivation

Kondo alloys are systems where the concentration of local moments is tuned by the amount
of the magnetic ion. The typical example is the substitution of lanthanum (in La3+ valence
state) by cerium (Ce3+ valence state), but there are examples with other atoms involved. One
issue of this type of substitution is the multiple effects that can appear when it is performed.
For instance, there are volume effects inherent to different ionic radius (RLa3+ =103.2pm and
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RCe3+ =101.0pm [22]). Furthermore, the substitution affects not only the electrical properties
(as the resistivity), but also the magnetic properties (susceptibility).

A first example of Kondo alloy is CexLa1−xCu6 shown in Figure 6.1. The low T behavior of
its resistivity was discussed in the context of coherence formation and the evolution from the
impurity to lattice regimes. Other examples are CexLa1−xCoIn5 [117, 118], CexLa1−xPd3[119],
Ce1−xLaxPtGa[120], CexLa1−xB6[121], Ce1−xLaxCu2Ge2[122], (CexLa1−x)7Ni3 [123] or
U1−xThxPd2Al3[102, 103].

Figure 6.4: Experimental phase diagram of CexLa1−xNi2Ge2 as a function of Ce concentration
x.The two Fermi Liquids regions indicated in blue (Local FL) and yellow (Coherent FL) are
determine by specific heat, resistivity and thermopower measurements and the points charac-
terize different system energy scales, namely the Kondo and the coherence temperatures. The
Fermi Liquid regions are separated by a Non-Fermi Liquid region that spans a large range of
intermediate concentrations. Figure adapted from Ref. [124].

Let us focus on a particular example of compound: CexLa1−xNi2Ge2 [124]. It is a heavy
fermion system in the Ce-rich phase (CeNi2Ge2) with a large Sommerfeld coefficient γ ≈
350mJ/K2mol [125, 126]. Anomalous behavior of the specific heat of CeNi2Ge2 in mK
scales suggests that it is very close to a magnetic quantum critical point. While the magnetic
transition is observed via the Ni-Pd or Ge-Cu substitution, the same is not seen when Ce is
replaced by La. Instead, a coherent Fermi Liquid regime is obtained in the range 0.95<x<0.6.
For 0.5< x < 0.02 Non-Fermi liquid behavior is reported, while the system is again a Fermi
liquid (local FL) for x<0.02 (Figure 6.4).

The compound CexLa1−xNi2Ge2 is non-magnetic in the whole range of substitution and
it has two different Fermi Liquid phases well separated by a large region of Non-Fermi Liquid
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behavior. Moreover, the results in Refs. [124, 127] indicate that the Kondo temperature is
independent of x. The interpretation of these results leads us to propose that the Non-Fermi
Liquid behavior in the range 0.5< x < 0.02 is induced by disorder, in a possible association
with the loss of coherence by La doping.

In the next chapter we will propose a model to describe non-magnetic phases of Kondo
Alloys as CexLa1−xCu6 or CexLa1−xNi2Ge2 using a method suitable to treat the combined
effects of coherence and disorder.



Chapter 7

Model and method

In this chapter we will introduce the model hamiltonian that describes the physics of alloys
containing randomly displaced magnetic moments and the numerical method used to solve it.
We start from the presentation of the model and its relation with the compounds discussed
in Section 6.2.2. Then the approximations employed in this work are shown in details: the
mean-field approximation for the Kondo problem (Section 7.2) and the statistical DMFT for
disorder effects (Section 7.3).

7.1 The Kondo Alloy model

Our goal is to describe rare-earth systems in which the concentration of magnetic moments can
be tuned by substitution. One example is the La-Ce substitution, supposing that the cerium
configuration is magnetic. The model hamitonian is the Kondo Alloy model (KAM):

H = −
∑
ijσ

(tij + µδij)c
†
iσcjσ + JK

∑
i ∈ K

Si · si (7.1)

The first term describes the kinetic energy of conduction electrons given by the hopping
integral tij. The number of conduction electrons per lattice site is fixed by the chemical
potential µ. The second term is the Kondo interaction, i.e. a local antiferromagnetic coupling
between the local moment, described by the spin operator Si, and the spin of conduction
electrons (si). The Kondo interaction takes place only in a subset K of the N lattice sites,
which is composed by the sites containing local moments that are randomly distributed along
the lattice (quenched disorder). The interaction strength JK is the same for all the Kondo
sites and it is a positive quantity. We have supposed that the hopping integral tij does not
depend on the nature of the sites i and j.

Apart from the lattice geometry (given by tij) and the Kondo interaction JK , there are two
other controlled parameters: the concentration of magnetic moments x, ranging from x=0 to
x=1, and the concentration of conduction electrons nc, from nc=0 to nc=2. In the absence
of magnetic moments (x= 0), the system behaves as a normal metal with a single electronic
band. In the presence of one magnetic impurity (xN=1), the KAM corresponds to the single

91
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impurity Kondo model, discussed in Section 1.1.2. Otherwise, if the number of local moments
is maximum (x=1), i.e. every lattice has a local moment, the KAM is equivalent to the Kondo
Lattice model (Eq. 1.10).

We assume that the only variation occurring in the system under the substitution is the
presence/absence of a local moment and the Kondo interaction. In reality, this type of sub-
stitutions produces disorder in the conduction electrons energy and lattice distortions, since
the electronic levels and ionic volumes are different from one rare-earth atom to other. Here
we neglect these effects for simplicity. We are also considering a S = 1/2 spin for the local
moment and only one conduction electron band.

7.1.1 State-of-art

The Kondo Alloy model was previously studied by several authors. Early works of Kurata[128,
129] using the Coherent Potential Approximation (CPA) were focused on the analytical calcu-
lations for the density of states and the resistivity within this approximation.

More recently, Burdin and Fulde [130] have employed a matrix form of CPA, showing that
it is equivalent to a matrix dynamical mean-field theory, and mean-field interaction for the
Kondo interaction. They have focused the analysis of the relation between the Fermi liquid
and the Kondo temperatures, T0 and TK , for different concentration x of magnetic moments.
In particular, the ratio T0/TK exhibits a different behavior when x<nc and x>nc.

Kaul and Vojta[131] combined the mean-field approximation for the Kondo interaction
with exact diagonalization in a 20 × 20 square lattice to investigate the same model. This
approach allows to study the spatial distribution of local quantities for a disorder realization.
In particular, they have shown that the mean-field energy scale T ∗, defined from the averaged
value of the mean-field parameter r2 (see Section 7.2), has a sharp change around the point
x=nc, as it is shown in Figure 7.1. A similar change was found by Watanabe and Ogata[62]
using Variational Monte Carlo calculations. Besides, many studies using a disordered version
of the Periodic Anderson model were made in a similar context[132, 133, 134, 135], most of
them employing CPA.

7.1.2 The JK→∞ limit

The JK→∞ limit of the Kondo Alloy model was recently studied by Burdin and Lacroix[136].
In this work, the existence of a "Lifshitz-like" transition separating the Local and the Coherent
Fermi liquids at x = nc. In Section 6.1.2 the physical picture of the strong coupling limit
was presented for the impurity and the lattice cases. If we generalize this picture for any
concentration x of local moments, we have the following situations:

• Situation I (x < nc): The Ns = xN magnetic moments form rigid singlets with the
same number of conduction electrons and an infinite energy is required to break any of
these singlets. The remaining electrons ((nc−x)N) are free carriers in a lattice depleted
by xN sites, assuming that the former percolates1. The number of quasiparticles is

1The issue of percolation will be discussed in more details in Section 8.4



CHAPTER 7. MODEL AND METHOD 93

Figure 7.1: Dependence of the coherent temperature T ∗ on the concentration of magnetic
impurities for the KAM. The point x=nc marks the crossover from the diluted (x<nc) to the
concentrated (x>nc) regime. Figure adapted from Ref.[131].

Nqp=Nc−Ns=(nc−x)N .

• Situation II(x>nc): The Nc=ncN conduction electrons in the lattice form singlet states
with local moments, leaving (x−nc)N unscreened moments (the bachelor spins). The
electronic hopping occurs only between Kondo sites (as in Fig. 6.3), what can be seen
as the movement of bachelor spins in a lattice depleted by (1−x)N Non-Kondo sites.
The number of quasiparticles in this regime is Nqp = Ns+Nc = (nc+x)N , given the
holelike character or the carriers. The electronic correlation comes not only from the
lattice depletion, but also by an infinite repulsion that prevents the double occupation of
holes (following Ref.[100]).

Figure 7.2: Strong coupling picture of the Kondo Alloy model for x < nc (left) and x > nc
(right).

By increasing the concentration x, one should expect to pass from the former to the latter
situation when x= nc. In this point there is a discontinuity in the number of quasiparticles
(from (nc−x)N to (nc+x)N), in the effective number of lattice sites (from N−Ns to Ns)
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and in the effective Hubbard repulsion (from zero to infinity). According to Ref. [136] this
singularity is related to a singular change of the Fermi surface (a Lifshitz transition[137]), and
not to a symmetry breaking.

7.2 Mean-field approximation for the Kondo problem

The mean-field approximation here employed follows Reference [53] and it is equivalent to the
slave boson mean-field theory[138, 139, 140].

We use the relation:

Si · si = Szi s
z
i +

1

2

(
S+
i s
−
i + S−i s

+
i

)
(7.2)

and write the spin operators in their fermionic representation:

Szi =
1

2

∑
σ

σf †iσfiσ ; S+
i = f †i↑fi↓ ; S−i = f †i↓fi↑ (7.3)

szi =
1

2

∑
σ

σc†iσciσ ; s+
i = c†i↑ci↓ ; s−i = c†i↓ci↑ (7.4)

The hamiltonian in Eq. 7.1 then becomes (σ ≡ −σ):

H = −
∑
ijσ

tijc
†
iσcjσ + JK

∑
i ∈ K

[
Szi σ

z
i +

1

2

∑
σ

f †iσfiσc
†
iσciσ

]
(7.5)

The mean-field approximation consists in approximating the terms with four operators in
Eq. 7.5 by:

Szi σ
z
i = 〈Szi 〉σzi + 〈σzi 〉Szi − 〈Szi 〉 〈σzi 〉 (7.6)

and∑
σ

f †iσfiσc
†
iσciσ = −

∑
σ

(〈
f †iσciσ

〉
c†iσfiσ +

〈
c†iσfiσ

〉
f †iσciσ −

〈
f †iσciσ

〉〈
c†iσfiσ

〉)
(7.7)

By replacing the local spin operators Szi for fermions, one must assure local charge conservation:∑
σ

f †iσfiσ = 1 , ∀ i ∈ K (7.8)

This is done by the inclusion of a local Lagrange multiplier λi, that might be different at each
Kondo site.

The mean-field approximation introduces average values[141]: 〈Szi 〉, 〈szi 〉 and <f †iσciσ >.
The first two averages measure the local polarization of f and c electrons, respectively, and are
nonzero in magnetic phases only. The third average, <f †iσciσ>, measures the local degree of
hybridization between conduction and f electrons and it is related to the local singlet formation
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by Kondo effect.We assume from now on that the system is in a non-magnetic state. Then
the second term in Eq. 7.5 will not be considered. The third term in Eq. 7.5 simplifies since
the averages <f †iσciσ> are spin-independent under this assumption. Defining:

ri ≡ −JK
〈
f †iσciσ

〉
, (7.9)

and considering ri as a real quantity, the hamiltonian reads:

H = −
∑
ijσ

tijc
†
iσcjσ − µ

∑
iσ

(
c†iσciσ −

nc
2

)
+
∑
i ∈ K

∑
σ

ri

(
c†iσfiσ + f †iσciσ

)
−
∑
i ∈ K

∑
σ

λi

(
f †iσfiσ −

1

2

)
+
∑
i ∈ K

2r2
i

JK
(7.10)

In Eq. 7.10, two Lagrange multipliers were included. The first one is the chemical potential
µ that fixes the average number of conduction electrons nc in the lattice (a global constraint).
The second is a local multiplier λi, which constraint the number of f electrons to one in each
Kondo site.

The hamiltonian in Eq. 7.10 describes hybridized s and f bands. The hybridization ri is a
local quantity, as well as the position of the f-level λi, reflecting the disorder. Both ri and λi
are self-consistent parameters determined by Eqs. 7.8 and 7.9.

The determination of the mean-field parameters λi and ri comes from the solution of
local self-consistent equations. Introducing the finite temperature Green’s functions in site
representation[3, 2],

Gcc
iσ,jσ′(τ) ≡ −

〈
Tτciσ(τ)c†jσ′(0)

〉
, (7.11)

Gff
iσ,jσ′(τ) ≡ −

〈
Tτfiσ(τ)f †jσ′(0)

〉
, (7.12)

Gcf
iσ,jσ′(τ) ≡ −

〈
Tτciσ(τ)f †jσ′(0)

〉
, (7.13)

(7.14)

defined for the imaginary time τ (Tτ is the imaginary-time ordering operator). Thermal averages
as
〈
f †i ci

〉
and

〈
f †i fi

〉
are computed2 in the limit τ → 0−,〈

f †i ci

〉
= Gcf

i,i(τ = 0−)〈
f †i fi

〉
= Gff

i,i (τ = 0−),

leading to the following equations for ri and λi (if i ∈ K):
1

2
= Gff

ii (τ = 0−) (7.15)

ri = −JKGcf
ii (τ = 0−) (7.16)

2From now on spin indices are dropped for shortness.
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The evaluation of Gff
ii (τ = 0−) and Gcf

ii (τ = 0−) are done via a sum over fermionic Mat-
subara’s frequencies, which are presented in details in Appendix D. At T = 0, we have from
Equations D.7 and D.9:

Gff
ii (τ = 0−) =

1

π

+∞∫
0

dωRe
(
Gff
ii (ω)

)
+

1

2
(7.17)

Gcf
ii (τ = 0−) =

1

π

+∞∫
0

dωRe
(
Gcf
ii (ω)

)
(7.18)

7.2.1 Green’s functions

The hamiltonian in Eq. 7.10 can be rewritten as:

H = −
∑
ijσ

tijc
†
iσcjσ +

∑
i

H0
i + cts. (7.19)

This expression contains only one non-local term: the kinetic energy of conduction electrons.
It corresponds to conduction electrons hopping in and out of a particular site. The local part
contains the chemical potential for the conduction electrons, equal in all the sites, and the
f-operators contribution, present if i is a Kondo site. For Non-Kondo sites ri = 0 and we
artificially introduce an f energy level λi = −E0 that will be considered as infinite in order
to enforce the local constraint nf,i = 0 if i 6∈ K. This procedure is equivalent to introduce
projection operators for the two different type of sites, as it was performed in Ref. [130]. It
allows to describe H0

i equally for Kondo and Non-Kondo sites with the same matrix form:

H0
i =

∑
σ

(
c†iσ f †iσ

)( −µ ri
ri −λi

)(
ciσ
fiσ

)
(7.20)

Here:
ri = 0

λi = −E0
, if i 6∈ K. (7.21)

In the following we study only non-magnetic phases. We can thus consider an effective
spin-less problem and the index σ is dropped in the remaining of this chapter.

Defining gii(iωn) as the matrix Green’s function for the local term H0
i , we have:

gii(iωn) =

(
gccii (iωn) gcfii (iωn)

gfcii (iωn) gffii (iωn)

)
=
[
iωnI−H0

i

]−1 (7.22)

Here I is the 2 × 2 identity matrix. The matrix inversion leads to the explicit form of
gii(iωn):

gii(iωn) =


1

iωn+µ−
r2
i

iωn+λi

ri
(iωn+µ)(iωn+λi)−r2

i

ri
(iωn+µ)(iωn+λi)−r2

i

1

iωn+λi−
r2
i

iωn+µ

 (7.23)
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7.2.2 Hopping expansion

We perform an infinite expansion of the hybridization function (sometimes called self-energy 3)
associated with the electronic hopping[143]. The suitable expansion is given by the Feenberg’s
perturbation theory[144] largely discussed in the context of Anderson localization[145, 146].

The hybridization function ∆i(iωn) describes processes where a conduction electron hops
out the initial site i, move through a given path in the lattice and returns to the initial site in
the end. For convenience, we define it in the matrix form

∆i(iωn) =

(
∆i(iωn) 0

0 0

)
, (7.24)

so that we can write the full Green’s functions Gii(iωn) (also in a matrix form) as:

Gii(iωn) =
[
(gii(iωn))−1 −∆i(iωn)

]−1
(7.25)

Explicitly:

Gii(iωn) =


1

iωn+µ−
r2
i

iωn+λi
−∆i(iωn)

ri
(iωn+µ−∆i(iωn))(iωn+λi)−r2

i

ri
(iωn+µ−∆i(iωn))(iωn+λi)−r2

i

1

iωn+λi−
r2
i

iωn+µ−∆i(iωn)

 (7.26)

The expansion of ∆i(iωn) for an arbitrary lattice is presented in Appendix F. Here we
restrict ourselves to the results obtained for a Bethe lattice. A Bethe lattice 4 is a loop-free
network characterized only by its coordination number Z, as shown in Figure 7.3. We also
consider that all the nearest-neighbors hoppings are equal (tij = t, for all pair of neighbors
i, j), disregarding the type of sites (Kondo or non-Kondo).

Figure 7.3: Finite representation of a Z = 4 Bethe lattice.
3We adopt the former denomination to link it to Dynamical Mean-Field Theory[142], where hybridization

function is used for the same quantity.
4We refer to Appendix C for additional results on the Bethe lattice, including the analytical expression of

the non-interacting density of states.
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Given that loops are absent, there is only one path connecting two different sites in this
lattice and the expansion in Equation F.7 contains only the first term. The equation obtained
for ∆i(iωn) is (Eq. F.11):

∆i(iωn) = t2
Z∑
j 6=i

G
cc (i)
jj (iωn), (7.27)

The sum extends over the Z neighbors of i (Z is the lattice coordination number). Gcc (i)
jj (iωn)

is the Green’s function in the site j with the site i removed, or a cavity Green’s function, having
a similar form as Gcc

ii (iωn):

G
cc (i)
jj (iωn) =

1

iωn + µ− r2
j

ω+λj
−∆

(i)
jj (iωn)

(7.28)

The hybridization function ∆
(i)
j (iωn) for the cavity Green’s function Gcc (i)

jj (iωn) (given by
Eq. 7.28) has a similar structure (see Figure 7.4):

∆
(i)
j (iωn) = t2

Z−1∑
k 6=j,i

G
cc (j)
kk (iωn), (7.29)

although the sum extends over Z−1 terms only. Note that in the Bethe lattice all the "higher-
orders" cavity Green’s functions and their hybridization functions have exactly the same form
as Gcc (i)

jj (iωn) and ∆
(i)
j (iωn).

Figure 7.4: Schematic diagram of the hopping expansion in a Z = 4 Bethe lattice. (a)
Starting from the central site i, the hybridization function ∆i(iωn) is written in terms of the
Green’s functions of its Z neighbouring sites with the central site excluded (the cavity Green’s
functions). In this procedure, the branch labeled by its first site j (highlighted in (b)) is
separated from the others.(c) The cavity hybridization function ∆

(i)
j (iωn) is obtained in the

same manner, except that it is a sum over Z − 1 sub-branches, labeled by k.
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7.3 Statistical DMFT

The statistical DMFT is a variation of Dynamical Mean-Field Theory adapted to treat disor-
dered problems. The idea is to map an interacting fermionic problem in a disordered lattice
to an ensemble of single impurity problems embedded in their own self-consistent baths. The
self-consistency is taken in the statistical distribution of baths, which is obtained from an algo-
rithm that generates it iteratively. This method was introduced by Dobrosavljevic and Kotliar
[147, 148, 149] for the Hubbard model with a disordered local energy in the context of the
Mott-Anderson metal-insulator transition.

In all following, the Bethe lattice will be considered. Let us take some results from the last
section to explain the method. Supposing that the site i is a Kondo site. Its Green’s function
is given by the matrix Eq.7.26 and

Gcc
ii (iωn) =

1

iωn + µ− r2
i

ω+λi
− t2

Z∑
j 6=i

G
cc (i)
jj (iωn)

, (7.30)

where the sum over j is taken on the Z nearest neighbors of site i.Here we have written explicitly
the hybridization function ∆i(iωn) from Eq.7.27. The cavity Green’s function Gcc (i)

jj (iωn) are
given by (using Eq.7.28 and 7.29)

G
cc (i)
jj (iωn) =

1

iωn + µ− r2
j

ω+λj
− t2

Z−1∑
k 6=j,i

G
cc (j)
kk (iωn)

, (7.31)

where the sum over k is taken on the Z−1 nearest neighbors of j, having excluded site i (see
Figure 7.4).

Since we are dealing with a disordered problem, we expect that local quantities as Gcc
ii (iωn)

will follow some distribution (unknown, in principle) and our goal is to determine them. This
is done in the statistical DMFT by considering Eq. 7.31 above as a self-consistent equation
for the distribution of cavity Green’s functions. This idea was first considered by Abou-Chacra,
Anderson and Thouless [146] for non-interacting electrons in their self-consistent treatment of
disorder, discussed in the context of Anderson localization. The statistical DMFT then is a
generalization of their approach for interacting problems.

We remind that the method presented here is exact for a Bethe lattice of any coordination
number Z. Approximations in this work are performed in two different levels. The first one is
the solution of the local Kondo problem5 in a mean-field approximation. The second one takes
place when we sample the distribution of cavity Green’s functions by a numerical procedure,
which introduces statistical errors.

In the next section we will show a numerical procedure to implement a stochastic method
that achieves the convergence from the self-consistent relation in Eq.7.30 for finite Z.

5The solution of the single impurity Anderson model is required in the general case.



CHAPTER 7. MODEL AND METHOD 100

Numerical procedure

Let us concentrate now on the numerical procedure that implements the statistical DMFT. The
key point lies in the iterative procedure to generate new cavity hybridization functions (or cavity
baths) from the cavity Green’s functions in the last step of iteration, as it is mathematically
described in Eq. 7.31.

For clarity purposes, we discuss separately the parts containing the self-consistent calcula-
tion for the Fermi level and how the statistics are made. The numerical implementation core
is the following6:

1. Enter an initial guess for the cavity baths ∆
(0)
i (iωn). A good approach to speed up

convergence is to use an ansatz that interpolates between its value on the lattice (x = 1)
and the impurity (x→ 0):

∆
(0)
i (iωn) = x∆

(0)
i,Lattice(iωn) + (1− x)∆

(0)
i,Impurity(iωn).

These quantities are easily computed for a given JK and Z. For instance, ∆
(0)
i,Impurity(iωn)

is the same as in the non-interacting problem and its expression is given in Eq. C.7.

2. Solve xNsite mean-field equations numerically for every Kondo site of the ensemble using
the baths ∆

(0)
i (iωn). The mean-field equations for ri and λi (Eqs. 7.15 and 7.16) can

be written as:

2

π

∫ +∞

0

dωRe

 1

ω + λi − r2
i

ω+µ−∆
(0)
i (ω)

 = 0 (7.32)

− 1

π

∫ +∞

0

dωRe

[
1

(ω + µ−∆
(0)
i (ω))(ω + λi)− r2

i

]
= 1 (7.33)

After that, update the cavity Green’s functions with the mean-field parameters and the
cavity baths.

3. Generate new cavity baths from the previous ones from the following procedure:

(a) Creates Z − 1 copies of each cavity Green’s function from the previous step G(0)
ii .

The system will have (Z − 1)Nsites sites after this step.

(b) For a given site j(= 1, ..., Nsites), pick up randomly Z − 1 functions G(0)
jj and

compute the new cavity baths as:

∆
(0)
i (ω) = t2

Z−1∑
j

G
(0)
jj (ω) (7.34)

6In this subsection we employ the notation from Appendix C for the cavity Green’s function (Gcc (0)
ii ) and

hybridization function (∆(0)
i (ω)), instead of Gcc (i)

jj and ∆
(i)
j . The reason is to avoid misleading idea that the

sampling procedure is performed in a real lattice for a fixed disorder realization.
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4. Go back to step 2 using ∆
(0)
i (ω) as baths. Proceed by iteration until you achieve the

statistical convergence of ∆
(0)
i (ω).

5. After the convergence: The last step is to get ∆j(ω) from ∆
(0)
j (ω). It corresponds in

our construction to Eq. 7.30. It is done by the step 3 above, but now copying Z times
each function and combining Z functions to construct ∆j(ω).

6. Store all the local quantities whose statistics will be analyzed.

In Figure 7.5 we illustrate the statistical DMFT procedure, in particular, the generation of
random cavity baths is described in the diagram on the bottom.

The determination of the Fermi level is based on the requirement that the average number
of conduction electrons per site is fixed at a given value nc, which is calculated using Eq.D.8:

nc = 2
∑
i

<c†ici>= 2
∑
i

Gcc
ii (τ = 0−) (7.35)

Since it is a disordered system, in principle each site has a different occupation and the
average value varies at each iteration, due to statistical fluctuations inherent to the method.
Then the criterion to achieve a self-consistent value for the Fermi energy must be loose enough
to account for these fluctuations. In all the results in the next chapter we have taken as
numerical error 0.01 and the chemical potential is determined for a nc fixed to a given value
±0.01.

The numerical procedure to perform reliable statistical analysis is based on an artifact to
increase the sample size. The number of sites Nsite increases the computational time in two
ways: the number of impurity problems to be solved at each iteration is proportional to Nsite,
as it is the size of arrays that store the local quantities numerically7. Then the following trick
is proposed: instead of using a large array and compute the statistics at the end of the final
iteration, we gather data in Nstat iterations counted after the convergence is achieved. So we
effectively sample Nsite×Nstat different sites.

7In practice we are constrained to use Nsite=104−105 in a serial implementation on a PC.
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Figure 7.5: Illustration of Statistical DMFT procedure for Z = 4 Bethe lattice. Top: The
disordered interacting problem in the lattice (represented by a single branch) is replaced by
an ensemble of single site problems in which the local environment is encoded by the bath
functions ∆

(0)
i (iωn). The cavity Green’s functions Gcc,(0)

ii (iωn) are obtained after the solution
of xN impurity problems. Bottom: New bath functions are constructed from the random
combination of Z−1 cavity Green’s functions. The iteration stops when convergence is achieved
for the Gcc,(0)

ii (iωn) probability distribution.
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7.4 Summary

In Chapter 7 we have introduced the Kondo Alloy model (KAM) hamiltonian (Eq. 7.1). The
formalism employed to study this model is the Statistical DMFT described in Section 7.3,
which is a generalization of the standard DMFT procedure designed for disordered problems.
The core of Statistical DMFT is to map an interacting problem in a disordered lattice in
a large ensemble of Anderson Impurity (Section 1.1.1) problems with different hybridization
functions, whose probability distribution through the lattice sites is obtained self-consistently.
The self-consistent procedure is implemented numerically, as discussed in Section 7.3. In the
next chapter some results obtained for the KAM using statistical DMFT will be presented.





Chapter 8

Results

In this chapter we will present some results for the Kondo Alloy model obtained from the
statistical DMFT calculations described in the last chapter. The statistical feature of the
method implies that distributions of local quantities are the central results. This chapter is
organized as follows. In Section 8.1 we present the relevant quantities to be used in the
discussion of our results. Section 8.2 contains an analysis of the system behavior as a function
of x in the strong and weak coupling regimes. Finally, in Sections 8.3 and 8.4 we discuss
the influence of different local environments and we address the issues of low dimensionality,
respectively.

8.1 Important quantities and their distributions

Let us start by presenting some local quantities whose distributions will be analyzed in this
chapter. I start by the two local mean-field parameters r2

i and λi. The first parameter measures
the degree of hybridization between c and f electrons (Equation 7.9) and is related to the Kondo
coupling JK . The second parameter is the position of the f level with respect to the Fermi
energy, computed self-consistently from the local constraint (Equation 7.8).

Both parameters come from the solution of the mean-field equations (the "impurity solver")
in every Kondo site of the problem. Its implementation is explained in Section 7.2. For the
numerical calculations we have used standard subroutines to solve non-linear equations (by
the bisectional method) and numerical integration. Energy scales are all normalized to the
half-bandwidth D of the non-interacting electrons in a Bethe lattice with fixed Z, given by
D=2

√
Z − 1t.

In Figure 8.1 the distributions of r2
i and λi are shown as examples. In these plots we have

fixed the local moments concentration to x = 0.1, the electronic filling to nc = 0.5 and the
Kondo interaction to JK =D and the calculation was performed using a Z= 5 Bethe lattice.
The first notable feature of these distributions is that they are often multi-modal, as it can
be seen for the distribution of λi. Due to this complex form, we cannot characterize these
distributions by invoking only their first statistical moments (average and standard deviation).
As it will be shown in the following, this multipeaked structure results from the different

105
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Figure 8.1: Distribution of the mean-field parameters r2
i (top) and λi(bottom) in the Kondo

sites with concentration x = 0.1. Other parameters are JK =D, nc=0.5 and Z=5.

environments that the local moments may have in the disordered system (this will be discussed
in Section 8.3).

The next group of quantities of interest are the local densities of states, or more specifically,
their values at the Fermi level. The local density of states (LDOS) is defined as:

ραi (ω) = − 1

π
ImGαα

ii (iωn = ω + i0+) (8.1)

An analytical continuation must be performed in the right hand side of the equation above,
in order to obtain the retarded Green’s function. The index α holds for the two types of
electronic Green’s functions (c and f). If i is a Non-Kondo site, the f-part of the LDOS is zero
by definition. Apart from the partial LDOS ρci(ω) and ρfi (ω), it is desirable in what follows to
consider the total LDOS ρtoti (ω)=ρci(ω)+ρfi (ω). Instead of analyzing the distributions of the
density of states for different frequencies, we will restrict ourselves to values at the Fermi energy
(ω = 0) through this chapter. In order to avoid the analytical continuation, we approximate
ραi (0) by using the lowest Matsubara’s (imaginary) frequency taken in our problem, which is
0.001D. This procedure is correct as long as the Kondo temperature satisfies TK > 0.001D,
which is the case for the JK values used in this work (for further details on TK , see Section
8.2).

In Figure 8.2 the distribution of density of states ρci(0)(top), ρfi (0) (center) and ρtoti (0)
(bottom) at the Fermi level are shown for the same parameters as in Figure 8.1. The distri-
butions of ρi for Kondo and Non-Kondo sites are represented separately by solid and hatched
patterns, respectively, and the horizontal axis scale is given in terms of the half bandwidth of
non-interacting conduction electrons.
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Figure 8.2: Distribution of the local density of states ρci(0)(top), ρfi (0) (center) and ρtoti (0)
(bottom). Kondo and Non-Kondo sites distributions are plotted separately. Parameters are
JK =D, x=0.1, nc=0.5 and Z=5.

In the top figure of Fig. 8.2, ρci(0) is distributed very close to zero for Kondo sites because
conduction electrons in these sites are participating in the screening of local moments through
Kondo effect (as already indicated by the distribution of ri) and electronic excitations cost
a large energy. For Non-Kondo sites the distribution is peaked at a finite value close to 0.5,
indicating that conduction electrons in this sublattice have excitations close to the Fermi energy
as in the non-interacting case. The value ρci(0)D≈ 0.5 is close to the value in the middle of
the non-interacting DOS for Z=5 Bethe lattice (see Figure C.1). The values of ρfi (0) (middle
figure in Fig. 8.2) for Kondo sites are distributed around the value 1.2. This quantity roughly
corresponds to the Kondo peak height and it is inversely proportional to the Kondo temperature.
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φ-function

Another important quantity that will be largely discussed in this chapter is the function φi(ω),
defined by the relation:

Gcc
ii (ω) ≡ G0(ω−φi(ω)) (8.2)

Here φi(ω) is employed to relate the site dependent c-electron Green’s function Gcc
ii (ω) to

the free electron Green’s function in a Bethe lattice G0(ω), which has an analytic expression
(Eq. C.9):

G0(ω) =
(Z − 2)ω − Zω

√
1− 4t2(Z−1)

ω2

2 (Z2t2 − ω2)
(8.3)

Using the reciprocal function of G0, R [G0(ω)](Eq. C.12), we have:

ω − φi(ω) = R [Gcc
ii (ω)] (8.4)

φi(ω) is a complex function defined as:

φi(ω) = ω +

(
Z − 2

2Gcc
ii (ω)

)
−
(

Z

2Gcc
ii (ω)

)√
1 + 4t2 (Gcc

ii (ω))2 (8.5)

Let us restrict ourselves to the analysis of this quantity at the Fermi energy. φi(ω = 0) is
a complex number. The interpretation is the following1: the real part of φi(0) can be thought
as an effective position of the conduction electron level with respect to the non-interacting
density of states. The latter is bounded in the interval [−D;D], since the energy scale is the
half-bandwidth of the non-interacting problem. Then, if Re[φi(0)] belongs to this interval for
a given site, it means that the local electronic level lies in a region with a non-zero density of
states for conduction electrons and the conduction electrons have an itinerant behavior. On
the other hand, if Re[φi(0)] lies outside the interval [−D;D], the f-level energy lies outside
the conduction band, being almost localized since the hybridization effect on it is small. This
localization is reminiscent of a Kondo insulating state (from a local point of view), even if the
system is neither periodic nor half-filled.

The interpretation to Re[φi(0)] described above is exemplified in Figure 8.3. It represents
the dilute regime of the Kondo Alloy (x = 0.1 and nc = 0.5). In that case, the conduction
electrons in Kondo sites form local singlets with the local moments, "pushing" the effective
level to lower values and Re[φi(0)]<−D. The conduction electrons engaged in these bound
states are blocked and do not contribute to the low-energy excitations. The remaining electrons
are free to move in the depleted lattice of Non-Kondo sites, which is represented by values of
Re[φi(0)] lying inside the non-interacting conduction band. The quasiparticles in the system
are the conduction electrons in Non-Kondo sites and their existence guarantees the metallic
behavior of the system.

For completeness we also show in Fig. 8.3 the imaginary part of φi(0) in order to establish
that φi(ω) cannot be interpreted as the "local self-energy" of the interacting disordered prob-
lem. Our claim is based on the numerical finding that Im[φi(0)] can assume positive values,

1In Appendix E φi(ω) is shown in two limiting cases in which it has a simpler interpretation.
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Figure 8.3: Distribution of the real (top) and imaginary (bottom) parts of φi(ω) at the Fermi
level. The value of parameters are JK = D, x = 0.1 and nc = 0.5.

while for a self-energy the relation Im[Σ(k, ω)]≤0 must be fulfilled to respect causality [3, 2].
But even if Im[φi(0)] can be positive, the local density of states ρci(0) remains non-negative in
all cases. In Appendix E we present the expression for Im[φi(0)] in the Z→∞ limit and we
discuss the origin of such sign.

8.2 Concentration effects

Let us now present the results concerning the evolution of the distributions introduced in
Section 8.1 as a function of the local moments concentration x. We consider two regimes,
depending on the strength of Kondo interaction: the strong coupling and weak coupling case.
A qualitative criterion to distinguish both regimes is given by the comparison between the
analytical expression for the Kondo temperature (Eq.1.1.2) and its numerical estimative from
the mean-field parameter r2.The single impurity Kondo temperature follows the exponential
formula TK = D exp (−1/ρc0(µ)JK) only in the weak coupling case. In the strong coupling
case, TK is proportional to JK , which is the energy required to break the singlet state between
one conduction electron and the impurity spin.

Since our mean-field calculations are done at zero temperature, we can estimate numerically
its value from the mean-field parameter r2

imp for the single impurity case. We compare it to
T

(1)
K = D exp (−1/ρc0(µ)JK), computed from the non-interacting density of states for the

Bethe lattice (Figure C.1) with Z = 5. This expression of TK gives a rough estimate of the
Kondo temperature when JK is small. Nevertheless Figure 8.4 shows the dependence of the
ratio (r2

imp/D)/T
(1)
K for a single impurity as a function of JK for a Z = 5 Bethe lattice with a
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concentration nc = 0.5 of conduction electrons. The ratio remains close to one for JK ≤ 1,
indicating the limit of the weak coupling case. For a comparison, we present the ratio r2

imp/J
2
K

in the inset of Figure 8.4, which approaches its maximum value r2
imp/J

2
K = 1/4 for large JK .

This value corresponds to the local average <f †iσciσ>
2 calculated for strong JK .

Summarizing the discussion above, we will consider from now on as the weak coupling
regime JK.D and the strong coupling regime JK&3D.

Figure 8.4: Energy scales of the single impurity Kondo problem in mean-field approximation.
The ratio (r2

imp/D)/T
(1)
K ≈ 1 sets the weak coupling regime. In the inset, the ratio r2

imp/J
2
K is

shown. The strong coupling regime occurs when r2
imp/J

2
K ≈ 1/4. Results for a Z = 5 Bethe

lattice with nc = 0.5.

Let us now present the first results obtained from the statistical DMFT method. We start
by the average value of the mean-field parameter r2

i /J
2
K (or < f †iσciσ >

2, from Eq. 7.9) as
a function of x computed in the strong (JK = 5D) and the weak (JK = D) coupling cases
(Figure 8.5). In the strong coupling case, 〈ri〉2 /J2

K is almost a constant (close to 1/4, its
maximum value) for x≤ nc, decreasing for x>nc until its reaches its minimum value in the
lattice case (x= 1). For JK = D, the average 〈ri〉2 /J2

K slightly decreases from the impurity
(x= 0.001) to the lattice (x= 1) case and the change at x = nc is not visible. The strong
coupling result is similar to those presented in Figure 7.1, which are obtained in a combination
of mean-field approximation for the Kondo interaction and exact diagonalization in a square
lattice[131]. The Figure 8.5 displays a general trend that will be seen in the following sections,
namely a clear change in the system behavior at x = nc, which is noticeable only when the
Kondo interaction is sufficiently large.

8.2.1 Strong Coupling

In Section 6.1 it was discussed two well-known limits of the Kondo Alloy problem: the single
impurity and the Kondo lattice. In the single impurity case, the physics at low T is dominated
by the strong coupling fixed point(JK →∞). The Kondo lattice limit is characterized by a rich
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Figure 8.5: Average value of the mean field parameter r2
i as a function of x for JK = D (red

circles) and JK = 5D (blue triangles). A kink is observed at x = nc (nc = 0.5).

phase diagram where the Fermi liquid Kondo phase compete with RKKY dominated phases (see
the Doniach diagram in Fig. 1.2). Here we consider only the FL ground states for the Kondo
lattice regime. Besides, one of our motivations is to understand from numerical calculations the
proposition of a "Lifshitz transition" done in Ref. [136] (Section 7.1.2), predicted in the strong
coupling limit. Then, in this section we will discuss the possible signatures of this transition in
terms of the statistics of local quantities and see if it is retained at smaller values of the Kondo
parameter.

We focus on the the local density of states at the Fermi level. In Figure 8.6 we plot the
distribution of the total density of states at the Fermi energy for different values of x and fixed
nc = 0.5. The distributions for Kondo and Non-Kondo sites are plotted separately in order to
highlight the difference between the types of sites. For x = 0.1 (x � nc) the distribution of
ρtoti (0) has a peak close to ρtoti (0) = 0 for Kondo sites and is distributed at finite values for
Non-Kondo sites. This corresponds to the dilute regime of the model, where the Kondo sites
are "locked" in singlet states while charge carriers can move almost freely on Non-Kondo sites.
In this situation the Kondo sites locally behave as in an insulator.

By increasing the concentration of Kondo sites, assuming fixed nc, the number of carriers in
the lattice tends to reduce when x approaches nc and the distribution of ρtoti (0) in Non-Kondo
sites is broadened by this effect. For x = nc all the conduction electrons are located in Kondo
sites and ρtoti (0)=0 is equal to zero for both Kondo and Non-Kondo sites. It corresponds to a
Kondo Insulator regime exactly as predicted in Ref. [136]. Note that this state is more general
than the insulating phase of the Kondo Lattice model at half-filling (nc=1), where periodicity
creates a gap at the zone boundary and enhances the insulating behavior.

For x=0.9 the distribution of ρtoti (0) for Kondo sites is located around ρtoti (0)≈1.2, while
the distribution for Non-Kondo sites is close to zero. This result indicates that the charge
carriers are now moving in the sublattice of Kondo sites, while the Non-Kondo sites are empty,
as it is expected from the analysis made in Section 7.1.2.
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Figure 8.6: Distribution of the total density of states at the Fermi level in the strong coupling
limit JK = 5D. Five values of x are shown, ranging from 0.1 to 0.9, and the distributions
are separated for Kondo (solid pattern) and Non-Kondo (hatched pattern) sites. The system
evolves from a metallic state for Non-Kondo sites (dilute regime, x = 0.1 and 0.3), passing
through an insulating state when x ≈ nc (x= 0.5 and 0.7), and ends in a metallic state for
Kondo sites (concentrated regime, x = 0.9).
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Figure 8.7: Concentration x dependence on the ratios of Kondo (red) and Non-Kondo (blue)
sites in which Re [φi(0)] lies inside the non-interacting conduction band. The point x=nc is
marked by the vanishing ratio RNK (Non-Kondo sites) when it is approched from the diluted
side x < nc. Both ratios are zero between x = 0.5 and x ≈ 0.75, where the strong disorder
and interactions leads to an insulating phase (see text). Other parameters are JK = 5D and
nc=0.5 and lines are guides for the eyes.

The features depicted by the density of state can be further analyzed with respect to
the function φi(0) introduced in Section 8.1. The sites in which the density of states are
distributed at non-zero values have |Re [φi(0)] | ≤D, while for sites with ρtoti (0)≈ 0 we have
|Re [φi(0)] |>D.

Contrary to what happens in the JK→∞ limit, the insulating regime is stable not only
when x=nc, but in a finite region around it. For instance, in Figure 8.6, an insulating phase is
still observed at x=0.7. Note that the insulating phase in not symmetric with respect to the
point x=nc, since at x= 0.3 the distribution is not peaked at zero and |Re [φi(0)] | ≤ D for
Non-Kondo sites. The reason is the treatment of disorder by the Statistical DMFT employed
here, in comparison to the treatment given by CPA and related methods.

One practical way to visualize the system dependence on the concentration x is to calculate
the concentration of Kondo and Non-Kondo sites at which |Re [φi(0)] | ≤ D, since it is an
estimate of the fraction of sites containing extended states at the Fermi energy. Their formal
definition are:

RK =
1

xN

∑
i∈K

Θ (D − |Re [φi(0)] |) (8.6)

RNK =
1

(1− x)N

∑
i 6∈K

Θ (D − |Re [φi(0)] |) (8.7)

Here Θ(x) is the Heaviside function. In Figure 8.7 we plot the ratios RK and RNK as a
function of the concentration x using the same parameters as in Figure 8.6. When x<nc the
ratio RNK is very close to unity, but it vanishes when x=nc. Above this point the conduction
electrons are all in the sublattice of Kondo sites. The ratio RK is zero when x < nc, since
conduction electrons in Kondo sites are locked in singlets.
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Remarkably the value of RK is still zero above the transition point x= nc until x ≈ 0.8.
One would expect that the coherence effects should appear immediately at this point and RK

would increase with increasing x by the same reason as RNK decreases at this point. This
issue is related to a fundamental asymmetry between the diluted (x<nc) and the concentrated
(x > nc) regime, indicating that the effective disorder seen by conduction electrons is larger
in the concentrated case. Given that strong disorder leads to localization of electronic states
(Anderson localization[145, 146]), it seems that two metal-insulator transitions occur, at x=
nc = 0.5 and at x= 0.8.This result, obtained only in the strong coupling regime, needs to be
further studied.

8.2.2 Weak coupling

The strong coupling results serve as a bridge between our numerical calculations and the
analytical considerations done in References [100, 96, 136], but it does not correspond to
the physical limit. For that reason we further investigate concentration effects with a smaller
Kondo interaction JK = D. In Figure 8.8 we plot again the total density of states ρtoti (0) and
Re [φi(0)] for different concentrations of local moments, as in Figure 8.6. The electronic filling
and the coordination number are fixed to nc = 0.5 and Z = 5, respectively.

Firstly, we note that ρtoti (0) has a non-zero average value in any case, differently from the
peaks ρtoti (0) ≈ 0 that appear in the strong coupling case. Since the Kondo effect is weaker
here, the local singlets in Kondo sites are weakly bounded and the electronic states are never
localized.

The distributions of Re [φi(0)] show a smooth evolution from the diluted (x�nc) to the
concentrated (x�nc) regime and we do not observe the "insulating phase" separating both
regimes for JK =D. Instead, at the point x= nc the distributions of Re [φi(0)] are peaked
near the band edges for both Kondo and Non-Kondo sites and there is a finite amount of
sites for which Re [φi(0)] is distributed inside the range [−D;D]. Considering the definition
of Re [φi(0)] (Eq. 8.2) and invoking the fact that the non-interacting Green’s function G0 is
singular near the band edges, we may speculate that the presence of peaks at ±D for Re [φi(0)]
could lead to non-analyticities in the energy or temperature dependence of physical quantities,
leading to Non-Fermi liquid behavior[150, 151, 152].

According to the discussion on Section 6.2.1 and references therein, an evidence for disorder-
induced NFL behavior is a power-law distribution of Kondo temperatures, which gives a similar
singularity in thermodynamical quantities. In Figure 8.9 the distribution of local Kondo tem-
peratures is shown for JK =D and two local moment concentrations: x=nc=0.5 and x=0.9.
The local Kondo temperatures are obtained with the expression (ρci(0) is the c-electrons local
density of states)

TKi = D exp

(
− 1

JKρci(0)

)
, (8.8)

which is valid in the weak coupling regime. The statistical DMFT method provides the full
distribution of ρci(0) and, consequently, of TKi . Since the later has an exponential dependence,
it is clear that it can be a broad distribution. For x = nc, which marks the concentration
region where NFL is expected from the analysis of Figure 8.8, a power-law distribution of TKi
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Figure 8.8: Distribution of the total density of states in the Fermi level at the weak coupling
regime JK = D. Five values of x are shown, ranging from 0.1 to 0.9, and the distributions
are separated for Kondo (solid pattern) and Non-Kondo (hatched pattern) sites. The evolution
around the point x = nc is smooth and Re [φi(0)] of Kondo (Non-Kondo) progressively en-
ters(quits) the non-interacting density of states. For 0.3≤x≤0.7 the distribution of Re [φi(0)]
for both type of sites have a finite value. Other parameters are nc=0.5 and Z=5.
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Figure 8.9: Distribution of Kondo temperatures P (TKi) (calculated from Eq. 8.8) in the weak
coupling case (JK = D) for x = 0.5 (red dashed line) and x = 0.9 (blue solid line). Other
parameters are nc = 0.5 and Z=5. The power-law behavior of the x = 0.5 is an evidence of
a Non-Fermi Liquid behavior that is expected when x≈ nc. Inset: Double-logarithm plot of
P (TKi) for x=0.5. The obtained power-law exponent is −0.77.

is observed. On the other hand, for concentrations at which Re [φi(0)] is distributed far from
the band edges (x= 0.9), the distribution of Kondo temperatures vanishes for very low TK .
The complete analysis of NFL behavior as a function of JK and x has not been made in the
thesis, but it constitutes an important open question for further investigations.

In Figure 8.10 we show the ratios RK and RNK (defined in Eq.8.6 and Eq.8.7,respectively)
as a function of x for JK =D. Both ratios vary smoothly from their extrema values. The two
ratios intersect when x ≈ nc and their values are close to 1/2. In the weak coupling regime
insulating phase does not exist, with the exception of x = nc, which is analogous to Kondo
insulator, as explained above.

The evolution of local quantities with the concentration of local moments and Kondo
coupling strength was presented in this section. There is an intermediate regime separating the
cases of impurity and lattice, well marked for x close to nc for large enough JK . A particular
signature of such transition is given by the distribution of Re[φi(0)], which is located either
inside or outside the non-interacting band. In the intermediate regime this quantity spreads
around the non-interacting band edges.

In the strong coupling regime there is a clear difference between the cases x < nc and
x > nc, and this difference becomes weaker when JK decreases. Such difference is expected
in the strong coupling since the quasiparticles for x < nc are free, while for x > nc they are
strongly interacting (U→∞), as we have explained in Section 7.1.2.
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Figure 8.10: Ratios RK and RNK . Parameters are the same as in Fig. 8.8 and lines are guides
for the eyes.

8.3 Neighboring effects

Interesting informations can be obtained by the analysis of distributions with respect to the local
environment. Although the stochastic method that provides the construction of baths (with its
appropriate probability distribution) does not allow to trace the full "genealogy" of each site,
we have at least access to informations concerning the nearest neighbours and it is possible
to decompose all the distributions defined in Section 8.1 in terms of the site environment.
Defining NK as the number of Kondo neighbors for a given site i, i.e. the number of sites
composing the bath function ∆i(ω) that contains local moments, it is possible to compute the
partial statistics by separating sites with different NK (0 ≤ NK ≤ Z).

In Figure 8.11 the distributions of Re[φi(0)] are plotted for different number of neighboring
Kondo sites for x = nc = 0.5 and JK = D. This set of parameters corresponds to the
intermediate regime of weak coupling scenario (central plot(s) in Fig. 8.8) where Re[φi(0)]
is distributed around the band edges (partially inside, partially outside the non-interacting
conduction band) for both Kondo and Non-Kondo sites. Since it was taken Z = 5 as in the
last section, there are six possible values for NK displayed in ascending order from the top
(NK = 0) to the bottom (NK = 5).

The interpretation of Figure 8.11 is straightforward. The sites with NK = 0 have a bigger
probability to belong to a very large cluster (infinite, in the thermodynamic limit) of Non-Kondo
sites, which possesses extended electronic states. This probability decreases progressively for
increasing NK and it becomes zero for NK = 5, when all the Non-Kondo sites have localized
states for their conduction electrons (Re[φi(0)] lies outside [−D;D]. For Kondo sites the
situation is precisely the opposite and extended states are most likely to exist for large NK .
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Figure 8.11: Distributions of Re [φi(0)] for each value of NK , the number of Kondo neighbors,
for Kondo and Non-Kondo sites, considering a concentration x = 0.5. Other parameters are
Z = 5, nc = 0.5 and JK = D.
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8.4 Lower dimensions and percolation problem

Since the method introduced in Section 7.3 is valid for a Bethe lattice with any coordination
number Z, we can address the issue of the KAM in low dimensions. In particular there are
significant effects related to the absence of percolation of the two existent sublattices, formed
by Kondo and Non-Kondo sites, that we will discuss in this section.

Percolation is an important concept in a classical description of conductivity in random
media. For general aspects of percolation theory and physical examples, we refer to References
[153, 154]. Here we will briefly explain its consequences for our problem of Kondo Alloys.
The physical picture is the following: in the strong coupling analysis of the model and in the
results presented in Section 8.2.1, we have argued that some sites behave as insulators. For
instance, in the diluted regime (characterized by nc >x) the Kondo sites play this role since
conduction electrons are participating in singlets, as it was claimed by Nozières in Ref. [94]. In
this case, the remaining electrons move in the lattice of Non-Kondo sites. Now there are two
possible scenarios for the behavior of the remaining electrons: if the depleted lattice percolates
these electrons will move in infinitely large clusters and their states (or their wave-functions)
will be extended through the whole system, as it happens in a metal. On the other hand, if
the depleted lattice does not percolate, electronic states are constrained to a finite region of
the system. So a different behavior is expected whether the concentration of Non-Kondo sites
exceeds the percolation threshold or not. The same issue is present in the concentrated regime
(nc<x), except that in this case it is the percolation (or not) of Kondo sites that matters.

Figure 8.12: Percolation in the Kondo Alloy model for three different cases: (a) nc<xp, (b)
xp<nc< 1 − xp and (c) 1 − xp<nc. The shadowed yellow areas indicate intervals in which
percolation does not take place for one type of lattice sites. For instance, in case (a) the
Kondo sites do not percolate in the interval nc < x < xp, while in (c) the same happens to
Non-Kondo sites in the interval 1 − xp<x<nc. In case (b) percolation is never an issue, as
expected for lattices with low percolation threshold and an intermediate nc. Note that in our
further example (using Z=3) xp=1− xp, then the case (b) can only occur for nc=xp.

The percolation threshold for a Bethe lattice is xp=1/(Z−1)[153]. In the diluted regime
x<nc of the Kondo Alloy model the absence of percolation takes place if the concentration



CHAPTER 8. RESULTS 120

of Non-Kondo sites 1 − x is smaller than the percolation threshold xp. This gives the first
condition:

1− xp<x<nc (8.9)

In the concentrated regime x > nc, the absence of percolation of Kondo sites happens for
x<xp.This gives the second condition:

nc<x<xp. (8.10)

When one of these two conditions (in Eqs.8.9 and 8.10) is realized, there is a percolation
problem.

For a lattice with a low percolation threshold, one of the two conditions presented above
can be satisfied only in extreme cases, when nc is close to the half-filling or almost zero. In
the usually employed infinity Z Bethe lattice these conditions are never satisfied. So far, we
have shown results for a lattice with Z=5 and nc=0.5, in which percolation always happens.
Then, in order to investigate the possible issue of the lack of percolation, we need to consider
a lattice with a bigger percolation threshold and different concentrations nc.

Our analysis is based again on the quantity Re[φi(0)], defined in Eq.8.2. According to the
discussions in Section 8.1, the distinction between localized and extended electronic states at
the Fermi energy can be simplified by the comparison of Re[φi(0)] and the non-interacting
density of states.

In Figure 8.13 we present the ratios RK and RNK , given by Eqs.8.6 and 8.7, as a function
of the local moment concentration x for JK =5D (left) and JK =2D (right). Three different
electronic fillings are chosen: nc=0.25, nc=0.5 (the percolation threshold) and nc=0.75.

For nc=0.25 and JK =5D, RNK progressively decreases with increasing x, being close to
zero for x=nc, while in Kondo sites RK is zero through this range of concentrations. Between
x=nc and x=xp=0.5 the ratios RK and RNK are zero for both type of sites and RK increases
only for x≈0.55>xp. This is related to the lack of Kondo sites percolation when nc<x<xp,
indicating the absence of extended states close to the Fermi energy in both sub-lattices. The
absence of percolation in the interval nc<x<xp is still visible for JK = 2D and both ratios
are very small in this region.

For nc = 0.75 the same effect appears in the Non-Kondo sites. RNK decreases until it
reaches a value close to zero for x= 1 − xp. For 1 − xp<x<nc the Non-Kondo sub-lattice
does not percolate and the metallic behavior is expected to be lost. Extended states will appear
in Kondo sites after crossing the point x= nc. This clearly happens for JK = 2D, while for
JK =5D the interval in x in which both ratios vanish extends for x > nc due to the very strong
Kondo interaction. An insulating phase is seen up to x= 0.95. The ratio RK is expected to
increase above this value and for x=1 (not shown) it must be equal to one again.

When nc is chosen to be the percolation threshold none of these effects are visible, since
percolation issues are not reachable. Instead there is a dip for both curves at the crossing
point nc =x for JK = 2D. It corresponds to an insulating phase that marks this transition in
the strong coupling limit. For JK = 5D there are two metal-insulator transitions for x= 0.45
and x= 0.8, but they are probably related to the Anderson localization (see Figure 8.7 and
discussions therein) and not to the lack of percolation. We note that the asymmetry between



CHAPTER 8. RESULTS 121

Figure 8.13: Ratios RK and RNK (defined in Eqs.8.6 and 8.7) as a function of x for JK =5D
(left) and JK = 2D (right) in a Z = 3 Bethe lattice. The electronic fillings are fixed in
three different values: nc = 0.25 (top), nc = 0.5 (middle) and nc = 0.75 (bottom). These
values are indicated by the green arrow on the plots and the horizontal ticked line represents
the percolation threshold xp = 0.5 (xp = 1−xp). Grey regions on the plot indicate where
percolation is expected to be absent (see Fig.8.12).

the cases x < nc and x > nc, due to the different types of quasiparticles (free or strongly
interacting) is seen again for JK =5D.

In Figure 8.14 we repeat the previous plot for JK =D. In the weak coupling regime, the
regions where the percolation is lost are not clearly visible. Instead, the only apparent feature
is the "transition" at nc = x, signaled by the interception of Kondo and Non-Kondo sites’
curves (as in 8.10). As a conclusion, the effects of localization of electronic states and the
percolation problem disappear if the Kondo interaction is weak.
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Figure 8.14: Ratios RK and RNK as a function of x for JK = D in a Z = 3 Bethe lattice.
The electronic fillings are fixed in three different values: nc = 0.25 (top), nc = 0.5 (middle)
and nc = 0.75 (bottom).
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8.5 Summary

In this chapter we have presented the results of the Kondo Alloy model (Eq. 7.1) obtained
from the Statistical Dynamical Mean-Field Theory presented in Section 7.3. This method has
as a principal feature the ability to access the distributions of local quantities in the model,
being some of them introduced in Section 8.1. In this work we restrict ourselves mainly in the
distributions of quantities at the Fermi energy, in special, the density of states (Eq. 8.1) and
the φ-function (Eq. 8.2).

In Section 8.2 we have shown how these two quantities evolved from the dilute (x�nc)
to the concentrated (x�nc) regimes in the strong (JK = 5D) and weak (JK =D) coupling
scenarios. In the strong coupling we could identify two metal-insulator transitions at x=nc=0.5
and x= 0.75 separating both regimes. While the system was expected to be an insulator at
the point x=nc from the JK→∞ limit analysis (Section 7.1.2), the insulating region above
this point is a new feature of the KAM and we believe that it is connected to the localization
of electronic states due to strong disorder. In the weak coupling scenario the metal-insulator
transitions disappear and the passage from the dilute to the concentrated regimes is smooth.
For intermediate concentrations (x≈nc), we have seen that te distributions of Re [φi(0)] are
peaked in the band edges. This result suggests that disorder for weak interactions can lead
to a Non-Fermi liquid behavior, which is a precursor of the metal-insulator transition seen at
strong interaction. The case x= nc was further investigated in Section 8.3, where we have
shown the partial distributions of Re [φi(0)] for sites containing different numbers of Kondo
sites as neighbors. The results indicate that Kondo sites have a behavior closer to the dense
case (x > nc) the more they are surrounded by other Kondo sites (forming clusters). This
corroborates the idea that the disorder provided by different local environments dominates the
intermediate concentration regimes.

In Section 8.4 we have addressed the percolation issue in the context of the Kondo Alloy
model. The absence of percolation can affect the formation of metallic states in both regimes
(dilute and dense) of the model, as it is discussed in Figure 8.12. For this purpose, we have
presented results for the Bethe lattice with Z=3 (whose percolation threshold is xp=0.5) and
different concentrations of conduction electrons. Using the ratios RK and RNK (Eqs. 8.6 and
8.7), we have shown that the lack of percolation introduces new insulating regions in the phase
diagram of KAM for intermediate and strong JK interactions. These regions can be further
increased by disorder, as seen in Section 8.2.





Chapter 9

Conclusions and perspectives

In Part II we have studied the Kondo Alloy model within the Statistical Dynamical Mean-Field
Theory and a mean-field approximation for the Kondo interaction. The method allows to
go beyond the Coherent Potential Approximation and includes inhomogeneities from different
local environments. The procedure is shown to be exact [146, 115] in a Bethe lattice of finite
coordination number.

The central results presented in this work are distributions of local quantities that allow a
complete characterization of the problem, even if physical observables are given in terms of
averaged quantities. Apart from the usual quantities discussed in the context of Kondo physics,
as the mean-field parameters ri and λi or the local density of states ρi(ω)=(−1/π)Im[Gii(ω+
i0+)], we have introduced a new function φi(ω) and we have analyzed it close to the Fermi
energy. This function is interpreted as a measure of the extended/localized nature of the local
electronic states.

In a first step we have examined the distributions of ρtoti (0) and Re [φi(0)] by changing
the concentration of local moments x and the strength of the Kondo interaction JK . In the
strong coupling scenario we have found two metal-insulator transitions in the intermediate
concentration range (x≈nc) that separate the dilute and dense regimes of KAM. Our results
show an asymmetry around the point x = nc if Kondo interaction is strong, what can be
understood in terms of the different nature of the quasiparticles (free or strongly correlated)
seen in the JK→∞ limit. In particular, we have suggested that the insulating phase observed
for x& nc is related to the combined effects of disorder and the strong correlations, leading
to localization of electronic states. For smaller JK disorder is expected to produce Non-Fermi
liquid behavior, which is suggested from our results of Re [φi(0)] when x ≈ nc. These two
features will be analyzed in more details in future works.

In order to determine in which region Non-Fermi Liquid behavior could occur due to disorder
within our theoretical approach, it is crucial to calculate the temperature dependence of physical
quantities such as the magnetic susceptibility, the specific heat or the electrical conductivity.
It can be done after an adaptation of the method to perform finite temperature calculations
of the mean-field parameters or by using a different impurity solver.

A second aspect discussed in this work is the dimensionality effects. We remind that such
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effects are enhanced in the case of a big percolation threshold and a large Kondo interaction,
which is usually not the case of the typical Kondo systems which have been experimentally
studied up to now. Nevertheless such issues might be useful for the study of Kondo effect in
nanostructures, which have a higher degree of controllability.

Apart from the calculations of physical observables at finite temperature, another highly
desirable perspective is to take into account the effects of magnetism in the Kondo Alloy model,
neglected in the present work. While it is well stablished that magnetic ordered ground states
are possible in the Kondo Lattice and spin glass behavior is observed in many systems with
diluted impurities, it is unknown how these phases evolve with the concentration of magnetic
moments. It would be interesting to study the interplay between magnetism and Kondo effect
in the KAM. Also it is fair to speculate that the magnetism would be more sensitive to the
percolation issues. The study of magnetic phases in KAM is a priori beyond the scope of the
statistical DMFT method.



Appendix A

Hubbard-I approximation for the
EPAM

The method chosen to solve the Extended Periodic Anderson model hamiltonian (Equation
3.1) is based on the truncation of the equation of motion for the electronic propagators. In
principle the equation of motion for a given Green’s function leads to higher-order terms for
hamiltonian containing two(or high)-body terms. The truncation will be inspired by the so
called Hubbard-I approximation[69, 70, 71]. The major drawback of this approximation in the
context of the Hubbard model is the existence of a Mott-insulating regime for the half-filled
correlated band for a finite value of U . For the Periodic Anderson model this issue does not
hold since the f-orbitals are dispersionless.

In Section 3.3.2 the complete Green’s functions for the EPAM were derived in a more
pedagogical form. Here we will perform the same approximations directly in the equation of
motion of the EPAM. A similar derivation is done for the Periodic Anderson model (Eq. 1.9)
in Ref. [155].

For convenience we will consider the following form of the hamiltonian in Eq.3.1:

HEPAM = −
∑
i,jσ

(tij − εcδij)c†iσcjσ +
∑
iσ

ε̃f,σf
†
iσfiσ +

U

2

∑
iσ

n̂fiσn̂
f
iσ

+ V
∑
iσ

(
c†iσfiσ + f †iσciσ

)
− Ufcncnf (A.1)

The hamiltonian above is written in its site representation, tij being the hopping integral.
The mean-field approximation for Ufc term is already included, as discussed in Section 3.3.1,
and we define εc ≡ Ufcnf for shortness. The relation between tij and the band dispersion ε(k)
(defined in Eq. 3.1) is given through a Fourier transformation:

−
∑
i,jσ

tijc
†
iσcjσ =

∑
kσ

ε(k)c†kσckσ

The equation of motion for a fermionic propagator1 Gab
iσ,jσ′(ω) ≡�aiσ ; b†jσ′� in frequency

1We recall that the Zubarev’s notation[72] for Green’s functions is used in this Appendix.
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representation is:

ω �aiσ ; b†jσ′�=
〈
{aiσ; b†jσ′}

〉
+� [aiσ;H] ; b†jσ′� . (A.2)

For the conduction electrons we have:

ω �ciσ ; c†iσ�= 1−
∑
j

tij �cjσ ; c†iσ� +εc �ciσ ; c†iσ� +V �fiσ ; c†iσ� (A.3)

For f-electrons the equation of motion is:

ω �fiσ ; f †iσ�= 1 + ε̃fσ �fiσ ; f †iσ� +U � n̂fiσfiσ ; f †iσ� +V �ciσ ; f †iσ� (A.4)

In a similar way, for the mixed Green’s FunctionsGcf
σ (k, ω) ≡�ciσ; f †iσ� andGfc

σ (k, ω) ≡�
fiσ ; c†iσ�:

ω �ciσ ; f †iσ�= −
∑
j

tji �cjσ ; f †iσ� +εc �ciσ ; f †iσ� +V �fiσ ; f †iσ� (A.5)

ω �fiσ ; c†iσ�= ε̃fσ �fiσ ; c†iσ� +U � n̂fiσfiσ ; c†iσ� +V �ciσ ; c†iσ� (A.6)

Note that in Eqs. A.4 and A.6 it appears higher-orders Green’s functions. Their equations
of motion are:

ω � n̂fiσfiσ ; f †iσ�=< n̂fiσ > +ε̃fσ � n̂fiσfiσ ; f †iσ� +U � n̂fiσfiσ ; f †iσ�
+ V �nf,iσciσ ; f †iσ� +V �(f †iσciσ − c†iσfiσ)fiσ ; f †iσ�

(A.7)

ω � n̂f,iσfiσ ; c†iσ�=ε̃fσ � n̂fiσfiσ ; c†iσ� +U � n̂fiσfiσ ; c†iσ�
+ V � n̂fiσciσ ; c†iσ� +V �(f †iσciσ − c†iσfiσ)fiσ ; c†iσ�

(A.8)

In this generic Hubbard-I approximation we settle (a† standing for both c† and f †):

� n̂fiσciσ ; a†iσ�= nf,iσ �ciσ ; a†iσ�
�(f †iσciσ − c†iσfiσ)fiσ ; a†iσ�= 0

Using these relations, Eqs. A.7 and A.8 express the high-order Green’s functions in terms
of Green’s functions with two operators, allowing the set of equations in Eqs. A.3-A.6 to be
solved after a Fourier transformation in k-space. Explicitly:

(ω − ε̃c(k))Gcc
σ (k, ω) = 1 + V Gfc

σ (k, ω) (A.9)

(ω − ε̃fσ)Gff
σ (k, ω) = 1 + V Gcf

σ (k, ω) + U < n̂fσ >

(
1 + V Gcf

σ (k, ω)

ω − ε̃fσ − U

)
(A.10)

(ω − ε̃c(k))Gcf
σ (k, ω) = V Gff

σ (k, ω) (A.11)

(ω − ε̃fσ)Gfc
σ (k, ω) = V Gcc

σ (k, ω) + U < n̂fσ >

(
V Gcc

σ (k, ω)

ω − ε̃fσ − U

)
(A.12)
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Here the relation ε̃c(k) ≡ ε(k) + εc (Eq. 3.7) was used. After some algebra:

Gcc
σ (k, ω) =

1

ω − ε̃c(k)−
(

1 +
U<n̂fσ>

ω−ε̃fσ−U

)
V 2

ω−ε̃fσ

(A.13)

Gff
σ (k, ω) =

(
1 +

U<n̂fσ>

ω−ε̃fσ−U

)
ω − ε̃fσ −

(
1 +

U<n̂fσ>

ω−ε̃fσ−U

)
V 2

ω−ε̃c(k)

(A.14)

The equations above are the complete Green’s functions of EPAM in Hubbard-I approxima-
tion for a finite value of the Coulomb repulsion U . We will further simplify these expressions
by taking the U →∞ limit.

Infinite U limit

In Hubbard-I approximation, the Coulomb interaction appears in the expression for Green’s
functions through the frequency-dependent quantity

1 +
Unf,σ

ω − ε̃fσ − U
,

which renormalizes the hybridization and gives the spectral weight for the lower Hubbard sub-
band. Its denominator can be expanded in powers of 1/U in the limit of large correlation:

1 +
Unf,σ

ω − ε̃fσ − U
U→+∞−−−−→ 1− nf,σ

We define
pσ ≡ 1− nf,σ, (A.15)

which allows us to write the Green’s functions in Eqs.A.13 and A.14 compactly as:

Gcc
σ (k, ω) =

1

(gccσ (k, ω))−1 − pσV 2gffσ (ω)
(A.16)

Gff
σ (k, ω) =

1

(gffσ (ω))−1 − V 2gccσ (k, ω)
(A.17)

having defined

gffσ (ω) ≡ pσ
ω − ε̃fσ

(A.18)

gccσ (k, ω) ≡ 1

ω − ε̃cσ(k)
(A.19)

The Equations A.16 and A.17 are identical to Eqs. 3.24 and 3.25 derived in Section 3.3.3.
For completeness the mixed Green’s functions Gcf

σ (k, ω) and Gfc
σ (k, ω) are also presented:

Gcf
σ (k, ω) = gccσ (k, ω)V Gff

σ (k, ω) (A.20)

Gfc
σ (k, ω) = gffσ (ω)V Gcc

σ (k, ω) (A.21)





Appendix B

Magnetic Susceptibility for the
EPAM

Here we will derive the analytical expression of the magnetic susceptibility in the paramagnetic
phase of the EPAM (Eq.4.11) at zero temperature. This derivation is based on an expansion
of the equations for nf,↑ and nf,↓ when an infinitesimal external magnetic field hext is applied
to the system. It is possible to write the magnetic response χ0 = mf/hext in terms of the
parameters of the problem in the absence of magnetic fields. χ0 can be evaluated using the
self-consistent results obtained in Chapter 4.1.

For practical matters, it is easier to separate the calculation in two cases, depending on
the chemical potential position µ with respect to the lower and upper energy band (defined in
Eqs.3.38-3.41.

µ in the lower energy band

Let us consider first that the chemical potential µ lies below the hybridization gap. In this
case, the integration must be performed only in the lower part of the density of states, defined
between ω1 and ω2 (Eqs.3.38 and 3.39). The f-electron magnetization is given by:

mf =

µ∫
ω1,↑

dωρff↑ (ω)−
µ∫

ω1,↓

dωρff↓ (ω) (B.1)

Using Eq.4.19, the expression for the f-electron density of states is

ρffσ (ω) =
1

2D

p2
σV

2

(ω − ε̃fσ)2 , (B.2)

The parameters ε̃fσ and pσ are defined by the equations 4.13 and 4.14, respectively. Per-
forming the integrals in Eq.B.1, one gets:

mf =
p2
↑V

2

2D

(
1

ω1,↑ − ε̃f,↑
− 1

µ− ε̃f,↑

)
−
p2
↓V

2

2D

(
1

ω1,↓ − ε̃f,↓
− 1

µ− ε̃f,↓

)
(B.3)
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We consider now the application of a very small magnetic field hext that will polarize the
system. It will produce a magnetization mf = χ0hext to be calculated from the expression
above, which depends on hext through the spin-dependent coefficients pσ, ε̃f,σ and ω1,σ. The
dependence in hext is direct for the first two parameters1:

pσ = 1− nfσ = 1− nf
2
− σmf

2
≡ p0 + σ

χ0hext
2

ε̃f,σ = ε̃f,0 − σgfhext
In the same order, we have:

p2
σ ≈ p2

0 + σhextχ0p0 (B.4)

The dependence on hext in ωi,σ comes from the parameters above, but a Taylor expansion
is required. Up to the first order in hext, we have (from Eqs. 3.38):

ω1,σ − ε̃f,σ = ω1,0 − ε̃f,0 + σhext

[
gf
2
− gfE0(−D)

2∆0(−D)
− χ0V

2

4∆0(−D)

]
For shortness, the following definitions are employed in the expression above:

E0(−D) =
ε̃c(−D)− ε̃f,0

2
(B.5)

∆0(−D) =

√
[E0(−D)]2 + p0V 2 (B.6)

After a first-order Taylor expansion in hext, the denominators in Eq. B.3 are:

1

ω1,σ − ε̃fσ
=

1

ω1,0 − ε̃f,0

[
1− σhext

(
gf
2
− gfE0(−D)

2∆0(−D)
− χ0V

2

4∆0(−D)

)(
1

ω1,0 − ε̃f,0

)]
(B.7)

1

µ− ε̃fσ
=

1

µ− ε̃f,0

[
1− σhext

(
1

µ− ε̃f,0

)]
(B.8)

Gathering all the terms up to the first order in hext and defining χ0 ≡ mf/hext, we get the
closed expression:

χ0 =
p2

0V
2

2D

[
−2

(
1

ω1,0 − ε̃f,0

)2(
gf
2
− gfE0(−D)

2∆0(−D)
− χ0V

2

4∆0(−D)

)
+ 2gf

(
1

µ− ε̃f,0

)2
]

+
p0χ0V

2

2D
2

[
1

ω1,0 − ε̃f,0
− 1

µ− ε̃f,0

]
(B.9)

1Through this section the parameters indexed by the subscript 0 correspond to the values in the absence of
magnetic field.
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The solution of the equation above for χ0 is:

χ0 =
C0

1− C1

(B.10)

The coefficients C0 and C1 are given by:

C0 =
p2

0V
2

D

[
−
(

1

ω1,0 − ε̃f0

)2(
gf
2
− gfE0(−D)

2∆0(−D)

)
+ gf

(
1

µ− ε̃f,0

)2
]

(B.11)

C1 =
p2

0V
2

D

(
1

ω1,0 − ε̃f,0

)2
V 2

4∆0(−D)
+
p0V

2

D

[
1

ω1,0 − ε̃f,0
− 1

µ− ε̃f,0

]
(B.12)

The expressions above can be further simplified by using the expression for ρff0 (ω) and nf :

C0 = gfρ
ff
0 (ω1,0)

(
E0(−D)−∆0(−D)

∆0(−D)

)
+ 2gfρ

ff
0 (µ) (B.13)

C1 = ρff0 (ω1,0)
V 2

2∆0(−D)
+
nf
p0

(B.14)

µ in the upper energy band

Let us now deal with the case in which the chemical potential µ in the absence of magnetic
field lies in the upper energy band. In this case the expression for the f-electron magnetization
is:

mf =

ω2,↑∫
ω1,↑

dωρff↑ (ω) +

µ∫
ω3,↓

dωρff↑ (ω)−

 ω2,↓∫
ω1,↓

dωρff↓ (ω) +

µ∫
ω3,↓

dωρff↓ (ω)

 (B.15)

Performing a similar calculation as done in the previous case, one gets the following equa-
tion:

χ0 =
B0

1−B1

(B.16)

In this case the coefficients are:

B0 = gf

[
ρff0 (ω1,0)

(
E0(−D)−∆0(−D)

∆0(−D)

)
− ρff0 (ω2,0)

(
E0(+D)−∆0(+D)

∆0(+D)

)

+ ρff0 (ω3,0)

(
E0(−D) + ∆0(−D)

∆0(−D)

)
+ 2ρff0 (µ)

]
(B.17)

B1 =
V 2

2

[
ρff0 (ω1,0)

1

∆0(−D)
− ρff0 (ω2,0)

1

∆0(+D)
− ρff0 (ω3,0)

1

∆0(−D)

]
+
nf
p0

(B.18)

In both cases the expressions for χ0 must be evaluated numerically from the self-consistent
parameters determined in Section 4.1.





Appendix C

Some results on Bethe lattices

Non-interacting density of states

In this Appendix the expressions for the density of states of free electrons in a Bethe lattice of
coordination Z. will be derived. We start by the tight-binding hamiltonian:

H = −
∑
ij

tijc
†
icj (C.1)

All the hoppings between nearest neighbors will be considered as equal, so tij = t/2
√
K

(K=Z − 1) if i and j are adjacent sites. We follow the same lines in Section 7.2.2 and define
a self-energy associated to the non-local term (hopping). The electronic Green’s function in a
site i is written as:

Gii(ω) =
1

ω −∆i(ω)
(C.2)

The expression of ∆i(ω) is:

∆i(ω) = t2
Z∑
j=1

G
(i)
jj (ω) (C.3)

The function G
(i)
jj (ω) is the cavity Green’s function (defined in Section 7.2.2), i.e. the

Green’s function at the site j excluding the site i of the system . It has the same form as
Eq. C.9:

G
(i)
jj (ω) =

1

ω −∆
(i)
j (ω)

(C.4)

Note that:

∆
(i)
j (ω) = t2

K∑
k=1

G
(ij)
kk (ω) = t2

K∑
k=1

G
(j)
kk (ω) (C.5)
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Here the sum is performed over K = Z− 1 neighboring sites, since one neighbor is already
excluded. The last equality holds because in a Bethe lattice there is only one path that connects
the sites i and k (through the site j), so G(ij)

kk (ω) = G
(j)
kk (ω).

For an homogeneous system (no disorder), we can re-express G(i)
jj (ω) = G

(0)
ii (ω) and

∆
(i)
j (ω) = ∆

(0)
i (ω) for all i and j. We can combine Eqs. C.4 and C.5 in a closed expres-

sion

∆
(0)
i (ω) =

t2K

ω −∆
(0)
i (ω)

, (C.6)

whose solution is

∆
(0)
i (ω) =

ω

2

[
1−

√
1− 4t2K

ω2

]
. (C.7)

The negative sign of the square root is chosen to give ∆
(0)
i (ω) = 0 if t= 0. Equation C.3

now gives:

∆i(ω) =
2t2Z

ω

[
1 +

√
1− 4t2K

ω2

] =
Zω

2K

[
1−

√
1− 4t2K

ω2

]
(C.8)

Finally, one can get the expression for the local Green’s function as:

Gii(ω) =
1

ω − Zω
2K

[
1−

√
1− 4t2K

ω2

]
=

2K

(Z − 2)ω + Zω
√

1− 4t2K
ω2

=
(Z − 2)ω − Zω

√
1− 4t2K

ω2

2 (Z2t2 − ω2)

(C.9)

The density of states is obtained from the imaginary part of the retarded Green’s function:

ρ(ω) = − 1

π
Im
(
Gii(ω + i0+)

)
=

√
ω2 − 4Kt2

2π(Zt2 − ω2/Z)
(C.10)

In Figure C.1 we plot the density of states for Bethe lattices of different coordination
numbers, including the semi-elliptic density of states (for Z → ∞). Interestingly, the density
of states for Z = 5 is quite similar to the flat density of states.

Lastly, the reciprocal function of G(ω), defined as R[G(x)] = x, is given by the solution of

R2 +
Z − 2

G
R−

(
Z2t2 +

Z − 1

G2

)
= 0, (C.11)

which gives:

R = −
(
Z − 2

2G

)
+

Z

2G

√
1 + 4t2G2 (C.12)
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Figure C.1: Density of states for free-electrons in a Bethe lattice of different coordination
number Z. The energy is renormalized by the half-bandwidth D=2

√
Kt (K=Z−1).

Limit of infinite coordination number

The expressions above simplify in the Z → ∞ limit. In this case one must renormalize the
hopping parameters t→ t/

√
Z to keep the kinetic energy finite. Using this scaling and taking

Z→∞ in Equation C.9, the following Green’s function is obtained:

Gii(ω) =
ω −

√
1− 4t2

ω2

2t2
(C.13)

The corresponding density of states for the expression above has the well-known semi-elliptic
form:

ρi(ω) =

√
ω2 − 4t2

2πt2
(C.14)

Lastly, one can show that the reciprocal function of G(ω) in the limit of infinite coordination
number is simply:

R = t2G+
1

G
(C.15)





Appendix D

Matsubara’s sum at zero
temperature

In this Appendix it is shown how to calculate Matsubara’s sums at zero temperature in order to
solve the mean-field equations for the Kondo problem (Eqs. 7.15 and 7.16). The calculations
performed here are developed in details in Chapter 3 of Ref.[2].

Let us take for example Gff
ii (τ = 0−). Using its Fourier transformation, we have (β ≡ 1/T

is the inverse temperature):

Gff
ii (τ=0−) = lim

τ→0−

1

β

∑
iωn

e−iωnτGff
ii (iωn), (D.1)

The sum in the right hand side extends over the infinite set of fermionic Matsubara’s
frequencies:

iωn = i
(2n+ 1)π

β
. (D.2)

Using the property Gff
ii (iωn) =

(
Gff
ii (−iωn)

)∗
and trigonometric relations, the sum can be

restricted to positive frequencies

Gff
ii (τ=0−) = lim

τ→0−

2

β

∑
ωn>0

[
cos (ωnτ)Re

(
Gff
ii (iωn)

)
+ sin (ωnτ)Im

(
Gff
ii (iωn)

)]
(D.3)

The limit τ→0− can be taken directly in the first term of the sum, sinceGff
ii (iωn)∼1/(iωn)

for large ωn and Re
(
Gff
ii (iωn)

)
tends to zero faster than 1/ωn as ωn tends to infinity. The

second term has important contributions only when ωn is large (i.e., ωnτ ∼ 1), so we can
replace the imaginary part of Gff

ii (iωn) by its asymptotic value 1/(iωn) and transforms the
sum into an integral (if T =0) through:

1

β

∑
ωn>0

→
+∞∫
0

d(iω)

2π
(D.4)

139



APPENDIX D. MATSUBARA’S SUM AT ZERO TEMPERATURE 140

Then1:

lim
τ→0−

2

β

∑
ωn>0

sin (ωnτ)Im
(
Gff
ii (iωn)

)
= lim

τ→0−

− 1

π

+∞∫
0

sin (ωτ)

ω

 =
1

2
(D.5)

After the considerations above, one can finally write:

Gff
ii (τ = 0−) =

2

β

∑
ωn>0

Re
(
Gff
ii (iωn)

)
+

1

2
(D.6)

In principle the sum in Equation D.6 can be performed numerically for a given temperature
T , although the convergence can be an issue at low temperatures. We are interested in the
zero temperature behavior of the system, therefore it is desirable to transform the sum at finite
T into its zero temperature equivalent. This is done by the relation in Eq. D.4, leading to:

Gff
ii (τ = 0−) =

1

π

+∞∫
0

dωRe
(
Gff
ii (ω)

)
+

1

2
(D.7)

Here the integration is performed along the positive imaginary axis and the index n was
dropped to explicit that it a continuous variable (in contrast to the finite T frequencies).
Analogously one can evaluate

〈
c†ici

〉
, which determines the local occupation of conduction

electrons, by: 〈
c†ici

〉
= Gcc

ii (τ = 0−) =
1

π

+∞∫
0

dωRe (Gcc
ii (ω)) +

1

2
(D.8)

The third average to be computed is < f †i ci >. The only difference from the other two
averages comes from the asymptotic limit of the mixed Green’s function 2 Gcf

ii (iωn) ∼ 1/(iωn)2

for large ωn. Based on the same lines of the argument given between Eq.D.3 and Eq.D.4, one
can show that the factor asymptotic limit of the first term in Eq.D.3 is zero (instead of 1/2).
Then:

Gcf
ii (τ = 0−) =

1

π

+∞∫
0

dωRe
(
Gcf
ii (ω)

)
(D.9)

1Here it was used
+∞∫
0

sin (ωτ)
ω = π

2 sign(τ)

2The functional form of the Green’s function is presented in its matrix form in Eqs.7.26.



Appendix E

Some limits of φi(ω)

In Chapter 8 we have introduced a site-dependent complex function φi(ω) formally defined
through the relation:

Gcc
ii (ω) ≡ G0(ω−φi(ω)) (E.1)

The interpretation of its real part at the Fermi energy was provided in Section 8.1: it mea-
sures the effective position of the conduction electron level with respect to the non-interacting
density of states, indicating if the site behaves locally as a "conductor" or "insulator". Given
that the expression for φi(ω) in Equation 8.5 is not simple to understand, it is desirable to
analyze in details some limiting cases in which φi(ω) has a simpler form. In this Appendix, two
cases will be considered: the Kondo Lattice limit (x= 1) and the Z→∞ limit. The former
case served as the starting point for the definition of φi(ω), although it corresponds to the
clean case (without disorder).

Kondo Lattice

The first example that shows what is φi(ω) comes from the Kondo lattice within the mean-field
approximation. In this case the system possesses translational invariance and the local Green’s
functions are the same for all sites, namely:

Gcc
KL(ω) =

1

ω + µ−∆KL(ω)− r2
KL

ω+λKL

(E.2)

Gff
KL(ω) =

1

ω + λKL − r2
KL

ω+µ−∆KL(ω)

(E.3)

Here r2
KL and λKL are the mean-field parameters for the Kondo lattice to be determined

self-consistently and ∆KL(ω) is the bath function given by:

∆KL(ω) = Zt2G
cc,(o)
KL (ω) (E.4)

The structure of these equations for Gcc
KL(ω) is the same as seen in Equations C.9 to C.6

in Appendix C. In fact, performing the change of variable ω → ω+ µ− r2
KL

ω+λKL
, one concludes
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that:

Gcc
KL(ω) = G0

(
ω + µ− r2

KL

ω + λKL

)
(E.5)

The equation above permit us to write the complete c-electron Green’s function for the Kondo
Lattice in terms of the non-interacting c-electrons Green’s function. This result, here explicitly
developed for the Bethe Lattice, is independent of the lattice structure, being a general property
of the mean-field approximation. Comparing Eqs.E.5 and E.1, we have:

φKL(ω) =
r2
KL

ω + λKL
+ µ (E.6)

Note that φKL(0) is a real number at the Fermi energy. If the shift φKL(0) = r2
KL/λKL is

sufficiently large so that G0 in Eq. E.5 is zero, then the chemical potential for the Kondo
lattice lies in the hybridization gap and the system is in an insulating state (Kondo Insulator).
For instance, this situation happens in the half-filled(nc = 1) Kondo lattice: the mean-field
parameter λKL is zero and the shift −r2

KL/λKL diverges 1. As a consequence, the function
φi(0) can be seen as a local generalization of this parameter in which not only the Kondo
interaction is considered, but also different environments.

Limit of large coordination number

A second limit in which φi(ω) has a simple expression (and, equivalently, a simple interpretation)
is when the coordination number is Z → ∞. In this limit, the Bethe lattice relations derived
in Appendix C are simpler. For instance, using the reciprocal function in Eq. C.15, one gets
for a Kondo site i:

φi(ω) = ∆i(ω)− t2Gcc
ii (ω) +

r2
i

ω + λi
+ µ (E.7)

If Z→∞, then the bath function ∆i(ω) is a sum over infinity lattice sites, which is the
average value of Gcc(ω).

∆i(ω) = t2Gcc
ii (ω) (E.8)

This limit corresponds to the so called Coherent Potential Approximation. The expression of
φi(ω) in a Kondo site is then:

φi(ω) = t2
(
Gcc
ii (ω)−Gcc

ii (ω)
)

+
r2
i

ω + λi
+ µ (E.9)

From the expression above we see that φi(ω) has two contributions. The first one measures
the difference between the local Green’s function Gcc

ii (ω) and its average value. The second
contribution is non-zero only for Kondo sites and measures the scattering potential from the
local moment on the conduction electrons. This term is a real quantity at the Fermi energy.

The imaginary part of φi(0) at the Fermi energy has the following expression:

Imφi(0) = πt2 (ρci(0)− ρc(0)) (E.10)
1This argument can be extended for nc>1 by invoking particle-hole symmetry.
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The sign of Imφi(0) can be whether positive or negative, depending on how much the local
density of states is shifted with respect to its average. For a finite value of Z, the expression of
φi(ω) is complicated, but one can speculate from its Z→∞ value that Imφi(0) would measure
the local density of states shift compared to the local bath at the Fermi energy (∆i(0)), being
the last quantity also site-dependent in a disordered system.





Appendix F

Renormalized Perturbation
Expansion

In this Appendix we will derive a general expansion for hybridization function ∆i(iωn) for a
disordered system in terms of cavity Green’s functions, to be employed in Section 7.2.2. The
method employed for this purpose is the so-called renormalized perturbation expansion, which
is discussed in details in the Appendix F of Reference [143].

For the sake of simplicity we will consider here the tight-binding hamiltonian:

H =
∑
i

εic
†
ici −

∑
i,j

tijc
†
icj (F.1)

This hamiltonian is written in the usual notation (with spin index omitted). εi is a local energy
and tij is the hopping integral, which is non-zero only for nearest-neighbors sites i and j. We
are going to consider the local term as an unperturbed hamiltonian H0 and the hopping term
to be treated as a perturbation H1. The Green’s function for the unperturbed hamiltonian is
diagonal in site representation and it is given by:

gii(iωn) =
1

iωn − εi
(F.2)

The expression for the full Green’s function Gij(iωn) is given by a Dyson equation:

Gij(iωn) = gij(iωn) +
∑
k,l

gik(iωn)tklGlj(iωn) (F.3)

We remind that gij(iωn)=δijgii(iωn). The equation above can be written as the following
infinite serie:

Gij(ω) = gij(ω) +
∑
k,l

gik(ω) tkl glj(ω) +
∑
k,l,m,n

gik(ω) tkl glm(ω) tmn gnj(ω) + ... (F.4)

The infinite terms on the right hand side of Eq. F.4 describe all the possible paths that
an electron can take to go from site i to site j. Through the whole set of paths one can
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Figure F.1: Schematic picture representing paths connecting the sites i and j in a square
lattice, which is related to Gij(iωn) in Eq.F.5. The skeleton path i → k → l → j (red thick
arrows) is a path that does not contain any loop. Three loops corrections to this particular
skeleton path are shown in the thin arrows and renormalizes this path, as it is explained in the
text. Note that the loop correction in green cannot be taken into account twice in sites i and
k, then cavity Green’s functions as G(i)

kk(iωn) must be used to avoid double counting.

identify skeleton paths, in which each site is visited by the electron one time only (the path is
self-avoiding). The paths containing loops can be "decomposed" in terms of a skeleton path
multiplied by a loop correction, then the expansion in Eq.F.4 can be resummed in terms of
skeleton paths with appropriate loops corrections.

The loops corrections correspond to all intermediate paths that start and return to the
same visited site in the skeleton path, as represented bu the thin lines in Fig. F.1. They must
be computed systematically in order to avoid double-counting. For example, let us consider
the skeleton path i → k → l → j in Gij(iωn) (the thick red lines in Fig. F.1). The loop
corrections for the first site(i) correspond to all the paths starting and ending in this site, which
corresponds to Gii(iωn). The corrections for the next visited site contain all the paths starting
and ending in k, except those passing through i, which are already accounted in the correction
for i (for example, the green path in Figure F.1). For that reason, the loop corrections in k is
given by the cavity Green’s function G(i)

kk(iωn), which is the local Green’s function in k having
excluded the site i of the problem 1. The corrections in the other visited sites follow the same
procedure and Eq. F.4 can be written as:

Gij(iωn) =
∑

skeleton paths
i→j

Gii(iωn)tikG
(i)
kk(iωn)tklG

(i,k)
ll (iωn)tlm...G

(i,k,l,m,...)
jj (iωn) (F.5)

For Gii(iωn), we can write Eq.F.5 as

Gii(iωn) = gii(iωn) +Gii(iωn)∆i(iωn)gii(iωn), (F.6)

1The exclusion of i can be formally done for the hamiltonian in Eq. F.1 by taking εi →∞
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in which we have defined ∆i(iωn) as:

∆i(iωn) ≡
∑

skeleton paths
i→i

tikG
(i)
kk(iωn)tklG

(i,k)
ll (iωn)tlm...tzi (F.7)

Equation F.6 can be rewritten by using Eq.F.2:

Gii(iωn) =
1

iωn − εi −∆i(iωn)
(F.8)

The Equations F.7 and F.8 are the principal result of this appendix. The function ∆i(iωn)
takes into account all the hopping terms starting and ending in the site i through a summation
over self-avoiding paths in the lattice. The drawback of writing such sum is in its coefficients,
which contains cavity Green’s functions of many (infinite) "orders". However the same proce-
dure described above can be used to determine G(i)

kk(iωn) or any other cavity Green’s function.
Explicitly:

G
(i)
kk(iωn) =

1

iωn − εk −∆
(i)
k (iωn)

(F.9)

∆
(i)
kk(iωn) =

∑
skeleton paths

k→k

tklG
(i,k)
ll (iωn)tlmG

(i,k,l)
mm (iωn)tmn...tzk (F.10)

In general, there is an infinite number of equations needed to determine all Green’s functions
for an infinite and regular lattice, then the equations above are not very useful. One way to
simplify them is to consider a Bethe lattice[146, 143], what we will do in the following.

Particular case: Bethe lattice

Bethe lattice is a loop-free structure, which means that there is a unique path connecting two
sites i and j in the lattice. Thus the only skeleton path that keeps in Eq.F.7 is i→ j → i, so:

∆i(iωn) =
Z∑
j=1

tijG
(i)
jj (iωn)tji =

Z∑
j=1

t2G
(i)
jj (iωn) (F.11)

In this equation, the sum is performed on the j sites neighbors of i (Z is the lattice coordination
number). We also considered that all the hopping integrals are equal to t. Similarly, we have
for ∆

(i)
jj (iωn):

∆
(i)
j (iωn) =

Z−1∑
k=1

t2G
(ij)
kk (iωn) =

Z−1∑
k=1

t2G
(j)
kk (iωn) (F.12)

Here the sum is over Z − 1 sites, given that one neighboring site was excluded. In the last
equality we use the relation G(ij)

kk (iωn) = G
(j)
kk (iωn), which is valid in the Bethe lattice since the

exclusion of site j automatically excludes i. All the cavity Green’s functions with two or more
excluded sites are equivalent to one with a single site removed and the hierarchy of equations
is reduced to Eqs. F.11 and F.12.
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