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INTRODUCTION

One of the main challenges that has driven the different imaging techniques is the improve-

ment of the spatial resolution. This is of course motivated by the wish of the human being

to see what is hidden from our natural imaging system (an aperture, one lens and a detec-

tor, that is to say the eye). Consequently, the first solutions from the XVIIth century were

naturally based on the improvement of this basic optical system. New components (lenses

arranged in a smart way) were added, but the eyes were still used as a part of the detection.

Such systems included among other, the telescope of Galileo Galilei, aiming at seeing what

was as far as the stars, and the optical microscope of Zacharias Janssen to observe objects

as small as a cell.

The invention of the optical microscope generated an immense impact on the develop-

ment of biological research (the discovery of cells, the study of bacteria, etc). However,

there was still the open question on how to further increase the resolution. The diffraction

limit theory of Ernest Abbe in 1873 showed that the limit of the spatial resolution in an

optical microscope is related to the point-like source diffraction. In this way, the optimal

resolution is given by half of the source wavelength and is thus limited in the visible spec-

tral range to sub-micrometer. The consequence is that improving the spatial resolution can

be achieved by reducing the wavelength of the source of the illumination. Around 1904, the

first ultraviolet (UV) microscope was constructed allowing an improvement of the resolu-

tion by a factor two. Pushing this idea to the extreme, in 1931 the first electron microscope

was created replacing photons with electrons. This technique allows nowadays atomic like

spatial resolutions, i.e. few angstroms.

After Röntgen’s discovery of X-rays in 1895 [75], point-projection microscopy with a

resolution of a few microns was developed [24]. But only around 1946 the scientific com-

munity started to be more interested in X-ray microscopy [47]. Working with very short

wavelengths led researchers back to the first problem, i.e. the improvement of the optical

systems. The biggest constraint of X-ray microscopy is the limitation in the spatial reso-

lution which is related to the manufacturing quality of X-ray optics. The first works were

focused on the development of new X-ray optics, like the crossed mirror system K-B (Kirk-

patrick and Baez) designed at Stanford University in 1948 and currently used worldwide in

different synchrotron or free electron laser (FEL) facilities as focusing systems.
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Introduction

It is well known that X-rays offer a path to the finest vision in space. Besides spatial

resolution, X-rays can penetrate into objects opaque to visible light or electrons [63]. On

one hand, X-ray crystallography demonstrated that X-ray diffraction is a powerful tool for

characterizing objects at the atomic scale (Å), provided that they are repeated, for instance

quasi periodically in a crystalline structure. However, this technique is restricted to samples

that can be crystallized. On the other hand, X-ray microscopes are today of considerable

use in both life and materials sciences, imaging typically µm size objects with tens of nm

resolution. However, they meet the limits of lens-based instruments, in terms of resolution

and field of view.

What imaging technique would allow access to high resolution in non crystalline struc-

tures, overcoming any focusing manufacturing limitation? Modern optics brought the an-

swer with diffraction and Fourier optics, providing the theory needed to develop lensless

imaging techniques and eliminate the constraint induced by the quality of the lenses.

In general, the diffraction depends on the object transmittance t (r⃗) and the incoming

field V0 (r⃗) that irradiates the object [39]. Lets us remember that the transmittance function

describes the amplitude and phase properties of the object. In general, it also depends

on the incoming field. For example, an object can be transparent for certain wavelengths

but opaque for others. In imaging, we are interested in the complex transmittance since it

contains the object information. Consequently, in the following the term "object image" is

referring to the transmittance function of the object.

As the diffraction pattern carriers all the information of the transmittance function and

the incoming beam, it is possible to use the diffraction to retrieve the transmittance function.

It is the basic principle of lensless imaging techniques. If the properties of the incoming

beam are known and the complex diffraction pattern can be measured, it is possible to

retrieve the transmittance function by doing a back propagation of the diffraction. The main

constraint applying this simple idea is that our sensors (cameras) detect only the intensity

while the phase of the diffraction pattern is lost. This is the well known phase problem.

Furthermore, the propagation function depends on the spatial coherence of the field

[38]. The simplest scenario is the case of a spatially coherent and monochromatic field. In

this case, the far field diffraction of the incoming field through an object placed in the plane

of coordinates r⃗ = (x,y) (Fig. 0.1) is given by [39],

V(ρ⃗,z) = −ieikze
k

2z ρ⃗2

λz ∬
−∞

−∞

V0 (x,y) t(x,y)e
−2πi

λz (ξx+ηy)dxdy , (1)

where V0 (x,y) is the incoming field of wavelength λ that irradiates an object of trans-

mittance t(x,y). z is the distance from the object plane to the detection plane of coordinates

ρ⃗ = (ξ,η).

The double integral in Eq. 1 corresponds to a Fourier transform of the transmitted beam

V (x,y) = V0 (x,y) t (x,y), as a function of the normalized coordinates (ξ/λz, η/λz), which
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Introduction

Figure 0.1: Diffraction of an incoming field V0 (r⃗) through a transmittance function t (r⃗).

The diffraction of the transmitted field V (x,y) is detected at the plane of coordinates ρ⃗ =
(ξ,η)

spatially scale the Fourier transform with the wavelength λ.

V(ρ⃗,z) = −ieikze
k

2z ρ⃗2

λz
T (ρ⃗) ∣

ρ⃗/λz
. (2)

T (ρ⃗) is the Fourier transform of the transmitted field V (x,y). It means that, if we are

able to detect the phase and the amplitude of the diffraction pattern, the image of the object

can be retrieved by taking the inverse Fourier transform of the complex diffraction pattern.

However, as explained before, only the intensity of the diffraction pattern I(ρ⃗) = ∣V(ρ⃗,z)∣2

is detected.

Two main solutions that have been successfully adopted to solve this problem are:

Fourier transform holography (FTH) [23, 32, 41, 56, 85] based on the holographic method

proposed by Gabor [30] in 1948, and coherent diffractive imaging (CDI) [11, 29, 61, 80]

based on an iterative algorithm proposed by Gerchberg and Saxton [36] in 1972. Gabor [30]

presented the idea of a lensless imaging technique to overcome the problem of aberrations

induced at short wavelengths. This so-called holographic method was meant to improve

the resolution of electron imaging limited by the spherical aberration of the electron lenses.

The resulting "electron interference microscope" proposed by Gabor is what we know as

"in line holography". In this configuration only a part of the incident beam is diffracted

by the object, while the other part of the beam acts as the holographic reference. From the

interferogram produced by the diffracted beam and the reference it is possible to encode

the phase. Gabor’s original idea was to illuminate the recorded hologram to generate the

reconstruction [30]. However this idea was not applied and instead optical holography ex-

perienced a remarkable development after the dicovery of the laser. Optical holograms are
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usually detected on a photoresist which is a photo-sensible material. The illuminated areas

are removed chemically and then the interferogram that encodes the phase of the object

diffraction is printed on the material. A later illumination with a source similar to the refer-

ence allows the object reconstruction. While it could seem impossible to have a photoresist

to record an hologram generated with a X-ray source, or to find a reference beam for the

post illumination of the hologram, the experimental application of this technique was suc-

cessfully achieved with an X-ray source generated in a synchrotron by using a photoresist

specially designed for this radiation [44]. This experimental constraint was overcome with

digital holography. In this case, the interferogram is detected with a CCD camera and the

back propagation leads to the numerical reconstruction of the object. This technique has

been successfully applied with XUV sources[23, 32, 56].

Nevertheless, the use of a reference is an important experimental constraint. In the case

of FTH, the size of the reference is closely related to the resolution that can be reached in

the object reconstruction. Moreover, the preparation of the sample implies the location of a

reference next to it which is not in general possible and thus limits the use of the technique.

Therefore, different methods were proposed to solve the general problem: obtaining the

object reconstruction (amplitude and phase) from the amplitude of the diffraction pattern

without the use of a reference. One of the most important solution is the iterative algorithm

introduced by Gerchberg and Saxton [36] in 1972. Their work was based on the iteration of

the back and forward propagation between the detection and object planes. The constraints

included in their algorithm are the measurement of the object intensity in the object plane

and the intensity of the diffraction pattern (Fig. 0.2).

Figure 0.2: Schematic representation of phase retrieve algorithm proposed by Gerchberg

and Saxton [36].

The idea to uniquely solve the diffracting object from the intensity of the X-ray diffrac-

tion on a crystal was proposed by Sayre [79] in 1952. Twenty years after, Gerchberg and
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Saxton presented the X-ray diffraction from crystals as one of the possible applications for

their iterative imaging algorithm [36]. But it was only in 1980 that Sayre suggested the

possibility of doing imaging using a single isolated object, and not a periodic crystal, to

produce a continuous X-ray diffraction pattern not restricted only to Bragg peaks.

Independently of Sayre’s work, in 1978 Fienup [29] proposed an iterative algorithm

based on the solution of Gerchberg and Saxton [36]. His iterative algorithm, called "error-

reduction approach", imposed a new set of object constraints (Fig. 0.3). One of the main dif-

ferences to the original work is the elimination of the constraint imposed in the object plane,

thus making possible the object reconstruction using only the measurement of the diffrac-

tion pattern intensity. To achieve this, Fienup introduced the concept of "support function".

Instead of knowing the object amplitude he forced the solution in the object plane to be zero

outside of the support. Therefore, the support is a zone that contains the object. It can be

calculated from the autocorrelation of the object, i.e. the Fourier transform of the measured

diffraction pattern. Moreover, Fienup’s algorithm was proposed as a solution to improve

the resolution in astronomical imaging with diffraction-limited measurements of the mod-

ulus of the object Fourier transform. Due to the nature of the astronomical application, the

object was described as a real, non-negative function. In the case of complex valued objects

the reconstruction is then more difficult. In 1987, Fienup [28] proposed a modification of

his iterative algorithm eliminating the non-negative constraint and using only a support

constraint. Over the years, Fienup developed different variations of his algorithm [27]. The

faster convergence is achieved with the hybrid input output (HIO) algorithm.

Figure 0.3: Block diagram of error reduction algorithm proposed by Fienup [29].

The uniqueness of the solution is one of the main issue in the phase problem. In-

deed, multiple complex objects may generate the same amplitude in the diffraction pattern.

Therefore, multiple solutions could fit the experimental measurements. In 1982 Bates [8]

showed theoretically that the Fourier phase problem has an unique solution if sufficient

oversampling is made. Based on the oversampling proposed by Bates [8], Miao et al. [60]

proposed an oversampling ratio that relaxes the sampling conditions determined by Bates.
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They introduced the oversampling ratio in the iterative algorithms to improve the image

reconstruction. Using these iterative algorithms, Miao et al. [61] demonstrated for the first

time CDI reconstruction of a non crystalline sample by using an X-ray diffraction pattern

generated with synchrotron radiation. After this demonstration, different modifications of

the CDI algorithms have been proposed. The support constraint from Fienup’s work [27]

has been improved by using the Shrinkwrap algorithm developed by Marchesini et al. [55].

In this case, the support is not a fixed input of the CDI iterative algorithm but instead is up-

dated along the reconstruction process. The first approximation of the support is given by

the autocorrelation and each "n" iterations it is improved using a threshold on the current

best guess of the object. This solution has been successfully implemented experimentally

with XUV sources [6, 7, 12, 52].

A remarkable development of the lensless imaging techniques using coherent X-ray

sources has pushed down the spatial resolution to the nanometer scale [11, 23, 32, 41, 56, 61].

If the diffraction limit can be reached, the use of coherent X-ray sources has the potential of

generating atomic vision.

However, though atoms can be imaged in space, conventional synchrotron sources do

not allow accessing the fastest processes in matter at the atomic scale, which is the new

frontier towards femtosecond to attosecond time resolution.

Contemporary to the diffraction theory of Abbe, the British photographer Eadweard

Muybridge presented the first solution to follow motions faster than the temporal resolu-

tion of the human eye (∼ 0.1 second to perceive images individually). To answer the famous

question: “whether all four feet of a horse were off the ground at the same time while trot-

ting” (Fig. 0.4) recorded a sequence of pictures by using a fast shutter with millisecond

resolution. The idea of using a flash of light instead of using a fast shutter was proposed

in 1832 by Joseph Plateaus with the invention of the stroboscope. This technique is applied

to periodic movements. When the frequency of the flash light is equal to the cyclic speed

of the object (or a unit fraction), the object seems stationary or moving slowly. A millisec-

ond temporal resolution was achieved with the first electric stroboscope created by Etienne

Oehmichen in 1917. Thanks to the short pulse duration and short wavelengths of X-ray

sources, this technique has been recently used with phase-controlled stroboscopic X-ray

pulses of a synchrotron [74] to study biomolecules vibrations with a temporal resolution on

the picosecond scale and a sub-nm spatial resolution.

To follow faster movements we need faster shutters and the fastest shutter is light it-

self. The use of short temporal pulses of lasers as the fast shutter of a photographic camera

pushed down the achievable temporal resolution to the femtosecond scale (10−15s). Dur-

ing the last two decades, femtosecond laser pulses have been successfully used in femto-

chemistry to study atomic and molecular dynamics involved in chemical reactions [93].
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Figure 0.4: The horse in motion by Eadweard Muybridge in 1878.

The pulse duration of X-ray sources has been pushed down to the femtosecond scale

with the development of Free electron laser (FEL) [42]. FELs generate tunable, coherent and

high power radiation within a large range of wavelengths from millimeter to ultraviolet

or even X-ray (XFEL). The very first single shot imaging demonstrated in 2006 [12] has

opened the route to femtosecond time resolved nanoscale studies [6, 13]. In-situ single shot

images of biological samples with nanometer resolution have been realized for the first

time using the CDI technique at the Stanford free electron laser (LCLS) [83] (Fig. 0.5). Those

measurements are of strong interest as a large gap exists in the knowledge of their structure

in the range from about 30 nm to 500 nm. In fact, these length scales remain uncharted

territory for many other biological systems.

Figure 0.5: First results from LCLS where single mimivirus particles were injected into the

FEL beam. Recorded diffraction patterns (left) and image reconstruction of the virus (right)

[83].
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Contrary to the large-scale facilities needed for FELs (order of kilometers in length),

XUV and soft X-ray coherent radiation may be generated in smaller facilities (much more

accessible compared to the expensive FEL beam-time). High harmonic generation (HHG)

is a non-linear process with remarkable properties. HHG produces coherent XUV and soft

X-ray radiation with femtosecond and attosecond (10−18s) pulse duration. It has been dis-

covered simultaneously at Saclay by Ferray et al. [26] and Chicago by Mcpherson et al. [57].

HH radiation is generated by a very strong non-linearity induced in an atomic gas jet sub-

mitted to an intense infrared pump laser. The generation of ultrafast HH radiation can be

described in three steps (Corkum PB. [18], M et al. [51], Schafer et al. [82]) confined in a gas

jet of some µm that can be extended to some cm to achieve a stronger signal.

Compared to FEL sources, HHG produces a lower flux of soft X-ray coherent photons

but without jitter problems thanks to the natural synchronization of the HH emission with

the laser that drives the generation. Practically, FELs have a higher flux of hard X-ray co-

herent photons with few femtosecond pulse duration and jitter of the order of tens of fs.

The difference in flux of photons restricted lensless imaging techniques to large-scale facil-

ities during some years after the first single shot imaging experimental demonstration. In

2007, Richard Sandberg and colleagues have succeeded in demonstrating CDI using a kHz

table-top laser driven HHG source with a spatial resolution of 214 nm [76]. The brightness

of the harmonic beam was still limited, and the exposure time (at the scale of an hour) was

far from reaching single shot ultrafast nanoscale imaging, required in ultrafast dynamical

studies. In 2009, our research group at CEA (Commissariat à l’Energie Atomique et aux En-

ergies Alternatives) has demonstrated the first single-shot CDI using a table-top femtosec-

ond soft X-ray laser harmonic source [73]. An isolated test nano-object was reconstructed

with 119 nm spatial resolution in a single 20 fs - long shot. The spatial resolution in single

shot acquisition was pushed to 70 nm after optimizing the HHG beamline [34]. Reaching

the diffraction limit imposes high quality beam conditioning and properties. Indeed, in

CDI the image reconstruction quality and resolution is limited by the signal to noise ratio

(SNR) of the diffraction pattern and the beam properties, in particular wavefront and co-

herence. In fact, it is a direct consequence of the beam propagation. Any variation in the

wavefront of the incident beam has to be taken into account in the incoming field V0(x,y)
that is diffracted by the object (Eq. 1). Furthermore, in case of a partially coherent beam, the

far field diffaction is not longer described by a Fourier transform of the transmitted beam

(Eq. 1) [38]. Thus, additionally to the knowledge of the phase and intensity of the incoming

field, a characterization of the spatial coherence is also needed.

At the beginning of the 21st century, the first experimental measurement of a train of 250

attosecond pulses was demonstrated [43, 69], thus pushing down the temporal resolution of

ultrafast time-resolved measurements, from femtosecond to attosecond time scales which

are mostly related to electron motion. This train of attosecond pulses was a superposition

of five consecutive harmonics generated by HHG process in an atomic gas jet submitted to
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an intense infrared pump laser. Pioneering experiments demonstrated the measurements

of electron dynamics with attosecond resolution, such as the measurement of the lifetime of

M-shell vacancies of krypton [22], the intra-atomic transient electron dynamics [45] and the

observation of the motion of a D2+ vibrational wave packet with a precision of about 200

attoseconds [65]. In May 2010, a German group has demonstrated the new world record

for the shortest controllable time for a light pulse – 12 attoseconds [19], which is half of

the atomic unit of time – 24 attoseconds. However, experimental measurement combining

atomic distance scale (sub-nanometer resolution) and attosecond time resolution is not yet

demonstrated. This big challenge will require the invention of new imaging techniques

with broadband sources to achieve sub-atomic unit resolution simultaneously in space and

time. 3D motion of electrons would then be accessible. This foreseen revolution will open

a new era of physics and ultimately influence chemistry, biology and future technologies.

Aim and Outline of this Thesis

The principal aim of this work, started in 2011, was to study XUV imaging in single shot,

towards the development of new imaging techniques and new applications using HH and

FEL sources. This thesis is divided in two parts, the first is focused on the characterization

of the sources and the second on the development of new imaging techniques. The results

presented are the product of different experimental campaigns performed during this thesis

and using HH sources at CEA-Saclay, LOA-ENSTA, and FEL facilities at LCLS-Stanford and

FERMI@ELETTRA- Trieste.

Chapter 1 presents a new technique for single shot characterization of spatial coher-

ence. The characterization of the coherence has several uses. On one hand, the diffraction

of the source depends on the coherence [38], making knowledge of the coherence important

for applications based on interferometric techniques. Consequently, lensless imaging tech-

niques are related to the degree of coherence [35, 87, 90, 91]. The knowledge of the spatial

coherence can be used as an input in lensless image reconstruction to improve the image

quality. Furthermore, the growing interest of the XUV community in developing XUV op-

tics opens the possibility of future applications in imaging with XUV optical systems. In

this case, the resolution is also related to the spatial coherence of the source. On the other

hand, the coherence of the source allows studying the physics of the generation [20, 88]. The

understanding of the process and the relation of the diffraction with the coherence opens

the possibility of XUV beam shaping.

In this chapter we present a single shot measurement of the coherence that doesn’t re-

quire the knowledge of the shot to shot intensity distribution. The chapter starts presenting

the theoretical background of spatial coherence. The second part details the theory of the

single shot technique based on a two-dimensional array of apertures that samples the in-

coming field. Experimental results of spatial coherence measurements on a XUV beam

9
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(harmonic 25 from an IR laser, λ = 32 nm) performed on our beam line are presented. A

comparison between the experimental measurements and simulations validates the single

shot technique.

A theoretical description, developed to expand the method of spatial coherence charac-

terization in the Fresnel regime, is presented. This opens the possibility of spatial coherence

characterization in real time at XFEL facilities.

Finally, the theoretical description of Fourier transform holography with a partially co-

herent source is presented. We deduce an analytical relation between the object reconstruc-

tion and the spatial coherence of the source. Using the spatial coherence characterization

presented in this chapter, it is then possible to compensate the modulation induced by the

spatial coherence in the object reconstruction.

In chapter 2 different applications of the XUV wavefront characterization are presented.

The expertise achieved in the ATTO-Physics group at CEA-Saclay on soft XUV wavefront

characterization using a commercial UV Hartmann sensor (paper III) was applied to FEL

sources. Two applications have been developed during the work of this thesis. The first

one consists in the optimization of the KB focusing system at the LCLS AMO station (SLAC,

Stanford) and the second to the imaging beamline DiProy (FERMI@ELETTRA-Trieste) char-

acterization, via wavefront sensing (see paper II).

As an application, wavefront sensing was used to follow LCLS produced plasma dy-

namics during the early (sub-ps) stages of X-ray heating. The target was probed with short

(< 40 fs) pulses of XUV (15− 60 nm) radiation created by HHG, which penetrated through

the plasma target. As this radiation propagates through the sample, it is either absorbed or

scattered in the forward direction, undergoing a change in phase. Wavefront sensing was

then used as a method to detect the phase changes induced by the variation of the plasma

refractive index. The experiment, conducted in July 2013 at the MEC (Matter in extreme

conditions) station at LCLS, is the first FEL pump - HH probe experiment performed at the

LCLS.

The second part of the thesis is dedicated to single shot lensless imaging techniques and

is presented in chapters 3 and 4.

In chapter 3 we present an extension of our 2D ultrafast nanoscale imaging techniques to

obtain 3D images. It is based on the stereo viewing of our sample. Ultrafast single shot 3D

stereo imaging would allow lowering the impact of X-ray exposure in image reconstruction

together with a 3D perception of the object. Single shot techniques are the solution to follow

dynamics in the case where the object will irreversibly be transformed or destroyed after

being pumped. The stereo imaging presented in this chapter is based on human vision. Our

right and left eyes take two 2D images at different observation angles of the object and the

brain combines these images to give the 3D perception. Each image is associated to the other

with a spacing (given by the parallax) and a different color or polarization (this encoding is

called an anaglyph). The use of filters in front of the eyes to observe the anaglyph allows
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to the brain to separate each lateral projection related to each eye’s image. It is not a real

3D imaging but already provides much more interesting information about the object than

a 2D image. In this chapter, we present different experimental solutions to the generation

of two soft X-ray sources and the generation of an anaglyph. The experimental results were

obtained in different campaigns at the HH beamline of CEA-Saclay.

Chapter 4 presents experimental work on imaging using a broadband source with a

discrete spectrum. The experiments have been conducted using a holographic imaging

technique and a comb of three harmonics (H23, H25, H27) in single shot data acquisi-

tion. We present experimental results with the simultaneous reconstruction of spectrally

resolved images at each harmonic wavelength. The distance object-reference determines

the separation between the multiple wavelengths reconstructions. The option of having a

superposition of the spectral reconstruction was also studied. This opens the possibility

of performing imaging with broadband spectrum sources that support attosecond pulses.

A blurring in the reconstruction is induced by the overlap of the spectral reconstructions.

The minimum blurring effect is determined by the source bandwidth and the spatial di-

mensions of the object. These two parameters determine the possible conditions to perform

attosecond imaging

Finally, we present the general conclusions from the work done during the thesis, to-

gether with the perspectives drawn from this work.
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CHAPTER 1

SINGLE SHOT CHARACTERIZATION OF XUV

SPATIAL COHERENCE

XUV sources generated by HHG or FEL provide pulses with a partial spatial coherence [50,

88] and a temporal coherence shorter than the pulse duration [9]. In this case, there are some

restrictions for the characterization of the spatial coherence due to the short wavelengths

and short pulse duration. Most of the optical devices used to characterize the coherence

are not available for XUV sources. Moreover, the short pulse duration requires methods

of characterization in single shot to study the dynamics of the generation process with a

resolution equivalent to the pulse duration.

The characterization of the coherence has different uses. On one side, the diffraction

of light depends on its coherence [38], making the knowledge of the coherence important

for applications based on interferometric techniques. That is the case in lensless imaging,

where the quality of the image reconstruction is related to the degree of coherence of the

illuminating light source [35, 87, 90, 91]. On the other hand, the coherence of the light

source allows studying the physics of the generation [20, 88]. The understanding of the

process and the relation of the diffraction with the coherence opens the possibility of XUV

beam shaping. Additionally, the knowledge of the spatial coherence can be used as an input

in lensless image reconstruction to achieve better image quality.

Experimentally, HHG and FEL sources exhibit shot to shot variations in the yield and

the coherence. An open question is: how does the spatial coherence fluctuate from shot

to shot? Single shot data would help in assigning this either to the generation process or

to instabilities (pointing fluctuations for example). To answer this question, it is necessary

to develop methods of characterization in single shot. Up to now, all the methods require

the characterization of the intensity distribution of the incoming beam, but measuring both

coherence and intensity in the same shot is difficult in the XUV range, because of the lack

of beamsplitters. In this chapter we present a new method of characterization in single shot

that needs only one diffraction measurement. This method is based on a variation of the
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Figure 1.1: Two points separated in space and time.

interference of multiple apertures of Mejía and González [58].

The coherence is a statistical measurement of the correlation that exists between the

field oscillations at two different points and times V(r⃗1,t1) and V(r⃗2,t2). For a field that is

statistically stationary and ergodic (the fact that it is stationary and ergodic allows that the

ensemble averages are independent of the origin of time and then the ensemble average

in Eq1.1 can be given by a temporal average) the second order coherence is given by the

cross-correlation function Γ(r⃗1,r⃗2; t1,t2) [54],

Γ(r⃗1,r⃗2; t1,t2) = ⟨V∗(r⃗1,t1)V(r⃗2,t2)⟩T (1.1)

where ⟨⟩T denotes the temporal average, and r⃗ = (x,y) is the spatial coordinate at the

plane where the measurement of the coherence is made (Fig 1.1). The spatial or the temporal

coherence can be isolated in Eq. 1.1 by making the temporal delay τ = t1 − t2 or the spatial

separation d⃗12 = r⃗1 − r⃗2 equal to zero, respectively. It corresponds either to the experimental

case of an interferometer with amplitude splitting (Michelson interferometer) or to the one

with wavefront splitting (Young interferometer).

In the particular case of τ = 0, Eq. 1.1 denotes the mutual intensity J(r⃗1,r⃗2) = Γ(r⃗1,r⃗2; τ =
0). The complex degree of spatial coherence µ12 (for the following part of the text it will be

called the spatial coherence) is defined in terms of the mutual intensity as,

µ(r⃗1,r⃗2) =
J(r⃗1,r⃗2)√

J(r⃗1,r⃗1)
√

J(r⃗2,r⃗2)
(1.2)
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with
√

J(r⃗i,r⃗i) = I(r⃗i) the intensity in each one of the points i = (1,2). The spatial coher-

ence µ12 is limited by [38]

0 ≤ µ(r⃗1,r⃗2) ≤ 1 (1.3)

the two limits represent the incoherent case µ12 = 0 and the fully coherent one µ12 = 1.

The case of a partial spatial coherence corresponds to 0 < µ12 < 1.

There are different methods to measure the spatial coherence. Historically, the first

method is the interference of two sources presented by Young and studied with more de-

tails by Zernike and Wolf. A direct consequence of the definition of the coherence in Eq. 1.1

is that the spatial coherence is a function of the vectorial position of two points r⃗1 and r⃗2 and

more exactly of the vectorial separation between these points d⃗12 = r⃗1 − r⃗2. It implies that

the characterization of the spatial coherence requires the measurement of the coherence

at different separations d⃗12 = r⃗1 − r⃗2. The methods based on the two source interference

[64, 78] are time consuming and are not suitable for single pulse characterizations because

the parameter d⃗12 must be changed for each interferogram. An alternative method using

the interference of multiple apertures allows measuring the spatial coherence at different

distances with one interferogram [37, 58]. Le Déroff et al. [50] proposed a technique for the

characterization of the spatial coherence of XUV sources where, with one interferogram, it

is possible to measure the spatial coherence at different separation vectors d⃗12 = r⃗1 − r⃗2 asso-

ciated to a given magnitude of separation ∣d⃗12∣. And then, a characterization as a function

of the magnitude of separation ∣d⃗12∣ also implies multiple interferograms. There are other

methods based on the Wigner function representation of the field. In this case, it is possible

to determine the coherence through an edge diffraction [16], analyzing the propagation of

the partial coherent field as described by the Wigner function [2]. The comparison of the

diffraction with and without the edge is needed which does not allow to use this method

in single pulse configuration. Phase space tomography based on the Wigner function [67]

can be used to measure the spatial coherence. This technique has some limitations [17]. It is

limited to paraxial fields and the intensity must be measured in a large region that includes

the far field. For a characterization in single pulse configuration, the multiple intensity

measurements make necessary the development of an experimental system to register the

diffraction at different planes in single pulse.

1.1 Characterization of single pulse spatial coherence of HH and FEL

sources

In this section a new method to characterize the spatial coherence is presented. This method

does not need any measurement of the intensity distribution of the field, which makes it
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1.1.1 Description of the method

a powerful tool for the spatial coherence characterization of single pulses. The method

is based on a variation of the spatial coherence characterization with multiple apertures

[37, 58] that allows measuring the spatial coherence at different vectors of separation d⃗nm

with only one far field interferogram. The characterization of the spatial coherence is made

as a function of the magnitude of the separation ∣d⃗nm∣ at some separations d⃗nm fixed by

the distribution of apertures. There is a complementary method to characterize the spatial

coherence of XUV sources where using only one interferogram it is possible to measure

the spatial coherence as a function of the vectorial separation d⃗nm for a fixed magnitude of

separation ∣d⃗nm∣ [50]. In both cases, the intensity is needed to retrieve the spatial coherence.

In the method proposed by Le Déroff et al. [50], the intensity was found with the diffraction

of the incident field thought the edge of the mirrors that form the experimental setup. This

assumption can be done for a particular case: when the diffraction of the partial coherent

field is similar to the coherent approximation.

The new method presented in this section uses a multiple aperture interferogram [37, 58]

generated by a NRA (non-redundant array) of apertures. The two dimensional NRA of

apertures has been designed to generate a consistent set of solvable equations that allows

calculating the spatial coherence and the intensity at the position of each aperture. It can be

applied in the case that the magnitude of the spatial coherence is shift invariant. It means

that the spatial coherence is a function of only the magnitude of the separation ∣d⃗nm∣.

1.1.1 Description of the method

It has been shown that the use of a NRA of N apertures allows measuring the coherence

of all the pairs of apertures {n,m} (n,m = 1,2, . . . ,N) contained in the NRA, if the intensity

of the light source is known. The measurement of the coherence is made using the Fourier

transform of the interferogram generated by the diffraction of the field through the array.

The Fourier transform of the interferogram is a distribution of peaks centered at the differ-

ent vectors of separation of the pairs of apertures d⃗nm = r⃗n − r⃗m [37, 58].

Ĩ (r⃗,z) = Λ (r⃗) ⊗
⎡⎢⎢⎢⎢⎣

N
∑
n=1

Inδ (r⃗) +
N
∑

n=m+1

N−1
∑
m=1

√
In Im × {µmnδ (r⃗ − d⃗nm) + µ∗mnδ (r⃗ + d⃗nm)}

⎤⎥⎥⎥⎥⎦
. (1.4)

Where Λ (r⃗) is the autocorrelation of the function that describes the geometry of each

aperture h(r⃗). For circular apertures of radius a, h(r⃗) = circ(r⃗/a). In the case of a NRA

the amplitude at each peak is proportional to the magnitude of the coherence µmn and the

intensity (In,Im) of the pair of apertures at a separation vector d⃗nm. The magnitude of the

coherence ∣µnm∣ is given by

∣µnm∣ = ∣Cnm∣√
Ii
√

Ij

S0

∣C0∣
, (1.5)
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where ∣Cnm∣ is the peak magnitude of the Fourier transform of the diffraction pattern

(NRA autocorrelation) centered at d⃗nm = r⃗n − r⃗m. S0 = ∑ In is the total intensity of the field

thought the NRA and ∣C0∣ is the magnitude of the central peak of the spectrum.

To eliminate the constrain imposed by a parallel characterization of the beam intensity

on the NRA, we can generate a NRA of a minimum number of N = 3 apertures in a config-

uration where ∣d⃗nm∣ is constant for all the pairs {n,m} (Fig. 1.2).

1

2

3

d32

d13

d12

d13

d32

d12

Figure 1.2: Rigth, NRA with equal ∣dnm∣. Left, Fourier transform of the diffraction pattern

generated by the NRA (NRA autocorrelation).

From Eq. 1.5 we have a set of 3 equations.

∣µ12∣ =
C12√
I1 I2

B0

∣µ13∣ =
C13√
I1 I3

B0

∣µ23∣ =
C23√
I2 I3

B0

(1.6)

where B0 = S0/ ∣C0∣. This set of 3 equations with 6 unknowns can be solved in the case

where the magnitude of the coherence is shift invariant. The solution can be found by

referring to the intensity of one aperture that we will call "the reference aperture". The

solution to the set in Eqs.1.6 is then given by

∣µnm∣ I1 =
C12C13

C23
B0

I2 = I1 (
C23

C13
)

2

I3 = I1 (
C23

C12
)

2

(1.7)

Even when the solution is given in terms of the intensity of the reference aperture, the

measurement of the intensity is not needed. The multiplicative factors I1 and B0 can be
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1.1.1 Description of the method

normalized after interpolation of the spatial coherence to d⃗nm = 0 where we can apply the

condition µnn = 1.

Using this as a basis we can build a NRA with N > 3 apertures generated by a super-

position of different sets of 3 apertures. In the case that all the sets of 3 apertures share one

reference aperture (Fig. 1.3), the solution for the NRA with N > 3 can be given in terms

of the intensity of only one reference aperture. After normalization, the degree of coher-

ence is found directly for a set of N(N − 1)/2 pairs of apertures from one interferogram and

without the measurement of the intensity.

To further illustrate the method we have designed a NRA with 7 apertures shown in

Fig. 1.3 (a). The autocorrelation of the NRA (Fig. 1.3 (b)) presents the different separation

vectors d⃗nm of the 21 pairs of apertures that make the array. The simulation of the Fourier

transform of the interferogram (Eq. 1.4) has been made using a Gaussian distribution of

intensity (wI = 5.2 µm) and a Gaussian degree of coherence (wc = 4 µm). With the simulated

values of Cnm and Eqs. 1.7 the degree of coherence is calculated assuming an unknown

intensity.

a) b)

Figure 1.3: Left, NRA using 3 sets of NRA with equal distance, marked with the dotted line.

Right, the autocorrelation of the NRA.

The result of the simulation is presented in Fig. 1.4. In this case, the Gaussian distribu-

tion of the intensity (Fig. 1.4 (a)) is centered at the NRA reference aperture. The position of

each aperture is marked with a black circle. Fig. 1.4 (b) shows to the degree of coherence

of reference (bold line) and to the calculated one (black squares). The result is shown in 1D

because we have assumed a shift invariant coherence. The result demonstrates clearly that
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it is possible to retrieve the degree of coherence without the measurement of the intensity

through the diffraction of a single pulse.
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Figure 1.4: a) Gaussian beam profile centered at the NRA reference aperture. The aperture

positions are marked with the black circles. b) Simulation of ∣µnm∣ (bold line) and normal-

ized reconstruction (squares) assuming the intensity is unknown.

It has been found before that the pointing stability in a XUV source is critical for the

measurement of the coherence. In the case of single pulse characterization using a Young

interferometer with the supposition of equal intensity at each aperture, Vartanyants et al.

[88] showed that the experimental error induced is highly dependent of the beam pointing.

This beam pointing issue is solved with the new method presented in this section. Fig.

1.5 shows that the result is independent of the beam position. In this case, a shift in the

position of the Gaussian distribution of the intensity is considered. The beam is centered

at (−1.6, − 1.1)µm with respect to the NRA reference aperture (Fig. 1.5 (a)). The result of

the characterization of the coherence (Fig. 1.5 (b)) is equal to the case of the beam centered

with respect to the array (Fig. 1.4). This result is directly related to the fact that the method

presented does not use any restriction on the intensity distribution.
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Figure 1.5: a) Gaussian beam profile centered at (−1.6, − 1.1)µm with respect to the NRA

reference aperture. The aperture positions are marked with the black circles. b) Simulation

of ∣µnm∣ (bold line) and normalized reconstruction (squares) assuming that the intensity is

unknown.
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1.1.2 Accumulation

Variations in the pointing stability of the XUV sources can introduce errors in retrieving the

coherence. One of the most common errors presented in the precedent section corresponds

to the assumption of equal intensity in the Young two pinholes scheme [88]. In this case,

even single pulse measurements present a large error because the pointing stability makes

it impossible to preserve the original supposition about the intensity. An additional error

is generated in the case of an accumulation of multiple pulses. Indeed, as the temporal

coherence of the XUV sources is comparable to the pulse duration, the accumulation will

generate an incoherent sum of the pulses. The mutual intensity in this case can not be

described by the total intensity at each aperture. Let us look at the easiest cases, Young

interferometer with a single pulse and the incoherent accumulation of two pulses (Fig. 1.6).

In the case of single shot, it is known that the visibility of the Young interference pattern

is a function of the spatial coherence and the intensity of the apertures [38]. The visibility

is equal to the spatial coherence only in the particular case where the intensity is the same

in both apertures. The second line of Fig. 1.6 presents the incoherent accumulation of 2

pulses. The third line presents the Young interference produced when we suppose that

the intensity at each aperture is equal to the total intensity after the accumulation of the 2

pulses, i.e. I1T = (I1
1 + I2

1) and I2T = (I1
2 + I2

2). If the intensity I1 = I2 in each one of the pulses,

then the visibility is equal to the spatial coherence and the analysis with the total intensity

is valid. However, if there is a variation in the intensity of the two apertures for one of the

pulses, the visibility will be different from the spatial coherence. Moreover, the assumption

of the total intensity would lead to a different value of visibility, inducing errors in the

calculation of the spatial coherence. As a consequence, the pointing stability generates a

larger error if the assumption of the total intensity is made.

Fig. 1.7 presents the comparison of the two sources interferogram technique with a

pointing instability for the two configurations: single pulse and accumulation. To avoid

the measurement of the intensity, the approximation of equal intensity on the two pinholes

has been used. The simulation have been performed using an elliptic profile of intensity

I = I0e−2(x2
/w2

x+y2
/w2

y) with horizontal and vertical sizes of wx = 5 µm and wy = 7.07 µm and

a Gaussian coherence µnm = e−2(d2
nm/w2

c) with wc = 14.1 µm. The beam pointing is simulated

using a random function with respect to the center of the array and the maximum shift

is equal to the beam size (5 µm). A total of 200 positions were considered. The results

presented in Fig. 1.7 are normalized to the maximum value i.e. the result at ∣d⃗ij∣ = 1.3 µm.

Clearly we can see that the supposition of equal intensity (visibility = spatial coherence)

generates a large dispersion in the single pulse case (blue line generated by the blue crosses

that represent the result for each pulses). The maximum error is 47% with respect to the

spatial coherence of reference. In the case of the accumulation of multiple shots (black

squares), the maximum error is reduced to 21% but is still very large.
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Vr=r1

1 1 0.1 1

Vr=r0.6
µr=rVµr=rV

Singlershot

IntensityrvatiationEqualrIntensity

Accumulationr:r
Experiment

Vr=r1

2 2
Vr=r1

Vr=r0.3

1 5

0 4

Vr=r0.8

Accumulationr:r
Totalrintensityranalysis

1 1

1 1

1 1

+I1r+rI2)
+I1rI2)Vr=rµ12rr

Figure 1.6: Young interference in the case of equal intensity at the apertures (I1 = I2) and

with intensity variations (I1 ≠ I2). The first line presents the result with a single pulse. The

second line shows the incoherent superposition of two pulses. The third line presents the

result when the total intensity analysis is made I1T = (I1
1 + I2

1) and I2T = (I1
2 + I2

2).
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Figure 1.7: Double pinhole case. Single pulse calculation of the spatial coherence for 200

pulses with pointing instability (blue crosses). The Young method with the assumption of

equal intensity has been used. The multiple crosses generate a vertical blue line. The black

squares present the simulation of the spatial coherence calculation after the accumulation

of the 200 pulses interferences. The beam spatial coherence is marked with the red circles.

The results of the spatial coherence is normalized to the spatial coherence calculated at

∣d⃗ij∣ = 1.3 µm.
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Figure 1.8: NRA case. Single pulse calculation of the spatial coherence, using the multiple

apertures method, for 200 pulses interferences with pointing instability (blue cross). Simu-

lation of the spatial coherence after the accumulation of the 200 pulses interference (black

circles). Spatial coherence of reference (red circles). The results of the spatial coherence is

normalized to the spatial coherence calculated at ∣d⃗ij∣ = 1.3 µm.

In the case of the single pulse method with a NRA, the result of the simulation is pre-

sented in Fig. 1.8. The single pulse result is then equal to the spatial coherence of the

reference (red circles). When the accumulation of 200 pulses is considered, an error is in-

duced in the measurement. The maximum induced error corresponds to 3% of the spatial

coherence of the reference, which is smaller than the error induced in the accumulation with

the Young interferometer.

When we consider the incoherent accumulation of M pulses that do not interfere, the

visibility of the two source interferogram is given by

V = 2µnm

M
∑
k=1

√
Ik
n Ik

m

M
∑
k=1

(Ik
n + Ik

m)
, (1.8)

where Ik
n represents the aperture n illuminated by the pulse k. The spatial coherence

µnm is supposed to be shift invariant. From Eq. 1.8 it is clear that the individual intensity

for each pulse is needed to retrieve the spatial coherence. The supposition of an unique

intensity at each aperture I1 and I2 implies that Eq. 1.8 must be modified as:

V = 2µnm

√
InT ImT

InT + ImT
, (1.9)

where InT = ∑M
k=1 Ik

n is the total intensity in the aperture n after the accumulation of M

pulses. In the particular case where the beam position is fixed, we have Ik
n = In, and if the 2

apertures have the same intensity In = Im then Eqs 1.8 and 1.9 give the usual result V = µnm.

Otherwise it is necessary to measure the individual intensity for each pulse to avoid the

error induced from the discrepancy between the Eqs. 1.8 and 1.9.

In the case of the NRA method, if we consider the accumulation case, Eqs. 1.5 becomes
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∣µ13∣ =
C13

M
∑
k=1

√
Ik
1 Ik

3

S0

∣c0∣

∣µ23∣ =
C23

M
∑
k=1

√
Ik
2 Ik

3

S0

∣c0∣

∣µ12∣ =
C12

M
∑
k=1

√
Ik
1 Ik

2

S0

∣c0∣

(1.10)

Using the relations given in Eq. 1.7 supposes an unique intensity for each aperture In =

∑M
k=1 Ik

n . This is the source of the error in Fig. 1.8. An exact solution to the set of equations

1.10 can be made if the intensity of the beam is known for each pulse. A comparison of

Eqs. 1.10 with the supposition of an unique intensity In = ∑M
k=1 Ik

n, and the Eq. 1.9 shows

that the error induced in the case of the 2 sources interference and the method of multiple

apertures is the same. The difference in the error induced in the simulations (Figs. 1.8 -

1.7) is the additional assumption that In = Im. The results show clearly that even in the

case of accumulation of signal with a beam pointing instability the use of the method with

multiple apertures is a better option. It generates a smaller error than the assumption of

equal intensity in the 2 source interferometer. Even if we measure the total intensity at each

aperture for the 2 source interferometer the result will be the same as in the case of the

multiple apertures where the measurement of the intensity is not needed. If we want to

avoid errors with the accumulation of the signal then we need to measure the intensity of

each pulse or use the single pulse technique presented in this chapter.

1.2 Experimental results with HH sources

Two different NRA (Fig. 1.9) were used to characterize of the spatial coherence of a high

harmonic source.

The NRA were patterned using a focused ion beam in a Si3Ni4 membrane of 250nm

thickness with a gold layer of 50 nm. The NRA with 6 apertures (Fig. 1.9 (a)) has an overall

size of 4 µm × 4 µm with an aperture diameter of 380 nm, while for the NRA with 5 apertures

(Fig. 1.9 (b)) the aperture diameter is 400 nm and the NRA overall size is 3.5 µm × 3.3 µm.

The first NRA is composed of two concentric arrays of 3 equidistant apertures (apertures

{1,2,3} and {4,5,6}). In the case of a beam with a shift invariant spatial coherence, if the

distance ∣d⃗41∣ = ∣d⃗12∣ we have that ∣µ14∣ = ∣µ12∣ and the system of equations generated with

the array (Fig.1.9 (a)) can be solved in terms of one reference aperture. The intensity of each

aperture can be calculated in terms of the aperture reference using Eq. 1.7.
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Figure 1.9: SEM image of the NRA use to measure the coherence of a high harmonic beam.

They have been produced using the focused ion beam of the CSNSM facility in Orsay. The

image has been taken at an angle of 60° due to geometry of the focused ion beam. a) NRA

with 6 apertures b) NRA with 5 apertures.
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The spatial coherence of the different pairs of apertures {n,m} can be calculated with the

relation µnm = Cnm/ (
√

In ImB0).

In the case of the NRA with 5 apertures (Fig. 1.9 (b)), we have two systems of 3 equidis-

tant apertures ({1,2,3} and {1,4,5}) with the aperture 1 as a common reference aperture. The

solution to the system of equations can be directly solved applying Eq.1.7 to each one of the

two equidistant systems.

I2 = I1 (
C23

C13
)

2

, I3 = I1 (
C23

C12
)

2
,

I4 = I1 (
C45

C15
)

2

, I5 = I1 (
C45

C14
)

2
,

(1.12)

The NRA is shown in (Fig. 1.9) were used to measure the spatial coherence of a table-

top high harmonic beamline generated with the IR femtosecond laser LUCA at CEA-Saclay,

France. The HH beam was generated by focusing the IR beam (f = 5.6 m) in a gas cell full

of Neon. The measurements were made with two different parameters of generation, a gas

cell of 5 cm length with a gas pressure of 6.0 mbar and 6.5 cm length with a gas pressure of

5.5 mbar. The soft X-ray beam delivers up to 4× 1010 photons per pulse, within a spectral

bandwidth λ/∆λ = 150 and 20 fs pulse duration [73]. The coherence of the 33rd harmonic

(λ = 24 nm) was measured in the focal plane of an off axis parabola of 200 mm focal length.

The selection of the harmonic is made with a B4C/Si multilayer coating deposited on one

half of the parabola (the other half has a coating to select H39). The beam size at the focal

plane of the parabola is 5 µm × 7 µm. The far-field diffraction pattern of the NRA was
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Single shot characterization of XUV spatial coherence

registered with an X-ray CCD camera at a distance z = 30± 1 mm from the NRA. The CCD

has 2048× 2048 square pixels with a size p = 13.5 µm.

Fig. 1.10 presents the experimental results using the NRA of 6 apertures (Fig. 1.9 (a)).

The diffraction pattern (Fig. 1.10 (a)) corresponds to the accumulation of 200 pulses. The

Fourier transform of the diffraction pattern (Fig. 1.10 (b)) is the experimental NRA auto-

correlation illuminated with the harmonic beam (H33). Fig. 1.10 (c) is the simulation of the

NRA autocorrelation in the case of a uniform beam profile and a full spatial coherence. In

that particular case, all the peaks of the autocorrelation have the same value. The experi-

mental autocorrelation presents all the peaks associated to the 15 pairs of apertures of the

NRA. It means that the whole NRA was illuminated and that the degree of coherence be-

tween the different pairs of apertures is larger than zero. That is a direct consequence of the

proportionality between the amplitude of the peaks in the autocorrelation with the spatial

coherence and intensity of each pair of apertures. The nonuniform intensity profile and the

partial spatial coherence of the beam generate the variations in the amplitude of the peaks

in the experimental autocorrelation.

a) b) c)

Figure 1.10: a) Experimental diffraction of H33 through the NRA (Fig. 1.9 (a)). Accumula-

tion of 200 pulses. b) Fourier transform of (a). c) Simulation of the autocorrelation of NRA

(Fig. 1.9 (a)) when the intensity and spatial coherence are uniform.

The spatial coherence of each pair of apertures was calculated using the amplitude of

the peaks in the autocorrelation (Fig. 1.10 (b) and Eqs. 1.11). The result after normalization,

as a function of the magnitude of the distance ∣dnm∣, is presented in Fig. 1.11 (black circles).

This result was obtained by using aperture number 1 of the NRA as reference aperture.

The measured spatial coherence were fitted by a Gaussian distribution of radius wc =
4.7 ± 0.2 µm (red line). The dispersion in the calculation of the spatial coherence is larger

than the one presented in the simulation of the precedent section (Fig. 1.8). The maximum

standard deviation (std) is 0.08 which corresponds to an error of 14% in the calculation of

the degree of coherence. The dispersion is an effect of the signal accumulation, which is

highly dependent of the pulse to pulse intensity variation at each aperture.
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Figure 1.11: Calculation of the spatial coherence of H33 from the experimental data using

the NRA with 6 apertures (Fig.1.9 (a)) using the aperture 1 as the reference (black circles).

Gaussian fit of the calculation (red line).

We can see clearly this effect in the simulation presented in Fig. 1.12 (a). For this simu-

lation the NRA of 6 apertures (Fig. 1.9 (a)) was used with the supposition of a Gaussian de-

gree of coherence (wc = 7.07 µm) and an elliptical intensity distribution of radius wx = 5 µm

and wy = 7.07 µm. An accumulation of 200 pulses with a random pointing variation was

considered (the maximum variation corresponds to 5 µm). Two different cases were simu-

lated, the elliptical intensity (black squares) and the intensity distribution tilted 45o respect

to the horizontal (blue circles). The same set of 200 random positions was used for the two

cases.
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Figure 1.12: Simulation of the spatial coherence calculation using a) NRA method. b) Young

interference method, assuming the same intensity at each aperture. For the simulation a

beam with a Gaussian coherence of radius wc = 7.07 µm (red line) was used. The black

squares correspond to the spatial coherence calculated assuming an elliptical beam profile

of radius wx = 5 µm and wy = 7.07 µm. The blue circles are the result of the spatial coherence

calculation when the intensity profile is tilted 45o respect to the horizontal. The simulation

was made using the accumulation of 200 pulses with a maximum beam shift of 5 µm.
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Single shot characterization of XUV spatial coherence

We can see how a variation in the orientation of the intensity distribution on the array

may induce a larger dispersion. The result with the NRA method (Fig. 1.12 (a)) shows

that in the case of the non-tilted intensity profile, the maximum standard deviation is 0.01

which corresponds to a maximum error in the calculation of the degree of coherence of

1.3%. For the case of the tilted intensity profile the maximum standard deviation increases

to 0.03, which corresponds to an error of 3.5%. A Gaussian fit of the degree of coherence

for the non-tilted and the tilted case gives a radius of coherence wc = 7.01 ± 0.05 µm and

wc = 7.0± 0.1 µm. The discrepancy with the radius of the degree of coherence used for the

simulation is 1%.

The effect of a higher variation in the pulse to pulse intensity at each aperture can be

seen also in the case of the Young interferometry. Fig. 1.12 (b) presents the simulation of the

spatial coherence calculated with the method of Young interferogram assuming the same

intensity at each aperture. The same conditions as for the simulation of the NRA method

(Fig. 1.12 (a)) were considered. A Gaussian fit of both cases, non-tilted (black squares) and

tilted (blue circles) gives a radius of 6.01 µm and 5.65 µm respectively. This corresponds to

a discrepancy of 15% and 20% respectively.

We can take into account the experimental effect of the signal to noise ratio (SNR) and

the pulse to pulse variations of the intensity distribution in a threshold factor that deter-

mines the minimum contrast of the interferogram that can be detected for each one of the

pulses before calculation of the accumulation. The simulation of Fig. 1.13 was made with

the same parameters as in Fig. 1.12 (a) with a threshold that corresponds to 8% of the max-

imum contrast.
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Figure 1.13: Effect of the SNR in the simulation of the spatial coherence calculation using the

NRA method. The simulation was made using a threshold of 8% in the pulse to pulse signal.

The same parameters as in the case of Fig. 1.12 were used. The black squares correspond

to the spatial coherence calculated assuming the elliptical beam profile. The blue circles are

the result of the spatial coherence calculation when the intensity profile is tilted 45o with

respect to the horizontal. The red line presents the Gaussian spatial coherence used for the

simulation.
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1.2 Experimental results with HH sources

The maximum standard deviation in the case of the non-tilted intensity profile is 0.01

and for the tilted intensity profile is 0.077, which correspond to an error of 1.5% and 8.2%

respectively. A Gaussian fit of the results gives a radius of wc = 7.0± 0.1 µm for the non-tilted

intensity profile and wc = 7.3± 0.4 µm for the tilted intensity profile, which corresponds to

a discrepancy respectively of 1% and 3% with respect to the reference degree of coherence.

This result shows that higher variations in the pulse to pulse intensity at each aperture

increase the dispersion and therefore the error of the degree of coherence calculated with

the NRA technique increases. However, the discrepancy induced in the measurement is

smaller than the one obtained when using the Young interferometer method.

As we have seen in Eq.1.11, we can calculate the spatial coherence in terms of the ref-

erence aperture intensity. For this NRA (Fig. 1.9 (a)) any of the apertures can work as the

aperture reference. We have used the central apertures {1,2,3} as reference apertures be-

cause the Gaussian beam profile presents a higher intensity in this zone. Lower intensity

references are more affected by errors generated with the signal to noise ratio. A com-

parison of the Gaussian fits using the reference apertures {1,2,3} is presented in Fig. 1.14.

The radius of the Gaussian distributions with respect to the reference aperture 2 and 3 are

wc = 5.4± 0.2 µm and wc = 4.9± 0.2 µm respectively. This corresponds to a mean radius of

w̄c = 5 µm with a standard deviation of 6%.
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Figure 1.14: Gaussian fit of the spatial coherence of H33 using the NRA with 6 apertures

(Fig.1.9 (a)) with respect to the aperture reference 1 red line, 2 black line and 3 blue line.

The NRA with 5 apertures (Fig. 1.9 (b)) was used to measure the degree of coherence

of H33 with different parameters of generation. In this case the HH source was generated

in a cell with a length of 6.5 cm, full of Neon at 5.50 mbar. The experimental diffraction

pattern after the accumulation of 200 pulses is presented in Fig. 1.15 (a). We can see the

agreement between the position of the different peaks of the experimental (Fig. 1.15 (b))

and the simulated autocorrelations (Fig. 1.15 (c)). Similar to the previous experimental

result (Fig. 1.10), the experimental autocorrelation shows a modulation in amplitude of the

peaks induced by the non-uniform intensity and coherence of the source.
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Single shot characterization of XUV spatial coherence

a) c)b)

Figure 1.15: a) Experimental diffraction of H33 through the NRA (Fig. 1.9 (b)). Accumula-

tion of 200 pulses. b) Fourier transform of (a). c) Simulation of the autocorrelation of NRA

(Fig. 1.9 (b)) when the intensity and spatial coherence are uniform.

The calculation of the degree of coherence was made using the Fourier transform of

the diffraction pattern (Fig. 1.15 (b) and Eqs. 1.12). The result of the calculated degree

of coherence (black circles) and the Gaussian fit (red line) are presented in the Fig. 1.16.

The Gaussian fit corresponds to a radius wc = 4.0± 0.2 µm. The maximum dispersion corre-

sponds to a standard deviation of 0.11, which is 1.4 time larger than the maximum standard

deviation of the spatial coherence measured with other parameters of generation (Fig. 1.11).

As we have seen, a larger standard deviation can be explained by a larger pulse to pulse

variation of the intensity profile. This variation can be generated by a pointing instability

but also as a pulse to pulse change in the shape of the intensity profile. Indeed, the new

generation parameters induce a larger instability in the intensity profile as well as a lower

degree of coherence.
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Figure 1.16: The black dots present the measurement of the spatial coherence with the tech-

nique proposed in this chapter using the diffraction of H33 through the NRA (Fig. 1.9 (b)).

The red line is a Gaussian fit of the experimental data with a radius of wc = 4.0± 0.2 µm

In conclusion, the technique was successfully validated using the diffraction of the 33rd

harmonic of the femtosecond IR laser LUCA at CEA. Two different NRA were used to mea-
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1.3 Extension of single shot method to the Fresnel regime

sure experimentally the spatial coherence. The measurements were made with two differ-

ent parameters of harmonic generation, a gas cell of 5 cm length with a gas pressure of 6.0

mbar and 6.5 cm length with gas pressure of 5.5 mbar, the radius of the spatial coherence

then changed from 4.7 µm to 4.0 µm respectively. These measurements present clearly the

Gaussian behavior of the spatial coherence at the two different high harmonic generation

conditions. The results show that it is possible to do a characterization of the spatial coher-

ence in terms of the influence of the generation process. However, to avoid errors induced

by the pointing fluctuations the flux of photons and the stability of the beam have to be

improved, thus making single shot measurements highly reliable. In this way the effect

of the spatial coherence can be isolated from the pointing fluctuations and the generation

conditions.

1.3 Extension of single shot method to the Fresnel regime

It can be convenient to measure the coherence in the intermediate plane, like for example at

XFEL facilities where access to the beam can be difficult (access to end stations is restricted).

It also permits the implementation of a permanent diagnostic of the beam. This technique

of characterization can be implemented in a XFEL facility like the LCLS at SLAC where

it could be possible to do the characterization in real time using the interference in the

intermediate Fresnel regime without any additional optics to focus the FEL beam. To build a

station to characterize the beam with a focusing system is much more expensive than to use

the interference of a part of the beam in the intermediate plane. In this section, a variation of

the theoretical description of the method of multiple apertures [58] is presented. In this case

it is possible to use an interferogram generated in the Fresnel regime and not necessarily at

focus (far field approximation). The description is given in terms of the Fresnel diffraction.

The main difference with the far field approximation is the quadratic term of phase that will

modulate the autocorrelation of the mask.

Following the description of Mejía and González [58] the transmittance of an array of

apertures is,

t(r⃗) = h(r⃗) ⊗
N
∑
n=1

V(r⃗n)δ(r⃗ − r⃗n) . (1.13)

According to the Fresnel diffraction equation, the field at the plane z is given by

V(ρ⃗,z) = −ieikz

λz ∫ ∫ t(x,y)e
ik
2z [(ξ−x)2

+(η−y)2
]dxdy , (1.14)

When the quadratic term in the integral of Eq. 1.14 is expanded, it is clear that the

Fresnel diffraction can be written as a Fourier transform
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V(ρ⃗,z) = −ieikze
ik
2z (ξ2

+η2
)

λz ∫ ∫ t(x,y,z0)e
ik
2z [x2

+y2
]e−i2π[ν⃗⋅⃗r]dxdy , (1.15)

with ν⃗ = ρ⃗/λz. Eq. 1.15 is then the Fourier transform of the transmittance function

multiplied by a quadratic phase,

V(ρ⃗,z) = −ieikze
ik
2z (ξ2

+η2
)

λz
F {t(x,y,z0)e

ik
2z [x2

+y2
]}

RRRRRRRRRRRν⃗=ρ⃗/λz

. (1.16)

Taking into account the convolution theorem, we can write Eq. 1.15 as

V(ρ⃗,z) = −ieikze
ik
2z (ξ2

+η2
)

λz

⎡⎢⎢⎢⎢⎢⎣
F {t(x,y,z0)}

RRRRRRRRRRRν⃗=ρ⃗/λz

⊗ F {e
ik
2z [x2

+y2
]}

RRRRRRRRRRRν⃗=ρ⃗/λz

⎤⎥⎥⎥⎥⎥⎦
. (1.17)

From Eq. 1.13 and the Fourier transform of the quadratic term in Eq. 1.17, the field at

the plane z is given by

V(ρ⃗,z) = −ieikze
ik
2z (ξ2

+η2
)

λz
[H ( ρ⃗

λz
)

N
∑
n=1

V (r⃗n) e−i2π(
ρ⃗

λz ⋅⃗rn) ⊗ iλze−iπλz( ρ⃗
λz )

2

] , (1.18)

where H (ν⃗) = FT {h (r⃗)} is the Fourier transform of the function that describes the geo-

metrical shape of the apertures.

Now, to calculate the intensity of the diffraction pattern at the plane z we can use the

fact that J (r⃗1,r⃗1) = I (r⃗1). Using the definition of the mutual intensity given at the beginning

of Chapter 1, J(r⃗1,r⃗2) = ⟨V∗(r⃗1)V(r⃗2)⟩T and the field given in Eq. 1.18 with ρ⃗ = ρ⃗1 = ρ⃗2, the

intensity can be written as

I(ρ⃗,z) = 1

(λz)2 ⟨D (ρ⃗,z) D∗ (ρ⃗,z)⟩ , (1.19)

with,

D (ρ⃗,z) = [H ( ρ⃗

λz
)

N
∑
n=1

V (r⃗n) e−i2π(
ρ⃗

λz ⋅⃗rn) ⊗ iλze−iπλz( ρ⃗
λz )

2

] . (1.20)

Following the convolution theorem, the Fourier transform of the intensity Ĩ (r⃗,z) is then,

Ĩ (r⃗,z) = 1

(λz)2 ⟨F {D (ρ⃗,z)}⊗ F {D∗ (ρ⃗,z)}⟩ . (1.21)

From Eq. 1.20 we find that the Fourier transforms D̃ (ρ⃗,z) and D̃∗ (ρ⃗,z) are given by

D̃ (r⃗,z) = [F {H ( ρ⃗

λz
)}⊗(

N
∑
n=1

V (r⃗n)λzδ (r⃗ + r⃗n))]λze
iπ
λz (r⃗)2

, (1.22)

D̃∗ (r⃗,z) = [F {H∗ ( ρ⃗

λz
)}⊗(

N
∑
m=1

V∗ (r⃗m)λzδ (r⃗ − r⃗m))]λze−
iπ
λz (r⃗)2

. (1.23)
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After the substitution of Eqs. 1.22 - 1.23 in Eq. 1.21, we have that

Ĩ (r⃗,z) = (λz)2
N
∑
n=1

N
∑
m=1

⟨V (r⃗n)V∗ (r⃗m)⟩ ([F {H (ν⃗)}⊗ δ (r⃗ + r⃗n)] e
iπ
λz (r⃗)2

)⊗([F {H∗ (ν⃗)}⊗ δ (r⃗ − r⃗m)] e−
iπ
λz (r⃗)2

) .

(1.24)

In terms of the degree of coherence (Eq. 1.2), and taking into account the property of the

Fourier transform F {F {h(x)}} = h(−x), we find the description of Ĩ in the Fresnel regime

Ĩ (r⃗,z) = (λz)2
N
∑
n=1

N
∑
m=1

√
In Imµmn [h (− (ρ⃗ + ρ⃗n)) e

iπ
λz (r⃗)2

] ⊗ [h (ρ⃗ − ρ⃗m) e−
iπ
λz (r⃗)2

] . (1.25)

If the far field approximation is taken into account the term of phase is equal to 1 and

then the same result used in the section 1.1.1 is found.

In Eq. 1.25 we can see that a quadratic term of phase now modulates the correlation of

the geometric function that describes the apertures in the array. The effect of this quadratic

phase has to be filtered out to measure the spatial coherence using the interference at the

intermediate diffraction regime but otherwise the results presented before are still valid.

1.4 Partially coherent holographic imaging

As it has been presented in the introduction of this chapter, the spatial coherence of XUV

sources is an important factor for lens-less imaging. CDI [27–29] and FTH [56] assume a

total spatial coherence of the field used for object irradiation. However, it has been shown

that the reconstruction depends critically on the spatial coherence [35, 87, 90, 91]. There-

fore, the assumption of total coherence is not generally appropriate. Actually, XUV sources

generated by FEL or HHG have a partial spatial coherence [50, 88].

We need to take into account the fact that the spatial coherence is a function of four

variables µ(x1,y1,x2,y2) (Eq. 1.2). As the diffraction is related to the spatial coherence,

the intensity of the diffracted beam after propagation (Eq. 1.33) is also a function of four

dimensional variables. This four-variable integral is not only difficult to solve in some cases,

because the problem not always has an analytical solution and the numerical calculation

can be not trivial, but also because it implies that a four dimensional characterization of

the spatial coherence has to be done. Consequently, people usually use the Shell model

beam approximation for the spatial coherence. For a Shell model beam the magnitude and

phase of the spatial coherence is shift invariant, i.e. it is a function of the magnitude of

the separation vector ∣d⃗12∣ = ∥(r⃗1 − r⃗2)∥. Thus, reducing the spatial coherence to a two-

dimensional function.

This approximation is mainly valid for the magnitude of the spatial coherence, but the

phase of the spatial coherence is not always shift invariant. The most common example is
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Single shot characterization of XUV spatial coherence

the spatial coherence of an incoherent source after propagation [78]. From the Van Cittert-

Zernike theorem we know that the spatial coherence of such a source is given by the Fourier

transform of the intensity distribution [38]. In this case of a spatially incoherent source with

a Gaussian distribution of intensity, the phase of the spatial coherence (after propagation) is

a function of (r⃗2
1 − r⃗2

2) [78] which is a factor that depends on the magnitude and the direction

of the separation distance d⃗12.

Some questions then appear. How does the object reconstruction change in terms of

the spatial coherence of the source? Do we need to perform a four-dimensional spatial

coherence characterization of the source in the case where the phase term contains shift

variations?

The compensation of the spatial coherence effect in CDI has been already studied. Phase

curvature in the incident field can compensate (in some cases) the effect of the spatial co-

herence in the image reconstruction [91] but a small degree of partial spatial coherence may

result in a failure to retrieve the phase. A modification of the CDI iterative algorithm has

been proposed to improve the wave field reconstructions when a field with a known spatial

coherence is used [90]. In both cases a Shell model beam approximation was used.

In this section, the theoretical description of Fourier transform holography with a par-

tially coherent source without restrictions in the phase term of the spatial coherence is pre-

sented. An analytic result of the object reconstruction factor in terms of the spatial coher-

ence was derived. We show that FTH does not need the four dimensional spatial coherence

characterization even in the case where the phase of the coherence is shift variant. The two

dimensional spatial coherence characterization of the source presented in this chapter is

then enough to improve the object reconstruction.

FTH: Fourier Transform Holography with completely coherent sources

FTH is a technique based on the interference of the object diffraction with a reference beam.

Therefore, a certain degree of spatial coherence is needed to be able to generate the inter-

ference. The term associated with this interference in the total description of the diffraction

pattern is called the holographic term. In the basic case of a fully spatially coherent source,

the straightforward object reconstruction is given by an inverse Fourier transform of the

holographic term, as we will present in the following mathematical description.

In the case of a fully spatially coherent and monochromatic field, the intensity of the far

field diffraction (I(ρ⃗) = ∣V(ρ⃗,z)∣2) can be calculated from Eq. 2

I(ρ⃗,z) = 1
λ2z2 T2 (ρ⃗) ∣

ρ⃗/λz
, (1.26)

The inverse Fourier transform of the holographic intensity is then proportional to

FT−1 {T2(ρ⃗)} = t(r⃗) ⊗ t(r⃗). Taking into account the spatial scale in terms of the wavelength

in Eq. 1.26 and the property FT {t(r⃗/a)} = ∣a∣ T(aρ⃗) we have that
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1.4 Partially coherent holographic imaging

FT−1 {I(ρ⃗,z)} = 1
λ2z2 FT−1 {T2 (aρ⃗)}

= 1

∣a∣2 λ2z2
[t ( r⃗

a
)⊗ t ( r⃗

a
)] ,

(1.27)

with a = 1/λz, we finally have that

FT−1 {I(ρ⃗,z)} = [t (r⃗) ⊗ t (r⃗)]
RRRRRRRRRRRλzr⃗

, (1.28)

If we add a reference to the transmittance function of the object, the total transmittance

t(r⃗) can be written as

t(r⃗) = o(r⃗) + r(r⃗) , (1.29)

where o(r⃗) and r(r⃗) are respectively the object and reference transmittance. Thus, the

Fourier transform of the diffraction pattern detected in the holographic case can be calcu-

lated from Eqs. 1.28 and 1.29

FT−1 {I(ρ⃗,z)} = [o(r⃗) ⊗ o(r⃗) + r(r⃗) ⊗ r(r⃗) + o(r⃗) ⊗ r(r⃗ − r⃗0) + r(r⃗ + r⃗0) ⊗ o(r⃗)]
RRRRRRRRRRRλzr⃗

, (1.30)

where r⃗0 is the vector distance between the object and reference centers. The two last

correlation terms in Eq. 1.30 are called the holographic terms. For a point-like reference

(r(r⃗) = δ(r⃗)), the holographic term is equal to the object transmittance o(r⃗) and we have

two reconstructions of the object centered at (r⃗′ = ±r⃗0), with r⃗′ = λzr⃗. This result is usually

presented as a function of the vector r⃗ (i. e. (r⃗ = ±r⃗0)) and the factor (λz) are taken into

account in the relation between the physical parameters of the hologram recorded and its

discrete representation (pixels) [31],

∆r = λz
N∆k

, (1.31)

where ∆r is the pixel size in the holographic reconstruction, N is the total number of

pixels used to calculate the Fourier transform of the hologram and ∆k is the pixel size of the

CCD camera. In the discrete representation, the position of the reconstruction is given by

P⃗ = r⃗0/∆r. (1.32)

For an extended reference [32, 41] an additional derivative step is necessary to generate

the reconstruction of the object.

As we have seen, this description is based on the diffraction pattern of a fully spatially

coherent beam (Eq. 2). Therefore, any change in the spatial coherence of the beam will

generate a degradation of the reconstruction [35]. The general case of a partially coherent

field can be taken into account if we consider the diffraction equations given for a partially
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coherent field, instead of the particular case of a fully coherent field. The general description

of the Fourier transform holography in terms of the spatial coherence is developed in the

next section.

Fourier Transform Holography with partially coherent sources

To obtain an analytical description of FTH in terms of the spatial coherence of the illumina-

tion field we follow the description given by Goodman [38]. In that way, we can calculate

the field intensity at a plane z > 0 as the superposition of all the interference fringes gener-

ated by the different pairs of point-like sources present in the field at z = 0 [38]. We can then

relate the diffraction intensity at a plane z to the mutual intensity J0(r⃗1,r⃗2) of the field at a

plane z = 0 by using the following equation [38],

I(ρ⃗,z) = 1
λ2z2 ∫ ∫ ∫ ∫ J′0 (r⃗1,r⃗2) e

i2π
λz [ρ⃗1 ⋅⃗r1−ρ⃗2 ⋅⃗r2]d2r⃗1d2r⃗2 , (1.33)

where J′0 (r⃗1,r⃗2) is the mutual intensity at the exit pupil of the system. In the case when

the field is diffracted through an object of transmittance t(r⃗), the mutual intensity is given

by [38]

J′0 (r⃗1,r⃗2) = t(r⃗1)t∗(r⃗2)J0 (r⃗1,r⃗2) . (1.34)

In FTH we are interested in the Fourier transform of the diffraction intensity [23, 56, 85].

By taking the Fourier transform of Eq. 1.33 we obtain [38]

Ĩ (ν⃗,z) = ∫ ∫ J′0 (r⃗1,r⃗1 − λzν⃗) d2r⃗1 , (1.35)

where ν⃗ = ∆r⃗/λz, with ∆r⃗ the distance between two points in the transmittance plane.

In our case (FTH), the transmittance function is given by the superposition of the object

and reference transmittance (Eq. 1.29). For a point-like reference, the transmittance can be

written as

t(r⃗) = o(r⃗) + δ(r⃗ − r⃗n) , (1.36)

with δ(r⃗ − r⃗n) the Dirac delta function centered at the position r⃗n. From Eq. 1.36 and Eq.

1.35 we find an analytical expression of the holographic term for the object reconstruction

as a function of the spatial coherence of the illumination field.

Ĩ (ν⃗,z) = ∫ ∫ J0 (r⃗1,r⃗1 − λzν⃗) [o(r⃗1)o∗(r⃗1 − λzν⃗)] d2r⃗1+

∫ ∫ J0 (r⃗1,r⃗1 − λzν⃗) [δ(r⃗1 − r⃗n)δ∗(r⃗1 − (λzν⃗ + r⃗n))] d2r⃗1+

∫ ∫ J0 (r⃗1,r⃗1 − λzν⃗) [o(r⃗1)δ∗(r⃗1 − (λzν⃗ + r⃗n))] d2r⃗1+

∫ ∫ J0 (r⃗1,r⃗1 − λzν⃗) [δ(r⃗1 − r⃗n)o∗(r⃗1 − λzν⃗)] d2r⃗1 .

(1.37)
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The two first terms in Eq. 1.37 correspond to the object and reference autocorrelation,

respectively. The last two terms determine the holographic factor with its complex conju-

gate as a function of the source mutual intensity J0. After calculating the double integral

in the third term of Eq. 1.37 we have an analytic expression that determines the object

reconstruction OR in terms of the mutual intensity of the source.

OR = J0 (r⃗n,r⃗n + λzν⃗) o(r⃗n + λzν⃗) , (1.38)

This means that the object reconstruction can be given directly as the object transmit-

tance, modulated by the mutual intensity between the point-like reference and the object.

Taking into account the relation between the mutual intensity and the spatial coherence

(Eq. 1.2), Eq. 1.38 can be written as,

OR = µ (r⃗n,r⃗)
√

I(r⃗n)I(r⃗)o(r⃗) . (1.39)

In the particular case where the source is fully spatially coherent µ (r⃗n,r⃗) = 1, we obtain

the same result as in FTH and the holographic term determines directly the object recon-

struction. On the other hand, if the source is spatially incoherent µ (r⃗n,r⃗) = 0, we do not

have any interference and the holographic term does not appear in the Fourier transform

of the diffraction pattern (OR = 0).

In the case of a beam with partial coherence ∣µ (r⃗n,r⃗)∣ < 1, we see from Eq. 1.39 that

the object reconstruction is modulated by the spatial coherence between the reference and

the object. As all the combinations of distances (r⃗ − r⃗n) between the object and a point-like

reference are different, the reconstruction problem is non-redundant. This means that one

separation point sampled in the Fourier transform of the diffraction corresponds to only

one pair of points in the set of pairs generated between the point-like reference and the

object (Fig. 1.17). This basic result means that the phase of the spatial coherence can be

neglected in the calculation of the amplitude of the object reconstruction.

Reference

Object

rn

r

r-rn

r-rn

-rn

Object reconstruction

Figure 1.17: FTH reconstruction of the object
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In case of an extended reference, different pair of points in the object-reference structure

can have the same separation vector (r⃗ − r⃗n), which is what we call the redundant case.

The whole set of pair of points with a separation vector (r⃗ − r⃗n) will be sampled with only

one point on the Fourier transform of the diffraction. Therefore, the modulation of the

object reconstruction at (r⃗ − r⃗n) is given by the superposition of the modulation (Eq. 1.39)

calculated for each pair of points with the same distance (r⃗ − r⃗n). If the phase of the spatial

coherence for the different pairs in such a set is different (shift variant phase), the total

amplitude of the object reconstruction at that position (r⃗ − r⃗n) will be modulated by the

phase of the spatial coherence.

In conclusion, an analytical expression for the Fourier transform reconstruction with

a partially coherent beam has been deduced. From this description we can see that any

modulation in the object reconstruction induced by a shift invariant phase of the spatial co-

herence is avoided by using the FTH with a point-like reference. In the case of an extended

reference, shift variations of the phase in the spatial coherence may generate a superposi-

tion out of phase in the object reconstruction. This can degrade the object reconstruction.

As a perspective of this work we plan to study the effect of the derivative algorithms for

FTH imaging with extended sources in terms of the spatial coherence.

1.5 Conclusions

The main goal of the work presented in this chapter was to develop a new technique for

spatial coherence measurements that does not need the information on the source inten-

sity distribution, thus allowing single shot characterization. The method I proposed uses

a non-redundant array of apertures to sample the incoming beam. The multiple apertures

technique was used to generate a system of equations that allows measuring the coherence

in terms of the intensity of one aperture. This intensity factor is then normalized using the

fact that the spatial coherence, as a function of the separation vector of 2 sources, is symmet-

ric with respect to zero and should be 1 at zero. The method can be used when the spatial

coherence of the source is invariant to translations.

The simulations presented in this chapter evidence the advantage of the single shot tech-

nique proposed compared to other techniques like Young interferometry (under the suppo-

sition of equal intensity at each aperture).

The numerical study on the effect of pointing instabilities on the spatial coherence mea-

surements, under accumulation conditions, showed that the shot to shot variations of the

intensity distribution induce an error in the measurement even if the intensity at each aper-

ture is measured.

Up to now, only the information of the intensity variation from shot to shot could

avoid this measurement error. The simulations demonstrated that the NRA technique
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in single shot eliminates the error induced by pointing instabilities. On the other hand,

in accumulation conditions the error from pointing instabilities can only be avoided by

measuring the intensity variations. In any case, the error induced with the NRA technique

is smaller than the one induced with the Young interferometry technique (under the

supposition of equal intensity at each aperture).

The new method for the characterization of the spatial coherence proposed in this chap-

ter was successfully implemented by measuring the spatial coherence of the 33rd harmonic

of our Ti:Saph laser. We performed additional measurements with a different set of parame-

ters of generation to show that it is possible to characterize the spatial coherence in terms of

the generation parameters using this technique. A perspective of this work is to perform an

experimental campaign to study the systematic variation of the spatial coherence in terms

of the generation conditions. Such an experiment requires an improvement of the flux of

photons to achieve single shot measurements. In this way, measurement of the spatial co-

herence can be isolated from any effect from intensity instability (shot to shot) that can be

induced by a variation of the generation parameters.

The extension of the multiple apertures method to the interference in the intermedi-

ate diffraction approximation presented in this chapter, opens the possibility of using the

method of single shot characterization not only in far field diffraction but also in the inter-

mediate diffraction plane. In this case, it is necessary to correct the effect of the quadratic

term of phase that will modulate the correlation of the apertures in the array.

The combination of the spatial coherence characterization presented in this chapter with

the theoretical description of the intermediate plane diffraction developed in this section

opens the option for a permanent diagnostic of the spatial coherence at large facilities such

as XFEL.

At the end of this chapter we presented the deduction of an analytical expression for

the Fourier transform reconstruction with a partially coherent beam. From this description

we can see that any modulation in the object reconstruction induced by a shift invariant

phase of the spatial coherence is avoided by using FTH with a point-like reference. In the

case of an extended reference, shift variations of the phase in the spatial coherence may

generate a superposition out of phase in the object reconstruction. This can degrade the

object reconstruction.
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CHAPTER 2

SOFT X-RAY WAVEFRONT

CHARACTERIZATION AND APPLICATIONS

The spatial properties of a field determine its evolution under propagation [39]. Control of

the spatial properties can be induced during the field generation process, the propagation

through an optical system, or by changing the properties of the media of propagation. This

basic process opens the possibilities of multiple applications of the spatial properties. In this

chapter some original applications of wavefront characterization of soft X-ray pulses are

presented. The wavefront was measured using a commercial Hartmann wavefront sensor.

The problem of the wavefront reconstruction from a Hartmann pattern has been broadly

studied in the visible range [53, 70] and successfully applied in the soft X-ray range using

synchrotron, FEL and HHG sources [5, 34, 59]. An introduction to the Hartmann wavefront

sensing technique is presented at the beginning of this chapter.

The first application presented is the optimization of soft and hard X-ray focusing sys-

tems. The minimization of the aberration induced by a misalignment in the focusing system

is important in CDI [6, 73, 81] where the target object is supposed to be irradiated with a

plane wavefront. Focusing systems are also used to increase the flux of photons on a target.

Aberrations increase the focal spot size and therefore the flux of photons is deteriorated.

The experiments were conducted at the HHG beamline, CEA Saclay, and FEL sources at

AMO station, LCLS, and DiProI beamline, FERMI.

The second application is related to the FEL generation process. Direct beam measure-

ments on the FEL beam shows the capability to follow the different generation modes by

characterizing the X-ray wavefront. The experiment was performed at FERMI, ELETTRA

in Trieste, Italy.

A final application consisted in using wavefront measurements to follow the optical

properties variation of solid density plasma created by a X-ray FEL and probed with a soft

X-ray HH source. This experiment was conducted at LCLS, Stanford, USA.
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2.1 Wavefront characterization with a Hartmann sensor

The wavefront characterization presented in this chapter has been performed using a com-

mercial Hartmann wavefront sensor "soft X-ray HASO" (developed and produced by Imag-

ine Optic). The principle of a Hartmann sensor is to measure the variation of the wavefront

with respect to a reference wave (usually spherical), sampling locally the field with an ar-

ray of apertures Fig. 2.1 (a). The spot position of the "beamlets" diffracted at each aperture

in the Hartmann grid depends on the incident wavefront (Fig. 2.1 (c)-(d)). The variation

between the spot position of the "beamlets" generated by the unknown wavefront W(x,y)
with respect to a reference wavefront (∆x, ∆y) presents a direct relation with the wavefront

slopes (Fig. 2.1 (b)) [53],

∂

∂x
W(x,y) = −∆x

r
∂

∂y
W(x,y) = −∆y

r
, (2.1)

where r is the distance between the observation plane and the center of the ideal wave-

front (Fig. 2.1 (b)).

The wavefront slopes are then determined from the distortions of the Hartmann pattern.

The problem of the wavefront reconstruction from a Hartmann pattern has been broadly

studied [53, 70]. The wave aberrations are described by a weighted sum of Zernike poly-

nomials (for a circular pupil) or Legendre polynomials (for a square pupil), where each

coefficient corresponds to the RMS contribution of each mode. Therefore, a fit of the wave-

front retrieved in terms of Zernike or Legendre polynomials provides a direct measurement

of the aberrations presented in the optical system. The wavefront sensor "Soft X-ray HASO"

comes with a software that uses either a Zernique or Legendre polynomial set to retrieve

the wavefront. The aberration terms are directly calculated and can be given.

Not only the position but also the beam intensity in a Hartmann pattern is recorded by

a CCD placed at a distance z from the Hartmann grid. Using the intensity measured and

the retrieved wavefront, the HASO software uses back-propagation functions (in a parax-

ial approximation) to calculate the beam profile at different planes z on the propagation

direction. In this way, we can improve the focusing system in real time by following the

evolution of the focal spot (as we will see in the following sections).

In the case of a direct beam measurement of the wavefront of a soft X-ray source we are

then able to retrieve the beam and phase profiles in terms of the generation parameters. In

this chapter we have focused on high harmonic generation and free electron laser soft X-ray

sources.

Our HASO soft X-ray wavefront sensor has been designed to work with a photon energy

of 30 eV - 300 eV (4 nm - 40 nm) (Fig. 2.2). The soft X-ray CCD camera used to detect

the Hartmann pattern has 1024 × 1024 pixels of 13 µm ×13 µm. The calibration has been
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a)
b)

c) d)

Figure 2.1: Principle of a Hartmann wavefront sensor. a) The incoming beam is sampled

by a Hartmann grid, which is a regular array of holes. The projection of the beam that goes

though the Hartmann pattern is captured by a soft X-ray camera. b) Relation between the

variation of the ray position on the observation plane (∆x) with the local variation of the

wavefront W(x,y) with respect to a reference wavefront [53]. c) The reference position of

the Hartmann pattern projection is generated by a perfect wavefront (wavefront sensor cal-

ibration). d) The local shift of each beamlet (red points) generated with the real wavefront

with respect to the reference (blue points) is then used to do the reconstruction of the local

wavefront variations. [33]

made following the standard calibration method presented in [59], where a pinhole is used

to spatially filter the source generating a pure spherical reference wavefront. In our case,

harmonic 25th of an IR source (32 nm) was used.

The wavefront measurement accuracy is ∼ λ/75 (rms) (root mean square). At a wave-

length λ = 32 nm, this corresponds to an accuracy of 0.42 nm (rms). From Eq. 2.1 we

can see that strong variations in the wavefront produce larger spot position variations in

the Hartmann pattern. A discontinuity or strong aberration (larger than 2π) could lead to

wrong reconstructions of the wavefront. In our case, the HASO has been used in conditions

without wavefront discontinuities or strong aberrations.
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Figure 2.2: HASOTM EUV wavefront sensor. Technical specifications

2.2 Optimization of soft and hard X-ray focusing systems

The Hartmann wavefront sensor technique has been successfully applied in the soft X-ray

range using synchrotron, FEL and HHG sources [5, 34, 59].

Previous results at the HH imaging beamline at CEA-Saclay, have successfully demon-

strated the use of a HASO wavefront sensor (designed to work with soft X-ray sources) as a

real time technique to improve the focusing of an off axis parabola [34]. In this case (imag-

ing beamline Fig. 3.2 at CEA-Saclay) the beam path from the harmonic source (output of

the gas cell) to the sample in the imaging chamber (Fig.3.3) is formed by an IR-antireflective

mirror, 2 thin aluminum filters and an off axis parabola with a multilayer coating designed

to select one harmonic component. A scheme of the wavefront sensing of either the direct

HHG beam or the beam reflected by our focusing optics for coherent diffractive imaging

experiment is shown in Fig. 2.3.

Several HHG parameters have been explored to optimize the harmonic flux and the

beam wavefront RMS value. The wavefront RMS value describes how the measured wave-

front is distorted compared to a plane wave. According to the Maréchal’s criterion, a beam

is diffraction-limited at a given wavelength λ when the aberrant wavefront amplitude is

lower than λ/14 rms. As we assume a plane wave illumination in CDI, if the beam is far

away from a plane wave, then the reconstruction will not correctly represent the sample

transmittance but the ensemble exit wave (sample transmittance + incident wave). How-

ever, we can still extract the sample transmittance if we know the incident wave, a priori,

which requires a measurement of the incident wavefront.

Practically, if the beam is not stable (aberrations change from shot to shot), simultaneous

measurements of the incident wave and the sample diffraction pattern will be required. If
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Figure 2.3: Scheme of the wavefront optimization experiment setup. 1) HHG optimization

configuration: Movable mirror 1 (multilayer plane mirror) is in and the wavefront sensor

is located at position 1 to measure the direct harmonics beam. 2) Focusing optimization

configuration: Movable mirror 1 is out and mirror 2 is in; the wavefront sensor is located

at position 2 to measure the harmonic beam focused by the parabola. 3) Diffraction con-

figuration: Two movable mirrors are out and no wavefront sensor. The sample is located

at the focus of the parabola and the XUV camera detects the diffraction pattern (far field

interference of the slits exit waves).[33]

the beam is stable these measurements can be achieved in different shots, the relative po-

sition of the beam when hitting the sample should be known for extracting correctly the

sample transmittance information. The wavefront has been optimized down to the RMS

error λ/6 which gives also a maximized harmonic flux reaching 250 nanojoule per shot for

H25 at the exit of the source. These conditions are used for the single shot coherence mea-

surement and stereo-imaging experiments. Here we will focus more on the optimization

of the beam transport and focus. Indeed, high aberrations can be induced in the incoming

soft X-ray beam by a misalignment of the off axis parabola. The parabola position is motor-

ized by a translation stage, rotation stages and goniometers (Fig. 3.3) allowing an accurate

adjustment to optimize the alignment. A first alignment is made using the IR beam as ref-

erence. Then, the wavefront sensor was used to improve the off axis parabola alignment

directly on the harmonic beam (H25) [33]. The HASO wavefront sensor was located behind

the focus of the parabolic mirror to characterize the harmonic focal spot as a function of the

off axis parabola position.

The HASO software uses the measurements to reconstruct and visualize the wavefront

in real time. The measurement of the RMS error with respect to a spherical wavefront of

reference was used as a parameter to improve the alignment of the off axis parabola. The

results show a reduction of the RMS error from 0.326λ (∼ λ/3) up to 0.154λ (∼ λ/6) Fig.(2.4)
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Figure 2.4: HASO measurements of H25 focal spot after the focusing system. After ini-

tial alignment with the IR beam (a) intensity (b) phase, and with finely tuned parabola by

following the HASO measurements (c) intensity and (d) phase. Figure taken from [33].

[33]. The coma aberration present in the wavefront (Fig. 2.4 (b)) was reduced but not

completely removed. However the reconstruction of the intensity spot at the focal plane

shows an important improvement before and after the RMS error reduction (Fig. 2.5). The

focal size (at 1/e2) was optimized from 7.8 µm to 5 µm. A smaller focal spot generates an

increase in the flux of photons on the sample, an important factor for lensless imaging.

The evolution of the focal spot through the beam propagation direction (z) shows a

slower change around the focal plane, with respect to the one presented without the final

alignment. In this way, the optimized circular spot size is preserved in a zone of ±0.5 mm

around the focal plane. Once the alignment of the off axis parabola has been improved, the

IR beam can be used as a reference for the daily alignment, considering that the parabola

position is fixed now in a position that corresponds to a low aberration configuration.

Thanks to the expertise acquired in wavefront characterization of soft X-ray sources we

decided to explore different applications of wavefront sensing with FEL sources. For this,

a new wavefront sensor HASO soft X-ray was designed (by Imagine Optic). The spec-

ifications were defined projecting the use of the WFS with a broad soft X-ray spectrum.

The determination of the characteristics needed was the result of a collaboration of our

group with Jacek Krzywinski and John Bozek from the Atomic, Molecular and Optical sci-

ence beamline (AMO) station at LCLS and Philippe Zeitoun at LOA (Laboratoire d’Optique

Appliquée-ENSTA) (France). The specifications demanded from Imagine Optic included a

broad spectral range (30 eV - 400 eV ) and a small wavefront measurement accuracy (rms)
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Figure 2.5: Evolution of H25 spatial profile around the focus of the parabola. Top line,

before fine alignment. Bottom line, after fine alignment using HASO. The spatial profile

was calculated by back propagating the intensity and phase HASO measurements. Figure

taken from [33].

of λ/17 at 1 nm (needed for the short wavelengths at LCLS). These two parameters deter-

mined the main constraints for the design of the WFS. To achieve the characteristics needed,

a compromised was made in the design and only diverging wavefronts can be measured

with HASO soft X-ray (the previous version HASO works in converging and diverging

regime).

2.2.1 Experimental results at AMO-LCLS

This experiment was designed to improve the K-B focusing system at the AMO end-station

using the wavefront sensor technique. The K-B focusing system is made of two hard X-ray

elliptical mirrors (Fig. 2.6). The mirrors configuration can be controlled by bending each

one of the mirrors or by rotating the whole K-B system and changing the horizontal with

respect to the beam direction. High aberrations can be induced by a misalignment between

the two mirrors. The alignment is usually made monitoring the beam size calculated from a

set of spot sizes on a polymethyl methacrylate PMMA membrane due to ablation resulting

from the interaction with the X-ray at different positions and energies [10]. This method

is time consuming and does not allow a diagnostic in real time. The HASO soft X-ray

wavefront sensor was used as a real time technique of alignment. The wavefront sensor

was placed in the SXR hutch at ∼ 6.5 m from the K-B system (Fig. 2.7). The X-ray photon

energy was set at 380 eV, corresponding to a wavelength of λ = 3.26 nm, with an electron

bunch charge of 150 pC under-compression.

After an initial alignment of the K-B system using the imprints technique, the X-ray

beam presented a remaining coma aberration (Fig. 2.8 (a)). The goal then was to reduce

the aberration using the HASO soft X-ray wavefront sensor. For this, the aberration coeffi-
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Figure 2.6: Sketch of a K-B focusing system. It is composed of two mirrors. Each mirror

focuses separately the beam in the vertical and horizontal directions.

Figure 2.7: Experimental setup during the wavefront sensing campaign at the AMO end-

station. The sensor was mounted at the SXR hutch at ∼ 6.5m from the K-B system.

cients were followed in real time in terms of the K-B mirrors position. The coefficients were

calculated by the HASO software using a modal reconstruction via Legendre polynomials.

The acquisitions were made using an accumulation of the signal during 1s. We should no-

tice that the beam was not completely captured by the sensor (Fig. 2.9). It means that the

aberration coefficients calculated corresponds to the aberration of the part of the beam cap-

tured. As this may induce errors in the beam spot calculation by retro-propagation, only

the aberration coefficients were used to follow the changes induced by the different K-B

mirrors positions.

The wavefront at the initial position (after the alignment with the ablation technique)

presented clearly a third order aberration (Fig. 2.10 (a)) and an astigmatism at 45o (Fig. 2.10

(b)). To improve the coma we changed the bending position of the mirrors. The astigma-

tism was changed by rotating the whole K-B system. After optimization of the K-B mirror

positions, following in real time the values of the aberration coefficients, the coma and
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a)

b)

Figure 2.8: Imprints on the PMMA membrane a) After aligning the K-B system using the

ablation technique b) After a final alignment with the HASO.

Figure 2.9: CCD signal captured by the HASO after 1s of acquisition of the FEL beam fo-

cused by the K-B system in the initial configuration.
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astigmatism coefficients were reduced. In this way, the total RMS was improved from 5.4λ

down to 4.8λ. The reduction in the aberration coefficients improves the focal spot. This

improvement was also evident in the PMMA imprints taken after the final alignment (Fig.

2.8 (b)). A remaining aberration was always present, which is due to a carbon deposition

on the K-B mirrors.

In conclusion, the soft X-ray wavefront sensor has been used to optimize the focusing

of the LCLS FEL beam at the AMO end station. Using the wavefront measurement of the

FEL beam after the focus, the KB system has been adjusted in real time to correct the focal

spot of the soft X-ray beam. The HASO wavefront sensor has been a very useful tool. The

software was able to back propagate the beam for a direct visualization of the focal spot.

The instrument has shown to be very versatile and easy to implement.

a) b)

c) d)

Figure 2.10: Wavefront measured by the HASO wavefront sensor and calculated via Leg-

endre polynomials fit. At the initial position a) The effect of the astigmatism at 45o has

been filtered out, a coma aberration is present b) The whole aberration (astigmatism and

coma not removed). After the final alignment c) without astigmatism factor. d) The whole

aberration.

2.2.2 Experimental results at FERMI ELETTRA

The wavefront sensing experimental campaign at FERMI@ELETTRA had two main objec-

tives. To characterize the FEL wavefront arriving to the different beamlines and to improve

the K-B focusing system at the imaging beamline DiProl. FERMI@ELETTRA is the first

seeded EUV-SXR FEL source. The use of external laser seeding together with a harmonic

upshift scheme to obtain short wavelengths gives FERMI@Elettra the capability of produc-

ing high-quality, transversely and longitudinally coherent photon pulses in the soft X-ray

region with short pulses (τ ∼ 10 − 100 fs). This capability, together with the possibility

of temporal synchronization to external lasers and control of the output photon polariza-
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tion, opens new experimental opportunities that are not achievable with currently available

FELs. The characterization of the FEL wavefront allows studying its relation with the dif-

ferent generation parameters. That is why the first part of the experimental campaign was

focused on the X-ray wavefront characterization.

The wavefront sensor was placed at the main line of the FEL, before arriving to the dif-

ferent beamlines (Fig. 2.11). At that position, the X-ray beam has been reflected only by

one mirror. The FEL beam was generated with a seed beam of λ = 261.1 nm with circular

polarization. The results of the wavefront measurements with the FEL emission centered

at 20 nm (H13) for two different undulator tuning conditions are presented in Fig. 2.12. It

can be clearly seen in the intensity reconstruction of the beam (Fig. 2.12 (a) and (c)) that

two different modes were generated. The first mode (Fig. 2.12 (a)-(b)) presents a Gaussian

transverse mode in amplitude, corresponding to a conventional FEL emission mode. On

the other hand, the second mode generated (Fig. 2.12 (c)-(d)) represents a particular emis-

sion mode. The transverse mode in amplitude is composed by an annular region which is

attributed to an emission composed by two main modes, a nearly-Gaussian and an annular

one. This annular FEL emission is related to a mismatch of the undulator tuning. In the

undulator, the full resonant condition is [4].

λR = λ0

2γ2 (1+ K2

2
+ γ2θ2) , (2.2)

where λR is the resonance wavelength, K is the undulator deflection parameter, λ0 is the

magnetic field periodicity, γ the electrons energy and θ the radiation angle emission. From

Eq. 2.2 we can see that if K is not well tuned, the emission will be done off-axis with respect

to the resonance condition. The effect in the phase of the FEL emission (Fig. 2.12 (b)) is

given by a phase jump in the area of the annular emission. By optimizing the FEL emission

it was possible to remove the annular mode improving the RMS of the overall wavefront

from λ/6 down up to λ/7.

This result shows how the wavefront analysis on the direct FEL radiation is useful to

study the generation conditions. A perspective from the results presented here is to study

the FEL wavefront as a function of the seed. The relevance of such a study is to understand

the effect of the seed on the spectra-temporal properties on the electron bunch and thus on

the FEL emission. However, the experimental result showed no conclusive results because

the signal was strongly affected by the filters quality. Indeed, the filter exhibits an irregular

thickness which induces phase jumps. Even taking this as a reference was not enough to

get slight changes of the FEL wavefront. Not only the FEL signal but also the multiple

harmonics were detected. After few attempts, it has been finally impossible to isolate and

follow clearly the FEL signal. Another experimental campaign with more homogeneous

aluminum filter is scheduled at FERMI.
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HASO-UV 
Wavefront sensor

FEL beam

Figure 2.11: Wavefront measurement setup at the main beam line of the seeded FEL at

FERMI@Elettra. [71]

b)a)

c) d)

Figure 2.12: Measurement of FEL emission centered at λ = 20 nm by using the HASO-UV

wavefront sensor in a conventional mode of FEL emission a) Intensity profile, b) wavefront,

and a particular two modes FEL emission c) Intensity profile, d) wavefront.

The second goal of this experimental campaign was to improve the K-B focusing system

at the imaging beamline DiProI. In this case, the wavefront sensor was placed outside of

the DiProI chamber, at 1.25 m from the focusing plane (Fig. 2.13). The FEL was tuned at

λ = 32nm.
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Optical microscope

Figure 2.13: Experimental wavefront measurement setup to improve the K-B focusing sys-

tem at DiProI beamline at FERMI@Elettra [71]

Three different techniques to monitor the focal spot were used to perform the alignment

of the K-B system. An initial alignment was made following the focal spot size measured

on a Phosphorus screen (25 µm Manganese activated Zinc Silicate Phosphor, commercially

referred to as P1). For this measurement an integration time of 2s (20 pulses) was used. A

parallel diagnostic was made using the imprints generated on a PMMA membrane in single

shot configuration. A final alignment was achieved using the HASO wavefront sensor.

To reduce the time used for the diagnostic using the Phosphorus screen and the im-

prints techniques, an optical microscope was installed on top of the DiProI chamber. It

allows scanning the Phosphorus screen or the PMMA membrane directly into the chamber.

The smallest focal spot achieved after the initial alignment presented a mismatch between

the two techniques of scan (PMMA imprints and Phosphorus screen). The focal spot size

measured from the Phosphorus screen is 40 µm ×42 µm (Fig. 2.14) and the one measured

from the PMMA imprints is 26 µm ×15 µm (Fig. 2.15). In fact, the spot size measured with

the PMMA technique represents an estimate because the measurements do not take into

account the FEL beam energy effect [10]. On the other hand, the focus spot size measured

with the Phosphorus screen can be affected by saturation effects.

A final alignment was made using the Hartmann wavefront sensor. The intensity (Fig.

2.16 (a)) presented a rectangular shape induced by the FEL generation conditions. The

wavefront, calculated using a Zernike polynomial fit, presents clearly a third order aberra-

tion (coma) in the horizontal direction (Fig. 2.16 (b)). The initial RMS wavefront error was

0.81λ. Using the intensity and wavefront calculated for the whole beam, the focal spot was

calculated by retro propagation with the HASO software (Fig. 2.17). The effect of the coma

aberration is also found in the horizontal profile of the focal spot reconstruction (Fig. 2.16

(b)).
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Figure 2.14: Focal spot on the Phosphorus-screen after the initial alignment, using an accu-

mulation of 2 seconds (20 shots). a) Image on the Phosphorus-screen. b) horizontal (blue)

and vertical (red) profile with . The spot size, calculated from the Gaussian fit, is 40 µm

×42 µm [71].

Figure 2.15: Imprints of the FEL on a PMMA membrane in single shot. The spot size esti-

mated from this imprint is 26 µm ×15 µm [71].

a) b)

Figure 2.16: Wavefront measurement using the HASO after the initial alignment. a) Inten-

sity distribution of the beam at the plane of the wavefront sensor. b) Wavefront calculated

using a Zernike polynomial fit.
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Figure 2.17: Focal spot after the initial alignment calculated by retro-propagation from in-

tensity and wavefront calculated in Fig. 2.16.

By following the aberration coefficients, the third order aberration was reduced chang-

ing the bending condition of the mirrors. The total wavefront RMS error was reduced from

0.81λ down to 0.34λ. The final wavefront and focal spot reconstruction are presented in

Fig. 2.18. The aberration corrections reached thanks to the Hartmann wavefront sensor

technique, allowed a final focal spot size of 5 µm ×8 µm. This size is very close to the limit

of the mechanical system calculated with the WISE code for ideal mirrors (based on the

physical optics approach) and measured during the mirror characterization with the Long

Trace Profiler (LTP) (Fig. 2.19) [71].

In conclusion, this result proved the advantages of the Hartmann wavefront sensing

technique against the traditional methods of alignment (imprints and Phophorus-screen).

Usually the technique of PMMA imprints is used. It is a time consuming technique. Its

sensitivity to aberrations is moreover reduced because of a low resolution due to the abla-

tion processes. Using the HASO and its beam back propagation software we were able to

monitor the system aberrations in real time. The results evidenced remaining aberrations

after focusing with the "Imprints" method. With the HASO, we have obtained a significant

improvement of the wavefront error down to 0.34λ. As a consequence the focal spot size of

K-B focusing system at DiProI beamline has reached the limitation given by the instrument

and the beam properties.
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a)

b)

Figure 2.18: Hartmann wavefront sensing of the beam after the final alignment. a) wave-

front with a RMS error of 0.34λ. b) Focus beam spot calculated by retro-propagation. The

beam size is 5 µm ×8 µm.

Figure 2.19: Focal spot simulations calculated with the WISE code of ideal mirrors (red

dotted lines) and of the best profiles obtained with the LTP characterization (blue line) of

the two K-B mirrors. In the best focus, the vertical mirror generates a spot size of 5.1 µm for

the ideal case (WISE code) and 6.4 µm in the real case (LPT characterization); the horizontal

mirror generates 3.5 µm in the ideal case and 4.8 µm in the real case. [71]
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2.3 Sensing FEL plasma dynamics via wavefront measurements

The solid density photo-ionized plasma created by the X-ray FEL at LCLS is highly signif-

icant in Inertial Fusion, astrophysics and "probing-before-destroying" as used in coherent

diffracive imaging of biological systems at XFELs. However, the mechanisms behind the

formation of plasmas created by X-ray-solid interaction is not completely understood. Re-

cent results [89] highlighted the importance of electron ion collisions in the creation of such

plasmas, yet the timescale on which the XFEL laser energy is transferred to the ion system

from solid state is still not well known.

The main objective of this experimental campaign was to understand the mechanisms

behind the formation of plasmas created by X-ray laser-solid interaction. The material state

is inherently different from that of optical laser generated plasma, in that the energy deposi-

tion has a high uniformity in the direction of propagation, and the process of photon absorp-

tion occurs in a distinct manner, i.e., by photo-ionization of the inner shell electrons. The

transfer of the X-ray photon energy to the solid sample is first made via a photo-absorption

process. The predominant process will be K-shell photo-ionization for Al and Ti creating

a hole, or a double K shell hole state [25]. The holes are filled via the dual mechanisms of

Auger (non-radiative), and radiative (fluorescent) decay. The initial decay occurs on the

order of a fs and the Auger cascade will then transfer energy to the outer electrons on a

timescale of ∼ 100 fs. The ions are heated throughout the process, but minimal hydrody-

namic motion is thought to occur within the first 1 ps.

To date, the methods proposed to characterize X-ray laser-produced plasma are not tem-

porally resolved within the duration of the electron-ion heating process. One of the most

widely used diagnostics is K-shell emission spectroscopy, which reveals fluorescence signa-

tures that, since the diagnostic is time-integrated, can only give insight into the evolution of

the processes through deconvolution of several spectra taken at different pulse durations.

Other passive diagnostics include XUV emission after the pulse has sufficiently heated the

plasma, which are also integrated over the entire heating process. To have the temporal

resolution, the use of the IR laser as a probe provides sufficient spatial resolution but only

of the expanding reflecting surfaces, with indirect insight into the atomic physics processes.

Transmission probing of a close to solid density plasma requires wavelengths in the soft X-

ray range or below. In our case, we probed the X-ray produced plasma with a coherent soft

X-ray source generated by the high harmonic generation process. In this way, we used a

XFEL pump and soft X-ray probe configuration to follow the plasma dynamics. This is the

first time that such an experiment is realized. Short pulse durations of HH beams (attosec-

ond) make the new HH source a promising tool for probing dense plasmas produced at the

LCLS with unprecedented temporal resolution, and open the door for future attosecond

metrology with the LCLS.

The measurement of the optical properties as a function of time allows studying the evo-
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x-ray FEL

HHG beam
Al foil

Initial 
wavefront

Transmited
Wavefront

Figure 2.20: Sketch of soft X-ray HH wavefront changes induced by the refractive index

variations generated with the irradiation of the Al foil with the X-ray FEL

lution of the state of the electrons. In this way, the plasma formation by the X-ray solid inter-

action can be followed in time by recording the soft X-ray wavefront modulations through

solid-density plasmas of known energy density. The part of the soft X-ray radiation that

propagates though the sample is either absorbed or scattered in the forward direction, un-

dergoing a change in the wavefront (Fig. 2.20). This phase variation of the soft X-ray field

is generated by a change in the complex refractive index (n). The refractive index is de-

termined by the density, temperature and electronic structure of the material. In this way,

with the measurement of n as a function of the time delays between the XFEL pump and

the soft X-ray probe, we can access to the time evolution of the state of the electrons. This

gives a unique insight into the timescales and nature of the heating process.

In this section we present the preliminary results on soft X-ray wavefront variations at

the ps scale taken during the experimental campaign at the Matter in Extreme Conditions

(MEC) beamline at LCLS. Parallel measurements of the plasma emission using an emission

spectrometer and the soft X-ray transmission were done during the experimental campaign.

The transmission measurements allow following the temporal changes on the refractive

index that can be compared with the temporal variations detected by wavefront sensing.

This campaign was made in collaboration with the group for lasers and plasmas GoLP

from the Instituto de Plasmas e Fusão Nuclear-Laboratório Associado at the Instituto Supe-

rior Técnico, Lisboa, Portugal and the group of Philippe Zeitoun at LOA-ENSTA.

The sketch of the XFEL pump and the soft X-ray probe setup used during the experimen-

tal campaign is presented in Fig. 2.21. Simple point projection geometry, and multiple-shot

integration were considered, allowing to follow plasma hydrodynamic evolution in a ps

regime. The temporal range of the evolution expected from simulations is over 10ps. This

makes suitable the soft X-ray shot accumulation even with 250 fs jitter.
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Figure 2.21: Sketch of X-ray FEL pump - soft X-ray HHG probe. Soft X-ray wavefront

variations are measured with the HASO wavefront sensor. Parallel measurements of trans-

mission and plasma emission are made with an XUV spectrometer and X-ray diode respec-

tively. [48]

The LCLS beam is focused onto thin foils of Al and Ti with focal spots from 10 to 20µm.

The targets thicknesses are chosen so that XUV transmission is detected even for cold ma-

terial. We produce a soft X-ray probe beam, measure its transmitted spectrum through the

dense plasma, and measure its refraction at a selected wavelength using a HASO wavefront

sensor (WFS).

As this was the first time that such an experiment (XFEL pump and soft X-ray probe)

was done, a preliminary optimization of the soft X-ray generation via HH process was

made in collaboration with the MEC beamline scientists and the laser group at LCLS [48].

HHG have been optimized off-line at the MEC end station using moderate intensity (∼ 1014

Wcm−2) laser-gas interaction. HHG photon energies up to ∼ 45 eV for Ar have been used.

Optimal conditions for emission (varying IR lens position, aperture and gas density) have

been found during that first campaign. 1 nJ/HHG/pulse from 42 eV has been estimated,

for which HHG emission is 3− 4 orders of magnitude above plasma self-emission due to the

low divergence of the HHG beam. The wavefront of the HHG emission was monitored with
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HASO wavefront sensor, as an additional parameter of HHG optimization, by insertion of

a XUV multilayer that selects H25.

During the plasma dynamics experimental campaign the HHG source was generated

by the IR laser beam (40 fs, ≤ 5 mJ, @800 nm ) focused ( f = 75 cm) on a gas cell (1.4 cm

length) filled with Argon at 32mbar. After filtering out the IR beam that propagates with

the HH beam, the H25 (λ = 32 nm) was focused with an off axis parabolic mirror that

has a multilayer coating designed to do the spectral selection of H25. The soft X-ray HH

wavefront of the transmitted field through the target was measured with the HASO soft

X-ray wavefront sensor. Thanks to the temporal synchronization of the HHG process with

the IR beam used for the generation, the temporal delay between the pump X-ray FEL (55

fs, 2.5 mJ @ 3 keV) and H25 is controlled by changing the XFEL/IR delay.

For each target a reference phase was taken with the wavefront measurements without

X-ray FEL radiation (cold target). A second shot with the X-ray FEL pump was taken to

measure the wavefront variation with respect to the cold target. A third shot, after the tar-

get destruction due to the X-ray FEL irradiation, was used to determine the zone where

the plasma has been generated. This zone can be recognized by the diffraction generated

through the hole on the target produced by the X-ray FEL beam. The results of the wave-

front measurements with the cold target wavefront as reference are shown in Fig. 2.22.

The phase variations were calculated taking the average phase over the zone where the

plasma was created. Fig. 2.23 presents the preliminary results using an Al target of 300

nm thickness. Those preliminary results (experimental error induced by noise in wavefront

measurements) present a variation in time of the phase change of the ps order (0− 15 ps).

The temporal scale of the refraction variation are consistent with the results found via trans-

mission measurements (Fig. 2.24). The analysis of the data is still undergoing so that final

conclusion cannot be given while writing this manuscript.
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a)b)

Figure 2.22: Wavefront reconstruction of the soft X-ray that goes through the Al (300 nm)

target after being irradiated with the XFEL beam. a) Cold target. b) Temporal delay τ = 5ps.

Figure 2.23: Phase variation on the soft X-ray HH beam induced by the changes on the

refractive index of the solid density plasma creates by the X-ray FEL in a 300 nm thick Al

foil (red points). Simulation of the phase variation averaged over 2 µm area (green line

calculated using the TTM solutions + RPA. Wavefront reconstruction with cold target as

reference (inset). Preliminary results
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Figure 2.24: Soft X-ray transmission measurements relative to cold solid with an Al (600

nm) target (blue points). Simulations with S. M. Vinko. RPA model, 2.7 g/cc (HEPD 5,

2009, 124− 131) (green line). Image taken from G. Williams, et. al. paper in preparation.

2.4 Conclusions

In this chapter, experimental results of the wavefront sensing in the soft X-ray range have

been presented. Using a commercial Hartmann wavefront sensor the property of the HHG

beam and its focus were studied. A sub-µJ harmonic source (few 1010 photons per shot

for the 25th harmonic, (λ = 32 nm) is generated at the output of the gas cell, with a wave-

front RMS of λ/9 before parabola and λ/6 after focusing, which is close to two times the

diffraction-limited (λ/14). Indeed, the aberrations induced by our focusing system were

reduced from an RMS error of ∼ λ/3 up to ∼ λ/6.

The combination of intense harmonic flux and good wavefront quality promises high-

quality diffraction patterns for coherent imaging. The campaign of harmonic wavefront

measurements resulting in an optimized HHG and focusing allows daily reproducible con-

ditions. Different generating parameters have been studied in this campaign. The HHG

focal spot was reduced, improving in this way the flux of photons in an area of 5 µm2 that

is the used to perform coherent imaging experiments.

This technique of focal spot optimization was then successfully applied to FEL facilities.

After the use of the usual focusing technique via PMMA imprints, we reduced the remain-

ing aberrations induced by the K-B focusing system. By following the wavefront measured

with the soft X-ray Hartmann sensor as a feedback, the K-B mirrors were bended to reduce

the aberrations. At DiProI beamline at FERMI@Elettra the focal spot at λ = 32 nm was

optimized from 26 µm ×15 µm down to 5 µm ×8 µm which is very close to the limit of the

mechanical system.
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Direct beam X-ray FEL wavefront sensing at FERMI@Elettra evidenced the generation

of a particular X-ray mode composed by two main modes, a nearly-Gaussian central peak

and an annular one. The generation process of such a mode is well known [49] but there

are different mechanisms to generate it. This result opens the perspective of studying the

different generation mechanisms by following the wavefront.

At the AMO-LCLS end-station a visible reduction of the coma aberration was detected

after the alignment with the wavefront sensor. The total RMS wavefront error was reduced

from 5.4λ down to 4.8λ with λ = 2.26 nm. The remaining aberration was induced by a

carbon deposition on the K-B system.

At LCLS, we have demonstrated, that combining powerful XFEL laser pulses with HHG

from an optical laser, enables a flexible pump-probe scheme which can be used as an ultra-

fast diagnostic of the optical and structural properties of a dense plasma. The possibility of

following plasma dynamics via wavefront sensing allows studying the plasma dynamics

generated by XFEL pulses. The use of a short (60 fs) XFEL pulse to heat a solid target (alu-

minum, titanium) allows to the heating of the electrons and ions to be naturally separated

in time, which are individually complex processes. Additionally to these measurements,

absorption measurements of the harmonics were performed. The results show the effect of

the heated electron distribution and crystal lattice order over the relevant timescales (up to

25 ps), and that the increase in opacity in the wavelength range used in this study is nearly

entirely due to loss of crystal order causing increased absorption up to a few picoseconds,

and that the heated electron distribution has a relatively minor effect.
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CHAPTER 3

3D STEREO SETUP IMAGING WITH

HARMONIC SOURCES

In nature, most materials are three dimensional objects. At a nanometer scale, the ability to

visualize the 3D organization and the properties of artificial or biological systems is of high

impact in science, medicine and technology. The field of coherent X-ray diffractive imaging

is expected to realize high-resolution three-dimensional imaging thanks to the fact that this

technique does not requires any optics. Additionnaly, using ultrashort soft X-ray pulses,

lensless imaging opens the possibility to study 3D ultrafast dynamics at a nanometer scale.

The typical way to make 3D reconstruction of the object is the tomography method in which

the object is scanned angle by angle. It requires multiple acquisitions at different observa-

tion angles of the object. For dynamic studies in pump probe experiment, if the object

will irreversibly be transformed or be destroyed after being pumped, one should prepare

enough quantity of identical samples, which could be a problem for unique objects or pro-

cesses that are not reproducible. To overcome this problem, retrieving 3D information from

single acquisition is necessary. To explore this perspective it is necessary to develop 3D

single shot imaging techniques. Otherwise only reversible systems could be analyzed with

a time resolution given by the short pulse duration. The first 3D CDI experiment were per-

formed using and assembling a set of 2D views of a sample at different angles [62, 66, 86].

However, the need of different views increases the time of acquisition and prevents time

resolved studies of irreversible phenomena. Single shot methods for 3D imaging have al-

ready been developed. A solution has been given by a novel imaging concept proposed by

the research group of J. Miao, called ankylography, which “under certain circumstances en-

ables complete 3D structure determination from a single exposure using a monochromatic

incident beam” [72]. Ankylography is a coherent imaging technique based on the oversam-

pling method. It shares a similar experimental arrangement as CDI. However, this method

introduces additional constrains that may not always be satisfied [72].

In this chapter, we extend our actual 2D ultrafast nanoscale imaging techniques to ob-
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Figure 3.1: Stereo image (red-green photos) of plankton samples made by digital combi-

nation of SEM images (gray scale) taken at different observation angles. Picture extracted

from Ref. 1.

tain 3D images. It is based on the stereo viewing of our sample. Ultrafast Single shot 3D

stereo would allow lowering the impact of X-ray exposure in image reconstruction. Stereo

imaging is based on human vision. Our right and left eyes take two 2D images at different

observation angles of the object and the brain combines these images to give the 3D percep-

tion. In artificial stereo imaging, each image is associated to the other with a spacing (given

by the parallax) and a different color or polarization (this encoding is caller an anaglyph).

The use of filters in front of the eyes to observe the anaglyph allows the brain to separate

each lateral projection related to each eye’s image. It is not a real 3D imaging but already

provides much more interesting information about the object than 2D imaging.

Fig. 3.1 presents stereo imaging examples of nanoplankton samples realized by a scan-

ning electron microscope [3]. After taking an image (photos in gray scale), the biological

samples are tilted about 5 degrees to take the second image.

These two images are then turned into red and green, and combined by the red-green

anaglyph method. With red-green glasses, one can see 3D planktons from the combined

image. In principle, stereo imaging is compatible with coherent diffractive imaging tech-

nique: two CDI or holographic reconstructions taken at different observation angles are

recombined a posteriori.

In our case, the multiple projections of the object can be generated using 2 basic config-

urations,

(i) 1 beam and multiple orientations of the object

(ii) 2 beams illuminating the object at 2 angles
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Option ii) is a direct solution for the generation of the 2 views in a single shot with two

synchronized pulses. We present here a new ultrafast 3D stereo lensless imaging technique

with two XUV pulses. Two different setups were developed and tested experimentally

with a soft X-ray source generated by a high harmonic generation process. In the first part

of this chapter a description of the beamline used to generate the high harmonic source is

presented. Then, the two experimental setups are explained. Finally a comparison of the

experimental results with the two configurations is made.

3.1 High harmonic beamline

The 3D stereo lensless technique has been developed at the high harmonic beamline at

CEA-Saclay, France, presented in Fig. 3.2. We use the infrared femtosecond laser facility

LUCA (Laser Ultra Court Accordable). The harmonic beamline works with up to 50mJ of

energy of the Ti:sapphire laser that delivers pulses of 60 fs at λ = 795 nm and a repetition

rate of 20Hz. For imaging applications a high flux of photons is needed. This is reached by

using a loose focusing configuration with a long focal length lens and a variable length cell.

The experimental results presented in this thesis have been generated with a focal lens of f =
5.65 m. Different parameters can be controlled to improve the high harmonic generation.

In a first phase, the position of the focusing lens with respect to the gas cell can be adjusted

using a motorized translation stage for the focussing lens. The IR beam size is adjusted with

an iris placed in front of the focusing lens to improve phase matching. The gas cell, located

in the "HHG chamber" (Fig. 3.2), has an adjustable length up to 12 cm. Two pinholes of 1

mm of diameter are fixed at the input and output of the cell. An initial alignment of the

cell is made with a motorized system that allows the control of the vertical and horizontal

pinhole position with respect to the fixed output pinhole. The horizontal position of the

whole cell system is controlled by a motorized translation stage. This allows an initial

alignment of the beamline without the cell. The gas pressure is monitored and controlled.

After the high harmonic generation, the IR beam propagates in the same direction as the

harmonic beam. To avoid damages on the optical devices, samples and detection systems,

the IR must be filtered. A large part of the IR beam (90%) is removed in the "Optics chamber"

(Fig. 3.2) using an IR anti-reflective mirror in grazing incidence. This mirror allows to send

the HH beam (90% HH reflectivity at grazing incidence) to the "Imaging chamber" (Fig.

3.2). The remaining IR beam is filtered out using 2 Al filters (LUXEL filters with 5 nm

Carbon - 100 nm Al - 5 nm Carbon). In the basic configuration, the "Diffraction chamber"

(Fig. 3.2) is composed by an off axis parabola (f = 22 cm) to focus the harmonic beam on the

sample and a X-ray CCD camera to register the soft X-rays diffracted by the sample. The

parabola has a multilayer coating to select a single harmonic. The position of the parabola

is controlled by a horizontal motorized translation stage and a rotation stage that allows
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HHG chamber
Optics chamber

Diffraction chamber

HHG chamber
Optics chamber

IR

Figure 3.2: High harmonic beamline at CEA-Saclay.

Off-axis parabola

Sample

CCD

Figure 3.3: High harmonic beamline at CEA-Saclay

aligning the parabola. The position of the sample is controlled by a motorized system with

three translation stages and a rotation stage with a nanometer precision (SmarAct stage

system). The far-field diffraction pattern are detected with an X-ray CCD camera (PI-MTE

CCD from Princeton Instrument) of 2048× 2048 pixels with a pixel size p = 13.5 µm.
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3D Stereo setup imaging with harmonic sources

3.2 Two sources stereo lensless setup

Using the laboratory-scale HH facility at CEA-Saclay our group demonstrated that it is

possible to perform single-shot imaging at nanometer scale [32, 34, 73]. Our 3D stereo

lensless imaging technique is based on merging 2D views (anaglyph) obtained either using

CDI or holographic lensless imaging techniques. Two HH beams are focused with two view

angles on the sample to generate at the same time two diffraction patterns that are recorded

simultaneously with the X-ray CCD camera. Post analysis of each one of the diffraction

pattern gives us the reconstruction of the two projections at two different angles. Such a

experimental setup carries two main challenges, the first one is to generate the two HH

beams, the second one it is to be able to focus them simultaneously with a different angle

of incidence on the sample. We have taken into account different constraints such as the

focal length of the off axis parabola used to focus the beam on the sample and the size

of the CCD camera to detect both diffraction patterns. Two different solutions have been

explored during this thesis and are based on different setups. Both are based on the use

of two half beams after splitting the direct HH beam. The description of the different 3D

lensless imaging setups developed are presented in the next two subsections.

3.2.1 Two parallel plates setup

The first solution proposed is based on a two parallel plates setup to split the direct HH

beam before the off axis parabola (Fig. 3.4). Using the sharp edge of the first silicon plate,

the harmonic beam is separated in two half beams, a direct half beam that continues in the

same direction as the incident beam and a reflected half beam. The second silicon plate

deflects the reflected beam to be parallel to the incident beam. The off axis parabola filters

out (thanks to a multilayer coating) one harmonic wavelength and focuses the beams onto

the same spot but with a different angle of incidence. The maximum angle that can be

achieved is simply given by the numerical aperture of the off axis parabola. Practically, the

angle of incidence can be controlled by the distance between the two beams on the parabola.

For this, a motorized translation stage was used to change the lateral position between the

two parallel plates. The angle between the beams is given by

θ = 2 arctan( d
2 f

) , (3.1)

where d is the distance between the two beams on the off axis parabola and f is the focal

length. The simulation of the beam profile at the focus (Fourier transform of the incident

beam) shows that the shape of the half beam at focus is regular, comparable to the one of

the full Gaussian beam. The waist size at focus for the half Gaussian beam is larger by a

factor ∼ 2 than the Gaussian beam (Fig. 3.5).

The far field image of the two half Gaussian beams (autocorrelation of each beam) gen-

erated with this setup is presented in Fig. 3.6. The right beam corresponds to the beam
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3.2.1 Two parallel plates setup

Off axis parabola
2 source set-up

HH source

Sample

CCD camera

Figure 3.4: Stereo lensless imaging setup developed at the CEA-Saclay. The two source

setup (marked with the red square) is based on a two parallel plates to split in two the

incident harmonic beam.
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Figure 3.5: Left, Gaussian (up) and half Gaussian (down) beam profile before focusing.

Right, simulation of the beam profile at focus with a Gaussian (blue) and a half Gaussian

(red) beam.
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Figure 3.6: Left, experimental image of the two half beams generated with the two mirror

setup. Right, two beam horizontal profiles.

reflected twice on the silicon plates, and the left beam to the half direct beam. The reflection

of the right beam on the silicon plates decreases the flux of photons making it weaker with

respect to the half direct beam. To compensate for the difference in the flux of photons the

criteria that we have used to split the beam is the total flux of photons instead of an equal

area. The horizontal profile of the two beams is shown in Fig. 3.6. We can see that the total

intensity is similar but the size of the right beam is slightly larger than the left one. The total

flux of photons in each beam is 5× 105 photons/shot.

The two beams were focused on a 3D nanometer object and their far field diffraction

patterns were registered simultaneously with the X-ray CCD camera. The samples were

drilled on a Si3N4 membrane using a focused ion beam (FIB). The membrane has a layer

of 100nm of gold to make it opaque to the harmonic signal. The 3D objects consist of a

pattern drilled in an open window. The window is bent by different angles with respect

to the membrane plane (Fig. 3.7 (d)) . The technique I developed to drill the 3D objects

contains two steps. First, a 2D pattern of the object is drilled on the membrane (Fig. 3.7

(a)-(b)). To bend the window with respect to the membrane we remove a nanometric layer

of gold on the bottom line of the window (line on the region marked with the red dots in

Fig. 3.7 (c)-(d)). Locally, the surface constraints are changed so that the window starts to

open when removing more and more material. By adjusting the time of irradiation and the

dose used for the final line of the square we can control the angle of the window deviation.

Experimental results using the two parallel plates setup

For the experimental campaign, an off axis parabola with a diameter of 1.5 inches and a

focal length f = 22 cm was used. The off axis parabola has a multilayer coating that selects

the 25th harmonic of the IR laser. The coating covers a surface with a diameter of 3.4 cm.

The HH beam was generated with an IR laser (800 nm, 35.8 mJ, 50 fs) focused into a 6

cm gas cell filled with Argon. Two diffraction pattern generated with two beams at 5.2o

were registered simultaneously with a single CCD camera. The 3D object used is tilted by
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a) b) c) d)500 nm 500 nm500 nm500 nm

Figure 3.7: Different steps for the milling of a 3D object using a focused ion beam (FIB).

(a)-(b) 2D object milling. (c)-(d) 2D window bent at different angles with respect to the

membrane after the irradiation on a line inside the red dashed lines. The pictures were

taken with the membrane tilted vertically 60o with respect to the electron beam of a SEM

an angle of 24o with respect to the membrane plane (Fig. 3.8). The object has two slits

(horizontal and vertical) that are used as holographic extended references [32, 41].

500 nm

Figure 3.8: SEM image of the 3D object used for the diffraction presented in Fig. 3.9. The ob-

ject is tilted by an angle of 24o with respect to the membrane plane. Two references (vertical

line at right and horizontal line on bottom) are used to do a holographic reconstruction.

Fig. 3.9 presents the experimental far field diffraction pattern, from the accumulation of

400 pulses. We clearly see that two diffraction patterns from the two views are overlapping

at the central part. To compensate for this problem we can make use of the centro-symmetry

properties of the diffraction pattern. Indeed, the far field diffraction generated by the object

is the Fourier transform of the transmittance function and the Fourier transform of a real

function has a central-symmetry (quadrants 1st = 3rd and 2nd = 4th). The full far field

diffraction of each beam through our amplitude object can be reconstructed using only one

half of the diffraction of each beam. This technique may be used in the case where the

two diffraction patterns are overlapping over a region smaller or equal to one half of a

single view diffraction. The centro-symmetry correction was done using the right half of

the diffraction corresponding to the right view and the left one for the left view. The result

is presented in Fig. 3.10.

Each diffraction pattern (or hologram) associated to the left and right view, Fig. 3.10
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3D Stereo setup imaging with harmonic sources

Figure 3.9: Far field diffraction of the 3D object presented in Fig. 3.8 using the two parallel

plates 3D stereo setup. The diffraction corresponds to an accumulation of 400 pulses. A

binning of 3 is used to increase the signal to noise ratio. Each pixel of Fig. 3.9 corresponds

to the total signal in a corresponding zone of 3x3 pixels on the CCD.

a) b)

Figure 3.10: Centro-symmetrisation of the two diffraction patterns associated to the two

stereo views shown in Fig. 3.9. The symmetrisation is done using the non overlapping part

of the diffraction pattern. We finally get the stereo holograms associated to a) left view and

b) right view
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3.2.1 Two parallel plates setup

a) b)

Figure 3.11: Holographic reconstruction of the a) left and b) right views of the object (Fig.

3.8). The reconstructions were realized using the diffraction patterns of Fig. 3.10.

(a) and (b) respectively, are then computed to perfom a holographic reconstruction. The

holographic technique uses extended references and is well described in [32, 41]. Basically,

this lensless imaging technique is based on the application of linear differential operators

to the field autocorrelation, i.e., the inverse Fourier transform of the hologram. In our case,

we used vertical and horizontal slits as holographic references (Fig. 3.8). The result of the

reconstruction using the vertical extended reference is presented in Fig. 3.11 (a) - (b) (left

and right view). In lensless holography with a point-like reference, the Fourier transform

of the hologram is composed by three factors, the autocorrelation of the object plus the

autocorrelation of the reference (term of order zero), the correlation of the object and the

reference, which is called the holographic term and the complex conjugate of this last factor.

An ideal point-like source works like a Dirac delta. Its correlation with the object generates

in the holographic term the image reconstruction of the object. Practically, the resolution

is limited by the real size of the point-like source. In the case of an extended reference, the

holographic term is the image of the object blurred by the correlation with the extended

reference. The application of a directional derivation in the direction of the slit produces

the correlation of the object with the derivation of the slit. For an ideal slit, the derivation is

given by two Dirac deltas located at each edge of the slit. This generates two reconstructions

of the object, each one associated to one edge of the slit [32, 41]. In Fig. 3.11 we have the

two reconstructions plus the complex conjugate of each reconstruction. In Fig. 3.11 (a) we

can see how the reconstruction associated to the upper edge of the reference (selected with

a green square) presents a better resolution than the one generated with the bottom edge

(red square). It can be explained as an effect of an imperfect illumination of the slit. The

reconstruction can also be affected by an imperfection at the edge of the reference. The

reference will then deviate from a perfect Dirac delta function [41].
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3D Stereo setup imaging with harmonic sources

b)a)

Figure 3.12: a) Binary image of 3D object (Fig. 3.8). b) Holographic reconstruction of the left

view of object presented in a).

The comparison between the holographic reconstruction of the left view and the object

(Fig. 3.12) shows that the resolution is not enough to see all the details of the object. In the

case of the right view the resolution is worse (Fig. 3.11 (b)). There are different factors that

deteriorate the resolution. The most important one is the overlap between the 2 diffraction

patterns. As it has been said before, it is possible to use only one half of the diffraction to

do the reconstruction of the object but it is necessary that the overlap does not extend over

more than a half of one beam diffraction. In this case, the overlap affects more than a half of

the diffraction of each beam in the horizontal direction (Fig. 3.9). The effect of the overlap

is more important in the reconstruction of the right view because the level of signal in the

diffraction is lower compared to the left beam. As a consequence the error induced by the

left diffraction on the right diffraction is larger than in the opposite case.

On the other hand, the flux of photons of each beam limits the maximum resolution in

the reconstruction of the image. The half period criteria defines the resolution as the half

period of the maximum frequency of the diffraction pattern detected by the X-ray CCD

camera, which is given by [31],

r = λz
N′∆k

, (3.2)

where N′ is the total number of pixels that determines the extension of the diffraction

pattern detected on the CCD. Therefore, the factor (N′∆k) determines the size of the exper-

imental diffraction pattern generated by a beam of wavelength λ and detected at a distance

z from the object.

Additionally, if the photons flux is low, the diffraction signal will be lower and the higher

frequencies will be more affected by the noise, deteriorating the final resolution of the re-

construction. The differences in the level of the left and right diffraction signal can be easily

seen in the Fig. 3.10 (a) - (b). Even with the criteria used to split the beam (equal flux of

photons instead of equal area). Experimentally, we can see a variation between the flux of

photons of the left beam (which is stronger than the one of the right beam). This is due to a

slight misalignment between the two beams and/or fluctuation of the beam pointing.

73



3.2.1 Two parallel plates setup

From the experimental diffraction pattern (Fig. 3.10) we found the maximum resolution

that can be reached with this experimental setup. For this we used the maximum horizontal

and vertical extension of the experimental diffraction pattern (Fig. 3.10), that is N = 397

pixels and N = 309 pixels respectively. From Eq. 3.2 we find a maximum resolution of

r = 135 nm for the horizontal direction and r = 174 nm for the vertical direction. The size

of the smaller details in the 3D object (Fig. 3.8) is 81 nm horizontally and 195 nm vertically,

which is smaller than the maximum experimental resolution that can be reached. Taking

this into account new 3D objects with details of a minimum size of 200 nm were designed.

The maximum angle between the two beams that can be reached with this setup is θ =
7.4o, corresponding to a distance of d = 2.6 cm on the CCD plane. This angle is not enough

to avoid the overlap between the two diffraction patterns. A solution to increase this angle

is to use a parabola with a larger numerical aperture. We have explored this option with a

3 cm diameter off axis parabola and a focal length of f = 10 cm (compared to 22 cm in the

previous setup). Calculations show that the separation between the two stereo beams can

reach optimal angles ranging from 10 to 15 degrees. The distance between the diffraction

pattern on the CCD plane ensures that for the desired resolution no overlap occurs. In order

to select a single harmonic, a multilayer coating was deposited on the off axis parabola

(Zerodur substrate with Platinum 800 Å / Chrome 400 Å). The coating has been done at the

Center for X-ray Optics at the Lawrence Berkeley National Laboratory’s (USA). However

the first test of the stereo imaging setup showed a very diffused scattering signal on the

CCD (Fig. 3.13). This was due to a high degree of surface roughness of the parabola surface.

We decided to design another setup to split the HH beam and increase the angle between

the two beams. We will see below that this new setup will allow much more flexibility in

angles but also to synchronize the two stereo beams which can be required in pump-probe

stereo imaging experiments.

Figure 3.13: Far field diffraction of direct HH beam after being focused by the off axis

parabola.
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3.2.2 Prism setup

Taking into account the experimental restrictions of our setup we developed a new 3D

stereo lensless setup (Fig. 3.14). Using the sharp edge of a prism, the HH beam is split in

two half beams after the off axis parabola. Two silicon plates are used to control the angle

and the recombination of the two beams.

HH beam 

Focusing parabola 
@H33 

Mirror 

CCD 

Object 

Prism 

Figure 3.14: Prism setup used to split the HH beam in two half beams. This setup allows

controlling the angle between the two beams.

The angle between the incident and the reflected beam on the off axis parabola (11.25o)
restricts the horizontal dimension of the prism setup, i.e. the maximum distance between

the silicon mirror and the prism. Therefore, the setup was installed in a vertical configura-

tion. The distance between the two mirrors determines the position of the two beam over-

lap. This distance was controlled using motorized vacuum compatible translation stages

(Newport MFA-CCV6) on each mirror. The angle between the two beams is controlled by

the angle between the mirrors. An additional advantage of this setup is the possibility to

control the temporal overlap with the distance between the mirrors and the prism. A first

alignment with the IR beam was performed to fix the angle between the beams. The spatial

and temporal overlap of the two IR beams was measured using the second harmonic gen-

eration in a BBO crystal (Beta Barium Borate). The final overlap at the focus of each beam

was achieved by adjusting the distance between the mirrors to the prism and the angle of

the bottom mirror. The angle of the mirror was controlled with a piezo actuator system

(NewFocus picomotor mirror mount) that can tilt the mirror horizontally and vertically.

A first experimental campaign was performed using an off axis parabola with f = 20 cm

and a multilayer coating that selects H25 (λ = 32 nm). A picture of the experimental setup
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is presented in Fig. 3.15.

Figure 3.15: Experimental setup for 3D Stereo lensless imaging using the prism setup to

split the beam.

A first test of holographic imaging with the direct HH beam was realized using a 3D

object with 2.6o of deviation between the window that contains the 2D structure and the

membrane (Fig. 3.16 (a)). Fig. 3.16 (b)-(c) present respectively the simulation of the diffrac-

tion pattern and the associated holographic reconstruction (with the horizontal slit as ref-

erence), at the same wavelength. The experimental results (Fig. 3.16 (d)-(e)) show a clear

difference to the simulation. However, the simulation using a broadband spectrum (Fig.

3.16 (f)-(g) ) compound of the harmonics H21, H23, H25, H27 (with the same intensity for

each harmonic order) presents the same behavior as the experimental case. This result al-

lowed us to detect a default in the coating of the parabola. Parallel to the Stereo imaging

we were working on the multi wavelength imaging project that is presented in the next

chapter (Chap. 4). We then focused on the validation of the broadband FTH technique in

two dimensions before we continue with the implementation of the 3D-broadband imaging

technique.
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a) b) c)

d) e)

f) g)

Figure 3.16: a) 3D nanometer object used with 2.6o of deviation between the window that

contains the 2D structure and the membrane. b) Simulation of the diffraction pattern us-

ing H25. c) Simulation of the holographic reconstruction with the horizontal reference.

d) Experimental diffraction pattern of the object a). e) Holographic reconstruction of the

experimental diffraction using the horizontal reference. f) Simulation of the diffraction pat-

tern using a broadband source (H21,H23,H25,H27 same intensity). g) Simulation of the

holographic reconstruction of f) with the horizontal reference

A new experimental campaign using a parabola with a multilayer coating that selects

H33 (generated in Neon) has been implemented while writing this manuscript. In this case,

the flux of photons is lower than when using H25. Consequently, reaching the desired

image spatial resolution is not possible in a single shot.

It is then necessary to increase the flux of photons in the two beams configuration to

improve the resolution in the reconstruction. As a perspective of this work, we propose

a new solution to generate two beams by avoiding the large loss due to the prism. We

can use a "double cell setup" for direct two beam generation. Two gas cells can be set in

the harmonic generation chamber (Fig. 3.2). The use of the same IR laser beam for the

generation enables the synchronization of the two HH beams. Therefore, splitting the IR
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beam is necessary. A characterization of the flux of photons of the harmonic beam in terms

of the intensity of generation has to be done to make sure that the new generation conditions

can increase the flux of photons with respect to the split setup.

3.3 Conclusions

In this chapter, the development of a HH imaging beamline to extend our previous 2D

ultrafast nanoscale imaging techniques to obtain 3D images is presented. The HH imaging

beamline is introduced. Here, we presented a solution to retrieve 3D information from

single shot acquisition that would allow following dynamics in pump probe experiments

with objects that can be irreversibly transformed or be destroyed after being pumped. For

this, a single shot 3D stereo technique was developed in our HH beamline.

Two different experimental solutions for the two sources stereo setup were studied. The

first proposed solution generates the two beams by splitting the harmonic beam with a

mirror. A second mirror deflects the reflected beam parallel to the incident beam. The two

beams are then focused at the same spot by the off axis parabola. This first solution con-

firmed the posibility to capture two diffraction patterns with the CCD camera at the same

time. However, a big constrain lies in the angle between the two incoming beam as this

sets the distance between the two diffraction patterns on the detector. We showed that the

spatial resolution in the image generated using this setup is restricted with our experimen-

tal parameters by the overlap between the two diffraction patterns. Additionally, the two

mirrors setup destroys the natural temporal synchronization between the two beams.

A second stereo lensless imaging setup was proposed. This setup splits the beam after

the off axis parabola using a prism. The angle between the two beams is controlled using

two mirrors. The temporal synchronization of the two beams was obtained by compen-

sating the optical beam path with the position of the mirrors. The synchronization was

confirmed at the f s scale by using the second harmonic of the IR beam generated with

a BBO crystal. The experimental results show that this setup allows controlling the dis-

tance between the two diffraction patterns on the CCD camera. This increases the effective

diffraction area that can be used, improving the theoretical resolution that can be achieved.

The main challenge to improve the experimental resolution is the need to increase the

flux of photons. As a perspective of this work we propose the use of a "double cell setup"

for the two beam generation. Two gas cells can be set in the harmonic generation chamber

(Fig. 3.2). This way we can avoid to split the harmonic flux of photons in two. However,

because only half of the IR energy is available for each cell, each beam XUV photon flux will

be reduced. A preliminary study of the IR intensity effect in the flux of harmonic photons

generated has to be done.
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CHAPTER 4

MULTI WAVELENGTH LENSLESS IMAGING

Ultrafast lensless imaging at nanometer scale with XUV sources has already been demon-

strated with various sources namely laser plasma X-ray lasers, X-ray free electron lasers

and high harmonic generation [6, 23, 32, 41, 73, 81]. However, applications have been re-

stricted to single wavelength imaging and femtosecond pulse duration. Indeed, there are

strong criteria on the spectral bandwidth and the temporal coherence of the pulses for im-

age reconstruction. Ideally, a monochromatic fully coherent beam has to be used. These

past decades have seen the emergence of attosecond Science (1as = 10−18 s) starting in the

early 90s from the prediction of sources generating trains of attosecond pulses (1), followed

by remarkable advances in attosecond source generation (2), attosecond metrology (3) and

applications (4). Up to now, only high harmonic generation has demonstrated the capabil-

ity to produce trains of attosecond pulses. HHG, resulting in short wavelengths (1− 100 nm

typically) emission, provides a unique opportunity to probe the most intimate components

of matter with both unprecedented space and time resolutions. To take potentiality into

reality, a novel optical system has to be developed with the aim of visualizing the struc-

tural evolution of matter at nanometer level and on attosecond time-scale. Additionally to

this ultrashort pulse aspect, the broad discrete HHG spectrum can also be used as a multi-

wavelength probe which could be element sensitive. Recently, several studies have demon-

strated image reconstruction from such diffraction patterns using iterative reconstruction

algorithms [1, 14, 21], or by using the scanning of two split and time delayed pulses [92].

These techniques are described for a broadband source with a known discrete spectrum.

Achieving attosecond coherent imaging requires being able to use the intrinsically large

spectrum without inducing a blurring of the image reconstruction. Indeed, holography is

in principle based on recording the fringe pattern resulting from the interference between

a reference wave and the beam scattered by the sample. If the differential path between

the two waves is larger than their temporal coherence lengths, then the fringe contrast may

drop dramatically and would consequently damage the spatial resolution or would even

prevent the object reconstruction. We will discuss those aspects in this chapter. We will also
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4.1 Imaging with multiple harmonic orders

consider the case of an isolated attosecond pulse where the broad spectrum is continuous.

We will see that under given conditions, imaging at a nanometer scale is possible with a

isolated attosecond pulse. This technique was developed in collaboration with the group

for lasers and plasmas GoLP from the Institute for Plasma Research and Nuclear Fusion

at the Technical University (Lisbon-Portugal) and the group of Philippe Zeitoun at LOA-

ENSTA (France).

4.1 Imaging with multiple harmonic orders

The intensity of the far field diffraction pattern generated by a multi wavelength source is

given by the superposition of the intensity diffraction at each wavelength. Therefore, taking

into account Eq. 1.26, we have that the intensity of the far field diffraction generated with a

source that has a discrete spectrum made of N wavelengths, is given by

I(ρ⃗,z) =
N
∑
n=1

1
λ2

nz2
T2

n (ρ⃗) ∣
ρ⃗/λnz

, (4.1)

where Tn(ρ⃗) corresponds to the Fourier transform of the transmittance function of the

object t(r⃗,λn) at the n-th wavelength λn. The normalized coordinates (ρ⃗/λnz), spatially

scales the Fourier transform in terms of each wavelength λn. It generates in the total in-

tensity (4.1), a superposition of the Fourier transforms of the object transmittance scaled by

each wavelength of the spectrum.

Following the description of the Fourier transform holography FTH with point-like

sources (Sec.1.4), and taking into account the linearity of the Fourier transform, the inverse

Fourier transform of the intensity distribution generated with the multi wavelength source

(4.1) is given by

FT−1 {I(ρ⃗,z)} =
N
∑
n=1

[on(r⃗) ⊗ on(r⃗) + rn(r⃗) ⊗ rn(r⃗) + on(r⃗) ⊗ rn(r⃗ − r⃗0) + rn(r⃗ + r⃗0) ⊗ on(r⃗)]
RRRRRRRRRRRλnzr⃗

,

(4.2)

where the holographic reconstructions are given in terms of the vector position r⃗′n =
λnzr⃗. Thus, we have a superposition of reconstructions scaled at the different wavelengths

(λn). From Eq. 1.31 we see clearly that the reconstruction associated with each λn presents

a different pixel size in the holographic reconstruction ∆rn, given by

∆rn = λnz
N∆k

, (4.3)

Taking into account the position of the reconstruction in the discrete representation (Eq.

1.32) and the pixel size (Eq. 4.3) we find that, the position of each reconstruction changes as

a function of λn
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P⃗n = r⃗0/∆rn. (4.4)

Therefore, the change of scale generates a separation of the different reconstructions in

the discrete representation. This effect of separation in the discrete representation is useful

for the spectrally resolved imaging technique that is presented in the following part of this

chapter.

From Eq. 4.4 we see that the distance, in the discrete representation, between the recon-

struction at two different wavelengths (λn, λm) is

P⃗nm = r⃗0 (
1

λn
− 1

λm
) , (4.5)

where P⃗nm has been normalized to the factor ∆p = (N∆k/z). This result can be written

in physical units in terms of the pixel size of the central wavelength (λ) of a broadband

spectrum as,

D⃗nm = P⃗nm∆r

= λ r⃗0 (
1

λn
− 1

λm
) .

(4.6)

From Eq. 4.5 we can see that the reconstructions are spatially separated in the direction

of the vector r⃗0. Then, to generate a spectrally resolved image it is necessary to satisfy the

relation

∣P⃗nm∣ > ∣a⃗max ∣
2

( 1
λn

+ 1
λm

) , (4.7)

where a⃗max is the maximum object size measured in the direction of r⃗0. If we replace

Eq. 4.5 into Eq. 4.7 we have the relation to calculate the minimum distance r⃗0 needed to

generate the spectrally resolved image.

∣r⃗0∣ >
∣a⃗max ∣

2
(λn + λm

λm − λn
) . (4.8)

For a given discrete spectrum, the minimum distance r⃗0 must be calculated in terms of

the closest wavelengths (λn,λm) in the spectrum. This result is also valid for the case of

holographic imaging with extended references HERALDO [32, 41].

Fig. 4.1 presents the simulation of the multi wavelength holographic reconstruction us-

ing a source with a spectrum that contains three IR harmonics (H23, H25, H27) of equal

intensities. Using the HERALDO imaging technique, the two edges of the vertical slit (Fig.

4.1 (a)) act as two point-like references. The two vectors (a⃗1,a⃗2) determine the direction

of the multi wavelength reconstruction. In this case ∣a⃗max1∣ = ∣a⃗max2∣ = 1 µm. The distance

r⃗0 = 27 µm was chosen to satisfy Eq. 4.8. The simulation of the hologram generated by

the object (Fig. 4.1 (a)) is presented in Fig. 4.1 (b) with a logarithmic color scale. The ap-

plication of the HERALDO procedure leads to a spectrally resolved image with respect to
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4.1 Imaging with multiple harmonic orders

two different references (Fig. 4.1 (c)). Fig. 4.1 presents the simulation of the multi wave-

length holographic reconstruction using a source with a spectrum that contains three IR

harmonics (H23, H25, H27) of equal intensities. Using the HERALDO imaging technique,

the two edges of the vertical slit (Fig. 4.1 (a)) act as two point-like references. The two

vectors (a⃗1,a⃗2) determine the direction of the multi wavelength reconstruction. In this case

∣a⃗max1∣ = ∣a⃗max2∣ = 1 µm. The distance r⃗0 = 27 µm was chosen to satisfy Eq. 4.8. The simula-

tion of the hologram generated by the object (Fig. 4.1 (a)) is presented in Fig. 4.1 (b) with

a logarithmic color scale. The application of the HERALDO procedure leads to a spectrally

resolved image with respect to two different references (Fig. 4.1 (c)).

c)

b)a)

a1

a2

1 um

Figure 4.1: Simulation of the spectrally resolved image reconstruction. a) Holographic ob-

ject. b) Far field diffraction pattern generated by the object a) irradiated with a harmonic

source that has a flat spectrum composed by H23, H25 and H27. The color scale corresponds

to log of the diffraction intensity. c) Spectrally resolved holographic image reconstruction

of object a) (Logarithmic color scale).

If the distance object-reference r⃗0 does not satisfy the spectral separation (Eq. 4.8) the

spectral reconstructions are overlapped. This can be seen in the result of the simulation

made in the same conditions as in Fig. 4.1 but using a smaller distance (∣r⃗0∣ = 10 µm) (Fig.

4.2).
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b)a)

1 um

Figure 4.2: Holographic imaging simulation. a) Object with an extended reference (slit) at

10 µm from the center of the object. b) Holographic reconstruction (logarithmic color scale)

of the object (a) irradiated with the harmonics H23, H25 and H27.

The overlap effect can be used to generate an holographic reconstruction with a broad-

band source. As we know, the temporal pulse duration is inversely proportional to the

spectral bandwidth. Therefore, the development of lensless imaging techniques with a

broad spectrum opens the possibility to improve the temporal resolution of the imaging

process.

Attosecond pulses require a broad spectrum spanning several eV’s in the XUV [69]. The

broad spectrum of the attosecond source can be discrete, leading to a train of attosecond

pulses [69] or continuous if an isolated attosecond pulse is generated [43]. To achieve at-

tosecond resolution in imaging it is necessary to have a source of isolated attosecond pulses,

i.e. a continuous and broad spectrum.

In this section, an alternative solution for imaging with a continuous broadband source

based on the Fourier transform holographic scheme is demonstrated. This method does not

require prior knowledge of the source spectrum.

As it has been shown (Fig. 4.1−4.2), the overlap effect can be controlled by changing r⃗0

(Eq. 4.5). In the case of the spectral imaging superposition, a minimum P⃗nm is needed. From

Eq. 4.5 it is clear that a perfect superposition with P⃗nm = 0 (all the spectral reconstructions

centered at the same point) is not possible in terms of the discrete representation. This, and

the different size of each spectral reconstruction induce a blur effect that reduces the reso-

lution of the final image. For a given spectrum, the maximum overlap (minimum distance

P⃗nm) is then achieved when we minimize the object-reference distance r⃗0 (Eq. 4.5).

In the case of a monochromatic source, the minimum distance object-reference r⃗0 is

given by the holographic condition

∣r⃗0∣ >
3
2
∣a⃗max ∣ , (4.9)

this relation avoids the superposition between the autocorrelation term

[o(r⃗) ⊗ o(r⃗) + r(r⃗) ⊗ r(r⃗)] centered in the Fourier transform of the hologram and the

reconstruction [r(r⃗ + r⃗0) ⊗ o(r⃗)] (Eq.1.30).
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Figure 4.3: Broadband holographic reconstruction. R1 and Rm are the difference in size of

the central wavelength reconstruction (λ) with respect to λm and λn respectively. Only one

dimension effects are shown.

For a broadband source, the holographic condition has to take into account

the superposition of the spatially scaled autocorrelations that form the spectrum

∑N
n=1 [on(r⃗) ⊗ on(r⃗) + rn(r⃗) ⊗ rn(r⃗)] (Eq. 4.2).

Fig. 4.3 presents an example of the different terms in the holographic reconstruction

using a broadband source with a spectral width ∆λ = (λm − λ1). To simplify, in Fig. 4.3

only the minimum and maximum wavelengths are shown, the effect on the rest of the

spectrum (discrete or continuous) is similar and is limited by the minimum and maximum

wavelengths.

The holographic multi wavelength condition is then related to the maximum size of

the autocorrelation term (2a⃗max/λ1) (centered at zero) and the closest reconstruction, that

corresponds to the maximum wavelength λm and has a total size (a⃗max/λm) centered at the

position r⃗0/λm. Therefore, the holographic multi wavelength condition can be written as

∣r⃗0∣ > ∣a⃗max ∣ (
1
2
+ λm

λ1
) . (4.10)

The broadband reconstruction consists in the superposition of each spectrally scaled re-

construction of size (a⃗max/λn) (Eq. 4.2). The central position of each spectral reconstruction

is given by (r⃗0/λn). The scale in the size and the shift of the central position as a function

of λn generates an effect of blur in the broadband FTH. This effect is not symmetric with

respect to the right and left side of the object reconstruction. The blur can be given in terms

of reconstruction associated to the central wavelength λ, i.e. as the distance Rm and R1 (Fig.

4.3) normalized respect to the central size (a⃗max/λ).

Rmλ

∣a⃗max ∣
= (1− λ

λm
)( r⃗0

∣a⃗max ∣
− 1

2
) . (4.11)

R1λ

∣a⃗max ∣
= ( λ

λ1
− 1)( r⃗0

∣a⃗max ∣
+ 1

2
) . (4.12)
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From Eq. 4.10 in Eq. 4.11 − 4.12 we can write the minimum blur as,

RmN > ∆λ

2λ1
. (4.13)

R1N > ∆λλ

λ2
1

. (4.14)

Where RmN = Rmλ/ ∣a⃗max ∣ and R1N = R1λ/ ∣a⃗max ∣. As λ1 < λm, the resolution on the left

side of the reconstruction will be better than the one on the rigth (Eqs. 4.13 − 4.14). For

the case of an isolate attosecond pulse of 530 as with a spectral range of (86− 94) eV that

corresponds to λ1 = 13.2 nm and λm = 14.4 nm [43], the minimum percentage of blur is

RmN = 4.5% and R1N = 9.5% respect to the total size of the central reconstruction. For a

maximum object size of ∣a⃗max ∣ = 1 µm, the blur corresponds to RmN ≈ 3λ and R1N ≈ 7λ (i.e.

RmN = 41 nm et R1N = 97 nm), which sets the spatial resolution limit.

The final resolution of the image reconstruction depends also of the reference size and

the maximum diffraction frequency captured by the CCD [31]. Eqs. 4.13 − 4.14 are addi-

tional factors to take into account to calculate the final experimental resolution.

In a more general way, we can define the total blurring in terms of the distance between

the two edges of the broadband reconstruction, i.e. the edge of the reconstruction associated

to λm and the edge corresponding to λ1 (Fig. 4.4).

B
h 

a
max 

a
max r

0 
r

0 

B
l 

r
0 

Figure 4.4: One dimension effect of the holographic reconstruction. Bh and Bl are the dis-

tance of the edge reconstruction associated to λm (blue) and λ1 (violet) on the high and

low frequency side, respectively. The black reconstruction corresponds to the central wave-

length (λ).

Using this description, the total blurring factor can be given in terms of ∆λ/λ, as we will

see in the following section.

The minimum and maximum blur (Bh and Bl respectively) are given at the minimum

and maximum spatial frequency present in the reconstruction (Fig. 4.4). As we are inter-

ested in the limits of the resolution imposed by the broadband holographic reconstruction

we will consider the factor Bl that is given by,
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4.1 Imaging with multiple harmonic orders

Bl = (r0 +
amax

2
)( 1

λ1
− 1

λm
) . (4.15)

From Eq. 4.10 and 4.15 we can see that the minimum blur factor Blmin is

Blmin = amax (2λ

λ1
)( ∆λ

λmλ1
) . (4.16)

Following the description of the previous section, the blur Blmin normalized with respect

to the size of the reconstruction associated to λ (in pixel size) is given by

BN = Blmin

amax/λ

=
⎛
⎝

2λ
2

λ1

⎞
⎠
( ∆λ

λmλ1
) .

(4.17)

Taking into account the relation between the energy E and the wavelength λ,

E = hc
λ

, (4.18)

where c is the light speed, we find the normalized blur factor BN (Eq. 4.17) in terms of

∆E/E.

BN = 2
∆E
E

⎡⎢⎢⎢⎢⎢⎢⎣

1

(1− ∆E
2E

)
2
(1+ ∆E

2E
)

⎤⎥⎥⎥⎥⎥⎥⎦

, (4.19)

with

∆E = Em − E1

E = Em + E1

2
.

(4.20)

In case of a linear phase relation between the different components of the broadband

pulse, the temporal duration in terms of the Fourier transform limit is given by

∆E∆t ≥ h̄4ln2 . (4.21)

From Eq. 4.19 we see that the minimum resolution given by the blur BN depends not

only on ∆E (and therefore on the pulse duration) but also on the central energy E. In Fig.

4.5 some experimental characteristics of isolated attosecond pulses are marked with the tri-

angles. In our case (attosecond pulse train generated with the harmonics H23, H25, H27 of

an IR laser), the minimum normalized resolution induced by the blur is BN = 0.34 (showed

with the black star in Fig. 4.5). As we can see in Fig 4.5, for imaging applications the fac-

tor ∆E/E is highly important to be able to retrieve the image. The current minimum blur

induced by an isolated attosecond source is 50%. It corresponds to a source with τ = 130

as generated by polarization gating ([40, 77]). To reduce the blur effect (Fig. 4.5 (b)), and
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keep the attosecond temporal resolution, new isolated attosecond sources with high E are

needed.
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Figure 4.5: a) Minimum resolution induced by blur effect (BN) of a broadband source nor-

malized respect to the object reconstruction at the central wavelength. The triangles corre-

sponds to experimental parameters of attosecond isolated pulses generated currently [15].

The measured duration using different techniques of characterization is presented in the

label of the plot. The temporal duration marked with the star corresponds to the theoretic

Fourier transform limit value. b) Zoom of (a)

4.2 Experimental demonstration of multiple wavelengths holographic

imaging

4.2.1 Experimental setup

The experimental results presented in this section were obtained at two different HH beam-

lines. The HH beamline at LOA-ENSTA and the imaging HH beamline at CEA-Saclay

driven by the IR laser LUCA (parameters are given in Sec. 3.1).

The harmonic source at LOA was generated with a 2 mJ, 50 fs IR laser (centered at 800

nm) at a repetition rate of 1kHz. The IR source was focused with a f = 65 cm lens inside

a 2cm gas cell full of Argon at 25 mbar in a surrounding ambient pressure of 25 × 10−4

mbar. Due to the short focusing configuration for the harmonic generation, the flux of

photons is two order of magnitude lower than the case of the imaging HH beamline at

CEA. The IR beam that co-propagates with the XUV source is filtered out by a thin (150

nm) aluminium foil. The basic imaging experimental setup (Fig. 3.3) was used. The XUV

source is focused with a broadband multilayer coated parabolic mirror. The beam diffracted

by the object placed at focus was detected by an X-ray CCD camera (2048× 2048 pixels of

13.5 × 13.5 µm pixel size). An on axis parabolic mirror titled at ≈ 10o was used. The tilt

induced an astigmatism on the beam that generated a spot with an aspect ratio of 1 ∶ 4 on
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4.2.2 Spectrally resolved results

the object plane. This effect was used to optimize the flux of photons on the sample. The

samples used (object + reference) have an overall size of (3 µm × 9 µm).

The spectrum of the source reflected by the parabolic mirror was characterized using a

two slits interferometer. The far field diffraction pattern (Fig. 4.6 (a)) generated by the two

slits of width s = 120 nm separated at a distance d = 2.7 µm, was detected by the X-ray CCD

placed at a distance z = 4.7 cm from the slits. The Fourier transform of the interferogram

presents a spectrum composed by a discrete superposition of the harmonics H23, H25 and

H27 (Fig. 4.6 (b)). The intensity of H23 and H27 is similar while the harmonic H25 is

stronger.

a) b)

Figure 4.6: Broadband spectrum characterization. a) Two slits far field interferogram gener-

ated at the plane z = 4.7 cm with a distance d = 2.7 µm between the slits centers. b) Spectrum

of the source found after Fourier transform of the interferogram (a).

4.2.2 Spectrally resolved results

The experimental campaign to demonstrate spectrally resolved holographic imaging took

place at the HH beam-line of LOA using the experimental setup described in the precedent

section. The object and reference were drilled using a FIB on a Si3N4 membrane (75 nm

thickness) with a gold layer (100 nm). Fig. 4.7 presents a SEM (scanning electron micro-

scope) picture of the object.

500 nm

Figure 4.7: SEM image of the holographic sample. The sample is composed of the object Λ

and a point-like reference.

The object has an overall size of (2.6 × 1.7)µm2 with an asymmetric width. The point-

like circular reference was designed to have a diameter (h = 120 nm), from the SEM picture
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we can see that only the central part has been drilled completely, therefore the diameter is

∼ 2 times smaller. The distance object reference r⃗0 = 5.9 µm obeys the spectrally resolved

imaging condition, given in Eq. 4.8, taking into account the fact that the maximum object

size in the direction of the reference is ∣a⃗max ∣ = 230 nm and the discrete spectrum λ1 = 29.6

nm, λ2 = 32 nm and λ3 = 34.8 nm (Fig. 4.6).

Fig. 4.8 presents the multi-wavelength hologram detected at z = 4.7 cm from the sample.

Because of the low harmonic photon flux, an acquisition of several minutes was necessary,

despite the high laser repetition rate (1kHz). The center of the diffraction pattern has been

filtered out experimentally to avoid the saturation generated by the direct beam.

Figure 4.8: Multi-wavelength hologram of the object Fig. 4.7. The inset is a zoom on the

central part of the hologram that has been filtered out experimentally to avoid direct beam

saturation.

The holographic reconstruction of the diffraction pattern (Fig. 4.8) is presented in Fig.

4.9. The object transmittance is successfully retrieved for each wavelength that is present

in the spectrum (Fig. 4.9. (b)) without overlap between the different reconstructions. This

demonstrates the spectrally resolved imaging technique when the distance object-reference

satisfies the condition presented in Eq. 4.8.
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a)

b)
c)

Figure 4.9: a) Holographic reconstruction of the diffraction pattern (Fig. 4.8). b) Zoom on

the spectrally resolved image reconstruction which is overlapped with a noise generated

by the default at the center of the diffraction pattern (Fig. 4.8). c) Profile through the doted

line of (b). The color scale is logarithmic.

The default induced at the center of the diffraction (inset in Fig. 4.8) generates a noise

that is partially overlapping with the spectral reconstructions (Fig. 4.9. (b)). The profile of

the reconstruction through the dotted line in Fig. 4.9 (b) is presented in Fig. 4.9 (c). We

can see clearly in the profile that the contrast of the image reconstruction is affected by the

noise.

The reconstruction can be seen as the correlation between the Fourier transform of the

central part with the Fourier transform of the rest of the hologram. Fast variations in inten-

sity between these two regions generates additional noise in the reconstruction. Taking this

into account, the center of the diffraction pattern has been filled digitally using an smooth

function. The processed hologram is presented in Fig. 4.10 (a). The inset shows in detail

the central part. The profile of the spectrally resolved image, taken through the doted line

on the holographic reconstruction (Fig. 4.10 (b)), is represented by the black line in Fig. 4.10

(c). The comparison between the profile after the digital filtering (black line) and the profile

before the filtering ( red dotted line) shows a clear improvement of the SNR with the use of

the digital filter.
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b)
c)

a)

Figure 4.10: a) Hologram digitally filtered at the center. The inset shows in detail the filtered

central part. b) Holographic reconstruction of the hologram (a). c) Profile through the white

line on the reconstruction ((b)), black line. And profile of the reconstruction without the

digital filtering on the center, red doted line.

In this case, the object has a real transmittance that is equal to one inside the object and

zero outside. Consequently, the value of the transmittance retrieved after the reconstruction

process depends only on the intensity of the beam at the considered wavelength. This can

be clearly seen in the good agreement between the profile of the spectrally resolved image

reconstruction (Fig. 4.10 (c)) and the intensity relation between each wavelength given in

the spectrum characterization (Fig. 4.6). The highest intensity reconstruction is obtained at

λ2 = 32 nm while the reconstructions at λ1 = 29.6 nm and λ3 = 34.8 nm present almost the

same intensity. The small intensity difference between λ2 and λ3 presented in the spectrum

(Fig. 4.6) is also retrieved in the holographic reconstruction.

The asymmetrical width of the object shown in the SEM picture (Fig. 4.7) is perfectly

retrieved in the spectrally resolved reconstruction (Fig. 4.10 (b)). The smaller width of the

bottom half generates a lower flux of photons and then a lower intensity in the spectrally

resolved image.

The spatial resolution of the spectral reconstruction (re) was calculated using the pixel

size corresponding to each wavelength (Eq. 4.3) with a pixel size of the CCD camera given

by (∆k = 13.5 µm). We adopted the Rayleigh criteria, i.e. the distance between 90% and 10%

of the maximum signal on the object profile (Fig. 4.11) (b)). The resolution was measured

for each one of the different reconstructions at three different positions (Table. 4.1). The

dashed lines on Fig. 4.11 (a) show the positions (c1, c2, c3) on the reconstruction generated
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Profile re (λ1) [nm] ± 10 nm re (λ2) [nm] ± 10 nm re (λ3) [nm] ± 10 nm

c1 64 70 76

c2 103 111 91

c3 116 139 151

Average 94 107 106

Table 4.1: Resolution of the spectral reconstruction at three different positions on the object

reconstruction (c1, c2, c3). The error of the measurement is given by the pixel size.

at λ3.
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c)

Figure 4.11: Left, spectrally resolved reconstruction. Right, Line-outs along the positions

a) c1 b) c2 and c) c3, along each spectral reconstruction, λ1 = 34.8 nm (dashed red line),

λ2 = 32.0 nm (green line) and λ3 = 29.6 nm (blue line).

The best resolution was obtained at position c1 (Table. 4.1) which is the part where

the three object reconstructions have a larger separation. The value of the resolution re

increases at positions c2 and c3 as a consequence of a partial overlap between the signal

of the different reconstructions (at these positions the object width is larger). This partial

overlap generates a change of a resolution from ∼ 2λ at the position c1 up to ∼ 3λ for the

average resolution.

The dimension of the object corresponding to each reconstruction (Fig. 4.11 (a)) was

calculated using Eq. 1.31. The length of the upper half object (Fig. 4.11 (a)) has an extension

of Lm1 = 1.90 ± 0.1 µm, Lm2 = 1.89 ± 0.1 µm and Lm3 = 1.88 ± 0.1µm respectively for each

wavelength λ1, λ2 and λ3. This is in perfect agreement with the size Lm measured from the

SEM image (Fig. 4.7), Lm = 1.90± 0.01 µm. The maximum discrepancy is 1%.

4.2.3 Broadband overlapped reconstruction

Following the description presented in Sec. 4.1, a small object - reference distance r0 was

used to generate the broadband overlapped imaging reconstruction. In this case the broad-
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band source is composed of a discrete spectrum (Fig. 4.6 (b)). The sample used to generate

the overlapped reconstruction is presented in Fig. 4.12.

b)

500 nm

Figure 4.12: Sample used for broadband overlaped imaging. The sample is composed of

the object Λ and a circular reference.

The sample has been made using a FIB in the same conditions as the sample of the

previous section (fig. 4.7). The object presents an asymmetrical width and a maximum

object size of ∣a⃗max ∣ = 410 nm. The small distance object-reference ∣r⃗0∣ = 1.28 µm respects the

broadband holographic condition given in Eq. 4.10.

The broadband hologram has been detected in conditions similar to the one of the spec-

trally resolved hologram (Fig. 4.8). The distance object - CCD is z = 4.7 cm and several

minutes of exposition were necessary to capture the far field diffraction. The diffraction

pattern (Fig. 4.13 (a)) presents a strong noise at the central part. The noise, that has been

generated by parasitic signal scattered on the optical system (inset on Fig. 4.13 (a)), has a

well defined circular edge. The Fourier transform of the diffraction pattern (Fig. 4.13 (b))

is then the correlation of the broadband holographic reconstruction with the Fourier trans-

form of the noise. As the noise has a circular profile, we see clearly that the concentric ring

structure on Fig. 4.13 (b) is produced by the noise in the diffraction.

93



4.2.3 Broadband overlapped reconstruction

a)
b)

Figure 4.13: (a) Broadband hologram generated with a small object-reference distance (Fig.

4.12). The central part of the hologram (inset) presents a circular shape noise. (b) Broadband

holographic reconstruction of (a) in logaritmic color scale.

To filter out the noise on the diffraction pattern we have used the technique of sym-

metrization. This technique is based on the fact that the Fourier transform of a real function

has a center symmetry (Sec. 3.2.1). As the strongest effect of the noise on the diffraction

pattern is localized on the left half of the diffraction (Fig. 4.13 (a)), we have used the cen-

tral symmetry of the right half to correct the default induced by the noise. The result of

the symmetrization is presented in Fig. 4.14 (a), the inset shows how the circular noise

presented in the original diffraction pattern (Fig. 4.13 (a)) has been completely removed.

Consequently, the concentric rings that modulate the broadband holographic reconstruc-

tion from the original data (Fig. 4.13 (b)) are not present in the holographic reconstruction

of the filtered diffraction (Fig. 4.14 (b)). The improvement of the broadband holographic

reconstruction permits to retrieve the whole object, including the bottom half that has a

smaller width (Fig. 4.12).

a)
b)

Figure 4.14: a) Central symmetrization of right half diffraction signal in Fig. 4.13 (a). The

inset correspond to the central part of the filtered diffraction. b) Broadband holographic

reconstruction of (a). The color scale in the reconstruction is in logarithmic scale.
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Figure 4.15: a) Broadband holographic reconstruction. The term of autocorrelation has been

masked. b) Line out along dashed line c1 in (a)

Three different profiles at the positions c1, c2 and c3 (Fig. 4.15 (a)) were used to calculate

the resolution (Table. 4.2). The central wavelength of the broadband source (λ = 32.1 nm)

was used to calculate the pixel size in the holographic reconstruction (Eq. 1.31). The value

of the resolution re increases towards the center of the reconstruction plane. This can be

explained as a decrease of the SNR. The different sources of noise as the parasitic scattered

signal and the direct beam correspond to low frequency noise and therefore are located on

the central part of the reconstruction plane. Moreover, the autocorrelation term presents

a higher amplitude at the center of the reconstruction plane. These two effects decrease

the SNR through the zero in the reconstruction plane generating a change in the resolution

from ∼ 2.6λ on c1 up to an average resolution ∼ 5λ.

c1 c2 c3 Average

re [nm] ±10 nm 84 126 266 159

Table 4.2: Broadband overlapped image resolution at three different positions on the object

reconstruction (c1, c2, c3).

Considering the spectrum of the broadband pulse (Fig. 4.6), and the superposition of

the individual electric fields with an arbitrarily chosen phase relationship, we can expect

an XUV pulse consisting of a train of 400 as pulses separated by 1.4 fs in a 25 fs Gaussian

envelope. In this case (train of attosecond pulses), each spectral component has a temporal

coherence τ close to the Gaussian envelope, i.e. τ ≈ 25 fs, and then, the interference needed

for the imaging technique can be generated between the field of the first pulse or the last

one of the attosecond train. Therefore, the temporal resolution to follow dynamics is given

by the 25 fs Gaussian envelope. With a continuous spectrum this technique is still valid. In

that case (isolated attosecond pulse) sub-fs resolution can be achieved.
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4.3 Conclusions

In this chapter, we have presented the experimental demonstration of a new technique

of spectrally resolved holographic imaging using a discrete broadband soft X-ray source.

High-Harmonic generation sources emitting at short wavelengths (1-60 nm typically) pro-

vide a unique opportunity to probe the most intimate component of matter with both un-

precedented space and time resolutions. To take potentiality into reality, a novel spectro-

imaging system has been developed with the aim to visualize the structural evolution of

matter at nanometer level on attosecond time-scale.

Holography is in principle based on recording the fringe pattern resulting from the in-

terference between a reference wave and the beam scattered by the sample. If the differen-

tial path between the two waves is larger than their temporal coherence lengths, then the

fringe contrast may drop dramatically and would consequently damage the spatial resolu-

tion or would even prevent the object reconstruction. Here, we have shown that the HHG

source have all the spatial and spectral coherence properties suitable for multi-wavelength

or attosecond coherent imaging.

We have described the steps from monochromatic to multi-wavelength coherent imag-

ing. The monochromatic imaging can be constrained by a serious requirement, to keep

the intrinsically large spectrum of such ultra-fast source throughout the imaging system.

However, the multi-wavelength imaging allows to access the broadband dynamics of an

object.

First, the spectral separation is controlled in the discrete reconstruction plane using the

distance object - reference r⃗0. This determines an important experimental constraint. To

avoid spectral overlap between reconstructions, the separation r⃗0 has to increase propor-

tionally to the total size of the object, and inverse proportionally to the spectral separation

between the discrete wavelengths (λm − λn). Therefore, the larger the distance r⃗0 is, the

larger the focal spot needed to illuminate the sample is required. This generates a reduction

of the flux of photons while the number of photons incident on the sample is a crucial pa-

rameter to ensure a good spatial resolution. A solution proposed is to use a two HHG beams

configuration, one illuminating the sample and a second illuminating the holographic ref-

erence. The principle is similar to the one exposed as a perspectives of the stereo imaging

in Chapter 3.

Second, the broadband overlapped reconstruction, presented in this chapter, describes

the possibility to implement continuous broadband holographic imaging with an attosec-

ond temporal resolution. For this, an isolated attosecond pulse is needed. CDI and hologra-

phy usually require a monochromaticity factor that does not exceed 10−2. Note that a 100 as

pulse requires a relative spectral width ∆E/E of about 1/5 at 30 nm and 1/15 at 10 nm (these

operating wavelengths are quite standard for attosecond sources), while ∆E/E for one har-

monic varies between 10−3 to 10−2, depending on the driving laser spectral width. Then
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two basic constraints have been demonstrated. The large spectrum generates an asymmet-

ric blur effect around the central reconstruction (associated to λ). The minimization of this

blur factor can be made using the minimum distance r⃗0 that is given by the broadband

holographic condition. From the blur factors presented in this chapter we can see that the

blur increases proportionally to the bandwidth ∆λ but with the inverse of the minimum

wavelength λ1. Note that next generation attosecond sources operating around 1nm will

have spectral width below 10−2 that would directly allow working with standard lensless

imaging techniques.
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CHAPTER 5

PERSPECTIVES

Measurement of the coherence of the VUV emission assisted by

nano-plasmonic field enhancement: HHG or plasma emission?

The generation of high-harmonic radiation is one of the most exciting and promising areas

of research in ultrafast optics and strong field laser physics. The ability to produce coher-

ent radiation in the XUV (1− 100 nm) as well as the possibility to generate attosecond light

pulses have opened up new research areas. HHG relies mostly on Ti:Sapphire amplifier

lasers as the generation process requires driving intensities in the 1013 − 1014 W/cm2 range.

As a result, some major limitations exist for many academic and industrial applications,

e.g., repetition rates limited to a few kHz and high acquisition and maintenance costs. In

a completely different area of research, focused mainly on near-field imaging and Raman

spectroscopy, scientists have been working for years on techniques using plasmonic reso-

nances to achieve local enhancements of electric fields at the nanometer scale. In this con-

text, the idea of using bowtie antennas made from gold has shown to hold a lot of potential.

Such nanostructures have plasmonic resonances corresponding to an optical wavelength

typically in the range 700− 1000 nm and allow for field enhancement when resonantly ex-

cited. Until recently, there was no link between the strong field physics and this particular

field of nanophysics. In 2008, Kim et al. combined these two scientific fields in a novel and

stunning approach to generate high-harmonic radiation at a repetition rate of 75 MHz [46].

By focusing laser pulses from a standard femtosecond oscillator with pulse energy of 1.3 nJ

onto a gold nanostructure (see inset in Fig. 5.1), they were able to achieve field enhance-

ment by more than a 1000 factor. This enhancement is so efficient that even the moderate

intensities achievable by a laser oscillator allow for the generation of XUV radiation in ar-

gon. The authors measured frequencies up to the 17th harmonic of the fundamental field,

i.e., spectrum extending below 50nm which indicates a field enhanced intensity of ∼ 5 ⋅ 1013

W/cm2 Fig.5.1 (a). This work was a first proof-of-principle experiment.

Recently, the group of Ropers [84], using nearly identical conditions as Kim et al., stud-
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Figure 5.1: a) Measured spectrum by the group of Kim [46]. H7, H9, H11, H13, H15, H17

were identified. b) Results from Sivis et al. [84]. Detected spectral density (solid black line).

Second grating diffraction order (solid red line). The emission corresponds to atomic line

emission from neutral (Ar I; filled triangles) and singly ionized (Ar II; open triangles) argon.

Wavelengths expected for HHG are shown in the upper x-axis.

ied the emission from atomic xenon confined in a plasmon-enhanced laser field. They ob-

served EUV emission from the gas-exposed nanostructures, but came to the entirely dif-

ferent conclusion that harmonic generation was not the source of the emission. Instead,

they attributed emission lines to radiative decay in neutral and ionized atoms (Fig. 5.1 (b)).

Pushing their progresses, the Korean group developed a new funnel waveguide in 2011,

which allows 3D coupling of the laser to the plasmonic field [68]. The funnel waveguide

has been shown to allow for clear, stable and consistent generation of high harmonics up to

43rd order in xenon with reasonable optical and thermal damage.

The results of Sivis et al. [84] opened then the controversy, is it or not possible to have

HHG using the field enhancement induced by resonant plasmons? One evidence of HHG

can be given by the measurement the spatial properties of the radiation which has never

been measured. This should indicate the coherent nature of the process, i.e. high harmonic

generation. The interaction length along the laser propagation axis is restricted to a few

nanometers so that each nanostructure acts as a point-like source to generate harmonics ra-

diation. In the far field, the spatial profile is a coherent superposition of the individual EUV

nano-sources: this gives an undisturbed view into the microscopic response and possibly

measurement of "single-atom" harmonic spectrum.

Let us recall the fundamental aspects of the plasmonic nanostructures/laser light inter-

action. Briefly, in metal and non-metallic nanostructures, excitation by light at infrared to

visible frequencies often produces coherent oscillations of surface charge density on the

nanostructures called localized surface plasmon (LSP) resonances and generates an elec-

tric field as shown in Fig. 5.2. The plasmonic field adds to the light field, resulting in a

stronger interaction between the field and the medium but in a small spatial region. Plas-
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Figure 5.2: When submitted to an electric field the electric charges within a metallic nanos-

tructure start to oscillate and generate an additional electric field.

monic nanoparticles are important in a broad variety of applications, including surface-

enhanced Raman spectroscopy, solar energy production, biomedical and chemical sens-

ing, and even tumor detection and treatment. These applications lie in the low intensity

regime. However, LSP resonances can boost up the intensity level by more than 3 orders

of magnitude. This enhancement offers the possibility of accessing the strong field regime,

i.e., above 1013W/cm2 where atoms can be ionized, directly by using moderate femtosec-

ond laser pulses emitted from an oscillator with intensities of 0.1–1 TW/cm2. Without the

need for chirped pulse amplification, the plasmon driven strong field draws attention as a

promising method to produce coherent soft X-rays by high order harmonic generation at

a MHz repetition rate. Besides, the plasmonic field enhancement is narrowly localized in

a sub-wavelength spot size which could be useful for innovative targeted nanoscale appli-

cations. Finally the dynamics of the plasmonic excitation takes place on attosecond time

scales over distances of around 10 nm or less. Hence potentially a spatio-temporal resolu-

tion down to the single atom and attosecond range appears to be possible.

In a collaboration with the group of Milutin Kovacev at Hannover University in Ger-

many we proposed to characterize the spatial coherence of the EUV radiation generated by

field enhancement in similar conditions to the generation setup of Kim et al. [46]. I have

been working on simulating the far emission of the radiation and setting up the experimen-

tal design for measuring the coherence from the measurement of the far field field emission.

The techniques basically rely on the method of spatial coherence characterization presented

in Chapter 1 to corroborate if the XUV radiation is coherent (HHG) or incoherent (line emis-

sions). Due to the size of the individual EUV nano-sources, the divergence of the beam is

extremely high, above 120○. The far field should exhibit similar feature as a coherent diffrac-

tion pattern or a hologram. Simulations are shown in Fig. 5.3 for a single harmonic (13th).

The observation of interferometric modulation should give a clear signature of the coher-

ence of the generation process. Furthermore, by using a coherent diffractive imaging or a

holographic scheme, we will reconstruct the complete spatial amplitude and phase distri-
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Figure 5.3: (a) SEM image of a typical bow tie array. (b) Distribution of 20nm size HHG

sources calculated from (a). (c) Far field emission of the HHG sources array shown in (b)

The calculations are performed for harmonic 13th. The CCD detector is located 2 cm af-

ter the bowtie array. (d) Zoom of the first Airy disk which shows modulation from the

interferences of the mutually coherent HHG sources.

bution of the harmonic EUV nano-sources revealing the localization and strengths of the

plasmonic fields.

However, the HHG spectrum is a comb of odd frequencies of the driving IR laser. We

have also performed the simulation for the multi-wavelength case (using the simulation

tools developed in Chapter 4). The results for harmonics 11th to 17th generated in xenon are

presented in Fig. 5.4. We clearly see the interferometric modulations showing the spatial co-

herence related to the HHG process. Other features in Fig. 5.4 correspond to the frequency

beating between harmonics. Interestingly, we can extract the spectrum from the diffraction

pattern as the sample acts as a diffraction grating. The harmonic spectra can be extracted

from several diffraction orders as shown in Fig. 5.4 (right image). Here, a multi-wavelength

phase retrieval can be used to retrieve the nano-plasmonic HHG source distribution.

The Fourier transform of the multi-wavelength diffraction pattern (Fig. 5.5 (b)) repre-

sents the autocorrelation of a redundant array of point-like sources scaled at the different

wavelengths of the spectrum. As we saw in Chapter 1, each pair of sources (n,m) will gen-

erate a peak in the Fourier transform. The amplitude of each peak Cnm is proportional to

the intensity of each point-like source (n,m) and to the degree of coherence µnm. Therefore,

from the structures of peaks in the Fourier transform of the diffraction pattern (Fig. 5.5 (b))

it is possible to determine if the XUV field is coherent or not.
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Input spectrum

FT of Diffraction patteern 
(far field spatial profile)

Line-out along the red dashed line 
showing the HHG spectrum

Figure 5.4: Simulation of the multiwavelength case. We consider here the HHG spectrum

generated in xenon and transmitted through a 150 nm aluminum filter which cuts the lower

harmonic orders. Left: spectral profile of the light going to the CCD detector. Middle:

Spatial profile calculated 2 cm after the source. Right: plot profile along the red axis shown

in the far field spatial profile. We see the first and second diffraction orders of the harmonic

spectrum.

a) b)

Figure 5.5: a) Simulation of the diffraction pattern generated with the spectrum of Fig. 5.4.

b) Fourier transform of the diffraction pattern.
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Figure 5.6: Left: experimental setup for the measurement of the far field emission of the

HHG assisted by nanoplasmonic field amplification. Right-up: Array of bow-tie antenna

produced using a focused ion beam (FIB). Rigth down: Zoom of 3 bow-tie antenna. The

gap between two antenna is of 20 nanometers.

The very first results of the experiments have been obtained while writing this

manuscript. We collect the light using a 28 × 28 mm2 CCD camera located as close as 20

to 30 mm from the source (Fig. 5.6).

Fig. 5.7 below shows the diffraction pattern measured with a Xenon gas target. Two

aluminum filter of 160 nm thickness each (LUXEL company) are set before the CCD to

filter out the infrared radiation. One issue in collecting the data has been the radiation

damage of the sample so that we could not get signal accumulation over 5 minutes exposure

time. The data taken over 60s accumulation time are shown in Fig. 5.7. The far field with

gas shows a spot that could be attributed to VUV emission ( HHG or plasma). We also

see that this spot stands on a strong background emission. The Fourier transform (right

image) shows vertical lines which could be attributed to interferometric modulation from a

coherent source. To investigate the origin of these modulations we have taken data without

gas. The far field emission does not show any spot but only the background signal (similar

to the background with gas). The Fourier transform of the far field shows exactly similar

vertical lines as the case with gas. Apparently those lines come from the infrared radiation

that still goes through the aluminum. Indeed, even with a transmission of 10−8 there is

enough light emitted by the femtosecond laser oscillator to induce some background signal

on the CCD.

In conclusion, we have obtained the very first indication of VUV emission assisted by

plasmonic field enhancement using and array of bow tie antennas. We do not see any
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Far field with gas FFT field with gas

Far field NO gas FFT field NO gas

Figure 5.7: Far field emission measured by our soft X-ray CCD camera. Left up: with xenon

gas. Right down: without gas. Right up and down: Fourier transform of the far field

emission.

evidence of the coherence of the process as the signal is too weak. Infrared radiation is

seen and exhibits structures that could be related to the far field interferences produced

by the support of the array of bow tie antennas (and not the bow ties themselves as they

are much smaller than 800nm radiation wavelength). The analysis is undergoing. The

experiment continues in 2015 using thicker filters to remove totally the IR. Another progress

will be to change the gas injection setup to increase the gas pressure by at least two orders

of magnitude. Consequently, the number of HHG emitters should also increase. We will

also use indium and tin filters that will select only two harmonics (instead of 4− 5 with an

aluminum filter) the 9th and 11th (indium) or 11th and 13th.

Time resolved nanoscale imaging with multiple harmonic wavelengths

While intuitively one could think that a monochromatic illumination of the sample is

needed for coherent diffractive experiments, we have shown that lensless imaging using

a broad multi-wavelength spectrum on simple test objects is possible (see Chapter 4). Fur-

ther experiments are however needed to improve the quality of the images. The goal is

to use the technique in a pump-probe configuration. Indeed, large broadband probing of
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Figure 5.8: Sketch of the experimental setup for IR pump - soft X-ray probe plasma dynam-

ics via multi wavelength imaging.

the soft-X-ray optical index of matter is of high potential for resolving concrete problems in

various scientific areas from physics (magnetism, phase transition, plasma, . . .) to biology

(water window imaging, element selective spectro-imaging, . . .). A multi-wavelength soft

X-ray probe allows for example measuring the property of a material above and below a

specific transition edge simultaneously within the same sample. Finally, let us mention as

a potential application that such broadband spectrum would allow attosecond imaging.

As a perspective of the work presented in Chapter 4, the CEA group will con-

duct in spring 2015 a multiwavelength imaging experiment to probe the dynamics of a

nanoplasma. At a nanometer scale, the properties and evolution of a plasma can be influ-

enced by its confinement (field enhancement effect for example, absorption resonances,. . . ).

Let us consider harmonics that lie above and below the titanium M-edge located at an en-

ergy of 32 eV (this corresponds to harmonic 21). The holographic sample is composed of a

thin titanium foil with a nanoscale design and a reference (Figs. 5.10 - 5.11). The harmonic

beam illuminates the sample and the diffraction is detected using a soft X-ray CCD camera.

The Fourier transform of the diffraction pattern should reveal the image of the nanoscale

design at each probing wavelength (Fig. 5.8). The separation of these reconstructions de-

pends on the position of the holographic reference. We have calculated that if the nanoscale

design is in a box of 1 µm × 1 µm then the reference should be at least at 13 µm away from

the box to avoid the overlap of the images reconstructions at each harmonic wavelength.

What happens if the titanium foil is heated using an infrared laser at an intensity of

about 1014 W/cm2? The laser energy deposited into the foil will create a plasma. During the

heating, the position of the M-edge will radically shift to higher energy. As a consequence
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0 fs 100 fs 500 fs 1 ps

Figure 5.9: Simulations of the titanium expansion. The code allows tracing the proton den-

sity in free vacuum. Left: sample before laser heating. The two red rectangles are titanium

wires of 200 nm width. The distance between them is of 1 µm. left to right: proton density

at 100 fs, 500 fs, 1 ps after laser heating.

the harmonics that are located above the M-edge will start to be transmitted by the sample.

At the same time the plasma will expand. The clear image reconstruction obtained before

heating should then be blurred as the time delay increases. The multi-wavelength nanoscale

imaging should also show the nano-plasma collision that will occur in the vacuum inside

the slits included in the sample design. The plasma expansion happens at a speed of 1

nm/fs. The design of the sample will consist in groove of 1 µm width so that the collision

should occur at a delay of about 500 fs. Let us mention that the temporal resolution that

can be reached with our experimental design if of 20 fs (limited by the pulse duration of a

single harmonic). This should allow observing the very early stage of the plasma heating

together with the nano-plasma collision and plasmonic field enhancement effects.

The PIC simulations shown in Fig. 5.9 reveal the fast expansion of the plasma. The simu-

lation where performed using two titanium wires separated by a distance of 1 µm. Already,

100 fs after the laser heating we see that the wires expand. This expansion is extremely

fast so that at a delay of 500 fs the fastest protons have been traveling almost 500 nm away

from the target. This should be observable with our ultrafast holographic probe. 1 ps af-

ter the laser heating we observe that the expansion is mainly lateral and we do not see the

plasma collision between the two wires. Further simulation are undergoing with another

sample geometry in order to get a higher confinement of the plasma. This should facilitate

the plasma collision. Additionally, we should observe a heating enhancement at the early

stage of the process by the plasmonic resonance induced by the nanoscale confinement of

the target. Fast protons should be ejected at this early stage (simulations not shown here).

One of the issues is to achieve single shot imaging. Indeed, it will be difficult to accumu-

late over many shots as fluctuation of the plasma dynamic might blur the holograms. The

sample should be renewed for each shot and even if we can ensure a good reproducibility

of the sample design, other parameters such as infrared laser or harmonic beam energies,

pointings, shapes, wavefronts, etc. . . will vary. We have developed a new holographic

scheme to enhance the signal to noise ratio. We will use multiple references. All the re-
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Figure 5.10: Simulation of the image reconstruction for a broad harmonic spectrum from

H15 to H29. The holographic distance (22.5 µm) is large enough to ensure a separation for

the images obtained at each wavelength.

Figure 5.11: Simulation of the image reconstruction for a broad harmonic spectrum from

H15 to H29 and 7 holographic references. The holographic distances are 15 and 22.5 µm.

construction can be added in amplitude and in phase, the phase being a very important

parameter to enhance the image quality [32].

Figure. 5.10 below shows the basic principle with one reference and figure 5.11 with

7 references. In Fig. 5.10, the reference is located at a distance of 22.5 µm, the simulation

shows a clear separation of the object images obtained for harmonics from 15th to 29th.

Those harmonics have been chosen to simulate the HHG spectrum generated in argon and

transmitted through an aluminum filter. The separation is large enough to observe a plasma

expansion of twice the sample size.

Figure 5.11 shows simulation with the same HHG parameters but with a holographic

design with 7 references and two holographic separations 15 and 22.5 µm. For a distance

of 15 µm, the sample image reconstructions are separated except for the one reference hole
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(up, left) where the highest harmonic orders reconstructions start to overlap. This might be

critical for a pump probe experiment where the plasma expansion will occur in a box that

will be at least two times larger than the sample size. However this might not be enough

as the plasma expansion shown in the simulation should be hold in a box of at least 5 times

the sample size. This means a holographic separation of about 100 µm. This would then

generate experimental constraints as for example the homogeneous illumination of all the

reference. A new setup with two HHG sources would be then more suitable.

In conclusion, we have shown a very original perspective of the multi-wavelength imag-

ing technique presented in Chapter 4 . This powerful method should allow to spectrally

resolved the plasma dynamics at a nanometer scale and with a femtosecond temporal reso-

lution. Other application in magnetism and biological imaging are also envisaged.

109





CONCLUSIONS

The objective of this thesis was to study new XUV imaging techniques in single shot, to-

wards the development of new applications using HH and FEL sources. The work pre-

sented in this thesis was divided in two parts; the first is focused on the characterization of

the sources and the second on the development of new imaging techniques. Some applica-

tions and perspectives of this work have also been presented.

In Chapter I a new single shot technique of spatial coherence characterization was pro-

posed and validated using HH sources. This technique allows studying the spatial coher-

ence without any intensity measurements. We have first presented the simulations which

show the feasibility of single shot coherence measurement using a non-redundant array of

apertures. These apertures can be set in such a way that they sample the coherence at var-

ious distances. This works only under the assumption of shift invariance which is quite

reasonable and realistic. This is quite advantageous compared to other techniques such as

Young two slits interferometry technique. Note that this later requires that the intensity on

each slit is equal. This is not the case for the non-redundant array which does have any a

priori requirements on the intensity distribution.

The error induced in terms of pointing stabilization was studied using simulations. The

shot to shot variation of the intensity distribution induces an error in the measurement even

if the intensity at each aperture is measured. Usually, in other methods, only the informa-

tion of the intensity variation from shot to shot could avoid this measurement error. Here,

the simulations demonstrate that the NRA technique in single shot eliminates the error

induced by pointing stabilization. We have then studied the case where the signal is accu-

mulated over many shots. Errors can be minimized by measuring the intensity variation as

in all the techniques. However, without knowledge of the intensity, we have demonstrated

that the NRA technique induces a smaller error than the Young interferometry technique.

We have validated these simulations by performing measurements of the spatial coher-

ence of harmonic 33 of the LUCA laser facility operating at 800nm. The experiment is in

good agreement with the simulations showing a Gaussian behavior for the two generat-

ing conditions used in the experiment. This opens perspectives for the coherence studies

on HHG or FEL sources. However, as fluctuation from shot to shot may alter the results,

single shot measurements are more suitable.
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We presented the extent of the multiple apertures method from the far field case to the

intermediate field. This can be useful for sources like FEL where the beam cannot always

be accessible at end-station. A quadratic term of phase modulates the correlation between

the different pair of apertures. This term has to be corrected to extract the spatial coherence

measurement from the Fourier transform of the intermediate diffraction plane.

Finally, the relation between image reconstruction and spatial coherence of the source

was studied in the case of Fourier transform holographic imaging. We presented the de-

duction of an analytical expression for the Fourier transform reconstruction with a partially

coherent beam. From this description we can see that any modulation in the object recon-

struction induced by a shift invariant phase of the spatial coherence is avoided by using

the FTH with a point-like reference. In the case of an extended reference, shift variations of

the phase in the spatial coherence may generate a superposition out of phase in the object

reconstruction. This can degrade the object reconstruction. As a perspective of this work

we plan to study the effect of the derivative algorithms for FTH imaging with extended

sources in terms of the spatial coherence.

Chapter II presents experimental results of wavefront sensing in the XUV range. Using

a commercial Hartmann wavefront sensor the focusing system of our harmonic beamline

was optimized. The focal spot was reduced improving in this way the flux of photons in an

area of 5 µm2 which is now typical in our imaging experiments. The aberrations present in

the phase of the source (and induced by our focusing system) were reduced from an RMS

error of ∼ λ/3 up to ∼ λ/6.

We have then applied this technique to characterize the wavefront and the focusing of

the soft X-ray beam of different FEL facilities. An experimental campaign has been con-

ducted at the AMO station at the LCLS free electron laser. The goal was to optimize in

real time the focusing system. We have shown in this manuscript that the wavefront sen-

sor allows getting high order aberrations terms which are not be easily corrected using the

standard PMMA technique. In particular we see a visible reduction of the coma aberration

after alignment with the wavefront sensor. The total RMS wavefront error was reduced

from 5.4λ down to 4.8λ with λ = 2.26 nm. The remaining aberration was induced by a

carbon deposition on the K-B system.

At FERMI@Elettra, the K-B focusing system has been optimized to a value close to the

limit of the mechanical system. By following the wavefront measured with the XUV Hart-

mann sensor as a feedback, the KB mirrors were bended to reduce the aberrations. The

focal spot was optimized from 26 µm×15 µm down to 5 µm×8 µm.This is much better than

what has been obtained using standard techniques of focusing via PMMA imprints. Ad-

ditionally the FEL emission mode has been studied showing the generation of a particular

X-ray beam composed by two main modes, a nearly-Gaussian central peak and an annular

one. The generation process of such a mode is well known [49] but there are different mech-

anism to generate it. This result opens the perspective of studying the different generation
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mechanism by following the wavefront measurements.

We have used the wavefront sensing technique in a pump probe experiment at the

Matter under Extreme Condition End-station at LCLS. We have demonstrated in a flexi-

ble pump-probe scheme that the HHG wavefront can be used as an ultrafast diagnostic of

the optical and structural properties of a dense plasma. Here we use, for the first time, high

harmonic generation from optical lasers to create an ultrashort soft X-ray pulse to probe

solid aluminum or titanium heated by an XFEL pulse, revealing the theorized effect of lat-

tice order on the extreme ultra-violet (EUV) optical properties. Probing with XUV pulses

created by high harmonic generation (HHG), for which solid density is undercritical, allows

the measurement of the XUV refractive index with unprecedented time and spatial resolu-

tion. By heating a solid target (aluminum, titanium) with a short (60 fs) XFEL pulse, the

heating of the electrons and ions, which are individually complex processes, are naturally

separated in time. The analysis of the wavefront plasma induced distortions is still under

process. Additionally to these measurements, absorption measurements of the harmonics

were performed. The results show unambiguously the effect of the heated electron distri-

bution and crystal lattice order over the relevant timescales (up to 25 ps), and that increase

in opacity in the wavelength range used in this study is nearly entirely due to loss of crystal

order causing increased absorption up to a few picoseconds, and that the heated electron

distribution has a relatively minor effect.

In Chapter III we presented the work conducted through the development of a HH

imaging beamline to extend our previous 2D ultrafast nanoscale imaging techniques to

obtain 3D images. Indeed, most samples of physical interest require 3D perception. How-

ever, the usual method based on many orientation projections of the specimen suffers from

extended exposure time to X-rays which could induce damages. Ultrafast single shot 3D

stereo imaging allows lowering the impact of X-ray exposure. Moreover, when dynamics

are studied, the single shot regime is mandatory: some phenomena are not reversible and

solid state samples are often not perfectly reproducible. Stereo imaging is based on human

vision. Our right and left eyes take two 2D images at different observation angles of the

object and the brain combines these images to give the perception of 3D depth.

I have been working in the implementation of two different experimental solutions for

the 2 sources stereo setup using high harmonic generation. The first idea was to realize two

parallel beams before focusing using off axis parabola. The separation of the main beam is

realized with two grazing incidence silicon mirrors before the parabolic mirror. Half of the

harmonic beam is reflected and the other half goes straight to the parabola. The reflected

half-beam is then reflected by a second multilayer mirror toward the parabola. The two

half-beams are focused by the parabola onto the sample. This first solution confirmed the

possibility of capturing two diffraction patterns with the CCD camera at the same time.

Moreover, the parabola size limits the maximum distance between the incoming beams

which can induce an overlap of the two diffraction patterns. As a consequence, the spatial
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resolution was restricted by the overlap between the two diffraction patterns on the detec-

tor. Note also that in this geometry the two beams are not synchronized. A new setup with

a femtosecond synchronization of the two beams has then been designed.

A second stereo lensless imaging setup was proposed. This setup splits the beam after

the off axis parabola by using a prism and two mirrors recombines the beams at focus.

The angle between and the temporal synchronization of the two beams was controlled by

adjusting the position of the mirrors. This setup has shown to be more flexible than the

previous one. We were able to scan over various stereo angles. We have optimized the

distance between the two diffraction patterns on the CCD camera avoiding the overlap.

This allowed us to reach much higher spatial resolution. A future development will be to

introduce a double cell setup to increase the photon flux to achieve single shot imaging.

In Chapter IV we presented the extension of holographic imaging techniques to dis-

crete broadband multi-wavelength soft X-ray sources. Spectrally resolved image recon-

structions were experimentally demonstrated. This work demonstrates a holographic tech-

nique which allows the use of such sources in a Fourier transform holographic scheme.

The technique employs careful placement of the reference aperture, which allows image

reconstruction with a single 2D Fourier transform of the hologram, and no iterative image

retrieval methods. In Fourier Transform Holography (FTH), the hologram is formed by the

diffraction pattern of the reference and object pair. Reconstruction of the image is achieved

by a 2D Fourier transform of the digital hologram, which yields a convolution of the object

reference pair in the image plane, yielding the image of the object if the reference is a point

source. The technique is versatile, and with the correct considerations, can be adapted to

low-signal target designs such as the use of extended references, or even more complex

reference geometries. With a pinhole reference, the object appears at the distance of the

pinhole relative to the object, r⃗0, in the image. The real space scaling of the image pixels

is dependent on the wavelength, so different wavelengths will have a different number of

pixels for the same distance, r⃗0, in the image plane, separating the images in space. The

degree of this separation is directly proportional to r⃗0. For large reference-object distance

we propose to use a double HHG source setup, i.e. similar to the one exposed as a per-

spectives of the stereo imaging in Chapter 3. For imaging using non-discrete broadband

XUV sources, such as those supporting isolated attosecond pulses, an interference pattern

consisting of a single characteristic spatial frequency can be recorded when the reference

position is chosen correctly, albeit at the cost of spatial resolution. This work demonstrates

a relatively simple technique to obtain 100 nm scale spatially resolved image using broad-

band XUV pulses with a discrete or continuous spectrum, that can support trains or isolated

attosecond pulses, highlighting possible future applications for the imaging of attosecond

timescale electronic or magnetic phenomena in nanometer-scale features in solid-state ma-

terials.
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