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nombre de classes d’un ordre quadratique imaginaire. En 2011, Edixhoven
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la géométrie arithmétique. Il a utilisé l’action du groupe orthogonal spécial

sur la sphère et a donné une bijection entre l’ensemble des SO3(Z)-orbites

de tels points, si non vide, avec l’ensemble des classes d’isomorphisme de

torseurs sous le stabilisateur. Ce dernier ensemble est un groupe, isomor-

phe au groupe des classes d’isomorphisme de modules projectifs de rang 1

sur l’anneau Z[1/2,
√
−n], ce qui donne une structure d’espace affine sur

l’ensemble des SO3(Z)-orbites sur la sphère.

Au chapitre 3 de cette thèse, nous donnons une démonstration complète

du théorème de Gauss suivant les travaux d’Edixhoven. Nous donnons aussi

une nouvelle preuve du théorème de Legendre sur l’existence d’une solution

entière primitive de l’équation x2 + y2 + z2 = n en utilisant la théorie des

faisceaux. Nous montrons au chapitre 4 comment obtenir explicitement

l’action, donnée par la méthode des faisceaux, du groupe des classes sur

l’ensemble des SO3(Z)-orbites sur la sphère en termes de SO3(Q).
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Chapter 1

Introduction

1.1 Motivation

Many Diophantine problems ask for integer solutions of systems of poly-

nomial equations with integer coefficients. Meanwhile algebraic geometers

study geometry using polynomials or vice versa. The area of arithmetic

geometry is motivated by studying the questions in Diophantine problems

through algebraic geometry. Before the 20th century number theorists bor-

rowed several techniques from algebra and analysis, but since last century

number theorists have seen several important results due to algebraic geom-

etry. Some of the great successes include proofs of the Mordell conjecture,

Fermat’s Last Theorem and the modularity conjecture. With its powerful

tools, arithmetic geometry also opens possibilities to prove “old” theorems

in number theory using new methods that possibly will simplify the proofs

and generalize the theorems.

We want to show in this thesis how some basic modern tools from topol-

ogy, such as sheaves and cohomology, shed new light on an old theorem of
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Gauss in number theory: in how many ways can an integer be written as

a sum of three squares? Surprisingly the answer, if non-zero, is given by a

class number of an imaginary quadratic ring O. We use the action of the

orthogonal group SO3(Q) on the sphere of radius
√
n to reprove Gauss’s the-

orem, and more. We also show that the class group of O acts naturally on

the set of SO3(Z)-orbits in the set of primitive integral points of that sphere,

and we make this action explicit directly in term of the SO3(Q)-action.

In the article [18], Shimura expresses the representation numbers of

x2
1 + · · · + x2

d in terms of class numbers of certain groups, also using or-

thogonal groups but with adelic methods. There is also recent work by

Bhargava and Gross [2] that discusses arithmetic invariants for certain rep-

resentations of some reductive groups. The paper by Gross [9], Section 3

describes explicitly the action of Pic(O) in terms of ideals, quaternions, and

adèles. In [23] and [12], page 90–92, Zagier gives a proof of Gauss’s theorem

using modular forms of weight 3/2, providing the first example of what is

now called mock modular form.

The main contents of this thesis are in Chapters 3–4. In the next 2

sections, we give an overview of what we do there. No preliminary knowl-

edge of sheaves, schemes, and group schemes is necessary for reading this

thesis, and actually one learns some of it by getting nice and simple exam-

ples. Chapter 2 gives a summary of the mathematical tools that we use in

Chapters 3–4.

1.2 Cohomological interpretation

This section describes the content of Chapter 3.

Notation: for d ∈ Z not a square and d ≡ 0, 1(mod 4), letOd := Z[
√
d+d
2 ],

the quadratic order of discriminant d.
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1.2.1 Theorem. (Gauss) Let n ∈ Z≥1 be a positive integer. Let

Xn(Z) = {x ∈ Z3 : x2
1 + x2

2 + x2
3 = n and gcd(x1, x2, x3) = 1}.

Then:

#Xn(Z) =


0 if n ≡ 0, 4, 7(8),

48
# Pic(O−n)

#(O×−n)
if n ≡ 3(8),

24
# Pic(O−4n)

#(O×−4n)
if n ≡ 1, 2(4).

A precise reference is: page 339 of [6], Article 292. Gauss formulated it in

terms of equivalence classes of quadratic forms, not of ideals.

Let n ∈ Z≥1. Suppose Xn(Z) 6= ∅ and let x ∈ Xn(Z). Let SO3(Z)x be

the stabilizer subgroup of x in SO3(Z). We will show in Chapter 3 that

#Xn(Z) =
# SO3(Z)

# SO3(Z)x
# Pic(Z[1/2,

√
−n]).

The number of elements of SO3(Z) is 24. For n > 3, the action of SO3(Z)

on Xn(Z) is free, so # SO3(Z)x = 1. Thus, for n > 3, one has

#Xn(Z) = 24·# Pic(Z[1/2,
√
−n]).

1.2.2 Examples

Let us take n = 26. The number of SO3(Z)-orbits on Xn(Z) is 3:

26 = 52 + 12 + 02 = 42 + 32 + 12 = (−4)2 + 32 + 12.

By Gauss’s theorem, we get # Pic(Z[1/2,
√
−26]) = 3 and # Pic(O−4·26) = 6.

Another example: n = 770. We write it as sum of 3 squares up to

SO3(Z)-action as:

770 = (±27)2 + 52 + 42 = (±25)2 + 92 + 82 = (±25)2 + 122 + 12

= (±24)2 + 132 + 52 = (±23)2 + 152 + 42 = (±20)2 + 192 + 32

= (±20)2 + 172 + 92 = (±17)2 + 162 + 152.
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We get # Pic(Z[1/2,
√
−770]) = 16 and # Pic(O−4·770) = 32.

1.2.3 Sheaves of groups

For x ∈ Xn(Z), let Gx ⊂ G := SO3 be the stabilizer subgroup scheme. We

only need G and Gx as sheaves on Spec(Z) with the Zariski topology. The

non-empty open subsets of Spec(Z) are Spec(Z[1/m]) for m ≥ 1. We have

G(Z[1/m]) = {g ∈ M3(Z[1/m]) : gt·g = 1, det(g) = 1}.

We also get

Gx(Z[1/m]) = {g ∈ G(Z[1/m]) : gx = x}.

For x and y in Xn(Z) and m ≥ 1 let

yGx(Z[1/m]) = {g ∈ G(Z[1/m]) : gx = y}.

For all x, y and m, the right-action of Gx(Z[1/m]) on yGx(Z[1/m]) is free

and transitive, and we will show that for every prime number p, there exists

m such that p - m and yGx(Z[1/m]) 6= ∅. This means that yGx is a Gx-

torsor for the Zariski topology.

For y ∈ Xn(Z) let [y] be the orbit of y under the SO3(Z)-action. From

now on assume that Xn(Z) 6= ∅. Let x ∈ Xn(Z). Let H1(Spec(Z), Gx) be

the set of isomorphism classes of Gx-torsors. For y ∈ Xn(Z) let [yGx] be

the class of yGx. Sheaf theory gives a bijection

SO3(Z)\Xn(Z)→ H1(Spec(Z), Gx), [y] 7→ [yGx].

As Gx is a sheaf of commutative groups, H1(Spec(Z), Gx) is a commuta-

tive group. We will show, with a lot of work, that it is isomorphic to

Pic(Z[1/2,
√
−n]).
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1.3 Gauss composition on the sphere

We will show that the bijection SO3(Z)\Xn(Z) → H1(Spec(Z), Gx), gives

a natural action of Pic(Z[1/2,
√
−n]) on SO3(Z)\Xn(Z) which is free and

transitive. Conclusion: SO3(Z)\Xn(Z), if non-empty, is an affine space

under Pic(Z[1/2,
√
−n]). This is analogous to the set of solutions of an in-

homogeneous system of linear equations Ax = b being acted upon freely and

transitively by the vector space of solutions of the homogeneous equations

Ax = 0, via translations.

What we mean as Gauss composition on the sphere is the parallelogram

law on the affine space SO3(Z)\Xn(Z): for x, y and x′ in Xn(Z), we get

[yGx]·[x′] in SO3(Z)\Xn(Z), there is a y′ ∈ Xn(Z), unique up to SO3(Z),

such that [yGx]·[x′] = [y′].

We make this operation explicit. As Gx is commutative, Gx and Gx′ are

naturally isomorphic. Then yGx is a Gx′-torsor. The inverse of the bijection

SO3(Z)\Xn(Z)→ H1(Spec(Z), Gx′), [y′] 7→ [y′Gx′ ]

gives y′. What follows can be seen as a 3D version of how one uses rational

functions, divisors and invertible modules: Gx replaces Gm of a number

ring, and Z3 replaces the number ring.

1.3.1 Explicit description by lattices, and a computa-

tion

As computations in class groups are not a triviality, there cannot be a

simple formula for Gauss composition on the sphere as for example the

cross product. We will use a description in terms of lattices of Q3 to give

the composition law. Let n be a positive integer. Let x, y and x′ be elements
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of Xn(Z). Let t be in yGx(Q). Let M ⊂ Q3 be the lattice such that for all

primes p:

M(p) := x′Gx(Z(p))t
−1Z3

(p),

where Z(p) is the localization of Z at the prime ideal (p). It is a unimodular

lattice for the standard inner product, containing x′. Let (m1,m2,m3) be

an oriented orthonormal basis of M . Let m be the matrix with columns

(m1,m2,m3). It is in G(Q). Then y′ := m−1·x′.
One explicit example is the following: let n = 770 = 2·5·7·11, the same

example that Gauss gives in his Disquisitiones Arithmeticae [6] Article 292.

For n = 770,

Pic(Z[1/2,
√
−770]) ∼= Z/8Z× Z/2Z.

We take x = (25, 9,−8), y = (23, 15, 4), and x′ = (25, 12, 1). We obtain

an element t ∈ yGx(Q) by composing two symmetries: the first one is

sz the symmetry about the hyperplane perpendicular to z := (0, 0, 1) and

the second one is the symmetry about the hyperplane perpendicular to the

vector y − sz(x). This gives

t =
1

7

 6 3 2

3 −2 −6

−2 6 −3

 in yGx(Z[1/7]).

We obtain an element s ∈ x′Gx(Q) by composing two symmetries: the

first one is sz and the second one is the symmetry about the hyperplane

perpendicular to the vector x′ − sz(x). This gives

s =
1

29

29 0 0

0 20 −21

0 21 20

 in x′Gx(Z[1/29]).
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It has a pole at 29. We will show that 29·Z3 ⊂ ts−1M ⊂ 29−1Z3. Next

we consider the lattice ts−1M +Z3 inside 1
29Z3. Using the action of Gy on

both lattices, we will show that (ts−1M + Z3)/Z3 is a free Z/29Z-module

of rank 1. We will get a basis for Z3 + ts−1M :

(1/29, 8/29, 15/29), (0, 1, 0), (0, 0, 1).

We will show that Z3 + ts−1M has two sublattices of index 29 on which the

inner product is integral: Z3 and ts−1M . We will find a basis for ts−1M

and then via multiplication by st−1 a basis for M :

(−1, 32,−2)/7, (−2,−6, 3)/7, (0, 119,−7)/7.

The LLL-algorithm gives us an orthonormal basis for M :

(−6, 3, 2)/7, (−2,−6, 3)/7, (3, 2, 6)/7.

This gives y′ = (−16,−17, 15).

We have shown how to do an addition in Pic(Z[1/2,
√
−n]) purely in

terms of Xn(Z) and SO3(Q).
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Chapter 2

Tools

In this chapter we present, mostly in a self-contained way, and at the level

of a beginning graduate student, the technical tools that will be applied in

the next 2 chapters. These tools are well known and in each section below

we indicate where they can be found. The results in the first 6 sections

on presheaves and sheaves on topological spaces could have been given for

presheaves and sheaves on sites. We have chosen not to do that because

we want this work to be as elementary as possible. The reader is advised

to skip the discussions on schemes, sites, and group schemes in the last 3

sections, and only read them if necessary.

2.1 Presheaves

The results on presheaves and sheaves in this chapter can be found in [21,

Tag 006A].

2.1.1 Definition. Let S be a topological space. A presheaf of sets on S

is a contravariant functor F from Open(S) to Sets, where Open(S) is the

9
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category whose objects are the open subsets of S and whose morphisms are

the inclusion maps, and where Sets is the category of sets. Morphisms of

presheaves are transformations of functors. The category of presheaves of

sets is denoted Psh(S).

Let S be a topological space and F be a presheaf of sets on S. So for

each U in Open(S) we have a set F(U). The elements of this set are called

the sections of F over U . For each inclusion i : V → U with V and U in

Open(S), the map F(i) : F(U)→ F(V ) is called the restriction map. Often

one uses the notation s|V := F(i)(s), for s ∈ F(U). Functoriality means

that for all inclusions j : W → V and i : V → U with W,V, U in Open(S),

F(i ◦ j) = F(j) ◦ F(i). A morphism of presheaves φ : F → G, where F
and G are presheaves of sets on S, consists of maps φ(U) : F(U) → G(U),

for all U in Open(S), such that for all inclusions i : V → U , we have

G(i) ◦ φ(U) = φ(V ) ◦ F(i), that is, the diagram

F(U)
φ(U)

//

F(i)
��

G(U)

G(i)
��

F(V )
φ(V )

// G(V )

is commutative.

2.1.2 Example. Let S be a topological space and let A be a set. Then

the constant presheaf on S with values in A is given by U 7→ A for all U in

Open(S), and with all restriction maps idA.

Similarly, we define presheaves of groups, rings and so on. More generally

we may define presheaves with values in a category.

2.1.3 Definition. Let S be a topological space and A be a category. A

presheaf F on S with values in A is a contravariant functor from Open(S)
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to A, that is

F : Open(S)opp → A.

A morphism of presheaves F → G on S with values in A is a transformation

of functors from F to G.

These presheaves and transformation of functors form objects and mor-

phisms in the category of presheaves on S with values in A. Next we will

discuss limits and colimits of presheaves of sets. All presheaves and sheaves

in this and the next section that we consider are presheaves and sheaves of

sets unless mentioned otherwise.

Let S be a topological space and I a small category. Let F : I → Psh(S),

i 7→ Fi be a functor. Both limiFi and colimiFi exist. For any open U in

Open(S), we have

(lim
i
Fi)(U) = lim

i
Fi(U), (colimiFi)(U) = colimiFi(U).

2.2 Sheaves

Sheaves are presheaves that satisfy the sheaf condition, that is their sets

of sections are “determined locally”. The following definition makes this

precise.

2.2.1 Definition. Let S be a topological space, and F a presheaf on S.

Then F is a sheaf of sets if for all U in Open(S) and all open covers (Ui)i∈I

of U with I any set, and for all collections of sections (si ∈ F(Ui))i∈I such

that for all i and j in I we have si|Ui∩Uj = sj |Ui∩Uj , there exists a unique

section s ∈ F(U) such that for all i ∈ I, si = s|Ui .
A morphism of sheaves of sets is simply a morphism of presheaves of

sets. The category of sheaves of sets on S is denoted Sh(S).
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Another way to state the above definition is as follows.

For U ⊂ S an open subset, (Ui)i∈I an open covering of U with I any set,

and each pair (i, j) ∈ I × I we have the inclusions

pr
(i,j)
0 : Ui ∩ Uj −→ Ui and pr

(i,j)
1 : Ui ∩ Uj −→ Uj .

These induces natural maps

∏
i∈I F(Ui)

F(pr0)
//

F(pr1)
//

∏
(i0,i1)∈I×I F(Ui0 ∩ Ui1) ,

that are given explicitly by

F(pr0) : (si)i∈I 7−→ (si|Ui∩Uj)(i,j)∈I×I ,

F(pr1) : (si)i∈I 7−→ (sj |Ui∩Uj)(i,j)∈I×I .

Finally consider the natural map

F(U) −→
∏

i∈I
F(Ui), s 7−→ (s|Ui)i∈I .

So F is a sheaf of sets on S if and only if for all U in Open(S) and all open

covers (Ui)i∈I of U with I any set, the diagram

F(U) −→
∏

i∈I F(Ui)
F(pr0)

//

F(pr1)
//

∏
(i0,i1)∈I×I F(Ui0 ∩ Ui1)

is an equalizer.

2.2.2 Remark. Let F be a sheaf of sets on S and U = ∅, we can cover

U by the open cover (Ui)i∈I where I = ∅. The empty product in the

category of sets is a singleton (the element in this singleton is id∅). Then

F(U) = {∗}, because F(U) is an equalizer of two maps from {id∅} to {id∅}.
In particular, this condition implies that for disjoint U, V in Open(S), we

have F(U ∪ V ) = F(U)×F(V ).
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2.2.3 Remark. Let S be a topological space, I a small category, and

F : I → Sh(S), i 7→ Fi a functor. Then limiFi exists. For any open U

in Open(S), we define

(lim
i
Fi)(U) := lim

i
Fi(U).

It is a sheaf and it has the required properties.

For colimit cases we need sheafification (that we will discuss later). If

in addition S is a noetherian topological space, I is a partially ordered set,

and the diagram of sheaves is filtered, then colimiFi exists and for any U

in Open(S), we have

(colimiFi)(U) = colimiFi(U).

We define sheaves with values in the category Groups of groups, the

category Ab of abelian groups, or the category of rings. A sheaf of groups

(or abelian groups or rings) on a topological space S is a presheaf of groups

(or abelian groups or rings) that, as a presheaf of sets, is a sheaf.

2.2.4 Example. Let S be a topological space, then the presheaf C0
S,R of

continuous real functions on S is defined as follows. For U in Open(S),

C0
S,R(U) = {f : U → R : f is continuous},

with, for V ⊂ U , and for f ∈ C0
S,R(U), f |V ∈ C0

S,R(V ) the restriction

of f to V . It is indeed a sheaf. Let U be in Open(S) and suppose

that U =
⋃
i∈I Ui is an open covering, and fi ∈ C0

S,R(Ui), i ∈ I with

fi|Ui∩Uj = fj |Ui∩Uj for all i, j ∈ I. We define f : U → R by setting f(u)

equal to the value of fi(u) for any i ∈ I such that u ∈ Ui. This is well de-

fined by assumption. Moreover, f : U → R is a map such that its restriction

to Ui agrees with the continuous map fi on Ui. Hence f is continuous.
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Similarly, for X a smooth real manifold, we have the sheaf C∞X,R of

smooth real functions: for U in Open(S),

C∞X,R(U) = {f : U → R : f is smooth},

with the usual restriction maps.

We could also consider a complex analytic manifold and define its sheaf

of complex analytic functions.

2.2.5 Sheafification

There is a general procedure to make a sheaf from a presheaf. First we

will discuss sheafification of presheaves of sets, and then sheafification for

presheaves of groups, abelian groups and rings.

2.2.6 Theorem. Let S be a topological space, and let F be a presheaf

of sets on S. Then there is a sheaf F# and a morphism of presheaves

jF : F → F# such that for every morphism of presheaves f : F → G with

G a sheaf, there is a unique f# : F# → G such that f = f# ◦ jF . In a

diagram:

F jF
//

f
��

F#

∃!f#
~~

G
For proving this theorem, we will use the notion of stalks of presheaves.

2.2.7 Definition. Let S be a topological space and F be a presheaf of sets

on S. Let s ∈ S be a point. The stalk of F at s is the set

Fs := colims∈U F(U)

where the colimit is over the opposite full subcategory of Open(S) of open

neighbourhoods of s.
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The transition maps in the system are given by the restriction maps of F .

The colimit is a directed colimit and we can describe Fs explicitly

Fs = {(U, f) | s ∈ U, f ∈ F(U)}/ ∼

with equivalence relation given by (U, f) ∼ (V, g) if and only if there exists

an open W ⊂ U ∩ V with s in W and f |W = g|W .

2.2.8 Example. LetOC be the sheaf of complex analytic functions on open

subsets of C, that is for each open U ⊂ C

OC(U) = {f : U → C analytic}.

The stalk of OC at 0 is the set of formal power series with positive radius

of convergence.

2.2.9 Remark. For every open U in Open(S) there is a canonical map

F(U) −→
∏

s∈U
Fs

defined by f 7→
∏

s∈U [U, f ]. For F a presheaf, the map is not necessarily

injective, but it is injective if F is a sheaf.

We sometimes denote [U, f ] as fs, or even f the corresponding element in

Fs. The construction of the stalk Fs is functorial in the presheaf F . Namely,

if φ : F → G is a morphism of presheaves, then we define φs : Fs → Gs given

by [U, f ] 7→ [U, φ(U)(f)]. This map is well defined because φ is compat-

ible with the restriction mappings, so for [U, f ] = [V, g] ∈ Fs we have

[U, φ(U)(f)] = [V, φ(V )(g)] ∈ Gs.
Now we can prove the theorem.
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Proof. Let us construct the sheaf F#. For U in Open(S), let us con-

sider the set F#(U) of functions f : U →
∐

s∈U Fs such that for every

s ∈ U, f(s) ∈ Fs and there exists an open neighbourhood V ⊂ U of s

and a section g ∈ F(V ) such that f(x) = gx for every x ∈ V . The map

jF : F → F# is given by: for U in Open(S), jF (U)(f) = f̄ , where f̄ is the

function f̄ : U →
∐

s∈U Fs such that f(s) = fs for every s ∈ U .

To see that F# is a sheaf, first we show that jF ,s : Fs
∼−→ F#

s for every

s ∈ S. The injectivity is indeed true because if fs, gs ∈ Fs such that f̄s = ḡs,

then f̄ = ḡ on some open neighbourhood W ⊂ U ∩ V of s. This implies

fs = gs. For surjectivity, let h ∈ F#
s . On some open neighborhood W ⊂ S

of s, there exists g ∈ F(W ) such that h(x) = gx for every x ∈ W . So

ḡs = h.

Now let U be any element in Open(S). Suppose that U =
⋃
i∈I Ui is

an open covering, and fi ∈ F#(Ui), i ∈ I with fi|Ui∩Uj = fj |Ui∩Uj for all

i, j ∈ I. We define f : U →
∐

s∈U Fs by setting f(s) equal to the value

of fi(s) for any i ∈ I such that s ∈ Ui. This is well defined because its

restriction to Ui agrees fi on Ui. That is for each s ∈ U then s ∈ Ui for

some i ∈ I, so there exists V ⊂ Ui and a section g ∈ F(V ) such that

fi(x) = gx for every x ∈ V . But this g defines a function ḡ = jF (V )(g) and

f(x) = fi(x) = gx = ḡx. The last equality because Fs
∼−→ F#

s .

Finally, let G be a sheaf and f : F → G be a morphism. Because G is a

sheaf, we have the following diagram

F //

f
��

F#

��

G // G#

where the map F# → G# is obtained from the map∏
s∈U
Fs →

∏
s∈U
Gs.
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The map G → G# is an isomorphism of sheaves because it induces an

isomorphism on all stalks. The uniqueness comes because two maps of

sheaves φ, π : F# → G# such that φs = πs for every s ∈ S are the same

map. �

For other algebraic structures, we denote A for one of these categories:

the category of abelian groups, the category of groups or the category of

rings. Let F : A → Sets be the functor that sends an object to its underlying

set. Then F is faithful, A has limits and F commutes with them, A has

filtered colimits and F commutes with them, and F reflects isomorphisms

(meaning that if f : A → B is such that F (f) is bijective, then f is an

isomorphism in A).

2.2.10 Lemma. Let A be the above category and let S be a topological

space. Let s ∈ S be a point. Let F be presheaf with values in A. Then

Fs = colims∈U F(U)

exists inA. Its underlying set is equal to the stalk of the underlying presheaf

sets of F . Moreover, the construction F → Fx is a functor from the category

presheaves with values in A to A.

Proof. The partially ordered set S of open neighbourhoods of s is a di-

rected system, so the colimit in A agrees with its colimit in Sets. We can

define addition and multiplication (if applicable) of a pair of elements (U, f)

and (V, g) as the (U ∩ V, f |U∩V + g|U∩V ) and (U ∩ V, f |U∩V .g|U∩V ). The

faithfulness of F allows us to not distinguish between the morphism in A
and the underlying map of sets. �

Now we can do sheafification with values in A, but we will not prove it.
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2.2.11 Lemma. Let S be a topological space. Let A be above category.

Let F be a presheaf with values in A on S. Then there exists a sheaf F#

with values in A and a morphism F → F# of presheaves with values in A
with the following properties: For any morphism F → G, where G is a sheaf

with values in A there exists a unique factorization F → F# → G.

Moreover the map F → F# identifies the underlying sheaf of sets of F#

with the sheafification of the underlying presheaf of sets of F .

Note that the category of sheaves of abelian groups on a topological space

S is denoted by Ab(S). Until now, we have talked only about sheaves on a

single topological space. Now we define some operations on sheaves, linked

with a continuous map between topological spaces.

2.2.12 Definition. Let X and Y be topological spaces, and f : X → Y

be a continuous map. For any sheaf of sets (groups, rings) F on X,

we define the direct image sheaf f∗F on Y by: for any V in Open(Y ),

f∗F(V ) := F(f−1(V )). For any sheaf of sets (groups, rings) G on Y , we

define the inverse image sheaf f−1G on X to be the sheaf associated to the

presheaf U 7→ colimV⊃f(U) G(V ), where U is in Open(X), and the colimit

is taken over all open sets V of Y containing f(U).

2.3 Sheaves of groups acting on sheaves of

sets and quotients

The results that we present in this section and the next 3 sections can be

found in Chapter III of [8] in the more general context of sites.

For a group G and a set X, a (left)action of G on X is a map

G×X → X : (g, x) 7→ g · x,
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that satisfies: e·x = x where e is the identity element ofG, and (gh)·x = g·(h·x)

for every g, h ∈ G and x ∈ X. We generalize this to sheaves.

2.3.1 Definition. Let S be a topological space, G a presheaf of groups on

S, and X a presheaf of sets on S. A left-action of G on X consists of an

action of the group G(U) on the set X (U), for all U in Open(S), such that for

all inclusions V ⊂ U , for all g ∈ G(U) and x ∈ X (U), (gx)|V = (g|V )(x|V ).

Equivalently, an action of G on X is a morphism of presheaves G×X → X
such that for each U in Open(S), the map (G×X )(U) = G(U)×X (U)→ X (U)

is an action of G(U) on X (U).

If G and X are sheaves, then an action of G on X is an action of

presheaves.

2.3.2 Remark. What we have defined are left-actions. We define right-

actions similarly.

We want to take the quotient of a sheaf of sets by the action of a sheaf

of groups. Here, it makes a difference if we do this for presheaves, or for

sheaves.

2.3.3 Definition. Let S be a topological space, X a (pre)sheaf of sets on

S with a right-action by a (pre)sheaf of groups G on S. A morphism of

(pre)sheaves q : X → Y is called a quotient of X for the G-action if q satisfies

the universal property: for every morphism of (pre)sheaves f : X → Z
such that for all U in Open(S), all g ∈ G(U), all x ∈ X (U) we have

f(U)(xg) = f(U)(x), there is a unique morphism of (pre)sheaves f̄ : Y → Z
such that f = f̄ ◦ q.

If such a quotient exists, then by the universal property it is unique up to

unique isomorphism.
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We define a presheaf (X/G)p: for every U open, (X/G)p(U) := X (U)/G(U),

with restriction maps induced by those of X and G. The map q : X → (X/G)p

is a quotient. But in the category of sheaves the situation is more compli-

cated.

2.3.4 Example. Let S = {−1, 0, 1} with

Open(S) = {∅, {0}, {−1, 0}, {0, 1}, {−1, 0, 1}}.

Here is the diagram of open sets:

{−1, 0, 1}

{−1, 0}

88

{0, 1}

ee

{0}

ff 99

OO

∅

OO

Let now X be the constant sheaf ZS ; it is in fact a sheaf of groups.

And we let G be the subsheaf of groups with G(S) = {0}, G({−1, 0}) = 0,

G({0, 1}) = 0 and G({0}) = Z, and we let G act on X by addition. Here
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are the values of G, X and the presheaf quotient (X/G)p on each open of S:

G

0

�� ��

��

0

��

0

��

Z

��

0

X

Z

�� ��

��

Z

��

Z

��

Z

��

0

(X/G)p

Z

{{ ##

��

Z

$$

Z

zz
0

��

0

The presheaf quotient (X/G)p is not a sheaf, because

(X/G)p(S)→ (X/G)p({−1, 0})× (X/G)p({0, 1})

does not have the right image; we have the diagonal map Z → Z × Z and

it should be a bijection. In other words: not all compatible systems of local

sections are given by a global section.

2.3.5 Remark. The above example is well known, as X is the smallest

topological space with an abelian sheaf G with non-trivial first cohomology

group.

2.3.6 Theorem. Let S be a topological space, X a sheaf of sets on S with a

right-action by a sheaf of groups G on S. Then X → (X/G)p → ((X/G)p)
#

is a quotient for the action by G on X . Notation: X/G.

Proof. Let f : X → Z be a morphism of sheaves such that for all U in

Open(S), all g ∈ G(U), all x ∈ X (U) we have f(U)(xg) = f(U)(x). By the

universal property of the presheaf quotient for the G-action on X , we have a

21



map (X/G)p → Z. Now because Z is a sheaf, then the universal property of

sheafification tells us that it factors uniquely through f̄ : ((X/G)p)
# → Z.

To prove the uniqueness of f̄ , suppose that g : ((X/G)p)
# → Z such that

g ◦q = f̄ ◦q = h. For every s ∈ S, we have the maps on the stalks Xs → Zs,
hs = gs ◦ qs = f̄s ◦ qs. Because qs is a surjective map of sets, we get gs = f̄s.

This implies f = g. �

2.4 Torsors

Non-empty sets with a free and transitive group action occur frequently,

and are often used to “identify the set with the group”. Think of affine

geometry. For example: the set of solutions of an inhomogeneous system of

linear equations Ax = b, if non-empty, is an affine space under the vector

space of solutions of the homogeneous equations Ax = 0, via translations.

So choosing an element in the set of solutions of Ax = b then translating

it by any element in the set of solutions of the equations Ax = 0 gives a

non-canonical bijection between the 2 sets.

We start with the definition of free and transitive action of a group on

a set and the definition of torsor. Let G be a group and X a set with a

G-action. For x in X, the stabilizer in G of x is the subset

Gx := {g ∈ G : gx = x}

of elements that fix x; it is a subgroup of G. For x in X, the orbit of x

under G is the set

G·x := {y ∈ X : there exists g ∈ G such that y = gx} = {gx : g ∈ G}.

The action of G on X is free if for all x in X we have Gx = {1}. The action

is transitive if for all x and y in X there is a g in G such that y = gx. A
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torsor X for a group G is a non-empty set X on which G acts freely and

transitively. If X is a G-torsor, then for any x in X, the map G → X,

g 7→ gx is bijective.

We define the same properties in the context of sheaves.

2.4.1 Definition. Let S be a topological space, G a sheaf of groups, acting

on a sheaf of sets X .

1. For x ∈ X (S), the stabilizer Gx of x in G is the sheaf of subgroups

given by Gx(U) = G(U)|x|U . It is indeed a sheaf.

2. The action of G on X is free if for all U ⊂ S open, G(U) acts freely on

X (U).

3. The action of G on X is transitive if for U ⊂ S open, for all x and y in

X (U), there exists an open cover (Ui)(i∈I) of U , and (gi ∈ G(Ui))i∈I ,

such that for all i ∈ I, gi · x|Ui = y|Ui .

2.4.2 Definition. Let S be a topological space, G a sheaf of groups acting

from the right on a sheaf of sets X . Then X is called right-G-torsor if it

satisfies: the action of G on X is free and transitive, and locally X has

sections: there is an open cover (Ui)i∈I of S, such that for each i ∈ I,

X (Ui) 6= ∅.

2.4.3 Example. Let S be a topological space, G a sheaf of groups acting

transtively from the right on a sheaf of sets X . For every x, y ∈ X (S) we

define yGx, the transporter from x to y, by:

for U ⊂ S open, yGx(U) = {g ∈ G(U) : g·x|U = y|U}.

We also define the stabiliser Gx of x as the transporter from x to x. Then

yGx is a right Gx-torsor. For a proof see Theorem 2.6.1.
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For X a right G-torsor on a space S, for an open set U of S and x in

X (U), the morphism G|U → X|U defined by: for any open subset V ⊂ U ,

for each g ∈ G|U (V ), g 7→ gx|V , is an isomorphism of sheaves.

When X and Y are non-empty right G-sets that are free and transitive,

any G-equivariant map f : X → Y (meaning for any x ∈ X and g ∈ G

we have f(xg) = f(x)g) is an isomorphism. Let G be a sheaf of groups

on S. We define for X and Y right G-torsors, f : X → Y a morphism of

G-torsors if for all U ⊂ S open and for any x ∈ X (U) and g ∈ G(U) we

have f(U)(xg) = f(U)(x)g. We have similar result for sheaf torsors:

2.4.4 Lemma. Let S be a topological space, G a sheaf of groups, and X
and Y right G-torsors. Then every morphism f : X → Y of G-torsors is an

isomorphism.

Proof. Let U be in Open(S). If Y(U) = ∅, then X (U) = ∅ since there is no

map from a non-empty set to an empty set. Assume there exists y ∈ Y(U).

Then there is an open covering (Ui)i∈I of U such that both X (Ui) and Y(Ui)

are non-empty. The maps f(Ui) : X (Ui)→ Y(Ui) are bijective for all i ∈ I,

hence there exists (xi)i∈I such that xi 7→ y|Ui . By bijectivity of the sections

of X and Y on the intersections Ui ∩ Uj , we have xi|Ui∩Uj = xj |Ui∩Uj , and

they glue to a section x ∈ X (U) such that x|Ui = xi. Therefore X (U) is

non-empty and we derive the same conclusion that f(U) is bijective. �

Let us give a very useful example of how torsors can arise. For that

purpose, we discuss sheaves of modules. See [11], Chapter II.5 for a more

thorough exposition.

2.4.5 Definition. Let S be a topological space, and O a sheaf of rings on

S. In particular, (S,O) can also be any locally ringed space. A sheaf of

O-modules is a sheaf E of abelian groups, together with, for all open U in
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Open(S), a map O(U) × E(U) → E(U) that makes E(U) into an O(U)-

module, such that for all inclusions V ⊂ U of opens in Open(S), for all

f ∈ O(U) and e ∈ E(U) we have (fe)|V = (f |V )(e|V ). From now on we

refer to sheaves of O-modules simply as O-modules.

A morphism of O-modules φ : E → F is a morphism of sheaves φ such

that for all opens U ⊂ S, the morphism E(U) → F(U) is a morphism of

O(U)-modules.

If U is in Open(S), and if E is an O-module, then E|U is an O|U -module.

If E and F are two O-modules, the presheaves

U 7→ HomO|U (E|U ,F|U ), U 7→ IsomO|U (E|U ,F|U ),

are sheaves. This is proved by gluing morphisms of sheaves. These sheaves

are denoted by HomS(E ,F) and IsomS(E ,F) respectively. In particular if

F = O, we have E∨ the dual O-module of E .

We define the tensor product E ⊗O F of two O-modules to be the sheaf

associated to the presheaf U 7→ F(U)⊗O(U)G(U). We define also the tensor

algebra of F to be the sheaf of not necessarily commutative O-algebras

T(F) = TO(F) =
⊕

n≥0
Tn(F).

Here T0(F) = O, T1(F) = F and for n ≥ 2 we have

Tn(F) = F ⊗OX . . .⊗OX F (n factors)

We define the exterior algebra ∧(F) to be the quotient of T(F) by the

two sided ideal generated by local sections s ⊗ s of T2(F) where s is a

local section of F . The exterior algebra ∧(F) is a graded OX -algebra, with

grading inherited from T(F). The sheaf ∧nF is the sheafification of the

presheaf

U 7−→ ∧nO(U)(F(U)).

25



Moreover ∧(F) is graded-commutative, meaning that: for U ⊂ S open,

ωi ∈ ∧iF(U), and ωj ∈ ∧jF(U), wiwj = (−1)ijwjwi.

Two O-modules E and F are called locally isomorphic if there exists a

cover (Ui)i∈I of S such that for all i ∈ I, E|Ui is isomorphic to F|Ui , as

O|Ui-modules. Let n ∈ Z≥0. A sheaf of O-modules E is called locally free

of rank n if it is locally isomorphic to On as O-module.

2.4.6 Remark. Concretely the last statement means that there exists a

cover (Ui)i∈I of S and ei,1, ..., ei,n in E(Ui) such that for all open V ⊂ Ui

and all e ∈ E(V ) there are unique fj ∈ O(V ), 1 ≤ j ≤ n, such that

e = Σjfjei,j |V .

We define the notion locally isomorphic for sheaves of sets, sheaves of

groups, and sheaves of rings similarly.

2.4.7 Remark. Here is the statement about gluing morphisms of sheaves.

Let S be a topological space and S =
⋃
Ui be an open covering, where i ∈ I

an index set. Let F , G be sheaves of sets (groups, rings) on S. Given a

collection fi : F|Ui −→ G|Ui of maps of sheaves such that for all i, j ∈ I the

maps fi, fj restrict to the same map F|Ui∩Uj → G|Ui∩Uj , then there exists

a unique map of sheaves f : F −→ G, whose restriction to each Ui agrees

with fi.

2.4.8 Example. Let S be a topological space, and O a sheaf of rings on

S. Let n ∈ Z≥0. We define the sheaf GLn(O) of groups as follows:

for every U in Open(S),GLn(O)(U) := GLn(O(U))

(the group of invertible n by n matrices with coefficients in O(U)), it

acts naturally on the left on the sheaf of modules On. Moreover we have

GLn(O) = IsomO(On,On) = AutO(On). For any locally free O-module
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E of rank n, the sheaf IsomS(On, E) is a right GLn(O)-torsor. This is

because for (Ui)i∈I an open cover of S such that E|Ui is isomorphic, as

O|Ui-module, to the free O|Ui-module O|nUi , the set IsomS(On, E)(Ui) over

Ui is non-empty and has free and transitive action by GLn(O(Ui)).

2.5 Twisting by a torsor

First we discuss the contracted product for sets, not sheaves. This operation

allows us to twist an object by a torsor.

Let G be a group, X a set with a right G-action, and Y a set with a left

G-action. Then we define the contracted product X⊗GY to be the quotient

of X × Y by the right G-action (x, y) · g = (xg, g−1y). This is the same as

dividing X × Y by the equivalence relation

{((xg, y), (x, gy)) : x ∈ X, y ∈ Y, g ∈ G} ⊂ (X × Y )2.

We have the quotient map q : X × Y → X ⊗G Y whose fibers are the

orbits of G. This construction has the following universal property that is

similar to that of tensor products of modules over rings. For every set Z,

for every map f : X × Y → Z such that for all x ∈ X, y ∈ Y , and g ∈ G
one has f(xg, y) = f(x, gy), there is a unique map f̄ : X ⊗G Y → Z such

that f̄ ◦ q = f .

Now for sheaves.

2.5.1 Definition. Let S be a topological space, G a sheaf of groups on S,

X a sheaf of sets on S with right G-action, and Y a sheaf of sets on S with

left G-action. We let G act on the right on X×Y by, for every U in Open(S),

if x ∈ X (U), y ∈ Y(U), and g ∈ G(U) then (x, y) · g = (xg, g−1y).
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We define the contracted product X ⊗G Y to be (X × Y)/G. We have the

quotient map q : X ×Y → X ⊗GY . The contracted product is characterized

by the universal property as following: For every sheaf of sets Z, for every

morphism of sheaves f : X×Y → Z such that for all open U ⊂ S, x ∈ X (U),

y ∈ Y(U), and g ∈ G(U) one has f(U)(xg, y) = f(x, gy), there is a unique

morphism of sheaves f̄ : X ⊗G Y → Z such that f̄ ◦ q = f .

2.5.2 Remark. The construction of X ⊗G Y is functorial in X and Y : for

f : X → X ′ and g : Y → Y ′, we get an induced morphism

f ⊗G g : X ⊗G Y → X ′ ⊗G Y ′.

Now about examples of twisting processes. Again let S be a topological

space, G a sheaf of groups on S, X a sheaf of sets on S with right G-action,

and Y a sheaf of sets on S with left G-action. First let us make G as a

(trivial) right G-torsor by letting it act on itself by right multiplication,

then G × Y → Y , (g, y) 7→ gy, induces an isomorphism G ⊗G Y → Y . It

inverse is given by Y → G × Y , y 7→ (1G , y). In particular, no sheafification

is necessary for the quotient q : G ×Y → G ⊗G Y . So twisting by the trivial

torsor gives the same object.

Suppose now that X is a right G-torsor, then X⊗GY is locally isomorphic

to Y , as sheaf of sets on S. Indeed, for U ⊂ S open and x ∈ X (U), we have

an isomorphism of right G|U -torsors: i : G|U (V )→ X|U (V ), g|V 7→ x|V ·g|V .
Then i⊗ idY is an isomorphism (G ⊗G Y)|U → (X ⊗G Y)|U . And, we have

seen that (G ⊗G Y)|U is isomorphic to Y|U .

The next proposition shows that a locally free O-module E on a topo-

logical space S can be recovered from the GLn(O)-torsor IsomS(On, E).
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2.5.3 Proposition. Let n ∈ Z≥0. Let S be a topological space, O a

sheaf of rings on S, and E a locally free O-module of rank n on S. Let

IsomS(On, E) be as in Example 2.4.8. Then the morphism of sheaves

f(U) : IsomS(On, E)(U)×On(U)→ E(U), (φ, s) 7→ (φ(U))(s)

factors through q : IsomS(On, E) ×On → IsomS(On, E) ⊗GLn(O) On, and

induces an isomorphism

IsomS(On, E)⊗GLn(O) On → E .

Proof. Let us show that f factors through q. For φ : On|U → EU an

isomorphism and s in On(U) and g ∈ GLn(O(U)), we have to show that

(φ ◦ g, s) and (φ, g·s) have the same image under f(U). But that results

from f(φ ◦ g, s) = (φ ◦ g)s = φ(g(s)) = f(φ, g·s).
Now we must show that f : IsomS(On, E) ⊗GLn(O) On → E is an iso-

morphism of sheaves. That is a local question, so we may assume that E
is isomorphic to On, and even that it is On. But then IsomS(On, E) is

GLn(O), and the morphism f is the action, and we have seen above that

this induces an isomorphism as desired. �

2.5.4 Lemma. Let n ∈ Z≥0. Let S be a topological space, O a sheaf

of rings on S, G = GLn(O), and T a right G-torsor. Then we have an

isomorphism of G-torsors

T → IsomS(On, T ⊗G On).

Proof. It is sufficient to give a morphism of G-torsors

ψ : T → IsomS(On, T ⊗G On).
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For U ⊂ S open and a ∈ T (U), we have a map

φa : On|U → T |U ×On|U , x 7→ (a, x).

This induces a map ψa : On|U → (T ⊗G On)|U . For any g ∈ GLn(U), we

have ψa ◦ g = ψag. Thus ψ is a morphism of G-torsors. �

Next we talk about functoriality of torsors. Let S be a topological space,

let φ : H → G be a morphism of sheaves of groups on S. Then, for each

right H-torsor X , we obtain a right G-torsor X ⊗H G, where we let H act

from the left on G via left multiplication via φ : h · g := φ(h)g (sections

over some open U ⊂ S), and where the right action of G on itself provides

the right G action on X ⊗H G. This construction is a functor from the

category of right H-torsors to that of right G-torsors: f : X → Y induces

f ⊗ idG : X ⊗H G → Y ⊗H G.

2.5.5 Definition. Let S be a topological space, and G a sheaf of groups on

S. Then we define H1(S,G) to be the set of isomorphism classes of right G-

torsors on S. The isomorphism class of X will be denoted by [X ] ∈ H1(S,G).

The set H1(S,G) has a distinguished element: the isomorphism class of

the trivial torsor G itself. Hence H1(S,G) is actually a pointed set. It is

called the first cohomology set. If G is commutative, then this set has a

commutative group structure: (T1, T2) 7→ T1 ⊗G T2 (there is no distinction

between left and right, precisely because G is commutative). The inverse

T −1 of T is T itself, but with G acting via G → G, g 7→ g−1.

We say that an open covering (Ui)i∈I of S trivialises a torsor T if for all

i ∈ I, T (Ui) 6= ∅.

2.5.6 Example. Let S be a topological space and O a sheaf of rings on

it. Then H1(S,GLn(O)) is also the set of isomorphism classes of locally

30



free O-modules of rank n on S. This is an application of the constructions,

Proposition 2.5.3, and Lemma 2.5.4. These give an equivalence of categories

between the category of locally free O-modules of rank n with morphisms

only isomorphisms, and the category of right GLn(O)-torsors.

2.6 A transitive action

The following theorem is the result from sheaf theory (see also [8], Chapitre

III, Corollaire 3.2.3 for this result in the context of sites) that will be applied

to prove Gauss’s theorem. We will formulate one long statement.

2.6.1 Theorem. Let S be a topological space, G a sheaf of groups, X a

sheaf of sets with a transitive left G-action, and x ∈ X (S). We let H := Gx
the stabilizer of x in G, and let i : H → G denote the inclusion. For every

y ∈ X (S) we define yGx, the transporter from x to y, by: for U ⊂ S open,

yGx(U) = {g ∈ G(U) : g·x|U = y|U}; it is a right H-torsor. Then G(S) acts

on X (S), and we have maps

(2.6.1.1) X (S) c // H1(S,H) i // H1(S,G)

where:

• c : X (S)→ H1(S,H) sends y ∈ X (S) to the isomorphism class of yGx;

• i : H1(S,H) → H1(S,G) is the map that sends the isomorphism class

of a right H-torsor X to the isomorphism class of the right G-torsor

X ⊗H G, in other words, the map induced by i : H → G.

Then:

1. for y1 and y2 in X (S), c(y1) = c(y2) if and only if there exists g ∈ G(S)

such that y2 = gy1;

31



2. for T a right H-torsor, T ⊗H G is trivial if and only if [T ] is in the

image of c;

3. if H is commutative, then for all y in X (S), Gy is naturally isomorphic

to H;

4. if H is commutative and G(S) is finite, then all non-empty fibers of c

consist of #G(S)/#H(S) elements.

Proof. Let us first show that for y ∈ X (S), the presheaf yGx is a sheaf.

Let U be an open subset of S, and (Ui)i∈I an open cover of it with I a set,

and, for i ∈ I, gi in yGx(Ui), such that for all (i, j) ∈ I2, gi|Ui,j = gj |Ui,j in

G(Ui,j). Note that the gi are in G(Ui). As G is a sheaf, there is a unique

g ∈ G(U) such that for all i ∈ I, gi = g|Ui . Then we have g · x|U in X (U).

Then for all i in I we have (g · x|U )|Ui = g|Uix|Ui = gix|Ui = y|Ui , hence, as

X is a sheaf, (g · x|U ) = y|U , hence g is in yGx(U).

Let us now show that for y in X (S), we have that yGx is a right H-torsor.

First the right H-action. For U ⊂ S open, h in H(U) and g in yGx(U), we

have gh in G(U). By definition ofH, we have h·x|U = x|U , and g·x|U = y|U .

Then (gh) · x|U = y|U . Hence indeed gh is in yGx(U). Let us show that

for all U the action of H(U) on yGx(U) is free. Let g be in yGx(U) and h

in H(U) such that gh = g. Then h = g−1gh = g−1g = 1 in G(U). So the

action is free. Now we show that the action of H on yGx is transitive. Let

U be open, g1 and g2 in yGx(U). Then g2 = g1 · (g−1
1 g2), and h := g−1

1 g2 is

in H(U) because h ·x|U = (g−1
1 g2) ·x|U = g−1

1 · y|U = x|U . Finally, we show

that locally yGx has sections. But this is because G acts transitively on X :

there is a cover (Ui)i∈I with I a set and gi ∈ G(Ui) such that gi ·x|Ui = y|Ui
in X (Ui).

Let us prove (1). Let y1 and y2 in X (S).
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Suppose that g is in G(S) and that gy1 = y2. Then left multiplication

by g in G gives us an isomorphism of right H-torsors from y1Gx to y2Gx.

Suppose now that c(y1) = c(y2). We have to show that there is a g

in G(S) such that gy1 = y2. The assumption is that y1Gx and y2Gx are

isomorphic. So let φ be an isomorphism from y1Gx to y2Gx. Each of point

in S has an open neighborhood U such that there exists a t in y1Gx(U).

For such a t, we have φ(t) in y2Gx(U), and hence (φ(t))t−1 in G(U) with

(φ(t))t−1·y1 = φ(t)x = y2. We claim that this element (φ(t))t−1 does not

depend on the choice of t. Any t′ in y1Gx(U) is of the form th for a unique

h in H(U). Then we have

φ(t′)t′−1 = φ(th)(th)−1 = φ(t)hh−1t−1 = φ(t)t−1 .

So we let gU be this element φ(t)t−1 of G(U). These gU form a compatible

collection of local sections of G: for all U and V on which y1Gx has a section,

gU and gV have the same restriction to U ∩ V . As G is a sheaf, there is a

unique g in G(S) such that for all U as above, gU = g|U . For each U we

have (gy1)|U = g|Uy1|U = gUy1|U = y2|U , hence (now using that X is a

sheaf), gy1 = y2.

Let us prove (2). Let y be in X (S). We must show that yGx ⊗H G is

trivial, that is, that it has a global section. Let s be in S. As yGx has

sections locally, s has an open neighborhood U such that yGx(U) is not

empty. Let us take such a U and a g in yGx(U). This g is not unique,

but any other g′ in yGx(U) is of the form gh for a unique h in H(U). Now

recall that yGx⊗H G is the quotient of yGx×G by H, with h ∈ H(U) acting

on (yGx × G)(U) by sending (g1, g2) to (g1h, h
−1g2). Consider the element

(g, g−1) of (yGx × G)(U). This element depends on our choice of g, but we

claim that modulo the action of H(U) it does not depend on that choice.
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Here is why:

(g′, g′−1) = (gh, h−1g) = (g, g−1)·h .

Hence the image of (g, g−1) in (yGx⊗HG)(U) does not depend on the choice

of g, and we denote it by fU . But then for V open in S such that yGx(V ) is

not empty, we have an fV in (yGx⊗H G)(V ), and by construction, we have,

for all such V and V ′ that fV = fV ′ in (yGx⊗H G)(V ∩ V ′). As (yGx⊗H G)

is a sheaf, this means that there is a unique f in (yGx ⊗H G)(S) such that

for all V with (yGx ⊗H G)(V ) 6= ∅, f |V = fV .

Let us now show the opposite: let T be a rightH-torsor such that T ⊗HG
is trivial. We have to show that there is a y in X (S) such that T is isomor-

phic to yGx. Let f be in (T ⊗H G)(S). Recall that T ⊗H G is the quotient

of T × G by H. Each point in S has an open neighborhood U such that

there exists a (t, g) in (T × G)(U) giving f |U , and any such (t′, g′) is of the

form (th, h−1g) for a unique h in H(U). We define yU := g−1x|U , then yU

is independent of the choice of (t, g) because g′−1x|U = g−1hx|U = g−1x|U .

Therefore, there exists a unique y ∈ X (S) such that for all open U in S

on which f can be represented by a section of T × G we have yU = y|U .

Let us now show that T is isomorphic to yGx. On each U as above, both

T and yGx are trivial H-torsors, because we have t is in T (U) and g−1 is

in yGx(U). Therefore, on each U as above, we have a unique morphism φU

from T |U to yGx|U that sends t to g−1. We claim that φU does not depend

on the choice of (t, g). Here is why:

φU (t′) = φU (th) = φU (t)h = g−1h = (h−1g)−1 = g′−1 .

Therefore, there is a unique φ from T to yGx such that for all U as above,

φU = φ|U . As all morphisms between H-torsors are isomorphisms, φ is an

isomorphism.
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Let us prove (3). So now we assume that H is commutative. Let y

be in X (S). Each point of S has an open neighborhood U such that

there exists a g in yGx(U). Then, for each V ⊂ U , we have the map

cg(V ) : Gx(V )→ Gy(V ) that sends h to ghg−1. This map is an isomorphism

of groups, and it is compatible with the restriction maps for V ′ ⊂ V , that

is, cg is an isomorphism of sheaves of groups from Gx|U to Gy|U . We claim

that cg is in fact independent of the choice of g. Any g′ in yGx(U) is of the

form gh for a unique h in H(U). Then, for V ⊂ U :

cg′(V ) : k 7→ g′kg′−1 = ghkh−1g−1 = gkg−1 = (cg(V ))(k) .

Hence we can label the cg as cU , as they only depend on U . But then the

cU : Gx|U → Gy|U are a compatible collection of isomorphisms. Hence there

exists a unique isomorphism c : Gx → Gy such that for each U as above,

cU = c|U .

Let us prove (4). By (1), the fibers of c are the orbits of G(S) act-

ing on X (S). For y in X (S) the map G(S) → X (S), g 7→ gy factors

through the quotient map G(S) → G(S)/Gy(S), and gives a bijection from

G(S)/Gy(S) to the G(S)-orbit of y. Thus the number of elements in the or-

bit of y in X (S) is equal to #(G(S)/Gy(S)). Since G(S) is finite, it is equal

to #G(S)/#Gy(S). By (3), we have, for all y in X (S), an isomorphism

H → Gy, in particular #Gy(S) = #H(S), which shows that all G(S)-orbits

in X (S) have #G(S)/#H(S) elements. �

The following lemma will be used in Chapter 4.

2.6.2 Lemma. Let S be a topological space, and G a sheaf of groups,

X a sheaf of sets with a transitive left G-action, and x ∈ X (S). We let

H := Gx the stabilizer of x in G, and let i : H → G denote the inclusion.

Let y1 and y2 be in X (S). Then y2Gx is stable under the action of H on
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G by left translations, and that it is a left H-torsor. The morphism of

sheaves y1Gx(U) × xGy2(U) → y1Gy2(U), sending (g1, g2) to g1g2, induces

an isomorphism of sheaves y1Gx ⊗H xGy2 → y1Gy2 .

Proof. It is clear that xGy2 is a left H-torsor. The morphism of sheaves

y1Gx(U)× xGy2(U)→ y1Gy2(U),

sending (g1, g2) to g1g2, factors through y1Gx⊗H xGy2 → y1Gy2 , because for

every U ⊂ S open, and h ∈ H(U), (g1h, h
−1g2) and (g1, g2) are mapped to

the same element g1g2.

The map y1Gx ⊗H xGy2 → y1Gy2 is a morphism of left-Gy1-torsors and

therefore an isomorphism. Note that it is useful also to see y1Gy2 as a

bitorsor, that is the action by Gy2 on the right, and the Gy1 on the left. �

We want to use 2.6.1 to prove Gauss’s theorem on sums of 3 squares. To

state the theorem, we need to introduce the notion of Picard group for a

ring, that is defined as the Picard group of the spectrum of a ring with its

Zariski topology.

2.7 The Zariski topology on the spectrum of

a ring

The material of this and the next section can be found in [11]. It will be

almost only be used for the rings Z and orders in imaginary quadratic fields.

Unless stated otherwise, we assume, in this thesis, that all rings are com-

mutative with identity element 1. To any ring A we associate a topological

space together with a sheaf of rings on it, called Spec(A). The topology

defined is called the Zariski topology on Spec(A). Now let us begin with
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the definition of the spectrum of a ring, that is the set of prime ideals of a

ring.

Let A be a ring. Then we let Spec(A) be the set of prime ideals of A, that

is, the ideals s ⊂ A such that A/s is an integral domain. For s ∈ Spec(A),

we have the quotient A/s which is an integral domain, and we let κ(s) be

the field of fractions of A/s. We call κ(s) the residue field at s. For f in A,

and s in Spec(A), we call the image of f in κ(s) the value f(s) of f at s, and

so f gives a function on Spec(A) with values in fields, but the field depends

on the point where one takes the value. We define the Zariski topology on

Spec(A): the closed subsets are the sets of the form Z(T ), for T a subset of

A, and

Z(T ) = {s ∈ Spec(A) : ∀f ∈ T, f(s) = 0 in κ(s)} = {s ∈ Spec(A) : s ⊃ T}.

2.7.1 Proposition. Let A be a ring. We have the following properties:

1. Z(A) = ∅ and Z((0)) = Spec(A).

2. For T1 and T2 are subsets of A, Z(T1)∪Z(T2) = Z(T1 ·T2), here T1 ·T2

is the set {f1f2 : f1 ∈ T1, f2 ∈ T2}.

3. Let (Ti)i be a family of subsets of A. Then
⋂
i Z(Ti) = Z

(⋃
i Ti
)
.

Proof. It is clear that Z(A) = ∅ and Z((0)) = Spec(A). If s ∈ Z(T1)∪Z(T2),

then it follows immediately from the definition that s ∈ Z(T1 · T2). Now

assume that s is in Z(T1 · T2), and that s is not in Z(T1). Then there is

an f1 in T1 such that f1(s) 6= 0. Now let g be any element in T2. As f1g

is in T1 · T2, we have (f1g)(s) = 0. But (f1g)(s) = f1(s)g(s) in κ(s), and

f1(s) 6= 0, hence g(s) = 0 and s ∈ Z(T2). For the last statement, both

inclusions are clear from the definition. �
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For each f in A, we have the closed subset Z(f) of Spec(A), and the

complement D(f) := Spec(A) − Z(f) which is open in Spec(A). The sets

of the form D(f) constitute a base of open subsets on Spec(A). Indeed,

every open subset of Spec(A) is of the form Spec(A)−Z(T ) for some subset

T of A. This is equal to the union of the D(f) where f runs through the

elements of T .

We define a sheaf of rings O on Spec(A). For each f in A, we have a

ring morphism ψf : A → Af that has the universal property that ψf (f) is

invertible, and for any ring morphism φ : A → B such that φ(f) is invert-

ible, there is a unique morphism φ′ : Af → B such that φ = φ′ ◦ ψf . This

defines A→ Af (up to unique isomorphism); it is the localization of A with

respect to the multiplicative system {fn : n ∈ Z≥0}. We would like to de-

fine O(D(f)) = Af , but for that we have to show that if D(f) = D(g),

then Af = Ag. We also have to define restriction maps for inclusions

D(g) ⊂ D(f). If f and g are in A and D(g) ⊂ D(f), then there are n > 0

and a ∈ A such that gn = af , and so by the universal property of ψf , there

is a unique morphism ψf,g : Af → Ag such that ψg = ψf,g ◦ ψf . The ψf,g

should be the restriction map O(D(f)) → O(D(g)). For every f, g, h ∈ A
such that D(h) ⊂ D(g) ⊂ D(f), by the universal property of ψf , we have

ψf,h = ψg,h ◦ψf,g. In particular if D(f) = D(g), then ψf,g ◦ψg,f = idAg and

ψg,f ◦ ψf,g = idAf . These give O as a presheaf of rings on the collection of

principal opens D(f) of Spec(A) (see [13] Chapter 2, Remark 2.6 for the no-

tions of presheaf and sheaf on a basis for the topology, and Proposition 3.1

for a proof that O is a sheaf).

Moreover for any s ∈ Spec(A), the stalk Os is canonically isomorphic to

As, the localization of A at the prime ideal s. The canonical homomorphism

ψ : colimf /∈sAf → As is an isomorphism. It is surjective because every

element α ∈ As can be written as α = af−1 for some a ∈ A, f /∈ s and is
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injective because if x = af−n ∈ Af where f /∈ s is mapped to 0 in As, then

there exists a g /∈ s such that ga = 0, so x = 0 in Agf .

We will show a lemma that we will use several times.

2.7.2 Lemma. Let A be an integral domain, with field of fractions K. Let

η be the generic point of S = Spec(A) corresponding to the prime ideal (0).

Then the local ring OS,η at η is equal to K. Moreover, for every non-empty

open subset U of S, we have η is in U , and the canonical homomorphism

OS(U)→ OS,η is injective. If V ⊂ U are two non-empty open subsets of S,

then the restriction map OS(U)→ OS(V ) is also injective.

Proof. We have seen above that OS,η is the localization of A with respect

to the prime ideal (0), which is equal to K. If U = D(f) for some f ∈ A,

then OS(U) = Af ⊂ K. In the general case, let U = ∪iD(fi), if s ∈ OS(U)

is mapped to 0 in K, then s|D(fi) = 0 for every i, so s = 0. Therefore

OS(U) → K is injective. This implies the injectivity of OS(U) → OS(V ).

�

This means that for an integral domain A, OSpec(A) is a subsheaf of the

constant sheaf K = Frac(A).

2.7.3 Example. Let S = Spec(Z). A non-empty open subset of S is of the

formD(n), where n is an non-zero integer. We haveOS(D(n)) = Z[1/n] ⊂ Q.

A rational number a/b with (a, b) = 1 belongs to OS(D(n)) if and only if

every prime number dividing b also divides n.

We prove the following proposition, that generalizes the lemma above for

the ring A = Spec(Z).

2.7.4 Proposition. Let n ∈ N. Let S = Spec(Z) with its Zariski topology,

η the generic point, andM a locally freeOS-module of rank n. Then for any
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non-empty open subset U of S, the canonical homomorphismM(U)→Mη

is injective. If V ⊂ U are two non-empty open subsets of S, then the

restriction map M(U) → M(V ) is also injective. Moreover, M(S) is free

of rank n as Z-module.

Proof. Let U be a non-empty open subset of S, then η is in U . Let (Ui)i∈I

be an open covering of U such that for every i, Ui is non-empty and we have

an isomorphism φi : OnUi →M|Ui . Since M is a sheaf, we have

0→M(U)→
∏

i
M(Ui).

We have also the following commutative diagram

O(Ui)
n φi(Ui)

∼
//

��

M(Ui)

��

Qn = Onη
φi,η
∼

//Mη,

Since O(Ui)
n → Onη is injective, we have M(Ui) → Mη is also injective.

Therefore M(U) → Mη is injective. This also implies for V ⊂ U two

non-empty open subsets of S, M(U)→M(V ) is injective.

We have an injection M(S) → Mη ' Qn. In particular M(S) is a

torsion free Z-module. So to prove that M(S) is free of rank n, it is suf-

ficient to show that M(S) is a finitely generated Z-module. First we will

show that given a section t ∈ M(D(f)) of M over the open set D(f),

then for some N > 0, fN t extends to a global section of M over S. Since

S is quasi compact, there exists a finite open covering (Uj)j∈J of S, and

Uj = D(fj) for some fj ∈ Z, such that for all j ∈ J , On|Uj is isomor-

phic to M|Ui , as O|Uj -modules. For each j ∈ J , we consider the element

t|Uj ∈ M(D(ffj)) ' Z[1/ffj ]
n. By definition of localization, there ex-

ists an integer n ≥ 0 and a unique tj ∈ M(D(fj)) ' Z[1/fj ]
n such that
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tj |D(ffj) = fnt|D(ffj). The integer n may depend on j, but we take one

large enough to work for all j. These tj are compatible, and show that fnt

extends uniquely to S.

We consider the dual O-module M∨ := HomS(M,O). It is also a

locally free sheaf of rank n and (M∨)∨ = M (see [11] Chapter II, Exer-

cise 5.1). By definition of locally free module, there exist ej,1, ..., ej,n in

M∨(Uj) such that for all open V ⊂ Uj and all e ∈M∨(V ) there are unique

ak ∈ O(V ), 1 ≤ k ≤ n, such that e = Σkakej,k|V . By the above discus-

sion, there exists an integer N such that fNj ej,i ∈M∨(S) for all j ∈ J and

i = 1, ..., n and we get a surjective map of sheaves

OJ×[n] →M∨, Ej,i 7→ fNj ej,i,

where (Ej,i) is the standard basis for OJ×[n]. By taking the dual of the

surjective map above, we have an injective map of sheaves

0→ (M∨)∨ → (OJ×[n])∨.

In particular we have an injective map between the set of global sections

0→M(S)→ ZJ×[n].

As submodules of free Z-modules of finite rank are free of finite rank,M(S)

is finitely generated. �

2.8 Cohomology groups and Picard groups

Let O be a sheaf of rings on a topological space S. In this section we give

an isomorphism of groups between H1(S,O×) and the groups of isomor-

phism classes of invertible O-modules. References for this section are [11],

Chapter II, Section 6 and [10], Chapter V.
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2.8.1 Definition. Let S be a topological space, andO a sheaf of rings on S.

Then Pic(S,O) is the set of isomorphism classes of locally free O-modules

of rank one, also called invertible O-modules. The class of an invertible

O-module L is denoted by [L]. If the sheaf O is clear in the context, for

simplicity we write it as Pic(S) . On this set Pic(S), there is a structure

of commutative group: [L1] · [L2] = [L1 ⊗O L2], and [L]−1 = [L∨], where

L∨ = HomO(L,O) is the dual of L.

The equivalence of invertible O-modules with O×-torsors (where L cor-

responds to IsomO(O,L)) shows that Pic(S,O) = H1(S,O×). To see that

the group structures between the two sets are the same, we prove that for

two invertible O-modules L1,L2, we have an isomorphism of sheaves of sets

φ̄ : IsomO(O,L1)⊗O× IsomO(O,L2) ' IsomO(O,L1 ⊗O L2).

Indeed, for any open subset U of S such that L1|U and L2|U are isomor-

phic to O|U , we can send (f1, f2) ∈ IsomO(O,L1) × IsomO(O,L2)|U to

f1 ⊗ f2 ∈ IsomO(O,L1 ⊗O L2)|U , where for any V ⊂ U and a ∈ O(V ):

(f1 ⊗ f2)(a) = f1(a)⊗ f2(a). This morphism factors through

q : IsomO(O,L1)×IsomO(O,L2)|U → IsomO(O,L1)⊗O×IsomO(O,L2)|U ,

because for any g ∈ O(U)× we have

(f1 · g ⊗ g−1 · f2)(a) = f1(a) · g ⊗ g−1 · f2(a) = f1(a)⊗ f2(a).

The morphism φ̄ is an isomorphism of sheaves of sets, since locally all the

sheaves are isomorphic to O.

2.8.2 Definition. Let A be a ring. We define the Picard group Pic(A) of

a ring A as Pic(Spec(A),OSpec(A)), where we give the Zariski topology on

Spec(A).
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This is the same as the class group of invertible fractional ideals when

A is an order in a number field (finite field extension of Q). For such A,

Pic(A) is a finite group, and it measures how much invertible ideals are

not principal, and, if A is the ring of integers, Pic(A) is the obstruction to

unique factorization in A.

For G a sheaf of (not necessarily commutative) groups, we will see that

the set H1(S,G) also classifies cohomologous 1-cocycles on the topological

space S.

2.8.3 Definition. Let S be a topological space, and G a sheaf of (not neces-

sarily commutative) groups. Suppose we have U = (Ui)i∈I an open covering

of S. A 1-cocycle for U with values in G is a family g := (gij)(i,j)∈I×I , with

gij ∈ G(Ui ∩ Uj), such that in the triple intersection Ui ∩ Uj ∩ Uk we have

gik = gij · gjk. Two cocycles g and g′ are cohomologous, denoted g ∼ g′,

if there is a family (hi)i∈I , with hi ∈ G(Ui), such that in the intersection

Ui∩Uj we have g′ij = hi ·gij ·h−1
j . The set 1-cocycles modulo the equivalence

relation of being cohomologous is denoted H̆
1
(U ,G). It is not in general a

group, but it does have a distinguished element represented by 1-cocycle

g = (gij)(i,j)∈I×I with gij = 1 for all i, j.

A second open covering V = (Vj)j∈J of S is called a refinement of U if

there is a map of sets φ : J → I such that for all j ∈ J , Vj ⊂ Uφ(j). This

induces a restriction map from H̆
1
(U ,G) to H̆

1
(V ,G). We may pass to the

colimit over all open coverings, and so we obtain the first Čech cohomology

set

H̆
1
(S,G) = colimU H̆

1
(U ,G).

Now given a left-G-torsor T , and an open covering U = (UiS)i∈I of S

that trivialises T , that is, there exists a family (si ∈ T (Ui))i∈I . Because T
is a G-torsor, then in the intersection Ui ∩Uj we have a unique gij ∈ G(Uij)
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such that si = gij · sj . The family g = (gij)(i,j)∈I×I is a 1-cocycle, because

in the triple intersection Ui ∩ Uj ∩ Uk we have

gij · gjk · sk = gij · sj = si = gik · sk.

Moreover, if we replace si with s′i = hi · si with hi ∈ G(Ui), we get the

cohomologous cocycle (g′ij) = (hi · gij · h−1
j ). Thus for each G-torsor T , we

associate a class of 1-cocycle c(T ) in H̆
1
(U ,G). So we have the following

proposition that relates the first cohomology set to the first Čech cohomol-

ogy set, but we will not prove it.

2.8.4 Proposition. Let S be a topological space and G a sheaf of groups

on S. The map T 7→ c(T ) induces a bijection from H1(S,G) to H̆
1
(S,G).

Proof. See [10], Proposition 5.1.1. �

For sheaves of abelian groups, in general we define cohomology of sheaves

by taking the derived functors of the global section functor. See [11], Chap-

ter III.

2.8.5 Definition. Let S be a topological space. For i ∈ Z≥0, we define a

functor

Ab(S)→ Ab : F 7→ Hi(S,F),

as the ith-right derived functor of the (left exact) global sections functor

Ab(S)→ Ab : F 7→ F (S).

If F is a sheaf of abelian groups on S, then the abelian group Hi(S,F) is

called the ith cohomology group of F . For i = 1, this is compatible with our

earlier Definition 2.5.5 (see [21, Tag 02FN]).
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Moreover, for any exact sequence of sheaves of abelian groups on S

0→ F → G → H → 0,

we get a long exact sequence of abelian groups

0→ H0(S,F)→ H0(S,G)→ H0(S,H)→ H1(S,F)→ . . . .

We have the following theorem that relates the first Čech cohomology groups

with the first cohomology groups defined by taking the derived functors of

the global sections functor.

2.8.6 Theorem. Let S be a topological space and F be a sheaf of abelian

groups. Then we have a natural isomophism

H̆
1
(S,F)→ H1(S,F).

Proof. See [11], Chapter III, Exercise 4.4. �

So our notation of H1(S,F) as the first derived functor of the global section

functor on S or as the set of isomorphism classes of F -torsors on S is

justified for a sheaf of abelian groups F . We cite also a vanishing theorem

of Grothendieck from [11], Chapter III, Theorem 2.7 that we will use later.

2.8.7 Theorem. Let S be a noetherian topological space of dimension n.

Then for all i > n and all sheaves of abelian groups F on S, we have

Hi(S,F) = 0.

2.9 Bilinear forms and symmetries

We recall the definition of bilinear forms on free modules and study some

properties of symmetries, that will be used to prove the transitivity of the
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action of the special orthogonal group on spheres. The material of this

section can be found in [15].

2.9.1 Definition. Let R be a domain, K its fraction field, n a positive

integer, and M a locally free R-module of rank n. A bilinear form b on M

is a function b : M ×M → R such that for every x, y, z in M and for every

r in R, we have

b(x+ y, z) = b(x, z) + b(y, z),

b(x, y + z) = b(x, y) + b(x, z),

b(rx, y) = rb(x, y) = b(x, ry).

A pair of (M, b) is called a module with bilinear form, for simplifying the

notation we will write it as M if the bilinear form b is clear in the context.

An orientation of M is an isomorphism d : R→ ∧nM of R-modules, where

the last symbol is the top exterior power of M over R. One writes an

oriented module with a bilinear form as a triple (M, b, d). An isomorphism

between two oriented modules with bilinear forms (M, b, d) and (M ′, b′, d′)

is a bijective linear map f : M → M ′ such that for all x, y ∈ M , we have

b′(f(x), f(y)) = b(x, y), and ∧n(f) ◦ d = d′.

A bilinear form b is called symmetric if for every x, y in M we have

b(x, y) = b(y, x). A symmetric bilinear form b will be called perfect (also

called regular) if the following strong non-degeneracy condition is satisfied:

for each R-linear map φ : M → R, there exists a unique element x in M

such that the homomorphism y 7→ b(x, y) from M to R is equal to φ. In

other words, the map M → HomR(M,R) sending x to y 7→ b(x, y) is a

bijection. We use the notation M∨ for the dual HomR(M,R) of M .

Two elements x and y in M with a symmetric bilinear form b are called

orthogonal if b(x, y) = 0. Note that for a module M with perfect symmetric

bilinear b, an element x in M is orthogonal to every element y in M if and
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only if x = 0. Let (e1, . . . , en) be a basis of M , we define the Gram matrix

B = (b(ei, ej))i,j with respect to this basis. The bilinear form b is perfect if

and only if the matrix B is invertible (it has a 2-sided inverse).

2.9.2 Definition. Let R be a domain, K its fraction field, n a positive

integer, and (M, b) a free R-module of rank n with symmetric bilinear form.

Assume that 2 is not zero in R. Let v ∈ M such that b(v, v) divides 2,

equivalently 2/b(v, v) is in R. We define the symmetry about the hyperplane

perpendicular to v by the formula:

sv : M →M,x 7→ sv(x) := x− 2
b(x, v)

b(v, v)
v.

We have several elementary properties of symmetries:

• For x ∈M such that b(x, v) = 0, we have sv(x) = x.

• We have s2
v = id.

• For any k ∈ R, sv(kv) = −kv.

• For v, w ∈M such that b(w,w) = b(v, v) and b(w − v, w) invertible in

R, we get sw−v(w) = v. Indeed, b(w−v, w−v)/2 = b(w−v, w), so the

symmetry is well defined and sw−v(w) = w − 2
b(w,w−v)
b(w−v,w−v)

(w − v) = v.

• Suppose v ∈ M such that b(v, v) divides 2. For all x, y ∈ M we have

b(sv(x), sv(y)) = b(x, y). We compute it directly, let k1 := 2
b(x,v)
b(v,v)

and

k2 := 2
b(y,v)
b(v,v)

,

b(sv(x), sv(y)) = b(x− k1v, y − k2v)

= b(x, y) + k1k2b(v, v)− k2b(x, v)− k1b(y, v)

= b(x, y) + (2/b(v, v))(2b(x, v)b(y, v)− b(y, v)b(x, v)− b(x, v)b(y, v))

= b(x, y).
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Now assume that the ring R is either Z,Q or R. Then a bilinear form b is

called positive definite if for any x in M we have b(x, x) ≥ 0 and b(x, x) = 0

if and only if x = 0.

Now let n be a positive integer and Rn be the R-vector space consisting

of all n-tuples x = (x1, . . . , xn) of real numbers. We can equip Rn with the

standard symmetric bilinear form, i.e., the inner product: x · y =
∑n

i=1 xiyi

for x = (x1, ..., xn) and y = (y1, ..., yn) in Rn. The pair Rn with the inner

product is called the standard euclidean inner product space. Note that any

n-dimensional vector space V over R with a positive definite symmetric

bilinear form b is isomorphic to the standard euclidean inner product space

Rn. This is because we can map an orthonormal basis of V , that is obtained

from the Gram-Schmidt process, to the standard basis of Rn.

Let n be a positive integer and L be a free Z-module of rank n with

positive definite symmetric bilinear form b. We can embed L canonically

in V := L⊗Z R which is a n-dimensional R vector space with the bilinear

form bR. It is a positive definite symmetric bilinear form on V . The above

discussion shows that L can be embedded into Rn so that b is the restriction

of the standard inner product.

2.9.3 Definition. A lattice L is a free Z-module of finite rank together

with a positive definite symmetric bilinear form b on L⊗Z R. It is integral

if b(L× L) is contained in Z.

Let V be a n-dimensional vector space over R and b an inner product

on V . A unit n-dimensional cube in V is a parallelepiped spanned by an

orthonormal basis of V . We let the volume of it be 1. It induces a measure

on V that does not depend the choice of the orthonormal basis. Let L be a

lattice in V . Suppose that (v1, . . . , vn) is a Z-basis of L. Let (e1, . . . , en) be

an orthonormal basis of V . Suppose for every i, we have vi = Σaijej . Let
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us set a = (aij). The volume of the quotient torus V/L is defined as the

volume of the parallelepiped generated by the basis (v1, . . . , vn) (this does

not depend on the choice of Z-basis of L). It is equal to

Vol(V/L) = |det(a)| .

The volume is also equal to the square root of the determinant of the Gram

matrix B = (b(vi, vj))i,j = a·at. The discriminant of the lattice L is defined

as the determinant of the gram matrix B.

2.9.4 Minkowski’s theorem

Recall that a subset X ⊂ Rn is convex if x, y in X implies that λx+(1−λ)y

in X for all real numbers λ in the interval 0 ≤ λ ≤ 1. A subset X of Rn

is symmetric about 0, if x in X implies −x in X. Now we can state the

theorem of Minkowski.

2.9.4.1 Theorem. (Minkowski) Let X be a bounded, convex and sym-

metric about 0 subset of Rn. If the volume of X is greater than 2n times

the volume of Rn/L, then X contains a non-zero point of L.

Proof. See [15] Chapter II, Section 1.3. �

As a consequence of this we will show in 3.3 that H1(Spec(Z), SO3) = {1},
where SO3 is the sheaf induced by the special orthogonal group with respect

to the standard inner product.

2.10 Descent

Sometimes it happens that a certain construction can be carried out only

after étale base change, or in general faithfully flat base change. Then one
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can try to use descent theory in order to go back to the original situation

one started with. Although this is a general result, we will see in Chapter 3

an explicit example. A reference for this section is [3]. Some references for

the definitions of étale, flat and faithfully flat maps are [13] and [21].

Let R → R′ be a faithfully flat ring homomorphism. We have homo-

morphisms of R-algebras p1 : R′ → R′⊗R R′, p2 : R′ → R′⊗R R′ defined by

p1(r) = r⊗ 1 and p2(r) = 1⊗ r. We have the following lemmas that we will

use later.

2.10.1 Lemma. Let f : R → R′ be a faithfully flat morphism of rings.

Then, for any R-module M , the canonical diagram

M −→M ⊗R R′
id⊗p1

//

id⊗p2
//M ⊗R R′ ⊗R R′

is an equalizer.

Proof. We may apply a faithfully flat base change over R, say with R′,

since exactness does not change by doing that. Thereby we can assume that

f : R → R′ admits a section e : R′ → R, that is e ◦ f = 1. So all the maps

in the above diagram have sections. Suppose Σimi⊗ r′i ∈M ⊗RR′ is in the

equalizer. We have Σimi⊗ 1⊗ r′i = Σimi⊗ r′i⊗ 1 in M ⊗R R′⊗R R′. Then

applying the section M ⊗ R′ ⊗ R′ → M ⊗ R′,m ⊗ r′1 ⊗ r′2 7→ m ⊗ r′1e(r′2)

gives Σimi ⊗ r′i = Σimi ⊗ e(r′i) = Σie(r
′
i)mi ⊗ 1. The last equality holds

since e(r′i) is an element of R. Thus Σimi ⊗ r′i is in M . �

2.10.2 Lemma. Let R be a ring and R→ R′ be a faithfully flat morphism.

Suppose A and B are R-algebras (or R′-modules) and φ : A⊗RR′ → B⊗RR′
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is an R′-algebra (or R′-module) morphism. We get the following diagram:

A

��

B

��

A⊗R R′
φ

//

id⊗p2
��

id⊗p1
��

B ⊗R R′

id⊗p2
��

id⊗p1
��

A⊗R R′ ⊗R R′
φ1
//

φ2

// B ⊗R R′ ⊗R R′

,

where for each i = 1, 2, φi ◦ (id ⊗ pi) = (id ⊗ pi) ◦ φ. Then φ is defined

over R, that is there exists ψ : A→ B such that φ = ψ ⊗ id, if and only if

φ1 = φ2. Moreover in that case, if φ is an isomorphism, then ψ is also an

isomorphism.

Proof. It is clear that the condition is necessary since (ψ⊗id)⊗id = ψ⊗id⊗id.

Suppose φ1 = φ2. Let a ∈ A, by Lemma 2.10.1, we have

(id⊗ p1)(φ(a)) = φ1((id⊗ p1)(a)) = φ2((id⊗ p2)(a)) = (id⊗ p2)(φ(a)).

So φ(a) is in B, and we define ψ := φ|A : A → B the restriction of φ in A.

For a⊗ r′ ∈ A⊗R R′, we have

φ(a⊗ r′) = φ((a⊗ 1).(1⊗ r′)) = (1⊗ r′)φ(a⊗ 1) = (1⊗ r′)ψ(a) = ψ(a)⊗ r′,

and we get φ = ψ ⊗ id. Now if φ is an isomorphism, in particular it is

injective, so ψ is also an injective map.

Suppose a ∈ A ⊗R R′ such that φ(a) ∈ B. Then we have, again by

Lemma 2.10.1, we have (id ⊗ p1)(φ(a)) = (id ⊗ p2)(φ(a)), or equivalently

φ1((id ⊗ p1)(a) − (id ⊗ p2)(a)) = 0. Because φ1 is an isomorphism, then

(id ⊗ p1)(a) = (id ⊗ p2)(a), or a ∈ A. Thus together with the surjectivity

of φ, we conclude that ψ is also surjective. �
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2.11 Schemes

The reader is advised to skip this section and only read it if necessary. A

reference for the results of this section is Chapters 2–4 of [13].

We define schemes here. For that we need a suitable category of spaces

with sheaves of rings on them. The appropriate notion is the category of

locally ringed spaces.

2.11.1 Definition. A locally ringed space is a pair (S,OS) consisting of

a topological space S and a sheaf of rings OS on S such that for every

s ∈ S, the stalk OS,s of OS at s (see Definition 2.2.7) is a local ring.

Let ms be the maximal ideal of OS,s; we call OS,s/ms the residue field

of S at s, and we denote it k(s). A morphism of locally ringed spaces

from (S,OS) to (T,OT ) is a pair (f, f#) of a continuous map f : S → T

and a map f# : OT → f∗OS of sheaves of rings on T such that for every

s ∈ S, the stalk map f#
s : OT,f(s) → OS,s is a local homomorphism, that

is f#
s (mf(s)) ⊂ ms. The stalk map is obtained as follows: As V ranges

over all open neighborhoods of f(s), f−1(V ) ranges over a subset of the

neighborhoods of s. We take filtering colimits and we obtain a map

OT,f(s) = colimV OT (V ) −→ colimV OS(f−1(V )),

and the latter limit maps to the stalk OS,s.
Locally ringed spaces and morphisms of them form a category. Thus a

morphism (f, f#) is an isomorphism if and only if the map f is a homeo-

morphism of the underlying topological spaces, and f# is an isomorphism of

sheaves. A morphism (f, f#) from (S,OS) to (T,OT ) is an open immersion

(resp. closed immersion) if f is a topological open immersion (resp. closed

immersion) and if for every s ∈ S, f#
s is an isomorphism (resp. if f#

s is

surjective).
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2.11.2 Definition. We define an affine scheme to be a locally ringed space

isomorphic to some (Spec(A),OSpec(A)) constructed above. A scheme is a

ringed topological space (S,OS) admitting an open covering {Ui}i such that

(Ui,OS |Ui) is an affine scheme for every i. By abuse of notation, we will

denote it simply by Spec(A) or S.

2.11.3 Example. Let k be a field. Let S = A1
k = Spec(k[x]) be the affine

line. Every open subset U of S is of the form D(p), where p ∈ k[x]. We

have OS(U) = k[x, 1/p].

2.11.4 Lemma. Let A be a ring and S = Spec(A) be an affine scheme.

Let f be an element of A. Then the principal open subset D(f), endowed

with the structure of a ringed topological space induced by that of S, is an

affine scheme isomorphic as a ringed topological space to Spec(Af ).

Proof. See [13] Chapter 2, Lemma 3.7. �

Now let S be a scheme and U any open subset of S. We have S =
⋃
i Ui,

where Ui is open and affine. We know that Ui ∩ U ⊂ Ui is a union of

principal open subsets of Ui, each of these principal open subsets being an

affine scheme. So Ui ∩ U is a scheme, and the ringed topological space

(U,OS |U) is also a scheme. We call (U,OS |U) an open subscheme of S.

Recall that a ring A is said to be Noetherian if every ideal in A is

finitely generated. Note that if A is Noetherian, then the polynomial

ring A[x] is Noetherian. The quotient ring A/I with any ideal I of A is

also Noetherian. In particular for a field k, a finitely-generated algebra

k[x1, . . . , xn]/(f1, . . . , fm) is a Noetherian ring. We refer to [1] for a proof.

We have a typical example of a non-Noetherian ring such as the polynomial

ring k[x1, . . . ] over a field k with infinitely many variables. Note that this

ring is a domain but non-Noetherian.

53



2.11.5 Definition. A scheme S is said to be Noetherian if it is a finite

union of affine opens Ui such that (OS |Ui)(Ui) is a Noetherian ring for

every i. We say that a scheme is locally Noetherian if every point has an

open neighborhood that is a Noetherian scheme.

Let S be a scheme. We have that S is a locally Noetherian scheme if

and only if any affine open subscheme of S is a Noetherian scheme. For any

point s ∈ S, the local ring OS,s is also Noetherian. Most schemes that we

will consider in this thesis are Noetherian or locally Noetherian.

2.11.6 Definition. Let S and T be schemes. A morphism of schemes

f : S → T is a morphism of locally ringed spaces. An open or closed im-

mersion of schemes is an open or closed immersion of locally ringed spaces.

A closed subscheme of S is a closed subset Z of S endowed with the structure

(Z,OZ) of a scheme and with a closed immersion (j, j#) : (Z,OZ)→ (S,OS),

where j : Z → S is the canonical injection. A subscheme of a scheme S is a

closed subscheme of an open subscheme of S.

2.11.7 Remark. Any open subset of a scheme S is (uniquely, via restric-

tion) an open subscheme. A closed subset of a scheme S can have many

closed subscheme structures. Indeed when S = Spec(A) is affine, there is a

bijection between the set of closed subschemes of S with the set of ideals of

A. In particular 2 ideals I, J of A will give the same closed subset of S, as

a topological space, if the radical
√
I of I is equal to the radical

√
J of J .

Let φ : A→ B be a ring homomorphism, S := Spec(B), and T := Spec(A).

Then we have a map of sets fφ := Spec(φ) : S → T defined by s 7→ φ−1(s)

for every s ∈ S. The map fφ is continuous. Indeed, if D(g) ⊂ T for

some g ∈ A, then f−1
φ (D(g)) = D(φ(g)). This implies the preimage of any
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open subset in T is also open in S. The map φ induces a ring homomor-

phism OT (D(g)) = Ag → Bφ(g) = (fφ)∗OS(D(g)). This homomorphism is

compatible with the restrictions; we therefore have a morphism of sheaves

f#
φ : OT → (fφ)∗OS since the D(g) form a base. Moreover, for every s ∈ S,

the canonical homomorphism Aφ−1(s) → Bs induced by φ is a local homo-

morphism and coincides with (f#
φ )s. Therefore (fφ, f

#
φ ) is a morphism of

locally ringed spaces. In particular by construction, we have f#
φ (T ) = φ.

Now let consider Mor(S, T ) the set of morphisms of affine schemes from S

to T . We denote also Homrings(A,B) the set of ring homomorphisms from A

to B. We have a canonical map ρ : Mor(S, T )→ Homrings(OT (T ),OS(S)),

which to (f, f#) associates f#(T ) : OT (T )→ f∗(OS)(T ) = OS(S).

2.11.8 Proposition. Let A,B be rings and S = Spec(B), T = Spec(A) be

affine schemes. Then the canonical map

ρ : Mor(S, T )→ Homrings(OT (T ),OS(S))

is a bijection.

Proof. Let f ∈ Mor(S, T ) and φ = ρ(f) = f#(T ). The discussion above

gives a morphism of schemes fφ : S → T . It suffices to show that f = fφ.

For any s ∈ S, we have the map φ : A→ B induces the local homomorphism

f#
s : Af(s) → Bs, thus we have φ(A− f(s)) ⊂ B − s. Hence φ−1(s) ⊂ f(s).

Moreover because f#
s is a local homomorphism, that implies φ−1(s) = f(s).

Therefore f and fφ coincide set-theoretically, and f#
s = f#

φ,s for every s ∈ S.

Two maps of sheaves that have the same values on the stalks are the same

map, or f# = f#
φ . �

2.11.9 Example. Let A be a ring, I be an ideal of A, and g ∈ A. Then the

morphism of schemes i : Spec(A/I) → Spec(A), induced by the canonical
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surjection A→ A/I is a closed immersion of schemes whose image is Z(I).

On the other hand, the localization homomorphism φ : A → Ag gives

an open immersion fφ : Spec(Ag) → Spec(A), where we identify Spec(Ag)

with the open subset D(g) of Spec(A), endowed with the structure of locally

ringed space induced by that of Spec(A) as in Lemma 2.11.4.

2.11.10 Definition. Let S be a scheme and T → S be an S-scheme.

For any scheme X, let us denote S(X) := Mor(X,S) the set of mor-

phisms of schemes from T → S. Also for any S-scheme Y , we denote

let TS(Y ) := MorS(Y, T ) be the set of morphisms of S-schemes from Y

to T . Sometimes we omit the subscript S in TS(Y ) for the notation of

MorS(Y, T ).

2.11.11 Definition. Let S be a scheme, and let X, Y be two S-schemes.

The fibered product of X, Y over S is an S-scheme X ×S Y , together with

two morphisms of S-schemes

p : X ×S Y → X q : X ×S Y → Y,

verifying the following universal property: if f : Z → X, g : Z → Y are two

morphisms of S-schemes, then there exists a unique morphism of S-schemes

(f, g) : Z → X ×S Y such that p ◦ (f, g) = f and q ◦ (f, g) = g.

The fibered product of two S-schemes X, Y exists (see [13] Chapter 3 for a

proof).

2.11.12 Definition. Let f : S → T be a morphism of schemes, and let

t ∈ T be a point. Let κ(t) be the residue field of t, and let Spec(κ(t))→ T

be the natural morphism. Then we define the fibre of the morphism f over

the point t to be the scheme

St = S ×T Spec(κ(t)).
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It is a scheme over Spec(κ(t)), and its underlying topological space is

homeomorphic to the subspace f−1(t) of S. When we consider a scheme S

over Spec(Z), taking the fibre over the generic point gives a scheme SQ over

Q, while taking the fibre over a closed point (p), corresponding to a prime

number p, gives a scheme SFp over the finite field Fp. We say that Sp arises

by reduction mod p of the scheme S.

If B is an algebra over the ring A, we say that B is finitely presented if it

is the quotient of a polynomial ring A[x1, · · · , xn] over A by a finitely gen-

erated ideal. If A is Noetherian, every finitely generated algebra is finitely

presented.

2.11.13 Definition. A morphism of schemes f : S → T is locally of finite

presentation (locally of finite type) if for any s ∈ S there are affine neigh-

borhoods U of s in S and V of f(s) in T such that f(U) ⊂ V and OS(U)

is finitely presented (finitely generated) over OT (V ).

Note that if T is locally Noetherian, then f is locally of finite presentation

if and only if it is locally of finite type.

2.11.14 Definition. A morphism of schemes S → T is quasi-compact if the

inverse image in S of each quasi-compact open subset of T is quasi-compact.

An affine scheme is quasi-compact, hence a scheme is quasi-compact if and

only if it is the finite union of open affine subschemes. Thus we have

f : S → T is quasi-compact if and only if there exists a covering T =
⋃
i Ti

by open affine subschemes, such that the inverse image in S of each Ti is a

finite union of open affine subschemes.

2.11.15 Definition. A morphism of schemes f : S → T is of finite type if

it is locally of finite type and quasi-compact. It is called quasi-finite if it
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is of finite type and has finite fibers, that is, f−1(t) is discrete (and hence

finite) for all t ∈ T .

Let us turn to flat morphisms.

2.11.16 Definition. A morphism of schemes f : S → T is flat if for any

s ∈ S, the local ring OS,s is flat as a module over OT,f(s). And it is called

faithfully flat if it is flat and surjective (as a map of sets). It is called fppf

if it is flat and locally of finite presentation.

2.11.17 Theorem. (Chevalley) Let S, T be locally Noetherian schemes.

A morphism f : S → T that is flat and locally of finite type is open.

Proof. See [14], Theorem 2.12. �

Let A andB be Noetherian rings. A homomorphism f : A→ B of finite type

is unramified at s ∈ Spec(B) if and only if t := f−1(s) ∈ Spec(A) generates

the maximal ideal in Bs and κ(s) is a finite separable field extension of κ(t).

This terminology agrees with that in number theory.

2.11.18 Definition. A morphism of locally Noetherian schemes f : S → T

that is of finite type is said to be unramified at s ∈ S if OS,s/mtOS,s is

a finite separable field extension of κ(t), where t := f(s). A morphism

f : S → T is unramified if it is unramified at all s ∈ S.

We have a nice fiberwise criterion for a finite type morphism f : S → T be-

tween locally Noetherian schemes to be unramified. That is f is unramified

if and only if for all t ∈ T , the fiber St → Spec(κ(t)) over t is unramified.

Being unramified over a field, here over κ(t), means that St is a sum (finite

sum when f is of finite type)
∐

i Spec(κi), where the κi are finite separable

extensions of κ(t).
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2.11.19 Definition. A morphism of locally Noetherian schemes (or Noethe-

rian rings) f : S → T is said to be étale if it is flat and unramified.

Let f : U → S, g : T → U be étale morphisms. If f ◦g : T → S and f are

étale, then so also is g. Now suppose that R′ = R[x1, . . . , xn]/(P1, . . . , Pn)

is a finite type R-algebra where R is Noetherian. Here Pi are polynomials in

R[x1, . . . , xn]. Then R→ R′ is called an étale morphism if the determinant

of the Jacobian matrix (∂Pi/∂xj) is a unit in R′. We refer to [14], Chapter

I for a more thorough exposition of the notion of étale morphism.

2.12 Grothendieck (pre)topologies and sites

The reader is advised to skip this section and only read it if necessary. Some

references for this section are [21, Tag 00UZ] and [16]. Following Poonen,

we quote Vistoli:

Before the notion of a topology on a set was invented, people

studied metric spaces, and their open and closed subsets. Then

somebody noticed that many properties of metric spaces could be

defined without reference to the metric: for many purposes, just

knowing which subsets were open was enough. This led to the

definition of a topology on a set, in which an arbitrary collection

of subsets could be decreed to be the open sets, provided the col-

lection satisfied some axioms (modelled after the theorems about

open sets in metric spaces).

Grothendieck took this one step further by observing that some-

times one does not even need to know the open subsets: for many

purposes (for instance, for the concept of sheaf), it suffices to

have a notion of open covering in an arbitrary category. This led
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to the notion of a Grothendieck topology (which is usually not a

topology in the usual sense). Just as an open set in a topological

space need not be open relative to any metric, an open covering

in a Grothendieck topology need not consist of actual open sub-

sets! This relaxation of the notion of open covering is necessary

to obtain a sufficiently fine topology on a scheme.

2.12.1 Definition. Let A be a category together with, for each object U

of A, a distinguished set of families of maps (Ui → U)i, called the open

coverings of U . A Grothendieck (pre)topology on A is a set τ of open

coverings that satisfies the following axioms:

• For any U in A, the family (U
id−→ U) consisting of a single map is an

open covering of U , or it belongs to τ .

• An open covering of an open covering is an open covering: If (Ui → U)i

belongs to τ , and (Vij → Ui)j belongs to τ for each i, then (Vij → U)ij

belongs to τ .

• A base extension of an open covering is an open covering: If (Ui → U)i

belongs to τ , and V → U is a morphism in A, then the fiber products

V ×U Ui → V exist for all i and (V ×U Ui → V )i belongs to τ .

Note that the SGA 4 definition of Grothendieck topology is in terms of

sieves that we will not discuss here. A Grothendieck pretopology gives rise

to a Grothendieck topology, and all the Grothendieck topologies we will use

here arise this way. So from now on, we will abuse terminology and call a

pretopology a topology.

2.12.2 Definition. Let A be a category and τ a Grothendieck topology on

A. A pair (A, τ) is called a site.
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We now list some sites. In the remainder of this section, S will be a scheme.

To give a site first we need to have a category, and then the system of

coverings with above axioms in that category. A family of S-morphisms

(φi : Ui → U)i of S-schemes will be said to be surjective if U =
⋃
i φi(Ui).

First let us define the list P of properties of morphisms:

• surjective (as a map of sets), open immersion, locally of finite pre-

sentation, locally of finite type, of finite presentation, of finite type,

quasi-finite, quasi-compact, flat, fppf, unramified, étale.

Then the following proposition will be used to show that some families of

morphisms satisfy the axioms of the coverings.

2.12.3 Proposition. Let P be in the list P .

• If S → T is a morphism that is P , T → W is also a morphism with

property P , then the composition S → W is also P .

• Let f : S → T be a morphism of schemes, and let f ′ : S′ → T ′ be its

base extension by a morphism S′ → S. If f is P, then f ′ is also P.

Proof. See [16], Appendix C. �

The small Zariski site Let S be a scheme. We consider it as a topo-

logical space, and we take the category A = Open(S) as in the Definition

2.1.1. Let the Grothendieck topology τ be the collection of surjective fam-

ilies (Ui → U) of open immersions. So here U is an open subset of S. We

write SZar the (small) Zariski site.

The big Zariski site Let S be a scheme. We consider the category

A = Sch/S of all S-schemes. Let the Grothendieck topology τ be the

collection of surjective families (Ui → U) of S-morphisms, such that Ui → U
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is an open immersion for any i. Here U is any S-scheme, not necessarily an

open subset of S.

The small étale site Let S be a scheme. We take A to be the category

EtS of schemes U equipped with an étale morphism U → S, and in which

morphisms are S-morphisms. These morphisms will automatically be étale

(see 2.11). The Grothendieck topology τ is the collection of surjective fam-

ilies (Ui → U) of (étale) morphisms in A. We write Set the (small) étale

site.

The (big) fppf site Let S be a scheme. We take A be the category

Sch/S of all S-schemes. An open covering is a surjective family (Ui → U)

of S-morphisms such that
∐

i Ui → U is fppf. This gives the Grothendieck

topology τ on A, and we denote Sfppf the (big) fppf site.

2.13 Group schemes

The reader is advised to skip this section and only read it if necessary. Some

references for this section are [22], [16], and [3]. We follow [16] and [22] quite

closely.

Let A be a category with finite products: i.e., for any natural number

n and for any objects G1, . . . , Gn of A, there exists an object G (denoted

by G1 × · · · × Gn) equipped with morphisms pi : G → Gi, such that any

other object H equipped with a morphism to each Gi, that is hi : H → Gi,

admits a unique morphism to G, that is h : H → G, such that for each i,

the composition pi ◦ h is equal to hi. For example, for S a scheme, in the

category of schemes over S the fiber product over S gives finite products

(see also Definition 2.11.11).

2.13.1 Remark. For n = 0, an empty product is the same thing as a final
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object of A, denoted by 1.

2.13.2 Definition. A group object in the categoryA is an objectG equipped

with morphisms m : G×G→ G (multiplication), i : G→ G (inverse), and

e : 1→ G (identity) satisfying group axiom as follows:

• (associativity) m(m× id) = (id×m)m,

• (identity) m(id× e) = m(e× id) = id, and

• (inverse) m(id, i) = m(i, id) = e.

2.13.3 Example. • A group object in the category of sets is a group.

• A group object in the category of topological spaces with continuous

maps is a topological group.

• A group object in the category of smooth manifolds with smooth maps

is a Lie group.

2.13.4 Definition. Let S be a scheme. A group scheme G over S is a

group object in the category of S-schemes.

Using Yoneda’s lemma (see [21, Tag 001L]) one can obtain an equivalent

definition of group scheme that is perhaps closer to geometric intuition as

follows. Let G be an S-scheme. Equipping G with the structure of a group

scheme over S is equivalent to equipping the set G(T ) with a group structure

for each S-scheme T such that for any S-morphism T ′ → T , the map of

sets G(T )→ G(T ′) is a group homomorphism.
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2.13.5 Definition. Let S be a scheme. A homomorphism of group schemes

f : G → H over S is an S-morphism respecting the multiplication mor-

phisms mG and mH , that is making the diagram

G×S G
mG //

f×f
��

G

f
��

H ×S H
mH // H

commute.

2.13.6 Definition. Let S be a scheme. A subgroup scheme of a group

scheme G → S is subscheme H → S of G → S such that for every T → S

we have H(T ) is a subgroup of G(T ).

Homomorphisms of group schemes, kernels of morphisms and group

scheme actions can be described also by Yoneda’s lemma. For f : G→ H a

homomorphism of group schemes, by Yoneda’s lemma

ker(f)(T ) = ker(G(T )→ H(T ))

for each S-scheme T . To give a left action of an S-group scheme G on an

S-scheme X is equivalent to give a collection of compatible group actions

G(T ) × X(T ) → X(T ) for each S-scheme T . Different properties can be

described in terms of the functor of points, for instance, a subgroup scheme

H of G is normal if and only if H(T ) is a normal subgroup of G(T ) for every

S-scheme T .

2.13.7 Example. An elliptic curve over a number field K is a group scheme

of finite type over Spec(K).
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2.13.8 Affine group schemes

Throughout this subsection let R be a ring. A group scheme over R is

called affine if it is affine as a scheme. The anti-equivalence between affine

R-schemes and R-algebras gives us a description of affine group schemes

over R in terms of R-algebras.

Let us see some examples to make clear what we want to discuss. For any

R-algebra A, we define a group G(A) := SL2(A) (the set of 2× 2 matrices

with entries in A and determinant 1), with multiplication. If φ : A→ B is

an R-algebras homomorphism, then

for any

(
a b

c d

)
∈ SL2(A), we have

(
φ(a) φ(b)

φ(c) φ(d)

)
in SL2(B),

because φ(a)φ(d) − φ(b)φ(c) = φ(ad − bc) = φ(1) = 1. So we get a group

homomorphism G(A) → G(B). If moreover we have a morphism of R-

algebras ψ : B → C, then the map induced by ψ ◦ φ is the composite

G(A)→ G(B)→ G(C). Finally, the identity map on A induces the identity

map on G(A). These mean that G is a functor from the category of R-

algebras to the category of groups.

For A an R-algebra, the set SL2(A) is the set of quadruples (a, b, c, d)

in A4 satisfying the polynomial equation ad − bc = 1. Hence we have a

bijection

HomR(R[X11, X12, X21, X22]/(X11X22 −X12X21 − 1), A)→ SL2(A),

sending φ to (φ(X11), φ(X12), φ(X21), φ(X22)). These bijections are functo-

rial in A, therefore they are an isomorphism of functors

HomR(R[X11, X12, X21, X22]/(X11X22 −X12X21 − 1),−)→ SL2(−).
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In other words, the functor SL2 composed with the forgetful functor from

the category of groups to the category of sets is represented by the R-algebra

R[X11, X12, X21, X22]/(X11X22 −X12X21 − 1).
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Chapter 3

Cohomological interpretation

3.1 Gauss’s theorem

For d ∈ Z not a square, d ≡ 0, 1 (mod 4), we let Od be the subring of C
generated by ud := (

√
d+d)/2. It consists of the numbers a+bud with a and

b in Z. It is free as Z-module with basis (1, ud). The minimal polynomial

of ud is fd = x2 − dx+ (d2 − d)/4; the discriminant of fd is d. The ring Od

is called the quadratic order of discriminant d. For such a d, we have the

group Pic(Od) (see Definition 2.8.2).

Here is Gauss’s theorem.

3.1.1 Theorem. (Gauss) Let n be a positive integer. We define the set

Xn(Z) = {x ∈ Z3 : x2
1 + x2

2 + x2
3 = n and gcd(x1, x2, x3) = 1}. Then:

#Xn(Z) =



0 if n ≡ 0, 4, 7(8),

48·# Pic(O−n)

#(O×−n)
if n ≡ 3(8),

24·# Pic(O−4n)

#(O×−4n)
if n ≡ 1, 2(4).
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The first case in this theorem is easy to prove. The squares in Z/8Z are 0,

1 and 4. If (x1, x2, x3) is in Z3 and gcd(x1, x2, x3) = 1, then at least one

among the xi is odd, hence x2
1 + x2

2 + x2
3 cannot be 0, 4 or 7 in Z/8Z.

In the next sections, we will apply Theorem 2.6.1 to prove the last two

cases of Gauss’s result, assuming that there is at least one solution. We will

also show the existence of an integer solution in Section 3.4 by using sheaf

theory.

3.1.2 Remark. We sketch Gauss’s method in a few lines. Let P = (x, y, z)

in Z3 be primitive, with x2 + y2 + z2 = n. Then we have the following

commutative diagram with exact rows

0 // P⊥ // Z3 bP // Z // 0

0 // P⊥ //

=

OO

Z · P ⊕ P⊥ //
?�

OO

n · Z //
?�

OO

0,

where bP : Q 7→ 〈Q,P 〉. This map has a section 1 7→ Q, where Q ∈ Z3

is any point that satisfies 〈Q,P 〉 = 1. Then v := nQ − P is in P⊥. Also,

(P⊥, b, d) is a primitive positive definite oriented symmetric bilinear module

over Z of rank 2 and discriminant n (see 2.9 and 3.5.5 for the explanation

of the notations and the proof). The lattice Z · P ⊕ P⊥ has the overlattice

Z3 generated by Z · P ⊕ P⊥ and Q = (1/n)(P + v) on which b is integral.

We have

b((1/n)(P + v), (1/n)(P + v)) = n−2b((P + v), (P + v)) = n−2(n+ b(v, v)).

So in P⊥, there exists v such that b(v, v) = −n modulo n2. Conversely,

for such a v we get the overlattice generated by (1/n)(P + v) on which b is

integral and perfect. A crucial ingredient of the proof of Gauss’s theorem

is that any (L, b) with L free of rank 3 and b perfect symmetric bilinear

positive definite is isomorphic to Z3 with the standard inner product.
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So, in order to find all possible P , one studies the (M, b) of rank 2, primi-

tive, of discriminant n, which have an element v ∈M such that b(v, v) = −n
modulo n2. Then the overlattice L of the orthogonal direct sum Z⊕M with

(1 + 0) ∈ Z ⊕M and b((1 + 0), (1 + 0)) = n, generated by (1/n)(1 + v)

is isomorphic to Z3 with standard inner product and contains the element

(1 + 0) whose image in Z3 is our desired solution P .

The number of (M, b) that are primitive, positive definite of discriminant

n is closely related to the class number of Z[
√
−n]. Miraculously, the re-

striction (that is there exists v ∈ M such that b(v, v) = −n modulo n2) on

M and the number of overlattices cancel out so that the number of solutions

P is, up to other subtleties, the same as 48 (the number of isomorphisms)

times the class number.

3.2 The sheaf SO3 acts transitively on spheres

Let n ∈ Z≥1. We want to understand the set of primitive solutions in Z3 of

the equation x2 + y2 + z2 = n, where primitive means that gcd(x, y, z) = 1.

Theorem 3.1.1 says how many primitive solutions there are. This suffices for

the problem of understanding all solutions, because if (x, y, z) is a solution

and d := gcd(x, y, z) > 1, then (x/d, y/d, z/d) is a primitive solution of the

equation x2 + y2 + z2 = n/d2.

Let us define a sheaf of sets Xn on Spec(Z). We have Xn(∅) is the one

point set (see 2.2.2). We define, for each non-empty open U = D(m) (with

m > 0), the set Xn(U) as

{(x, y, z) ∈ Z[1/m]3 : x2 + y2 + z2 = n and gcd(x, y, z) = 1 in Z[1/m]}.

Then for V ⊂ U we have Xn(U) ⊂ Xn(V ), these inclusions are our restric-

tion maps, and make Xn into a presheaf. It is a sheaf. Indeed, let U be a
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non-empty open subset in Spec(Z), and U =
⋃
i∈I Ui be an open covering

with Ui = D(mi) for some mi ∈ Z>0. Suppose (fi) ∈
∏

i∈I Xn(Ui) satis-

fies for any i, j ∈ I: fi|Ui∩Uj = fj |Ui∩Ui in Xn(Ui ∩ Uj). This means that

f := fi ∈ Q3 is well-defined, and the primes that divide the denominators

of coordinates of f must be the prime factors of the generator of the ideal

generated by {mi}i∈I . Hence f ∈ Xn(U).

3.2.1 Remark. (For those who know about schemes.) Let Xn be the

closed subscheme Z(x2 + y2 + z2 − n) of the 3-dimensional affine space

minus the origin A3
Z − Z((z, y, z)). For U an open subset of Spec(Z),

Xn(U) = Xn(U) = Hom(U,Xn). The sheaf property holds because mor-

phisms of locally ringed spaces can be glued uniquely. Above we have given

a direct proof that Xn is a sheaf and actually it has nothing to do with the

equations, it works for any equation.

We also want a sheaf of groups acting on Xn. For this we take groups of

rotations. For any ring A we define SO3(A) as:

SO3(A) := {g ∈ M3(A) : gt · g = 13 and det(g) = 1},

where M3(A) is the set of 3 by 3 matrices with coefficients in A. In

other words, SO3(A) is the group of automorphisms of the free A-module

A3 that fix the standard inner product 〈·, ·〉 : A3 → A; for x, y ∈ A3,

〈x, y〉 = x1y1 + x2y2 + x3y3, and preserve d : A → ∧3A3, 1 7→ e1 ∧ e2 ∧ e3

the standard orientation.

For U = D(m), where m 6= 0, we define:

G(U) := SO3(O(U)) = SO3(Z[1/m]).

The presheaf G is a sheaf (argument as for Xn), and it acts on Xn. The

following result then makes it possible to apply Theorem 2.6.1.
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3.2.2 Theorem. Let n ∈ Z>0. The action of G on Xn is transitive.

Proof. Our proof will use symmetries with respect to the inner product

〈·, ·〉 : Q3 → Q, that is for Q 6= 0 in Q3:

sQ : Q3 → Q3, R 7→ R− 2
〈R,Q〉
〈Q,Q〉

Q.

Transitivity is a local property on Spec(Z). That is, we need to show that

for each prime number p and all primitive P and Q in Z3
(p) with 〈P, P 〉 = n,

and 〈Q,Q〉 = n, there exists a g in SO3(Z(p)) such that gP = Q.

If P = Q, then for g := 13 ∈ SO3(Z(p)) we have g·P = Q. So assume

that P 6= Q. First suppose that p = 2. Consider v ∈ Z3 that satisfies

〈v, P 〉 = 0 and v is primitive. The set P⊥ = {v ∈ Z3 : 〈v, P 〉 = 0} is a free

Z-module of rank two, with the property that if v is in Z3 and d ∈ Z with

d 6= 0 and dv ∈ P⊥, then v ∈ P⊥. Therefore we can take a primitive v ∈ Z3

such that 〈v, P 〉 = 0. At least one of the coordinates of v ∈ Z3 is an odd

integer, so the residue of 〈v, v〉 modulo 4 is not equal to 0. Because of that,

from the formula of sv, we get sv : Z3
(2) → Z3

(2). Also we get that sv(P ) = P .

Now take w a primitive element in Z3 such that w is a multiple of the vector

P − Q by some number in Q. Then the symmetry sw : Z3
(2) → Z3

(2) maps

the point P to the point Q. So by construction g := sw ◦ sv : Z3
(2) → Z3

(2)

will be in SO3(Z(2)) and (sw ◦ sv)(P ) = sw(P ) = Q.

Now let p be a prime number not equal to 2. We want to find v and

w in Z3
(p) such that sv and sw map Z3

(p) to itself, and (sw ◦ sv)(P ) = Q.

The idea is that for any v there is no choice for w: w must be a multiple

of sv(P ) − Q. So, the conditions on v ∈ Z3
(p) are: 〈v, v〉 is not divisible

by p, and w := sv(P )−Q ∈ Z3
(p) has 〈w,w〉 not divisible by p, that is, their

image in Fp is non-zero. So the existence of a v as desired is a matter of

showing that there exists an element v in the Fp-vector space F3
p such that

〈v, v〉 6= 0 and, with w := sv(P )−Q, 〈w,w〉 6= 0.
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Both conditions are homogeneous in v: they are satisfied by v if and only

if they are satisfied by λ·v for all λ in F×p . So we study these conditions on

P2(Fp) = (F3
p − {0})/F×p . The first condition, 〈v, v〉 6= 0 means that v does

not lie on the conic C defined by the homogeneous equation x2
0+x2

1+x2
2 = 0.

A simple computation shows that the second condition is equivalent to:

〈P, v〉〈v,Q〉
〈v, v〉

6= 〈P,Q〉 − n
2

.

Note that the left hand side of the last inequality defines a function

f : P2(Fp)− C(Fp)→ Fp, v := F×p ·v 7→
〈P, v〉〈v,Q〉
〈v, v〉

.

It suffices now to show that f is not constant. Now for v in P2(Fp)−C(Fp)
we have f(v) = 0 if and only if v is on the (projective) line P⊥ perpendicular

to P (its equation is P1v1+P2v2+P3v3 = 0), or on the line Q⊥ perpendicular

to Q. Each of these has p+ 1 Fp-points, of which at most 2 are on C, hence

there are v in P2(Fp)− C(Fp) such that f(v) = 0. We will now show that

there is a v in P2(Fp) − C(Fp) where f(v) is not zero, by considering all

v on a suitable line. The issue is that we want a proof that works for all

p ≥ 3, and not have to treat small primes differently. So, consider a line

L that contains only one point R that lies on P⊥ ∪ Q⊥ (if P⊥ 6= Q⊥ then

this means that R is the intersection point of P⊥ and Q⊥). Then L(Fp)
has p+ 1 points, of which one is R and of which at most two are in C(Fp).
Therefore there are at least p+ 1− 3 = p− 2 > 0 points of L(Fp) where f

is defined and is non-zero. �

To apply Theorem 2.6.1, the next step is to show the existence of an

element x in Xn(Spec(Z)). Besides that, an important step in proving

Gauss’s theorem using sheaves is to relate the stabilizer subgroup H of x in

Xn(S) to the quadratic order Od with d = −n or d = −4n depending on n
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(mod 8) (see Section 3.5.17), and H1(S,H) to the Picard group of Od (see

Section 3.7). It turns out that there is an exact sequence on Spec(Z[1/2]):

0→ O×
Spec(Z[1/2])

→ T → HSpec(Z[1/2]) → 0,

where, for everym > 0 in Z, T (Z[1/2m]) = (Z[1/2m, r]/(r2+n))×. Because

we will work on Spec(Z[1/2]), the following corollary will be necessary.

3.2.3 Corollary. Let n ∈ Z>0. The action of G on Xn is transitive on

Spec(Z[1/2]).

But before those two steps we will show that H1(Spec(Z), SO3) = {1}
and also H1(Spec(Z[1/2]), SO3) = {1}. We use Minkowski’s theorem about

lattice points in a bounded, convex and symmetric subset of Rn and the

equivalence between free Z-modules of rank r and locally free OSpec(Z)-

modules of rank r on Spec(Z).

3.3 Triviality of the first cohomology set of

SO3

For this section S can be either Spec(Z) or Spec(Z[1/2]), we will specify

it in the statements if necessary. We consider the triple (O3
S , b, d), with

b : O3
S×O

3
S → OS the morphism of sheaves such that for every open subset

U of S we have b(U) the standard inner product and d : O → ∧3O3 the iso-

morphism of sheaves which is the standard trivialisation of the determinant

(sending 1 to e1 ∧ e2 ∧ e3). First we show the following lemma.

3.3.1 Lemma. The inclusion SO3(Z(2)) ⊂ SO3(Q) is an equality.
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Proof. We claim that O3(Z(2)) = O3(Q). This claim implies the state-

ment that we must prove. The standard basis can be mapped to any or-

thonormal basis by a composition of symmetries in suitable hyperplanes

(recall also the proof of Theorem 3.2.2 where we use symmetries to map

any vector to another vector). Thus O3(Q) is generated by symmetries.

Hence it suffices to show that any symmetry s in O3(Q) is in O3(Z(2)). But

such symmetry is of the form sv with v a primitive element of Z3. For such

a v, the integer 〈v, v〉 is not divisible by 4, and hence sv is in O3(Z(2)). �

3.3.2 Remark. The previous lemma can also be proved directly from the

equations of SO3. Let x, y, z ∈ Q such that x2 + y2 + z2 = 1. Suppose

x = p
2n , y = q

2l
, z = r

2k
, where p, q and r are in Z(2), and n, l, k ∈ Z.

Without loss of generality we may assume that k ≥ l, n. We have

22k−2np2 + 22k−2lq2 + r2 = 22k.

If k ≤ 0, then x, y, z are in Z(2). Now if k > 0, then the right hand side of

the equation is divisible by 4, while the left hand side is congruent to 1, 2

or 3 (mod 4), which is absurd. Therefore x, y, z ∈ Z(2). In particular, for

any odd number m, the group SO3(Z[1/2m]) is equal to SO3(Z[1/m]).

3.3.3 Proposition. Let S be either Spec(Z) or Spec(Z[1/2]), with its

Zariski topology. Then H1(S, SO3) is trivial.

Proof. A twist (M, bM, dM) of (O3
S , b, d) is a locally free OS-module M

of rank 3 equipped with bM : M×M → O a symmetric bilinear form on

M with values in O and dM : M → ∧3M an isomorphism of O-modules,

such that (M, bM, dM) is locally isomorphic to (O3
S , b, d). As SO3 is the

automorphism group sheaf of (Z3, b, d), then as in Example 2.5.6, H1(S,G)

is the set of isomorphism classes of twists of (O3
S , b, d).
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Let (M, bM, dM) be a twist of (O3
S , b, d). We will show that (M, bM, dM)

is isomorphic to (O3
S , b, d). We start by proving the following lemma to

understand the set of global sections of (M, bM, dM).

3.3.4 Lemma. Let S be Spec(Z) with its Zariski topology. Let (O3
S , b, d)

be as above definition, and (M, bM, dM) any twist of (O3
S , b, d). Then the

set of global sectionsM(S) is isomorphic to Z3 as Z-module, and bM(S) is

a positive definite perfect symmetric bilinear form with values in Z.

Proof. Because of Proposition 2.7.4, we have M(S) is isomorphic to Z3

as Z-module.

Taking the stalk at the generic point η := (0) ∈ S for M, we get an

isometry φ : Q3 →Mη with respect to the standard inner product form 〈·, ·〉
of Q3. For every open U of S, we haveM(U) ⊂Mη (by Proposition 2.7.4),

therefore bM is a symmetric, positive definite bilinear form. Moreover, the

map bM induces a map b̄M from M to M∨: for every open U of S and

x ∈ M(U), if V ⊂ U, y ∈ M(V ) then b̄M(V )(y) := b(x|V , y). So we have

the following exact sequence of sheaves (of O-modules)

0→ ker(b̄M)→M→M∨ → coker(b̄M)→ 0.

Since (M, bM, dM) is locally isomorphic to (O3
S , b, d) and b is a perfect

bilinear form, b̄M is also an isomorphism of sheaves, and bM is a perfect

bilinear form. In particular, bM(S) is a positive definite perfect symmetric

bilinear form with values in Z. �

Now we can prove the proposition in 2 steps. First we will show the

existence of an orthonormal basis for M(S) with S = Spec(Z) by using

Minkowski’s theorem. We refer the reader to see again Section 2.9.
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For S = Spec(Z), we have shown that M := M(S) is isomorphic to

Z3 as Z-module, and bM is a positive definite perfect symmetric bilin-

ear form with values in Z. Let m be a shortest non-zero element of M .

Suppose that bM (m,m) ≥ 2. Then the open ball with radius
√

2/2 in

MR := M ⊗Z R maps injectively into MR/M . Hence the volume of MR/M

is at least (4π/3)·(
√

2/2)3 =
√

2π/3 > 1. On the other hand the dis-

criminant of (M, bM , dM ) is equal to 1 because bM is perfect and positive

definite. Hence there is an element m in M with bM (m,m) = 1. Then

M = Zm⊕m⊥, and continuing our argument with m⊥ shows that M has

an orthonormal basis. This concludes the proof that H1(Spec(Z), SO3) is

trivial.

Let S now be Spec(Z[1/2]). By Lemma 3.3.1, for any odd number m,

the group SO3(Z[1/2m]) is equal to SO3(Z[1/m]). We take any element

g ∈ H1(Spec(Z[1/2]), SO3). By Proposition 2.8.4, there exists an open

covering (Ui)i∈I of S where Ui = D(2mi) and mi odd, and a 1-cocycle

(gij ∈ SO3(Ui∩Uj))i,j∈I×I such that g is the cohomology class of (gij)i,j∈I×I .

Since SO3(Z[1/2mimj ]) = SO3(Z[1/mimj ]), then (gij)i,j∈I×I is a 1-cocycle

for SO3 on Spec(Z) with the cover (D(mi))i∈I . There it is a boundary of a

0-cocycle h = (hi)i∈I . Then (gij ∈ SO3(Ui ∩ Uj))i,j∈I×I is the boundary of

h restricted to Spec(Z[1/2]). So we have H1(Spec(Z[1/2]), SO3) = {1}. �

3.4 Existence of integral solutions

We will use sheaf theory to prove the following theorem by Legendre.

3.4.1 Theorem. (Legendre) Let n be in N.

1. If n 6= 0, 4, 7 (mod 8), then Xn(Z) 6= ∅.
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2. If n is not of the form 4a(8b + 7) with a ∈ N and b ∈ Z≥0, then there

exists (x, y, z) ∈ Z3 such that x2 + y2 + z2 = n.

To prove this theorem we need several steps.

3.4.2 Existence of a rational solution

First we need the existence of a rational solution, so in this case we can

assume that n is square free and n 6= 0, 4, 7 (mod 8). We will use the

following theorem by Hasse-Minkowski to get a ‘global’ solution, that is a

solution over the field Q of rational numbers, from local solutions, that are

solutions over all p-adic numbers Qp and a solution over the field R of real

numbers.

3.4.3 Theorem. (Hasse-Minkowski) Let m be a positive integer, and

f : Qm → Q, x 7→ Σi≤jai,jxixj , where ai,j are elements of Q, a quadratic

form. In order that f = 0 has a nontrivial solution in Qm, it is necessary and

sufficient that, for all prime numbers p, the equation f = 0 has a nontrivial

solution in Qm
p , and also the equation f = 0 has a nontrivial real solution.

Proof. See [17], Chapitre IV, Théorème 8. �

To apply Hasse-Minkowski’s theorem in our case, we consider the quadratic

form

f : Q4 → Q, (x, y, z, t) 7→ x2 + y2 + z2 − nt2.

Over the field R of real numbers, the equation f = 0 clearly has the non-

trivial solution (
√
n, 0, 0, 1). For any prime number p we want to get the

solution in Qp, we apply Hensel’s lemma to lift a “smooth” solution over

the finite field Fp to a solution over the ring of p-adic integer Zp. Here is

the statement.
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3.4.4 Theorem. (Hensel’s lemma) Let p be a prime number, Zp the

ring of p-adic integers, and f ∈ Zp[x1, . . . , xm] a polynomial. If f = 0 has

a solution a in Fmp and f ′(a) 6= 0 in Fmp , where f ′ is the formal derivative

of f , then there exists b in Zmp such that f(b) = 0 with bi = ai mod pZp.

Proof. See [20], Chapter 11, Theorem 3.6. �

For every prime number p, it is sufficient to consider the equation

x2 + y2 + z2 = n

over Zp. First we work for p = 2. Let x ∈ Z×2 , thus x = 1 + 2a for

some a ∈ Z2, and x2 = 1 + 4a(a + 1) ∈ 1 + 8Z2. For any b ∈ Z2, the

polynomial equation t(t+1)−2b = 0 has a solution in F2, and its derivative

is 1 6= 0. Therefore, by Hensel’s lemma above, we get an a ∈ Z2 such that

(1 + 2a)2 = 1 + 8b. We have proven that {x2 : x ∈ Z×2 } = 1 + 8Z2. Since

n 6= 0, 4, 7, then it is the sum of 3 squares in Z2 by taking x, y ∈ {0, 1, 2},
and z ∈ Z×2 . Hence, we have a nontrivial solution of the quadratic form

x2 + y2 + z2 − nt2 in Q2.

Now let p > 2. We want to find a solution of the quadric x2+y2+z2−n = 0

over Fp such that the derivative (2x, 2y, 2z) 6= (0, 0, 0). We fix a non-zero

z ∈ Fp. If we let y vary in Fp, then there are p+1
2 different values of

n − z2 − y2. Since there are only p−1
2 non-square element in Fp, thus at

least one value of n − z2 − y2 is a square element. By Hensel’s lemma, we

find a non-trivial solution for the equation x2 + y2 + z2 − nt2 = 0 over Qp.

3.4.5 Existence of a solution over Z(p)

Having found a solution in Xn(Q), our next step is to bring the rational

solution to any “local” solution, that is for any prime number p, a solution

in Xn(Z(p)).
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As in Remark 3.3.1, if x, y, z ∈ Q such that x2 + y2 + z2 = n, then

x, y, z ∈ Z(2). Suppose 4 divides n, and x, y, z ∈ Z(2) such that x2+y2+z2 = n.

Then x, y, z are 0 (mod 2). Since we are interested in the set of primitive

solutions in Z3 of the equation x2 + y2 + z2 = n, we assume that n 6= 0, 4, 7

(mod 8) and we have the (x, y, z) ∈ Z3
(2) is in Xn(Z(2)).

Now let p 6= 2 be prime. Let us define for y ∈ Qm
p ,

v(y) = min{v(yi); i = 1, ...,m}.

3.4.6 Lemma. Let m > 1 be an integer, and x ∈ Qm
p such that 〈x, x〉 6= 0,

〈x, x〉 ∈ Zp and v(x) < 0. Let i := v(〈x, x〉)−v(x)−1. Then for all u ∈ Zmp
such that v(〈u, x〉) = v(x), we have v(sx+piu(x)) > v(x). Moreover such u

exist, even in Zm(p).

Proof. First we show the existence u ∈ Zmp such that v(〈u, x〉) = v(x). Let

y = p−v(x)x. Then v(y) = 0. It suffices to show that there exists u ∈ Zmp
such that v(〈u, y〉) = 0. This is equivalent to the existence of ū in Fmp such

that 〈ū, ȳ〉 6= 0 (here ȳ denotes the reduction mod pZp). This is clear since

the equation 〈ū, ȳ〉 6= 0 is the complement of a hyperplane in the affine space

Fmp . Note that such u can be taken in Zm(p).
Let u ∈ Zmp such that v(〈u, x〉) = v(x) and i := v(〈x, x〉)− v(x)− 1. We

consider the following identity:

sx+piu(x) = x− 2〈x, x+ piu〉
〈x+ piu, x+ piu〉

(x+ piu).

We have 〈x, x + piu〉 = 〈x, x〉 + pi〈x, u〉. The valuation v(〈x, x〉) is greater

than v(pi〈x, u〉) because

v(pi〈x, u〉) = i+ v(〈u, x〉) = i+ v(x) = v(〈x, x〉)− 1.
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Then

v(〈x, x+ piu〉) = min{v(〈x, x〉), i+ v(x)} = v(〈x, x〉)− 1,

and the leading term of 〈x, x+ piu〉 is pi〈x, u〉. For the denominator of the

fraction we have

〈x+ piu, x+ piu〉 = 〈x, x〉+ 2pi〈x, u〉+ p2i〈u, u〉.

Since 〈u, u〉 ∈ Zp, i ≥ 0, and v(x) < 0 we get

v(p2i〈u, u〉) ≥ 2i > i+ v(x) = v(2pi〈x, u〉).

So the leading term of 〈x + piu, x + piu〉 is 2pi〈x, u〉. This implies the

fraction in the formula of sx+piu(x) is in the form (1 + pε) where ε in Zp.
Thus v(sx+piu(x)) > v(x). �

3.4.7 Proposition. Let n be a natural number such that n 6= 0, 4, 7 (mod

8). Then for every prime number p, the set Xn(Z(p)) is non-empty.

Proof. Let p 6= 2 be a prime number. By applying Lemma 3.4.6 with

m = 3 and x ∈ Q3 ↪→ Q3
p such that 〈x, x〉 = n repeatedly, we obtain a

point x = (a, b, c) ∈ Z3
(p) such that a2 + b2 + c2 = n and v(x) ≥ 0. If

v(x) = 0, then x ∈ Xn(Z(p)). Suppose v(x) > 0. We write x = pv(x)x′ with

x′ = (a′, b′, c′) ∈ Z3
(p). We claim that there exists a primitive point u ∈ Z3

such that v(su(x)) = v(x) − 1. To prove the claim, let u = (k, l,m) be a

primitive point in Z3 such that 〈ū, ū〉 = 0 and 〈ū, x̄′〉 6= 0 in Fp: take any lift

in Z3 from a point in the conic x2+y2+z2 = 0 over Fp, that does not belong

the line a′x + b′y + c′z = 0. In particular, we can take 0 ≤ k, l,m ≤ p−1
2 .

This choice implies that k2 + l2 + m2 < p2, so p2 - k2 + l2 + m2. Now let
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su be the symmetry with respect to the primitive point u. We have the

identity

su(x) = x− 2
〈u, x〉
〈u, u〉

u.

By the choice of the point u, we have also

v

(
2
〈u, x〉
〈u, u〉

u

)
= v(x) + v

(
2
〈u, x′〉
〈u, u〉

u

)
= v(x)− 1.

In particular we get v(su(x)) = v(x) − 1. By applying the symmetry su

repeatedly, we get v(x) = 0 and x ∈ Xn(Z(p)). �

3.4.8 The proof of Legendre’s theorem by sheaf the-

ory

The last step is about how to glue “local” solutions, that is a family of

solutions in Xn(Z(p)) for each prime number p, to a global solution, that is

a solution in Xn(Z). We will use sheaf theory to show it. Let us define for

a matrix A = (aij)1≤i≤k,1≤j≤m ∈ Mk×m(Q),

denom(A) := lcm(denom(aij); 1 ≤ i ≤ k, 1 ≤ j ≤ m) .

Proof. Let S be Spec(Z) with its Zariski topology. From Proposition 3.4.7,

there exist solutions in Xn(Z(p)), for all prime numbers p. Let p0 be a

prime number and x0 ∈ Xn(Z(p0)). Let U0 be the complement in S of the

finite set of primes p such that x0 /∈ Xn(Z(p)). Then x0 ∈ Xn(U0). Write

S − U0 = {p1, . . . , pm} with the pi distinct. For each i ∈ {1, . . . ,m}, let

xi ∈ Xn(Z(pi)).

Since G acts transitively on Xn, for each 1 ≤ i ≤ m there exists gi0 ∈ G(Q)

such that xi = gi0 ·x0. Note that the gi0 is unique up to right multiplication

by elements in the stabilizer subgroup Gx0(Q). For 1 ≤ i, j ≤ m, we define

81



gij := gi0 · g−1
j0 ∈ G(Q) that maps xj to xi. These gij satisfy the 1-cochain

property, that is for every i, j, k we have gik = gij · gjk. Let us define a

number

d := lcm(denom(gij) : 0 ≤ i, j ≤ m, denom(xi) : 0 ≤ i ≤ m, p1p2 . . . pm).

For each 1 ≤ i ≤ m, let us define Ui := {pi}∪Spec(Z[1/d]). These are open

subsets of S. Thus we have S = U0∪U1∪· · ·∪Um, and for all 0 ≤ i, j ≤ m,

i 6= j,

Ui ∩ Uj = Spec(Z[1/d])), gij ∈ G(Ui ∩ Uj).

As H1(S,G) = H̆
1
(S,G) is trivial, there exist g0, g1, . . . , gr with gi ∈ G(Ui),

such that in the intersection Ui ∩ Uj we have gij = gi · g−1
j .

Now for every 0 ≤ i ≤ m, we let x′i := g−1
i ·xi. For each i, by construction

of Ui, x
′
i is an element of Xn(Ui). In the intersection Ui ∩ Uj , we have

x′j = g−1
j · xj = g−1

i · gij · xj = g−1
i · xi = x′i.

Since Xn is a sheaf of sets, there exists a unique x′ ∈ Xn(S) such that

x′|Ui = x′i. Thus we find a global solution x′ ∈ Xn(S) as desired. �

3.4.9 Remark. We refer to [17], Chapitre IV-Appendice or [5] for other

proofs of Legendre’s theorem about the existence of integral points. The

classical proof of this theorem by Dirichlet requires three main lemmas:

the quadratic reciprocity law, Dirichlet’s theorem on primes in arithmetic

progressions, and that every perfect lattice of rank 3 is isomorphic to Z3 with

the standard inner product. Note that the proof of the existence of integral

solutions of the sums of 3 squares equation is called Legendre’s theorem

although most likely Legendre did not prove the quadratic reciprocity law

completely, as Gauss did. A conceptual description of the proof given above

in more advanced language (see [8]) is as follows. There is an H-gerbe
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[G\Xn], with H the stabiliser group (glued from local stabilisers). Then

H2(S,H) = {1} because the dimension of S is 1. This gives that this gerbe

is neutral: [G\Xn](S) is not empty. Because H1(S,G) = {1} we have Xn(S)

is not empty.

3.5 The stabilizer in Gauss’s theorem

Let n be a natural number such that n 6= 0, 4, 7 (mod 8). Let P = (x, y, z)

be a primitive solution of the equation in Z3 (see Theorem 3.4.1). As in

the Definition 2.4.1, we define the stabilizer H := SO3,P of P in the group

scheme SO3. So for any ring A we define:

H(A) := {g ∈ SO3(A) : gP = P}.

In particular for U = D(m), where m 6= 0, we define

GP (U) := H(Z[1/m]).

The presheaf GP is a sheaf of subgroups of G.

3.5.1 Remark. For the field of real numbers R, SO3,P (R) is the group of

rotations with axis R · P , therefore it is a circle group. In particular it is

commutative.

3.5.2 Lemma. Let P,Q ∈ Xn(Z). Then we have a canonical isomorphism

of sheaves φ : GQ → GP in the Zariski topology on Spec(Z).

Proof. By Corollary 3.2.3, there exists an open covering (Ui)i∈I of Spec(Z),

and a family of elements (gi ∈ G(Ui))i∈I such that for every i ∈ I, giP = Q.

Then for each i, we have an isomorphism of sheaves of groups

φUi : GP |Ui → GQ|Ui , h 7→ gihg
−1
i .
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On the intersection Ui ∩ Uj , we have gj = gi · hij in G(Ui ∩ Uj), for a

unique hij ∈ GP (Ui ∩ Uj). Because GP (Q) is a subgroup of SO3,P (R), it is

commutative. Thus on the intersection Ui ∩ Uj , the morphism φUi is equal

to φUj . They glue together and we get the isomorphism of sheaves φ. See

Theorem 2.6.1 for this argument in a more general situation. �

From the lemma above, the stabilizer of P ∈ Xn(Z) in G does not depend

on the choice of the point P as a sheaf in the Zariski topology on Spec(Z).

So let us denote H := GP for the stabilizer of some point P ∈ Xn(Z) in G.

We will determine H, only over Spec(Z[1/2]), but it will be enough.

3.5.3 Remark. The sheaf of groups H does not depend on the choice of

the point P , but the embedding of H into G does depend on the choice of

the point P .

3.5.4 The orthogonal complement P⊥ of P in Z3

We start by considering P⊥ := {Q ∈ Z3 : 〈Q,P 〉 = 0}, the orthogonal

complement of P . Since Q ⊗Z P
⊥ is of dimension 2 and P⊥ is torsion

free, P⊥ is a free Z-module of rank 2. We equip P⊥ with b, the symmetric

bilinear form obtained by restricting that of Z3, and d, the orientation of

P⊥ coming from P and the standard orientation of Z3

3.5.5 Lemma. Let P ∈ Xn(Z). Then the symmetric bilinear form b on

P⊥ obtained by restricting 〈·, ·〉 from Z3 is positive definite, primitive, and

its discriminant is n.

Proof. The positive definiteness is clear since it is the restriction of a pos-

itive definite symmetric bilinear form. Now let us first prove the primitivity
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of b. Because P is primitive, we have the following exact sequence

0 // P⊥ // Z3 bP // Z // 0

0 // P⊥ //

o

OO

Z · P ⊕ P⊥ //
?�

OO

n · Z //
?�

OO

0,

where bP : Q 7→ 〈Q,P 〉. This map has a section 1 7→ Q, where Q ∈ Z3 is any

point that satisfies 〈Q,P 〉 = 1. We get that Z3/P⊥ is a free Z module of

rank 1. Any Z-basis (e1, e2) of P⊥ can be extended to a basis (e1, e2, e3) of

Z3, such that 〈e3, P 〉 = 1. Let g = (〈ei, ej〉)i,j be the Gram matrix relative

to that basis. As the discriminant of (Z3, 〈·, ·〉) is equal to one, we have

det(g) = 1. In particular, at every prime number p, the rank g in M3(Fp)
is equal to 3. If follows that not all gij with 1 ≤ i, j ≤ 2 can be zero in Fp.
This implies that (P⊥, b) is primitive.

By the snake lemma for the diagram above, we get Z3/(Z · P ⊕ P⊥) is

isomorphic to Z/nZ. The submodule P⊥ ⊕Z · P has index n in Z3, hence

discr(P⊥ ⊕ Z · P, 〈·, ·〉) = n2. As this direct sum is orthogonal, we have

n2 = discr(P⊥ ⊕ Z · P ) = discr(P⊥, b). discr(Z · P, 〈·, ·〉) = discr(P⊥, b) · n.

We conclude that (P⊥, b) is Z-module of rank 2 with positive definite prim-

itive symmetric bilinear form of discriminant n. �

3.5.6 Remark. We have the exact sequence 0 → P⊥ → Z3 bP−→ Z → 0.

Because P is primitive, the sequence 0 → P⊥ → Z3 bP−→ Z → 0 admits a

splitting. Let A be a ring. By tensoring with A over Z, thus the sequence

0→ A⊗Z P
⊥ → A3 idA⊗bP−−−−→ A→ 0 is exact and

{(a, b, c) ∈ A3 : 〈(a, b, c), P 〉 = 0} = A⊗Z P
⊥.
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3.5.7 The embedding of H in N

Let us consider N := SO(P⊥) the automorphism group scheme of (P⊥, b, d).

For a ring A, we define N(A) as:

N(A) := Aut(A⊗ (P⊥, b, d)).

We define the presheaf of groups N on Spec(Z[1/2]): for any non-empty

open subset U = D(2m) of Spec(Z[1/2]), where m 6= 0 is odd,

N (U) := N(Z[1/2m]).

The presheaf N is a sheaf of groups on Spec(Z[1/2]) (see Section 3.2, in

particular Remark 3.2.1).

3.5.8 Remark. We can write equations for N explicitly if we choose a

Z-basis for P⊥. Let us write

Z3 = P⊥ ⊕ Z · e3 = (Z · e1 ⊕ Z · e2)⊕ Z · e3,

where (e1, e2) is a basis of P⊥ and 〈e3, P 〉 = 1. We denote B for the Gram

matrix of the symmetric bilinear form b on P⊥ with our chosen basis (e1, e2).

For a ring A, we get

N(A) := {g ∈ M2(A) : gt ·B · g = B and det(g) = 1},

where M2(A) is the set of 2 by 2 matrices with coefficients in A.

Let A be a ring and g ∈ H(A). For Q ∈ P⊥A := A⊗Z P
⊥, we have

〈gQ, P 〉 = 〈Q, gtP 〉 = 〈Q,P 〉 = 0.

Thus gQ ∈ P⊥A . We have the action of H(A) on P⊥A . It gives a morphism of

groups H(A)→ N(A) and a natural morphism of groups schemes H → N .
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The element (1/n)P of Z[1/2n]3 is mapped to 1 in Z[1/2n] in the exact

sequence

0→ P⊥Z[1/2n] → Z[1/2n]3
idZ[1/2n]⊗bP−−−−−−−→ Z[1/2n]→ 0.

Therefore Z[1/2n]3 is the orthogonal direct sum of P⊥Z[1/2n] and Z[1/2n] ·P .

Thus over Z[1/2n], H → N is an isomorphism of sheaves. For the same

reason, Q3 is the orthogonal direct sum of P⊥Q with Q · P , therefore the

injection H(Q) → N (Q) is an isomorphism of groups. In particular we

have an injection H → N on Spec(Z[1/2]). The next lemma is the first step

to make the cokernel of the map H → N in the category Sh(Spec(Z[1/2]))

explicit.

3.5.9 Lemma. Let p 6= 2 be a prime dividing n. Then H(Z(p)) is the set

of g in N (Z(p)) that fix PFp in P⊥Fp , where PFp denotes the image of P in

F3
p.

Proof. Since the prime p 6= 2 divides n, 〈PFp , PFp〉 = 0 in Fp. As P is

primitive, PFp 6= 0. Let g be in N (Z(p)) such that gPFp = PFp . Let v

in P⊥ be a lift over Z of an element of P⊥Fp − Fp · PFp (elements in P⊥Fp
which are not in Fp · PFp). Since b is a primitive bilinear form on P⊥ (see

Lemma 3.5.5), 〈v, v〉 6= 0 in Fp. Let sv be the symmetry in P⊥Z(p)
with

respect to v. Then svg is an automorphism of (P⊥Z(p)
, b) of determinant −1.

Then svg has eigenvalues 1 and −1. Therefore, P⊥Z(p)
decomposes as an

orthogonal direct sum L+ ⊕ L− of eigenspaces (free Z(p)-modules of rank

one) with eigenvalues 1 and −1, respectively. The line Fp ·PFp = L+
Fp , hence

Fp ·PFp 6= L−Fp . Let w be a basis of L−, then 〈w,w〉 6= 0 in Fp and svg = sw.

We conclude that g = svsw and, now letting sv and sw be symmetries in

Z3
(p), that g is in H(Z(p)). �
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The following lemma describes N(Fp).

3.5.10 Lemma. Let p 6= 2 be a prime number such that p divides n. Then

for a basis (e1, e2) of P⊥Fp with e1 = PFp , we have

N(Fp) =

{(
a b

0 1/a

)
: a, b ∈ Fp and a2 = 1

}
.

Proof. Let (e1, e2) be a basis of P⊥Fp with e1 = PFp . Since the bilinear form

b on P⊥ is primitive, we have 〈e2, e2〉 6= 0. With respect to this basis, let h

be any element of N(Fp). Let us write it as

h =

(
a b

d e

)
∈ M2(Fp).

Then we get the following identities

0 = 〈e1, e1〉 = 〈h.e1, h.e1〉 = 〈ae1 + de2, ae1 + de2〉 = d2〈e2, e2〉,

0 = 〈e1, e2〉 = 〈h.e1, h.e2〉 = 〈ae1 + de2, be1 + ee2〉 = de〈e2, e2〉,

〈e2, e2〉 = 〈h.e2, h.e2〉 = 〈be1 + ee2, be1 + ee2〉 = e2〈e2, e2〉,

and det(h) = ae− bd = 1. So we get d = 0, a = e = ±1 and the conclusion

follows. �

Let us define Φ to be the sheaf on Spec(Z[1/2]), for the Zariski topology,

by:

Φ =
⊕
26=p|n

ip,∗F2,

that is, the direct sum over the primes p 6= 2 dividing n of the pushforward

of the constant sheaf F2 on Spec(Fp) via the embedding ip of Spec(Fp)
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into Spec(Z). For any non-empty open subset U = D(2m) of Spec(Z[1/2]),

where m 6= 0 is odd, we have

Φ(U) =
⊕

26=p|n,p-m

F2.

We have a surjective morphism of sheaves of groups φ′ : N → Φ such that

Φ is the cokernel for the injection H → N as follows. For each such p 6= 2

dividing n, we have a morphism of groups φ′p : N (Z(p)) → F2, that sends

g to 0 if ḡPFp = PFp in P⊥Fp and to 1 if ḡPFp = −PFp . For any non-empty

open subset U = D(2m) of Spec(Z[1/2]), where m 6= 0 is odd, we define

φ′(U) : N (U)→ Φ(U), g 7→ (φ′p(g))2 6=p|n,p-m.

By Lemma 3.5.10, φ′ is a surjective morphism of sheaves. Together with

Lemma 3.5.9 and the fact that H → N is an isomorphism of sheaves over

Z[1/2n], we have the following proposition.

3.5.11 Proposition. The sequence 0 → H → N → Φ → 0 of sheaves of

OSpec(Z[1/2])-modules is exact in the Zariski topology on Spec(Z[1/2]).

3.5.12 The automorphism group scheme of P⊥

It is time to say more about N = SO(P⊥) and N over Z[1/2]. We also let

EndN (P⊥Z[1/2]) be the endomorphism ring of P⊥Z[1/2] as representation of N .

More precisely EndN (P⊥Z[1/2]) is equal to

{f : P⊥Z[1/2] → P⊥Z[1/2] : Z[1/2]-linear, and for every Z[1/2]-algebra A :

idA ⊗ f : A⊗ P⊥Z[1/2] → A⊗ P⊥Z[1/2] commutes with the N(A)-action}.

We will show that EndN (P⊥Z[1/2]) is isomorphic to

O := Z[1/2, r]/(r2 + n).
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In particular Z[1/2] ⊗ P⊥ is an O-module. First we have the following

lemma.

3.5.13 Lemma. Locally for the étale topology on Spec(Z[1/2]), (P⊥, b, d)

is isomorphic to Z[1/2]2 with the diagonal form (1, n) with the orientation

d′ : Z[1/2]→ ∧2(Z[1/2]2), 1 7→ e1 ∧ e2.

Proof. Lemma 3.5.5 gives us some properties of P⊥. Let M be a free

Z-module of rank 2 and b a symmetric bilinear form on M that is positive

definite, primitive, and of discriminant n, and d : Z → ∧2(M) an iso-

morphism of Z-modules. We claim that there exist an integer j and étale

extensions Z[1/2] → Ri, for i = 1, . . . j, such that for each i, (MRi , b, d) is

isomorphic to R2
i with the diagonal form (1, n) and with d : 1 7→ e1 ∧ e2.

Moreover if we write R′ := R1× · · · ×Rj , then Spec(R′)→ Spec(Z[1/2]) is

a surjective map and (M, b, d) locally for the étale topology on Spec(Z[1/2])

is isomorphic to Z[1/2]2 with the diagonal form (1, n) with the orientation

d′ : Z[1/2]→ ∧2(Z[1/2]2), 1 7→ e1 ∧ e2.

We prove the claim. Let g in M2(Z) be the Gram matrix of b with respect

to some Z-basis of M , and let p be any prime number, with p 6= 2. We

write

g =

(
k l

l m

)
.

After some elementary operations on the basis, we may and do assume that

k is a unit at p. Then over Z[1/2k,
√
k] we replace our basis vectors by

their multiples with 1/
√
k and

√
k respectively, and get k = 1 in g and still

with det(g) = n. Then one other elementary operation on the basis gives a

Gram matrix (
1 0

0 m

)
,
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and then we have m = n because of the determinants. Moreover, because we

have only done elementary operations with determinant 1, our isomorphism

is compatible with the orientations on both sides. The ring Z[1/2k,
√
k] is

finite étale over Z[1/2k] (meaning that Z[1/2k,
√
k] is a finitely generated

Z[1/2k]-module and it is étale over Z[1/2k]), and Spec(Z[1/2k]) is an open

neighborhood in Spec(Z[1/2]) of Spec(Fp). �

So our next step is to study (Z[1/2]2, (1, n), d′) and its automorphism

group scheme. Recall that we do not suppose that n is square free, hence

O is a possibly non-maximal order. For any Z[1/2]-algebra A, we let

OA := A ⊗Z[1/2] O. And we let T be the functor from Z[1/2]-algebras

to groups, defined by:

T (A) := (OA)× =
(
A[r]/(r2 + n)

)×
.

As Z[1/2]-module, O is free with basis (1, r). For A any Z[1/2]-algebra, and

a, c in A, the norm of the element a + cr of OA is a2 + nc2. The element

a+ cr is invertible in OA if and only if a2 + nc2 is a unit in A. So we have

T (A) = {a+ cr : a, c ∈ A and a2 + nc2 ∈ A×}.

We call the functor T the Weil restriction of the multiplicative group with

respect to the map Z[1/2] → O. We let T1 denote the kernel of the norm

map, that is for any Z[1/2]-algebra A,

T1(A) := {a+ cr ∈ T (A) : a2 + nc2 = 1 ∈ A×}.

In particular for U = D(m), where m 6= 0, we define:

T (U) := T (O(U)) = T (Z[1/m]), T1(U) := T1(O(U)) = T1(Z[1/m]).

The presheaf T is a sheaf of groups, and T1 is a sheaf of subgroups of T
(again by the same argument as in Section 3.2). The following lemma shows

that T1 is the automorphism group scheme of (Z[1/2]2, (1, n), d′).
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3.5.14 Lemma. The functor T1 is represented by Z[1/2, x, y]/(x2+ny2−1).

For every Z[1/2]-algebra A, T1(A) is the group of those automorphisms of

the A-module A2 that preserve the diagonal form (1, n) and the standard

orientation d : 1→ e1 ∧ e2.

Proof. The representability is clear. We have a natural action of OA

on itself. The A-basis (1, r) of OA gives an isomorphism of A-modules

A2 → OA. For an element g = a + cr ∈ T1(A), it acts on A2. In terms of

matrices, we have

g =

(
a −nc
c a

)
.

So we get an action of T1(A) and of O×A on A2. We have

gt

(
1 0

0 n

)
g =

(
a c

−nc a

)(
1 0

0 n

)(
a −nc
c a

)

=

(
a2 + nc2 0

0 n(a2 + nc2)

)
=

(
1 0

0 n

)
.

Moreover the condition det(g) = a2+nc2 = 1 means that it is an orientation

preserving matrix.

Now we need to show that for any g ∈ M2(A) that preserves the diagonal

form (1, n) and the standard orientation d : 1→ e1 ∧ e2 is in T1(A). Let us

write

g =

(
a b

c d

)
.

The orientation preserving condition is ad − bc = 1. Since g preserves the
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diagonal form (1, n), we get the following identities:

a2 + nc2 = 1

ab+ ncd = 0

b2 + nd2 = n.

The 2 principal opens D(a) and D(b) cover SpecA, because ad − bc = 1.

Now over D(a), we write b = −ncd/a. We substitute it to the identity

ad− bc = 1 on D(a), and we get

1 = ad+ (nc2d)/a = (a2 + nc2)d/a = d/a,

which is equivalent to d = a on D(a). Moreover b = −ncd/a = −nc on

D(a). Similarly, we do the same computation on D(b) to get b = −nc and

a = d in A. �

Before we prove our main result in this section, we will show a lemma

that describes the endomorphism ring of Z[1/2]2 as representation of T1.

Recall that (1, r) gives an isomorphism of Z[1/2]-modules Z[1/2]2 → O.

This makes Z[1/2]2 into an O-module.

3.5.15 Lemma. The endomorphism ring of Z[1/2]2 as representation of T1

is O.

Proof. Let g be any element in the endomorphism ring of Z[1/2]2 as rep-

resentation of T1. Let us write

g =

(
x y

z t

)
∈ M2(Z[1/2]).
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Then for any Z[1/2]-algebra A, we require that g commutes with r in the

ring OA = A[1/2, r]/(r2 + n), or equivalently(
0 −n
1 0

)
g = g

(
0 −n
1 0

)
.

Therefore we get x = t, y = −nz in Z[1/2] or

g =

(
x −nz
z x

)
= x

(
1 0

0 1

)
+ z

(
0 −n
1 0

)
.

So we have proven the lemma. �

3.5.16 Proposition. We have an isomorphism of Z[1/2]-functors N and

T1. Moreover the ring EndN (P⊥Z[1/2]) is isomorphic to O.

Proof. By Lemma 3.5.13 there exist an integer j and étale extensions Ri,

i = 1, . . . , j, of Z[1/2] such that for R′ := R1 × · · · × Rj the morphism

Spec(R′) → Spec(Z[1/2]) is surjective. By Lemma 3.5.14, T1 is the auto-

morphism group scheme of (Z[1/2]2, (1, n), e1 ∧ e2). For each i, (P⊥Ri , b, d)

is isomorphic to R2
i with the diagonal form (1, n) and d : 1 7→ e1 ∧ e2. Let

φi be an isomorphism from (P⊥Ri , b, d) to (R2
i , (1, n), e1 ∧ e2). Then each

φi induces an isomorphism Φ1
i over Ri from SO(P⊥Ri) = SO(P⊥Z[1/2])Ri to

Aut(R2
i , b, d) = T1,Ri sending g 7→ φi · g · φ−1

i and an isomorphism between

endomorphism rings Φ2
i (also by conjugation). The fact that T1(Q̄) is com-

mutative (and the definition of the endomorphism ring of Z[1/2]2 as repre-

sentation of T1) implies that these Φ1
i (and Φ2

i ) do not depend on the choice

of φi. Therefore, the (Φi)i are compatible (meaning that for any 1 ≤ i, k ≤ j,

after base change Z[1/2]→ Ri⊗Rk we have Φ1
i ⊗ idRk = Φ1

k⊗ idRi) and the

same is so for (Φ2
i ). Applying Lemma 2.10.2 for the map Z[1/2]→ R′, we get

an isomorphism φ from N to T1, and an isomorphism φ2 from EndN (P⊥Z[1/2])

to O. �
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3.5.17 Determination of H over Z[1/2]

On the sheaf of groups T , we define a morphism of sheaves σ as the following:

for every open subset U of Spec(Z[1/2]), and for every a+ cr ∈ T (U)

σ(U) : T (U)→ T (U), a+ cr 7→ a− cr.

We get another 2 morphisms of sheaves on T , denoted by 1−σ and 1+σ, in

which for every open subset U of Spec(Z[1/2]), and for every a+ cr ∈ T (U)

(1− σ)(U)(a+ cr) =
a+ cr

a− cr
, (1 + σ)(U)(a+ cr) = a2 + nc2.

Note that 1 + σ is the norm map. The composed map (1 + σ) ◦ (1− σ) is a

morphism of sheaves from T to T . On each open subset U of Spec(Z[1/2]),

we have

((1 + σ) ◦ (1− σ))(U)(a+ cr) = 1.

So we have the following complex of sheaf of abelian groups on Spec(Z[1/2]):

T 1−σ−−→ T 1+σ−−→ T .

The map (1 − σ) factors through the kernel of the map (1 + σ), or

equivalently the image of (1 − σ) lies in T1. Now if a + uc ∈ T (U) is in

the kernel of the map (1 − σ), then a + cr = a − cr and c = 0, since 2 is

invertible. We get

ker(1− σ) = (O×
Spec(Z[1/2])

↪→ T , a 7→ a+ 0r).

In summary we have the following diagram:

O×
Spec(Z[1/2])

� � // T 1−σ
//

1−σ
��

T 1+σ
// T

T1
?�

OO .

95



Recall from 3.5.7, the sheaf of abelian groups Φ on Spec(Z[1/2]), for the

Zariski topology, is defined by:

Φ =
⊕
26=p|n

ip,∗F2.

We have a map of sheaves φ from T1 → Φ as follows: for any prime number

p 6= 2 that divides n, since a2 +nc2 = 1, we get a = ±1 in Fp. We define at

each stalk Z(p), φ(a + cr) = 0 in (F2,+) if a = 1 in Fp, and φ(a + cr) = 1

in (F2,+) otherwise.

Still for any prime number p 6= 2 dividing n, if x + yr ∈ T (Z(p)), then

we have

(1− σ)(x+ yr) =
x+ yr

x− yr
=
x+ yr

x− yr
· x+ yr

x+ yr
=
x2 − ny2 + 2xyr

x2 + ny2
.

The image of (1−σ)(x+yr) in T (Fp) is 1+(2y/x)r. So we get at each stalk

Z(p), φ(1− σ)(x+ yr) = 0 in (F2,+). Thus we get a complex of sheaves of

abelian groups

T 1−σ−−→ T1
φ−→ Φ→ 0.

3.5.18 Lemma. Let T , T1, and Φ be sheaves of abelian groups in the

Zariski topology on Spec(Z[1/2]) as above definition. Then the sequence

T 1−σ−−→ T1
φ−→ Φ→ 0

of sheaves of abelian groups is exact in the Zariski topology on Spec(Z[1/2]).

Proof. It is sufficient to check the image of the map 1 − σ at each stalk,

that is on Z(p), where p 6= 2 prime number. Let a + cr be in T1(Z(p))

such that its image in Φ(Z(p)) is 0. We want to show that there exists

x+ yr ∈ T (Z(p)) such that

(1− σ)(x+ yr) =
x+ yr

x− yr
= a+ cr,
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or equivalently, (
1− a −nc
−c 1 + a

)(
x

y

)
=

(
0

0

)
.

Suppose first that we have p - n. Since p 6= 2, then either a 6= 1 (mod p)

or a 6= −1 (mod p). In the first case, x = nc, y = 1− a is a solution of the

linear equation above, so

(1− σ)(nc+ (1− a)r) = a+ cr,

where nc+ (1− a)r is an element of T (Z(p)) because its norm

n2c2 + n(1− a)2 = n(nc2 + 1− 2a+ a2) = n(2− 2a) = 2n(1− a)

is invertible in Z(p). In the second case, x = 1 + a, y = c is a solution of the

linear equation above, so

(1− σ)(1 + a+ cr) = a+ cr,

where again 1 + a+ cr is an element of T (Z(p)) because its norm

(1 + a)2 + nc2 = 1 + 2a+ a2 + nc2 = 2(1 + a)

is invertible in Z(p).

If p divides n, then from a2 + nc2 = 1 we have a = ±1 in Fp. But as

φ(a + cr) = 0, then a = 1 in Fp. Again 1 + a + cr is in T (Z(p)) and it

satisfies (1− σ)(1 + a+ cr) = a+ cr. �

Now we are ready to give the determination of the stabilizer subgroup

H over Z[1/2].

3.5.19 Theorem. Let n be a natural number such that n 6= 0, 4, 7 (mod

8), H be the stabilizer of some point P ∈ Xn(Z) in G, and T be the Weil
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restriction of the multiplicative group with respect to the map Z[1/2]→ O,

all in the Zariski topology on Spec(Z[1/2]). Then we have an exact sequence

of sheaves of abelian groups in the Zariski topology on Spec(Z[1/2]):

0→ O×
Spec(Z[1/2])

→ T → H → 0.

Proof. From Proposition 3.5.11 and Proposition 3.5.16, the lemma above

we get the following diagram of sheaves of abelian groups over Spec(Z[1/2]):

0 //H // N φ′
//

Φ1

��

Φ //

id
��

0

0 // T /O× // T1
φ
// Φ // 0

.

Note that the horizontal diagrams are exact sequence as Proposition 3.5.11

and the lemma above, moreover from Proposition 3.5.16 the map Φ1 is a

canonical isomorphism of sheaves of abelian groups. To prove the theorem,

it is sufficient to show that the 2 composed maps, id ◦ φ′ and φ ◦ Φ1 are

equal.

Let p 6= 2 be any prime number dividing n. We will show that the

2 composed maps above are equal at the stalk Z(p). From the proof of

Proposition 3.5.16, there exists a surjective étale extension Z(p) → R such

that we have an isomorphism of modules with symmetric bilinear forms

φ1 : (P⊥R , b, d) → (R2, (1, n), d). This isomorphism induce a canonical iso-

morphism of sheaves of abelian groups Φ1 : N → T1, g 7→ φ1 ◦ g ◦ φ−1
1 . For

any g ∈ N (Z(p)), the trace of this endomorphism of modules over the local

ring Z(p), by the definition of trace, is equal to the trace of Φ1(g). Consid-

ering the traces (mod p), they are either 2 or −2. Following the definitions

of the maps φ′ : N → Φ and φ : T1 → Φ, we have proved our theorem. �
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3.6 The group H1(S, T ) as Picard group

We will relate H1(S, T ) ' H̆
1
(S, T ) to the Picard group Pic(O) of the

quadratic order O := Z[1/2, r]/(r2 + n) in order to prove Gauss’s theorem

in the next section.

First we have a morphism of affine schemes f : Spec(O)→ Spec(Z[1/2])

induced by the injection Z[1/2] ↪→ O. On Spec(Z[1/2]), we have a sheaf of

abelian group O×
Spec(O)

. Its direct image sheaf f∗O×Spec(O)
is isomorphic to

T by definition. We get

H̆
1
(S, T ) = H̆

1
(S, f∗O×Spec(O)

).

Therefore any element in the group is a O×
Spec(O)

-torsor on Spec(O) that

can be trivialised on covers that come from Spec(Z[1/2]). More precisely

H̆
1
(S, T ) is the group of invertible O-modules (fractional ideals of O) M

with property that for each prime number p, there exists an integer a

that is relatively prime to p such that M is free of rank 1 module over

Z[1/2a, r]/(r2 + n). In other words, we have an injection

f̄ : H̆
1
(S, f∗O×Spec(O)

) ↪→ Pic(O).

The following lemma, and the fact that O is a free Z[1/2]-module of rank

2, will show that f̄ is a bijective map.

3.6.1 Lemma. Let A be a noetherian ring and B be a finitely generated

A-algebra that is also finitely generated as A-module. Let T = Spec(B) and

S = Spec(A). The morphism f : T → S that is induced by A→ B is finite.

Suppose L = M̃ is an invertible OT -module. Then for any t in T , s := f(t),

there exists an open subset V of T containing t such that L|V ' OT |V and

V ⊇ f−1(U), where U is an open subset of S that contains s.
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Proof. We will begin the proof by proving that if m1, ...,mk are maximal

ideals of B, then there exists an open subset V containing {m1, ...,mk} such

that L|V ' OT |V .

For eachmi, let Vi be an open subset containing it such that L|Vi ' OT |Vi .
We can assume Vi = D(fi) a principal open subset, for some fi ∈ B. Now

we consider the following

Lmi⊗Bmiκ(mi) = (M⊗BBmi)⊗Bmi (Bmi/miBmi) = M⊗BB/mi = M/miM.

This implies that M/miM is 1-dimensional vector space over the residue

field κ(mi). So there exists an element ei ∈M such thatM/miM = ei.B/mi.

By the Chinese reminder theorem, we have

B →
n∏
i=1

B/mi → 0,

and after tensoring by M over B, we get

M →
n∏
i=1

M/miM → 0,

and there exists e in M that maps to (ei)1≤i≤n ∈
∏n

i=1M/miM . Because

the image of e in M/miM generate it over B/mi, by a version of Nakayama’s

lemma (see [1], Chapter 2, Proposition 2.8.) we get e.Bmi = Mmi , or

equivalently Lmi = e.OT,mi
. So there exist principal open subsets D(fi)

containing mi such that L|D(fi) = e.OT |D(fi). Thus we take V := ∪D(fi)

that satisfies L|V = e.OT |V as desired.

Next we can change the maximal ideals mi by prime ideals pi in the

argument, by considering that if V is an open subset containing mi, then

for any prime ideal pi ⊂ mi is also contained in V . Now since f is a finite

morphism, the fiber f−1(s) is spectrum of a finite dimensional κ(s)-vector
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space, in particular it is finite set in T . Thus there exists V ⊃ f−1(s)

such that L|V ' OT |V . Because finite morphism implies proper morphism

(see [11], Chapter II, Exercise 4.1), in particular the map f is closed, so

Z := f(T − V ) is a closed subset of S. Moreover s /∈ Z which means

f−1(U), where U := S−Z is an open subset of S and s is an element of U ,

is contained in V . �

3.7 The proof of Gauss’s theorem

Let us recall the situation of Gauss’s theorem. Let n be a natural num-

ber such that n 6= 0, 4, 7 (mod 8). Let P = (x, y, z) be an element in

Xn(Z), that exists by Legendre’s theorem. By Remark 3.3.2, we have

Xn(Z[1/2]) = Xn(Z). The sheaf of groups G acts naturally on Xn. Again

note that G(Z[1/2]) = G(Z). The action of G on Xn is transitive in the

Zariski topology on Spec(Z[1/2]) (see Corollary 3.2.3). Applying Theo-

rem 2.6.1 gives maps:

Xn(Z[1/2])
c−→ H1(Spec(Z[1/2]),H)

i−→ H1(Spec(Z[1/2]),G),

that satisfy certain properties in the Theorem. Since H1(Spec(Z[1/2]),G)

is trivial (by Proposition 3.3.3), we get a bijection induced by the map c

SO3(Z)\Xn(Z) = SO3(Z[1/2])\Xn(Z[1/2])→ H1(Spec(Z[1/2]),H).

We know H over Z[1/2] (by Theorem 3.5.19), that is we have the following

exact sequence

0→ O×
Spec(Z[1/2])

→ T → H → 0,

in the Zariski topology on Spec(Z[1/2]). Taking the long exact sequence of

the cohomology groups, we get

0→ Z[1/2]× → O× → H(Z[1/2])→ Pic(Z[1/2])→
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→ H1(Spec(Z[1/2]), T )→ H1(Spec(Z[1/2]),H)→ H2(Spec(Z[1/2]),O×)→ . . . .

Since Z[1/2] is a principal ideal domain, Pic(Z[1/2]) is a trivial group.

By Grothendieck’s vanishing theorem (see Theorem 2.8.7), we also get

H2(Spec(Z[1/2]),O×) is trivial. Therefore the map above

H1(Spec(Z[1/2]), T )→ H1(Spec(Z[1/2]),H)

is an isomorphism. Moreover from Section 3.6, we have

Pic(O) ' H1(Spec(Z[1/2]), T ) ' H1(Spec(Z[1/2]),H).

Indeed, we have proved:

#Xn(Z) = #Xn(Z[1/2]) =
#G(Z[1/2])

#H(Z[1/2])
# Pic

(
Z[1/2,

√
−n]
)
.

We can compute directly that #O3(Z) = 48,# SO3(Z) = 24 as follows:

• Over Z, the solution of the equations a2 + b2 + c2 = 1 are coordinate

permutations of (±1, 0, 0).

• Because there are 3 columns in O3(Z), then there are 3! = 6 ways

to choose the position of 1 such that any two columns are orthogo-

nal. There are 2 × 2 × 2 = 8 ways to choose the sign ±1. Therefore

#O3(Z) = 6× 8 = 48.

• For SO3(Z), we have one more condition to satisfy that is the deter-

minant of any element of it is equal to 1. So when we are choosing

the sign of ±1 from 2 × 2 × 2 = 8 ways in O3(Z), the determinant

condition implies that the last choice is fixed, that is there are only 4

ways. Therefore we get # SO3(Z) = 24.
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Next, let n > 3 and suppose that P = (x, y, z) ∈ Xn(Z). We want to show

that the stabilizer group SO3,P (Z) := H(Z) = H(Z[1/2]) is trivial group.

We notice that x = y = z is not possible, since gcd(x, y, z) = 1. Also, it is

not possible if two of the coordinates of P are equal to 0, or if one of them

is zero but two of them are equal.

• Suppose g ∈ H(Z) is not equal to the identity matrix. Assume that

it fixes one of the coordinate of P , wlog it fixes z. Then we should

have either (x, y) 7→ (y,−x) or (x, y) 7→ (−y, x). In both cases, we get

x = y = −x or x = y = 0 which is not possible.

• Now suppose if g ∈ H(Z) maps one of the coordinates of P to its

minus, wlog z 7→ −z. In this case z = 0 and the possibilities of the

maps will be (x, y) 7→ (−x, y), (x, y) 7→ (x,−y), (x, y) 7→ (y, x) or

(x, y) 7→ (−y,−x). From each of the cases, again by the discussion

above, it is not possible.

• The last cases will be g ∈ H(Z) is a 3-cycle such as

g : (x, y, z) 7→ (±y,±z,±x).

Again, it implies the gcd(x, y, z) > 1.

The conclusion is that if n > 3, then H(Z) is trivial. For n = 1, H(Z) is iso-

morphic to Z/4Z. For n = 2, H(Z) ' Z/2Z and for n = 3, H(Z) ' Z/3Z.

Recall that we defined the ring O := Z[1/2, r]/(r2 + n). If n is 1, 2, 5, 6

(mod 8) then let d = −4n and O = Od[1/2], while if n is 3 (mod 8) then

let d = −n and O = Od[1/2] and we have a map Pic(Od) → Pic(O). For

n = 1 and n = 2, the rings Z[i] = O−4 and Z[
√
−2] = O−8 are PID, so

Pic(O) = Pic(Od) because both are trivial. By combining the fact that

O×d has order 4 and 2 consecutively for n = 1 and n = 2, we get Gauss’s
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theorem. When n = 3, we have 2 is inert in Od, so Pic(O) = Pic(Od). The

unit group Od has order 6, so again we get Gauss’s theorem.

Suppose now that n > 3. The ring Od need not be integrally closed, so

we have to be careful when describing Pic(Od) and Pic(Od[1/2]) in terms

of divisors and principal divisors. We note that Od is integrally closed at 2

because n is not divisible by 4, and that 2 is ramified in Od if n = 1, 2, 5, 6

(mod 8) and inert if n = 3 (mod 8). So in all cases Od has a unique maximal

ideal m2 containing 2. This ideal m2 is invertible and its class in Pic(Od)

has order 2 if 2 is ramified in Od (there are no elements of norm 2 in Od,

and m2
2 = (2)), and order 1 if 2 is inert in Od (then m2 = (2)). We claim

that the map Pic(Od) → Pic(Od[1/2]) is surjective and that its kernel is

the subgroup generated by m2. To see this, we note that every locally free

Od[1/2]-module L of rank one has an element l that generates it at the

finitely many maximal ideals mi of Od that are not invertible: let I be the

product of the mi, and let l be a lift of a generator of L/IL. Then L is

isomorphic to the locally free Od[1/2] module given by the divisor D of l. If

l′ ∈ L also generates L at the mi then l′ = u·l with u in Q(
√
−n)× such that

u and u−1 are regular at the mi. Hence Pic(Od[1/2]) is the group of Weil

divisors of Od with support outside the mi, modulo divisors of elements of

Q(
√
−n)× whose divisor have support outside the mi. The extensions of L

to a locally free Od-module then correspond to the divisors D + a·m2 with

a ∈ Z.

So for n > 3 and the fact that 2 is inert or ramified in Od for d = −n or

d = −4n respectively implies that # Pic(O) = # Pic(Od) for d = −n while

# Pic(O) = # Pic(Od)/2 for d = −4n. We have also Gauss’s theorem, since

O×d ' Z/2Z. So we have proved that the right hand side of the following
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formula

#Xn(Z) = #Xn(Z[1/2]) =
#G(Z[1/2])

#H(Z[1/2])
# Pic(Z[1/2,

√
−n])

=
#G(Z[1/2])

#H(Z[1/2])
# Pic(O)

is equal to the right hand side of Gauss’s theorem 3.1.1.
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Chapter 4

Gauss composition on the

2-sphere

4.1 The general situation

Let S be a topological space, X a sheaf of sets on S, and G a sheaf of

groups on S acting transitively from the left on X . Suppose X (S) 6= ∅. For

x ∈ X (S), we assume that the stabilizer H := Gx of x in G is commutative.

From Theorem 2.6.1, then for all y in X (S), Gy is canonically isomorphic

to H. Moreover we have an “exact” sequence

H(S) �
�

// G(S) // X (S) c // H1(S,H) i // H1(S,G)

g � // g · x T � // T ⊗Gx G

y � // [yGx],
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where [yGx] is the isomorphism class of yGx. This induces a bijection

G(S) \ X (S) // ker
(
H1(S,H)→ H1(S,G)

)
.

We assume H1(S,G) = {1}. Then G(S) \X (S)
∼−→ H1(S,H). This bijection

gives an action of H1(S,H) on G(S) \ X (S) as follows: for y ∈ X (S) and

T an H-torsor, there exists z ∈ X (S) such that [yGx ⊗H T ] = [zGx] and we

get the following diagram

ȳ � // [yGx]
_

·T
��

z̄ [yGx ⊗H T ] = [zGx]�oo

.

Moreover we have

ȳ
[T ]7−−→ z̄ ⇔ [yGx ⊗H T ] = [zGx]⇔ [T ] = [zGx ⊗H xGy]⇔ [T ] = [zGy].

Here we use Lemma 2.6.2 to have an isomorphism of sheaves (even bitorsors)

between zGx ⊗H xGy and zGy. The last equivalence shows that this action

does not depend on x.

Now we can explain what we mean by “Gauss composition” in this sit-

uation. For x, y, x′ in X (S), there exists a unique ȳ′ ∈ G(S) \ X (S) such

that [yGx] = [y′Gx′ ]. This is a “parallelogram law” in G(S) \ X (S):

ȳ′

x̄′
A

[yGx]
@@

ȳ
_

OO

x̄
_

OO

? [yGx]

??

.
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4.1.1 A more direct description

Assumptions as above, let x, y, x′ are in X (S). Let T := yGx and view it

as a Gx′-torsor via the natural isomorphism x′φx : Gx → Gx′ . Note that the

inclusion T = yGx ↪→ G is not necessarily Gx′-equivariant for Gx′ ⊂ G the

inclusion (it is equivariant for Gx′ = Gx ⊂ G).

We have a map i : T → T × G as follows: for every open U ⊂ S, and

t ∈ T (U), T (U)→ (T ×G)(U) : t 7→ (t, e), where e is the identity element in

G(U). We define a map ī := q ◦ i : T → T ⊗Gx′ G, with q : T ×G → T ⊗Gx′ G
the quotient map. By the assumption that H1(S,G) = {1}, there exists

α : T ⊗Gx′ G → G an isomorphism to the trivial G-torsor. So we get a

Gx′ ⊂ G equivariant embedding ᾱ := α ◦ ī : T ↪→ G, as in the following

diagram

T � � ī //

��

T ⊗Gx′ G
α
��

T × G

q
88

G.

This α is unique up to α′ = (automorphism of trivial G-torsor) ◦ α, that is,

up to left multiplication by G(S). We define y′ in X (S) by y′ = (ᾱ(t)) · x′

for any t ∈ T (Q); this is indeed independent the choice of t. Because of the

choice of α, y′ is unique up to G(S).

4.2 Gauss composition: the case of the 2-

sphere

We refer the reader to see Section 3.2, Section 3.3, and Section 3.7. We

will take a special case (related to Gauss’s sum of 3 squares theorem) of the

above discussion. Let n be a natural number such that n 6= 0, 4, 7 (mod 8).

Let S be Spec(Z) with its Zariski topology, X be the sheaf of sets Xn, and
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G be the sheaf of groups G induced by SO3. As in the Section 3.3, SO3 is

the automorphism group scheme of (Z3, b, d), where b : Z3 ×Z3 → Z is the

standard inner product and d : Z → ∧3Z3 is the standard trivialisation of

the determinant.

Let x, y, x′ be in X (S) and T := yGx the transporter from x to y. This

is a Gx-torsor but we see it as a Gx′-torsor via x′φx : Gx → Gx′ . As explained

in Section 4.1.1, trivialising the right G-torsor T ⊗Gx′ G is the main step in

finding y′. First we show that trivialising T ⊗Gx′ G is the same as finding

an isomorphism of triples (M, b, d) between

T ⊗Gx′ (Z3, b, d) and (Z3, b, d).

Observe that

T ⊗Gx′ (Z3, b, d) = (T ⊗Gx′ G)⊗G (Z3, b, d)

is the twist of (Z3, b, d) by the right G-torsor (T ⊗Gx′ G). As in Lemma 2.5.4

we have an isomorphism of G-torsors

T ⊗Gx′ G → IsomS((Z3, b, d), (T ⊗Gx′ G)⊗G (Z3, b, d))

which shows that trivialising the right G-torsor T ⊗Gx′ G is the same as

finding an isomorphism between (Z3, b, d) and its twist.

So now the main point is: how to describe the lattice T ⊗Gx′ (Z3, b, d)

explicitly. We do it in 2 steps: first relate yGx to a subsheaf of the constant

sheaf Gx(Q)S , and then use the canonical isomorphism between Gx with Gx′
to see yGx as a Gx′-torsor.

4.2.1 Description in terms of lattices in Q3

We choose an element t ∈ Gx,y(Q), this gives a bijection

yGx(Q)
∼−→ Gx(Q), s 7→ t−1s.
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Note this is right Gx(Q)-equivariant.

For U ⊂ S non-empty open, we have yGx(U) ↪→ yGx(Q),G(U) ↪→ G(Q),

etc. where G(Q) = Gη, the stalk at the generic point. In sheaf language:

G ⊂ iη,∗Gη,

with iη : {η} ↪→ S the inclusion. So G is a subsheaf of the constant sheaf

iη,∗Gη = G(Q)S .

4.2.2 Lemma. Let F be either G, yGx, etc. Then for any m 6= 0, we have

F(Z[1/m]) = F(Q) ∩GL3(Z[1/m]) in GL3(Q).

Proof. Let m be a non-zero integer. It is sufficient to show that

GL3(Z[1/m]) = {g ∈ GL3(Q) : g · Z[1/m]3 = Z[1/m]3 inside Q3}.

If g ∈ {g ∈ GL3(Q) : g · Z[1/m]3 = Z[1/m]3 inside Q3}, then by consid-

ering the images of (1, 0, 0), (0, 1, 0), and (0, 0, 1) by g and by g−1, we get

that g ∈ GL3(Z[1/m]). On the other hand, if g ∈ GL3(Z[1/m]), then

g · Z[1/m]3 ⊂ Z[1/m]3. But we have also that g−1 ∈ GL3(Z[1/m]), so

Z[1/m]3 = g−1g · Z[1/m]3 ⊂ g−1Z[1/m]3 ⊂ Z[1/m]3.

Thus we get an equality g ·Z[1/m]3 = Z[1/m]3 inside Q3. This implies that

g is an element of GL3(Q) such that g ·Z[1/m]3 = Z[1/m]3 inside Q3. �

Our claim is that t−1
yGx ⊂ Gx(Q)S is the subsheaf sending the lattice

Z3 to t−1Z3. We will show it in the following lemma.

4.2.3 Lemma. For every m ≥ 1, with U = Spec(Z[1/m]), we have

t−1
yGx(Z[1/m]) = {g ∈ Gx(Q) : g · Z[1/m]3 = t−1Z[1/m]3 inside Q3}.
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Proof. To show it, let s ∈ Gx,y(Q). Then by previous lemma, we have

s ∈ Gx,y(Z[1/m])⇐⇒ sZ[1/m]3 = Z[1/m]3 ⇐⇒ t−1sZ[1/m]3 = t−1Z[1/m]3.

�

In other words: we have “encoded” yGx in terms of t and the pair of

lattices Z3 and t−1Z3, both containing x, both perfect for b the standard

inner product, and for d a trivialisation of determinant. We denote it as

t−1
yGx = t−1Z3Gx(Q)Z3 .

We realise yGx as Gx′-torsor, but we need some new object that we denote:

x′Gxt−1Z3. We define it as a sheaf on S, induced by some sublattice in Q3.

The notation makes sense: for any m ≥ 1, g1, g2 ∈ x′Gx(Z[1/m]), there

exists h ∈ Gx(Z[1/m]) such that g2 = g1h, and since tht−1 ∈ Gy(Z[1/m]),

we have tht−1Z[1/m]3 = Z[1/m]3, or equivalently we get

g1t
−1Z[1/m]3 = g1ht

−1Z[1/m]3 = g2t
−1Z[1/m]3.

The set of global sections of x′Gxt−1Z3 is a lattice. It can be recovered

from the intersection of all x′Gx(Z(p))t
−1Z3

(p), where p is running through

all prime numbers.

So we have Z3 and t−1Z3, both containing x, perfect for b and d. Let us

denote

L := (Z3, b, d) and M := (x′Gxt−1Z3, b, d). (4.1)

Now we have also L and M , both containing x′, and both perfect for b and

d.

4.2.4 Proposition. Let L and M be as in (4.1). Then yGx as Gx′-torsor is

isomorphic to MGx′(Q)L.
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Proof. Inside G(Q)S , we have an isomorphism

t−1· : yGx
∼−→ t−1

yGx.

Lemma 4.2.3 gives us the following identity t−1
yGx = t−1LGx(Q)L. We

have the canonical isomorphism x′φx : Gx → Gx′ , h 7→ shs−1 given by any

s ∈ x′Gx(Q). It induces an isomorphism x′φx : Gx(Q)S
∼−→ Gx′(Q)S . So we

have the following diagram:

Gx(Q)S
∼ // Gx′(Q)S

t−1LGx(Q)L
?�

OO

MGx′(Q)L
?�

OO

To prove the proposition, it is sufficient to show that

x′φx(t−1LGx(Q)L) = MGx′(Q)L. (4.2)

At every prime number p, we have M(p) = x′Gx(Z(p))t
−1Z3

(p). In particular

for any s ∈ x′Gx(Z(p)), we also have M(p) = st−1L(p). Thus we get, for any

s ∈ x′Gx(Z(p)),

x′φx(t−1LGx(Q)L)(p) = x′φx(t−1L(p)
Gx(Q)L(p)

)

= s · (t−1L(p)
Gx(Q)L(p)

) · s−1 = M(p)
Gx′(Q)sL(p)

.

As sL(p) = L(p), we get an isomorphism (x′φx ◦ (t−1·)) : yGx → MGx′(Q)L

as desired. �

Now we are ready to give an explicit description of yGx ⊗Gx′ L as a

sublattice of Q3 which turns out to be M . We have the following sequence

of isomorphisms:

yGx ⊗Gx′ L −→t
−1

yGx ⊗Gx′ L = t−1LGx(Q)L ⊗LGx′(Q)L L −→

MGx′(Q)L ⊗LGx′(Q)L L −→M ⊂ Q3,
(4.3)
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where the first arrow is t−1· ⊗ id, the second arrow is x′φx ⊗ id (we are

using (4.2)), and third arrow is given by the map (g, v) 7→ gv.

Suppose we have an isomorphism of triples (M, b, d), φ : M
∼−→ L. It is

an element of G(Q). Then it induces a Gx′-equivariant embedding yGx in G
as Gx′-torsor as follows

ī : MGx′(Q)L → LG(Q)L = G, g 7→ φ ◦ g. (4.4)

For any g ∈ MGx′(Q)L(Q), we get

y′ = (̄i(g))(x′). (4.5)

4.2.5 Summary of the method

Let n be a natural number such that n 6= 0, 4, 7 (mod 8) and let S be

Spec(Z) with its Zariski topology. Let X be the sheaf of sets Xn, and G be

the sheaf of groups G induced by SO3 as before. Let also x, y, x′ be in X (S).

We want to find the unique ȳ′ ∈ G(S) \ X (S) such that [yGx] = [y′Gx′ ].

We have that yGx ⊂ G is a right Gx-torsor, and we want to view it as Gx′-
torsor. It is not (necessarily) embedded equivariantly in G for the inclusion

Gx′ ⊂ G. But:

yGx ↪→ yGx ⊗Gx′ G
∼−→ G

is an equivariant map for the inclusion Gx′ ⊂ G. So any trivialisation of

yGx⊗Gx′ G as right G-torsor embeds yGx in G as Gx′-torsor. Let ī : yGx → G
be such an embedding, then y′ := (̄ig) · x′ for any g ∈ yGx(Q).

Now in terms of lattices. Let L := Z3 be the standard lattice with the

standard inner product form b and a trivialisation of the determinant d. Let
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t be an element of yGx(Q). Then yGx(Q)
∼−→ Gx(Q), g 7→ t−1g. This gives

yGx �
�

//

∼
%%

Gx(Q)S

t−1LGx(Q)L
?�

OO

Let M := x′Gxt−1Z3. Note that x′GxL = L. Then from Proposition 4.2.4,

yGx as Gx′-torsor is MGx′(Q)L. Moreover yGx ⊗Gx′ L is equal to M inside

Q3 (4.3). Suppose φ : M
∼−→ L is an element of G(Q). Then it induces a

Gx′-equivariant embedding yGx in G as Gx′-torsor

ī : MGx′(Q)L → LG(Q)L = G, g 7→ φ ◦ g.

Thus for any g ∈ MGx′(Q)L(Q), we get y′ = (̄i(g))(x′).

4.3 Finding an orthonormal basis for M ex-

plicitly

In this section, we keep the same notation as in the previous section. The

main concern of this section is, given the natural number n, 3 elements

x, y, x′ ∈ Xn(Z), and some element t ∈ yGx(Q), to find explicitly an or-

thonormal basis for M = x′Gxt−1Z3. Note that it is a perfect lattice for b

and d that contains x′.

For any element g in SO3(Q), we denote d(g) := denom(g), the lcm of

the denominators of gij ∈ Q. First is the following lemma.

4.3.1 Lemma. There exists s ∈ x′Gx(Q) such that d(s) := denom(s) is

coprime with n and d(t).
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Proof. The main ingredient for the proof of this lemma is the proof of

Theorem 3.2.2 and the Chinese remainder theorem. As in the proof of

Theorem 3.2.2, for each prime p 6= 2 that divides nd(t), there exists a

vector vp ∈ F3
p such that 〈vp, vp〉 and 〈svp(x)−x′, svp(x)−x′〉 are both non-

zero in Fp. By applying the Chinese remainder theorem to each coordinate

of vp, there exists v ∈ Z3 such that for each p that divides nd(t), v is equal

to vp in F3
p. We set w := sv(x)− x′ and we get s := sw ◦ sv. �

Now let us choose s as in Lemma 4.3.1. Thus we get

M [1/d(s)] = st−1Z[1/d(s)]3 inside Q3, (4.6)

and also for every prime number p dividing d(s), there exists sp ∈ x′Gx(Z(p))

such that

M(p) = spt
−1Z3

(p) inside Q3. (4.7)

For each p dividing d(s), we choose such an sp. Let hp := ss−1
p ∈ Gx′(Q).

Note that sp is an orthogonal matrix with coefficients in Z(p), its inverse

is its transpose, and in particular we get that the valuation vp(hp) = vp(s)

(see again Section 3.4 for the definition of the valuation of matrices). Thus

we have d(s)hp ∈ M3(Z(p)).

4.3.2 Lemma. We have the following inclusions inside Q3:

d(s)st−1Z3 ⊂M ⊂ 1

d(s)
st−1Z3.

Proof. Since d(t) and d(s) are coprime, we have M(p) = Z(p) for all p

dividing d(s). Moreover we have the following inclusion inside Q3:

d(s)st−1Z3
(p) = d(s)hp(spt

−1Z3
(p)) = d(s)hpZ3

(p) ⊂ Z3
(p) = M(p).

116



Note that we use the fact that d(s)hp is an endomorphism of Z3
(p) to get

d(s)hpZ3
(p) ⊂ Z3

(p). Combining with (4.6)

st−1Z[1/d(s)]3 = M [1/d(s)] inside Q3,

and by taking the intersection of d(s)st−1Z3
(p) over all prime numbers p

dividing d(s), we get

d(s)st−1Z3 ⊂M inside Q3.

For the other inclusion, we use the fact that

d(s)h−1
p Z3

(p) ⊂ Z3
(p) ⇐⇒ Z3

(p) ⊂
1

d(s)
hpZ3

(p).

Thus inside Q3 we have

M(p) = Z3
(p) ⊂

1

d(s)
hpZ3

(p) =
1

d(s)
hp(spt

−1Z3
(p)) =

1

d(s)
st−1Z3

(p).

�

4.3.3 The quotient of ts−1M + Z3 by Z3

Lemma 4.3.2 gives us upper and lower bounds for M in Q3. But there are

many sublattices of 1
d(s)

st−1Z3 containing d(s)st−1Z3. We also have the

perfect lattice (Z3, b, d) inside Q3. The following two inclusions are hold

d(s)Z3 ⊂ ts−1M ⊂ 1

d(s)
Z3 and d(s)Z3 ⊂ Z3 ⊂ 1

d(s)
Z3.

Let us consider two important properties of the lattices ts−1M and Z3.

First by the definition of M , we have a natural Gx′-action. The element

ts−1 of G(Q) maps x′ to y. It induces, by conjugation, an isomorphism of

sheaves Gx′ → Gy. This implies that ts−1M has a natural Gy-action from
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the left. Thus both ts−1M and Z3 have Gy-actions and contain y. Moreover

both are perfect lattices for the standard inner product b and a trivialisation

of the determinant d. These 2 properties will become our trump cards to

determine explicitly ts−1M and also M .

First our strategy is to consider the sum of the two lattices ts−1M and

Z3 inside Q3. We have

Z3 ⊂ (ts−1M + Z3) ⊂ 1

d(s)
Z3.

Let p be a prime number dividing d(s). Then M(p) = Z3
(p) and t is in

G(Z(p)). So we need to understand what s−1M(p) is. We have

s−1 = s−1
p h−1

p , (4.8)

where h−1
p ∈ Gx′(Q) and sp ∈ x′Gx(Z(p)). Thus vp(s

−1) = vp(h
−1
p ) < 0.

Recall that p is relatively prime with n. We know the structure of Gx′
as a sheaf even as a group scheme over Z[1/2n] (see for instance 3.5.7

and 3.5.12). There we have a natural map H → N := SO(x′⊥) which

is an isomorphism over Z[1/2n]. So H is isomorphic to the norm 1 torus

T1 = Spec(Z[1/2n][x, y]/x2 + ny2 − 1).

4.3.4 Lemma. We have that −n is square in Fp or equivalently over Fp
the norm 1 torus Spec(Fp[x, y]/x2 +ny2−1) is split. Over the ring of p-adic

integers Zp, we have that

Z3
p = Zpx′ ⊕ x′⊥Zp

is an orthogonal direct sum and there exists a basis (v, w) of x′⊥Zp with

b(v, v) = b(w,w) = 0 and b(v, w) = 1, such that (x′, v, w) are eigenvectors of

h−1
p with eigenvalues 1, λ, λ−1 ∈ Q×p respectively and vp(λ

−1) = vp(h
−1
p ) < 0.
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Proof. We have h−1
p ∈ G(Q) but h−1

p /∈ G(Z(p)) . So h−1
p corresponds to

a Q-point (a, b) of T1 that is not in T1(Z(p)). Thus we have a2 + nb2 = 1

and γ := −min(vp(a), vp(b)) is greater than 0. Let us write a = a′/pγ and

b = b′/pγ , then a′ and b′ are in Z(p) and at least one of them is a unit. Then

we get

1 = a2 + nb2 =
( a′
pγ

)2
+ n
( b′
pγ

)2
,

and

p2γ = a′2 + nb′2.

It follows that a′ and b′ are both units and that

−n = c2 in Fp with c = a′b′−1.

Now we consider x′⊥ with its bilinear form form b. Let us denote q for the

quadratic form that b induces. Since p 6= 2, over Fp, the quadratic from

q is diagonalisable and with respect to some basis it is d1x
2
1 + d2x

2
2 with

d1d2 = n. Since −n = c2 in Fp, we have (c, d1) 6= 0 satisfying

d1c
2 + d2d

2
1 = d1c

2 + d1n = d1c
2 − d1c

2 = 0,

and the form dx2
1 + ex2

2 has a non-zero zero over Fp. So there exists v0 6= 0

in x′⊥Fp such that b(v0, v0) = 0. Let w0 be an element of x′⊥Fp such that

x′⊥Fp = Fp · v0 ⊕ Fp · w0. By Hensel’s lemma 3.4.4, we lift v0 and w0 to

primitive elements v, w′ ∈ x′⊥Zp with b(v, v) = 0. By Nakayama’s lemma,

since (v0, w0) is a basis of x′⊥Fp , (v, w′) is a basis for x′⊥Zp . The Gram matrix

B of b on x′⊥Zp with respect to the basis (v, w′) is(
0 t

t u

)
where t ∈ Z×p and u ∈ Zp.
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Since the discriminant of b is n (see Section 3.5.4), that is coprime with p,

we have that det(B) = t2 = n ∈ Z×p up to square of units. By changing w′

with w′′ := 1
tw
′, we get a new basis (v, w′′) of x′⊥Zp such that b(v, w′′) = 1.

Again by changing w′′ with w := w′′ − u
2t2v, the new basis (v, w) satisfies

b(v, w) = 1 and b(w,w) = 0.

Now let us write h−1
p in SO(x′⊥)(Qp), with respect to the basis (v, w) of

x′⊥Zp , as (
a1 a2

a3 a4

)
∈ M2(Qp).

Then we get the following identities

1 = 〈v, w〉 = 〈h−1
p v, h−1

p w〉 = 〈a1v + a3w, a2v + a4w〉 = a1a4 + a2a3,

0 = 〈v, v〉 = 〈h−1
p v, h−1

p v〉 = 〈a1v + a3w, a1v + a3w〉 = 2a1a3,

0 = 〈w,w〉 = 〈h−1
p w, h−1

p w〉 = 〈a2v + a4w, a2v + a4w〉 = 2a2a4,

and det(h−1
p ) = a1a4− a2a3 = 1. By adding the first equation with the last

equation and by using the fact that p 6= 2, we have that a1a4 = 1 in Qp.

Then we have a2 = a3 = 0. By changing the basis (v, w) with (w, v) if nec-

essary, let us denote λ := a1 and λ−1 = a4 such that vp(λ) ≥ 0 ≥ vp(λ
−1).

Now let g be the matrix in GL3(Zp) with the columns x′, v, w respectively.

We have

g ·

1 0 0

0 λ 0

0 0 λ−1

 · g−1 = h−1
p . (4.9)

The coefficients of h−1
p are Zp-linear combinations of 1, λ, and λ−1. So

vp(λ
−1) ≤ vp(h

−1
p ). We multiply both sides of Equation 4.9 with g−1 from

the left and g from the right and the same argument gives vp(λ
−1) ≥ vp(h

−1
p ).

So we get that vp(λ
−1) = vp(h

−1
p ) < 0. �
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With this lemma we are ready to prove the following proposition that

describes the quotient of (ts−1M + Z3) by Z3.

4.3.5 Proposition. We have that the quotients (ts−1M + Z3)/Z3 and

(ts−1M + Z3)/ts−1M are free Z/d(s)Z-modules of rank 1.

Proof. We work first to prove the case (ts−1M + Z3)/Z3 and the other

case is an analog. It is sufficient to show, for each prime number p, that

(ts−1M + Z3)/Z3 ⊗Z Zp = (ts−1Z3
p + Z3

p)/Z3
p = (ts−1

p h−1
p Z3

p + Z3
p)/Z3

p

is cyclic of order pa, where a = vp(d(s)). For p not dividing d(s), it follows

from the second inclusion of Lemma 4.3.2.

Now let p divide d(s). As in Lemma 4.3.4 we write Z3
p = Zpx′⊕Zpv⊕Zpw.

Let us denote

M ′p = h−1
p Z3

p = Zpx′ ⊕ Zppav ⊕ Zpp−aw.

Multiplying with spt
−1 gives an isomorphism

(ts−1
p M ′p + Z3

p)/Z3
p
∼−→ (M ′p + spt

−1Z3
p)/spt

−1Z3
p.

Since t, sp are integral matrices in G(Z(p)), we have spt
−1Z3

p = Z3
p. So

(M ′p + spt
−1Z3

p)/spt
−1Z3

p = (M ′p + Z3
p)/Z3

p = 〈x′, v, p−aw〉/〈x′, v, w〉,

which is isomorphic to (Z/paZ). For the other case, we have for p dividing

d(s) that (ts−1M + Z3)/ts−1M is isomorphic to

(M ′p + Z3
p)/M

′
p = 〈x′, v, p−aw〉/〈x′, pav, p−aw〉 ' (Z/paZ) · v.

�
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4.3.6 Explicit computation for ts−1M + Z3 ⊂ Q3 con-

tinued

We have an inclusion and an isomorphism of Z/d(s)Z-modules

(ts−1M + Z3)/Z3 ⊂
(

1

d(s)
Z3

)
/Z3 ·d(s)−−−→

∼
(Z/d(s)Z)3.

By the last proposition (ts−1M +Z3)/Z3 is a free Z/d(s)Z-module of rank

1, so it is a “line” in (Z/d(s)Z)3 or equivalently there exists u ∈ Z3, unique

up to translation by d(s)Z3 and multiplication by integers coprime with

d(s), such that

ts−1M + Z3 = Z u

d(s)
+ Z3.

Let U−1 denote localisation with respect to the multiplicative set U that is

generated by {p : p is a prime number and p - d(s)}. Over Z(p), where p di-

vides d(s), the lattice M(p) is equal to the standard lattice Z3
(p). Since finite

intersections of M(p) over the primes p dividing d(s) commute with locali-

sation, we have U−1M = U−1Z3. Moreover since quotient and summations

of modules commute with localisation, we get

d(s)ts−1(Z/d(s)Z)3 = d(s)ts−1U−1(Z/d(s)Z)3

= (d(s)ts−1U−1Z3 + d(s)U−1Z3)/d(s)U−1Z3

= (d(s)ts−1U−1M + d(s)U−1Z3)/d(s)U−1Z3

= U−1
(
(d(s)ts−1M + d(s)Z3)/d(s)Z3

)
⊂ U−1 (Z/d(s)Z)3 = (Z/d(s)Z)3.

So to get the vector u, it is sufficient to compute the image of the morphism

of modules

d(s)ts−1 : (Z/d(s)Z)3 → (Z/d(s)Z)3. (4.10)

122



Let ū ∈ (Z/d(s)Z)3 be a generator of d(s)ts−1((Z/d(s)Z)3) and let (a, b, c)

in Z3 be a lift of ū. Then

1

d(s)

ab
c

 , e1 =

1

0

0

 , e2 =

0

1

0

 , e3 =

0

0

1


generates ts−1M + Z3. As ū is of order d(s), gcd(a, b, c) is relatively prime

with d(s). Let u := (a, b, c)/ gcd(a, b, c). Then ( u
d(s)

, e1, e2, e3) generates

ts−1M +Z3, since gcd(a, b, c) is a unit in Z/d(s)Z. Because u is primitive,

there exist v2, v3 ∈ Z3 such that (u, v2, v3) is a basis of Z3. Let v1 := 1
d(s)

u.

Then
(
v1, v2, v3

)
is a basis of Z u

d(s)
+ Z3.

For explicit computation, we want an algorithm to compute a basis of

the image of morphism of modules d(s)ts−1, given the entries of the matrix

d(s)ts−1. First Z/d(s)Z is a principal ideal ring and gcd’s (defined up to

units) can be computed efficiently. If we represent elements of Z/d(s)Z
as elements in Z in the interval [0, d(s) − 1], then the ideal (a1, ....., an) of

Z/d(s)Z gives, by pullback to Z, the ideal (d(s), a1, ..., an). Any generator

of that gives a generator of the original ideal in Z/d(s)Z.

We use a well known algorithm, the Smith normal form (see [4] Theo-

rem 2.4.12 for Z-modules but it can be applied in the above situation for

Z/d(s)Z-modules), that uses gcd’s to bring any u in say Mn,m(Z/d(s)Z) by

row and column operations into diagonal form where the elements of the

diagonal divide the next ones. After applying this algorithm to our matrix,

then d(s)ts−1 will be of the form diag(a, 0, 0) for some a ∈ (Z/d(s)Z)×. All

row operations together are given by multiplication on the left by an invert-

ible matrix say w. Now we undo the row operations: the first column ū of

w−1.d(s)ts−1 is a basis of d(s)ts−1(Z/d(s)Z3). We write ū = (ā, b̄, c̄) where

a, b, c are elements in Z in the interval [0, d(s) − 1] and let u = (a′, b′, c′)
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where d = gcd(a, b, c), a′ = a/d, b′ = b/d, and c′ = c/d. Here we use the

Euclidean algorithm to find gcd(a, b, c). Then ts−1M + Z3 is generated by

u

d(s)
, e1 =

1

0

0

 , e2 =

0

1

0

 , e3 =

0

0

1

 .

To find v2, v3 such that (u, v2, v3) is a basis for Z3 we do the following:

first let α, β, γ ∈ Z such that αa′ + βb′ + γc′ = 1 by using the Euclidean

algorithm. Then we have the following split exact sequence of Z-modules

ker(l) ↪→ Z3 l−→ Z, v = (x, y, z) 7→ l(v) := αx+ βy + γz,

with the splitting given by 1 7→ (a′, b′, c′). We use the algorithm that is an

application of the Hermite normal form (see [4] Proposition 2.4.9) to find a

basis for ker(l). We denote this basis as (v2, v3). Let v1 := u
d(s)

. So we get

explicitly a basis (v1, v2, v3) for ts−1M + Z3.

4.3.7 Getting a basis for ts−1M given one for ts−1M+Z3

Let us use the same notation: we have a basis (v1, v2, v3) for ts−1M + Z3

and vectors that generate it

1

d(s)
u, e1 =

1

0

0

 , e2 =

0

1

0

 , e3 =

0

0

1

 ,

where d(s)v1 = u. Moreover (u, v2, v3) is a basis for Z3. We have a surjective

linear map

l1 : (ts−1M + Z3)→ Z
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defined as: for v = xv1 + yv2 + zv3 ∈ ts−1M + Z3, l(v) = x. We also have

the composed map l̄1 = σ ◦ l1, where σ : Z→ Z/d(s)Z is the quotient map.

We have that

ker(l̄1) = {v = xv1 + yv2 + zv3 ∈ ts−1M + Z3 : x = 0 in Z/d(s)Z}

= 〈d(s)v1, v2, v3〉 = Z3.

The standard inner product b is perfect on ts−1M and Z3, in particular

it is Z-valued on each of them. We have the following lemma.

4.3.8 Lemma. The quadratic form q, that is induced by b, on ts−1M +Z3

has values in 1
d(s)

Z.

Proof. Since ts−1M + Z3 = Zv1 + Zv2 + Zv3, with d(s)v1, v2, v3 ∈ Z3, it

is sufficient to show that

q(v1) = b(v1, v1) =
b(u, u)

d(s)2
∈ 1

d(s)
Z.

Therefore it is sufficient to show that b(u, u) ∈ d(s)Z, which is equivalent to

b(ū, ū) = 0. For each prime p dividing d(s), we have d(s)ts−1 = d(s)ts−1
p h−1

p

(see Identity 4.8). By Proposition 4.3.5, we get the following diagram

Z3
p/d(s)Z3

p =

d(s)h−1
p

��

d(s)ts−1

��

Zpx̄′ + Zpv̄ + Zpw̄

x̄′_

��

v̄_

��

w̄_

��

Z3
p/d(s)Z3

p

s−1
p

��

0_

��

0_

��

unit · w̄_

��

Z3
p/d(s)Z3

p

t
��

0_

��

0_

��

s−1
p unit · w̄

_

��

Z3
p/d(s)Z3

p 0 0 ts−1
p unit · w̄.
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Since ū generates d(s)ts−1(Z/d(s)Z)3, we have ū = unit · ts−1
p w̄. Since

ts−1
p is an orthogonal matrix for the inner product b and integral at p and

because b(w,w) = 0 in Zp, we get

b(ū, ū) = b(unit · ts−1
p w̄, unit · ts−1

p w̄) = unit2 · b(w̄, w̄) = 0.

�

We define a map

Q̄ : (ts−1M + Z3)→ Z/d(s)Z, v 7→ d(s) · q(v).

Since b is perfect on Z3, we have Q̄(Z3) = 0. For v = xv1 + yv2 + zv3 in

the lattice ts−1M + Z3, we have that d(s)b(v, v) is equal to

d(s)b(v1, v1)x2 + 2d(s)b(v1, v2)xy + 2d(s)b(v1, v3)xz + d(s)q(yv2 + zv3).

Since q has integral values on 〈v2, v3〉, we have d(s)q(yv2 + zv3) ≡ 0 in

Z/d(s)Z. So we get

Q̄(v) = x̄b(u, xv1 + 2yv2 + 2zv3).

We define the map l̄2 : (ts−1M + Z3)→ Z/d(s)Z as:

v = (x, y, z) 7→ l̄2(v) = b(u, xv1 + 2yv2 + 2zv3).

It is a linear map such that Q̄ = x̄ · l̄2 = l̄1l̄2.

4.3.9 Proposition. With the above description, we have that

ts−1M = ker(l̄2).
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Proof. First we will show that the map l̄2 is surjective. Let us write

u = (a, b, c). Then gcd(a, b, c) = 1. There exist α, β, γ ∈ Z such that

αa + βb + γc = 1 and we choose such a triple. Because (d(s)v1, v2, v3) is a

basis of Z3 and d(s) is odd, we may choose x, y, z ∈ Z3 such that

xv1 + 2yv2 + 2zv3 = (ᾱ, β̄, γ̄) ∈ (Z/d(s)Z)3.

Let us denote v := xv1 + 2yv2 + 2zv3. This implies l̄2(v) = 1 in Z/d(s)Z
and l̄2 is surjective. Thus ker(l̄2) is a sublattice of ts−1M +Z3 of index d(s)

with cyclic quotient. Note that ker(l̄2) contains d(s)Z3. Since both ts−1M

and ker(l̄2) are contained in 1
d(s)

Z3 and contain d(s)Z3, it is sufficient to

check whether both are the same Zp-lattices for each prime p dividing d(s).

Again by Proposition 4.3.5, we have

Z3
p = Zpx′ + Zpv + Zpw and ts−1Mp + Z3

p = Zpx′ + Zpv + Zp
w

d(s)
.

With respect to the basis (x′, v, w
d(s)

), for v = xx′+yv+z w
d(s)
∈ ts−1M+Z3,

we have the following identity:

d(s)b(v, v) =
b(w,w)

d(s)
z2 + 2b(w, x′)zx+ 2b(w, v)zy + d(s)q(xx′ + yv)

= 2zy + d(s)q(xx′ + yv).

The map Q̄ : (ts−1M + Z3) → Z/d(s)Z with respect to this basis is given

by (x, y, z) 7→ 2z̄ȳ. Moreover we have the two linear maps

l̄3, l̄4 : (ts−1M+Z3)→ Z/d(s)Z, v = (x, y, z) 7→ l̄3(v) = z̄ and l̄4(v) = 2ȳ.

So the quadratic form Q̄ : (ts−1Mp + Z3
p) → Zp/d(s)Zp can be written as

products of linear forms Q̄ = l̄1l̄2 = l̄3l̄4. Note that l̄1 and l̄3 have the same

kernel, that is Z3
p. By the universal properties of ker(l̄1) and ker(l̄3), there
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exists a unique isomorphism f : Zp/d(s)Zp → Zp/d(s)Zp such that we have

the following commutative diagram of morphisms of Zp-modules

Zp/d(s)Zp

f

��

(ts−1Mp + Z3
p)

l̄1
66

l̄3

((

Zp/d(s)Zp.

The automorphism group of the cyclic group Zp/d(s)Zp is its unit group,

hence l̄1 = c · l̄3, for some c ∈ (Zp/d(s)Zp)×. Note that the multiplication

by x ∈ (Zp/d(s)Zp)[x, y, z] gives an injective map

(Zp/d(s)Zp)[x, y, z]
x·−→ (Zp/d(s)Zp)[x, y, z].

Thus we get l̄2 = 1/c · l̄4, in particular ker(l̄2) = ker(l̄4) = ts−1Mp. �

Let us now make the computation of a basis of ts−1M explicit. Let

d := gcd(b(u, v1), 2b(u, v2), 2b(u, v3)).

We denote

a1 := b(u, v1)/d, a2 := 2b(u, v2)/d, a3 := 2b(u, v3)/d.

Thus gcd(a1, a2, a3) = 1. Let α1, α2, α3 ∈ Z such that a1α1+a2α2+a3α3 = 1.

The map l̄2 is surjective, in particular d and d(s) are coprime and d is a

unit in Z/d(s)Z. So for computing ker(l̄2), we may replace l̄2 by

l̄2 : (Zv1 ⊕ Zv2 ⊕ Zv3)→ Z/d(s)Z, (x, y, z) 7→ a1x+ a2y + a3z.
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To get a basis for ts−1M we consider the following split exact sequence of

Z-modules

ker(l2) ↪→ (ts−1M + Z3) � Z, v = (x, y, z) 7→ l2(v) := a1x+ a2y + a3z.

By using the splitting map

f : Z→ (ts−1M + Z3), 1 7→ f(1) := α1v1 + α2v2 + α3v3

of l2, we get that the Z-module (ts−1M + Z3) is isomorphic to the direct

sum of ker(l2)⊕ Z · f(1) given by

v ∈ (ts−1M + Z3) 7→ (v − f(l2(v))) + l2(v)f(1) ∈ (ker(l2)⊕ Z · f(1)) .

In particular we have

ker(l̄2) = ker(l2)⊕ Z · d(s)f(1).

We use again the algorithm, that is an application of the Hermite normal

form (see [4] Proposition 2.4.9), to find a basis for ker(l2). We denote

this basis as (w′2, w
′
3). Let w′1 := d(s)f(1). So we get explicitly a basis

(w′1, w
′
2, w

′
3) for the lattice ts−1M . By multiplying with st−1, we get a

basis (w1, w2, w3) for M . By using the LLL-algorithm (see [4] Section 2.6,

especially Theorem 2.6.2) for rank 3, we obtain an orthonormal basis for

M . So we have an isomorphism of triples (M, b, d), φ−1 : Z3 ∼−→ M , that is

an element of G(Q). Thus [y′] = φ−1[x′].

4.4 Some explicit computation

Let n = 770 = 2·5·7·11, the same example that Gauss gives in his Disqui-

sitiones Arithmeticae. The number n can be written as a sum of 3 squares
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up to SO3(Z)-action in the following 16 ways:

770 = (±27)2 + 52 + 42 = (±25)2 + 92 + 82 = (±25)2 + 122 + 12

= (±24)2 + 132 + 52 = (±23)2 + 152 + 42 = (±20)2 + 192 + 32

= (±20)2 + 172 + 92 = (±17)2 + 162 + 152.

Let O = Z[x]/(x2 + 770) be the ring of integers in Q(
√
−770). Since

−770 = 2 (mod 4), by Gauss, we get # Pic(O) = 32. Since 2 is ramified in

O, we get # Pic(Z[1/2,
√
−770]) = 16. We will show that

Pic(Z[1/2,
√
−770]) ∼= Z/8Z× Z/2Z.

We have maximal ideals of O and some relations:

(2, x) =: m2 m2
2 = (4, 2x,−770) = (2, 2x) = (2)

(3, x− 1) =: m3

(3, x+ 1) = m̄3 m3m̄3 = (9, 3(x+ 1), 3(x− 1),−771) = (3)

(5, x) =: m5 m2
5 = (25, 5x,−770) = (5, 5x) = (5)

(7, x) =: m7 m2
7 = (49, 7x,−770) = (7, 7x) = (7)

(11, x) =: m11 m2
11 = (121, 11x,−770) = (11, 11x) = (11)

m2m5m7m11 = (x).

First we find the order of m3. Note that for any a + bx ∈ O, the norm

N(a + bx) = a2 + 770b2 is greater or equal to 770 if b 6= 0. We have

N(m4
3) = 81 < 770. A generator for the ideal m4

3, if it exists, is in the form

a ∈ Z where a = ±9. Since (3) = m3m̄3, we have (32) = m4
3 = m2

3m̄3
2.

So by the unique factorization into prime ideals in O, m̄3 = m3, which is
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absurd. Thus m4
3 is not principal. We have the following computation:

m2
3 = (9, 3(x− 1), (x− 1)2) = (9, x+ 2)

m4
3 = (81, x+ 11)

m8
3 = (6561, x+ 3251) ⊇ (2(x+ 3251)− 6561) = (2x− 59).

The inclusion is an equality because both ideals have norm 38 and m8
3 is

principal.

4.4.1 Lemma. Let n > 0 be an even square-free integer, K := Q(
√
−n)

and O = Z[
√
−n] the ring of integers of K. The discriminant of O is −4n.

Let p1, . . . , pk be the prime divisors of n. The ramified maximal ideals

are mi := (pi,
√
−n) where i = 1, . . . , k. Then the classes of m1, . . . ,mk

generate Pic(O)[2]. We have # Pic(O)[2] = 2k−1 and m1 · · ·mk =
√
−n ·O.

Proof. As Z[
√
−n] = Z[x]/(x2+n), the primes p in N that ramify in O are

precisely the pi. For each i, O/mi = O/(pi,
√
−n) = Fpi hence the mi is the

unique maximal ideal containing pi. All maximal ideals of O other than the

mi are invertible. The mi are invertible as well, because m2
i = pi ·O. Hence

O is the ring of integers in K. The discriminant of O is the discriminant of

x2 + n, hence equal to −4n.

Let J be a non-zero ideal of O, such that J2 is principal.Let σ be the non-

trivial automorphism of O. Then in Pic(O) we have [J ] · [J ] = [J ] · [σ(J)]

because both J2 and J · σ(J) are principal. Hence there is an a in K×

such that σ(J) = a · J . Then N(J) = N(a · σ(J)) = N(a)N(J), hence

N(a) = 1. By Hilbert 90, there is a b in K× such that a = b/σ(b). That

gives bJ = σ(bJ). The unique factorisation bJ =
∏

mm
nm then shows that

bJ is a principal ideal times an ideal of the form mn1

1 ·m
nk
k with the ni in

{0, 1}.
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To finish, it suffices to show that for any proper subset S of {1, . . . , k}
the ideals

∏
i∈Smi are non-principal. Suppose S ( {1, . . . , k} and a, b ∈ Z

are such that
∏

i∈Smi = (a + b
√
−n) · O. Taking norm on both sides, we

get
∏

i∈S pi = a2 + nb2 and it is greater or equal to n = p1 . . . pk if b 6= 0.

Hence b = 0. Then
∏

i∈S pi = a2 shows that S is empty. �

We have # Pic(O) = 32. We also have the order of m3 is 8 in Pic(O) and

m2,m5,m7, and m11 are all of order 2. So by previous lemma, we get

Pic(O) ∼= Z/8Z× Z/2Z× Z/2Z

and also

Pic(Z[1/2,
√
−770]) ∼= Z/8Z× Z/2Z.

4.4.2 An example of Gauss composition for 770

Now we will show some examples of Gauss composition for the 2-sphere for

this n. Let x = (25, 9,−8), y = (23, 15, 4), and x′ = (25, 12, 1). We want

to find ȳ′ ∈ G(S) \ X (S) such that [yGx] = [y′G′x]. We obtain an element

t ∈ yGx(Q) by composing two symmetries: the first one is sz the symmetry

about the hyperplane perpendicular to z := (0, 0, 1) and the second one is

the symmetry about the hyperplane perpendicular to the vector y − sz(x).

This gives

t =
1

7

 6 3 2

3 −2 −6

−2 6 −3

 in yGx(Z[1/7]).

We obtain an element s ∈ x′Gx(Q) by composing two symmetries: the

first one is sz and the second one is the symmetry about the hyperplane
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perpendicular to the vector x′ − sz(x). This gives

s =
1

29

29 0 0

0 20 −21

0 21 20

 in x′Gx(Z[1/29]).

It has a pole at 29. Note that 29 is coprime with n = 770 and d(t) = 7. By

Lemma 4.3.2, we have 29Z3 ⊂ ts−1M ⊂ 29−1Z3. Now we consider the lat-

tice ts−1M+Z3 inside 1
29Z3. Proposition 4.3.5 shows that (ts−1M+Z3)/Z3

is a free Z/29Z-module of rank 1. To get a generator ū of (ts−1M+Z3)/Z3,

we consider the image of the morphism of modules (4.10)

29ts−1 : (Z/29Z)3 → (Z/29Z)3.

It is generated by ū = (1̄, 8̄, 1̄5) ∈ (Z/29Z)3. Let u = (1, 8, 15) be a lifting

of ū in Z3 with gcd(1, 8, 15) = 1. We extend u to a basis (u, v2, v3) of Z3,

where v2 = (0, 1, 0) and v3 = (0, 0, 1). So we get a basis for Z3 + ts−1M :

v1 = (1/29, 8/29, 15/29), v2 = (0, 1, 0), v3 = (0, 0, 1).

We know that Z3 + ts−1M has two sublattices of index 29 on which the

inner product is integral: Z3 and ts−1M . We have the quadratic form

Q̄ : (ts−1M + Z3)→ Z/29Z, (x, y, z) 7→ x(10x+ 16y + z) (mod 29).

We get

ts−1M = ker((ts−1M +Z3)→ Z/29Z, (x, y, z) 7→ 10x+ 16y+ z (mod 29)).

Over Z/29Z we have x̄ = 10ȳ − 3z̄ and x = 10y − 3z + 29t for some t ∈ Z.

So we get

ts−1M = {xv1 + yv2 + zv3 : x = 10y − 3z + 29t, t ∈ Z}.
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By substituting x = 10y − 3z + 29t, we get a basis for ts−1M :

(10, 109, 150)/29, (−3,−24,−16)/29, (1, 8, 15),

and then via multiplication by st−1 a basis for M :

(−1, 32,−2)/7, (−2,−6, 3)/7, (0, 119,−7)/7.

We get the Gram matrix with respect to that basis of M :21 −4 78

−4 1 −15

78 −15 290

 .

Here is the LLL-algorithm, written in the product of elementary operations:1 0 0

4 1 0

0 0 1


1 0 0

0 1 15

0 0 1


1 0 −3

0 1 0

0 0 1


 1 0 0

0 1 0

−1 0 1


1 0 −1

0 1 0

0 0 1


=

 4 0 −7

1 1 2

−1 0 2

 .

It gives us an (oriented) orthonormal basis for M :

(−6, 3, 2)/7, (−2,−6, 3)/7, (3, 2, 6)/7.

This gives

y′ =
1

7

−6 3 2

−2 −6 3

3 2 6


25

12

1

 =

−16

−17

15

 .

So here we show in the computation how to get explicitly the action of the

Picard group on the set of orbits of primitive solutions of sum of 3 squares

that the sheaf method gives.
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4.4.3 Another example for 770

In the previous subsection we have x = (25, 9,−8), y = (23, 15, 4), and

x′ = (25, 12, 1) and we find ȳ′ ∈ G(S) \ X (S) such that x̄′
[yGx]7−−−→ ȳ′. Since it

is a “parallelogram law”, we know that ȳ
[x′Gx]7−−−→ ȳ′. So let us exchange the

values of y 7→ x′ and of x′ 7→ y and we do the same computation that shows

that it will produce the same y′ up to SO3(Z)-orbit. So now x = (25, 9,−8),

y = (25, 12, 1), and x′ = (23, 15, 4). Let us take

t =
1

29

29 0 0

0 20 −21

0 21 20

 in yGx(Z[1/29])

and

s =
1

7

 6 3 2

3 −2 −6

−2 6 −3

 in x′Gx(Z[1/7]).

4.4.4 Remark. Here d(s) = 7, which divides 770. It is not coprime with

770 as required in Lemma 4.3.1 and Lemma 4.3.4. But we continue the

computation nevertheless and will see that it gives the right y′ up to SO3(Z)-

action. This is an indication that d(s) does not need to be coprime with

n. This will be investigated later, there is no time now to include it in this

thesis. We will use a correct choice of s after this example.

We get 7Z3 ⊂ ts−1M ⊂ 7−1Z3 and we consider the lattice ts−1M + Z3

inside 1
7Z3. The image of the morphism of modules

7ts−1 : (Z/7Z)3 → (Z/7Z)3

is generated by ū = (1̄, 3̄, 2̄) ∈ (Z/7Z)3. Let u = (1, 3, 2) be a lifting of ū

in Z3 with gcd(1, 3, 2) = 1. We extend u to a basis (u, v2, v3) of Z3, where
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v2 = (0, 1, 0) and v3 = (0, 0, 1). So we get a basis for Z3 + ts−1M :

v1 = (1/7, 3/7, 2/7), v2 = (0, 1, 0), v3 = (0, 0, 1).

We have the quadratic form

Q̄ : (ts−1M + Z3)→ Z/7Z, (x, y, z) 7→ x(x+ 3y + 2z) (mod 7).

We get

ts−1M = ker((ts−1M + Z3)→ Z/7Z, (x, y, z) 7→ x+ 3y + 2z (mod 7)).

By substituting x = −3y − 2z + 7t, we get a basis for ts−1M :

(−3,−2,−6)/7, (−2,−6, 3)/7, (1, 3, 2),

and by the LLL-algorithm, we get an (oriented) orthonormal basis for

ts−1M :

(−3,−2, 6)/7, (−2,−6, 3)/7, (−6, 3, 2)/7.

This gives

y′ =
(

25 12 1
)
st−1 1

7

−3 −2 −6

−2 −6 3

6 3 2

 =
(
−15 −17 −16

)
.

Let us do the same computation with a different choice of s such that

d(s) coprime with 770 and d(t). Let x = (25, 9,−8), y = (25, 12, 1), and

x′ = (23, 15, 4). Let us take

t =
1

29

29 0 0

0 20 −21

0 21 20

 in yGx(Z[1/29]).
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We obtain an element s ∈ x′Gx(Q) by composing two symmetries: the first

one is sy the symmetry about the hyperplane perpendicular to y := (0, 1, 0)

and the second one is the symmetry about the hyperplane perpendicular to

the vector x′ − sy(x). This gives

s =
1

181

179 −24 12

24 107 −144

12 144 109

 in x′Gx(Z[1/181]).

We get 181Z3 ⊂ ts−1M ⊂ 181−1Z3 and we consider the lattice ts−1M +Z3

inside 1
181Z3. The image of the morphism of modules

181ts−1 : (Z/181Z)3 → (Z/181Z)3

is generated by ū = (−3̄8, 1̄, 3̄3) ∈ (Z/181Z)3. Let u = (−38, 1, 33) be

a lifting of ū in Z3 with gcd(−38, 1, 33) = 1. We extend u to a basis

(u, v2, v3) of Z3, where v2 = (1, 0, 0) and v3 = (0, 0, 1). So we get a basis

for Z3 + ts−1M :

v1 = (−38/181, 1/181, 33/181), v2 = (1, 0, 0), v3 = (0, 0, 1).

The quadratic form Q̄ : (ts−1M + Z3)→ Z/181Z is given by

(x, y, z) 7→ 2/26x(x+ 98y − 47z) (mod 181).

We get

ts−1M = ker((ts−1M+Z3)→ Z/181Z, (x, y, z) 7→ x+98y−47z (mod 181)).

By substituting x = 47z − 98y + 181k, we get a basis for ts−1M :

(−1786, 47, 1732)/181, (3905,−98,−3234)/181, (−6878, 181, 5973)/181,
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and then via multiplication by st−1 a basis for M :

(−298,−64, 257)/29, (647, 130,−474)/29, (−1142,−233, 879)/29.

By the LLL-algorithm, we get an (oriented) orthonormal basis for M :

(−24, 11,−12)/29, (3, 24, 16)/29, (16, 12,−21)/29.

This gives

y′ =
(

23 15 4
)

1

29

−24 3 16

11 24 12

−12 16 −21

 =
(
−15 17 16

)
.
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tiques, in “Torsors, étale homotopy and applications to rational points”,

231–249, London Math. Soc. Lecture Note Ser., 405, Cambridge Univ.

Press, Cambridge, 2013, edited by V. Batyrev et A. Skorobogatov.

139

http://www-personal.umich.edu/~madeland/teaching_files/math311/class_files/sum3squares.pdf
http://www-personal.umich.edu/~madeland/teaching_files/math311/class_files/sum3squares.pdf
http://www-personal.umich.edu/~madeland/teaching_files/math311/class_files/sum3squares.pdf
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Summary

Gauss’s theorem on sums of 3 squares relates the number of primitive integer

points on the sphere of radius the square root of n with the class number

of some quadratic imaginary order. In 2011, Edixhoven sketched a different

proof of Gauss’s theorem by using an approach from arithmetic geometry.

He used the action of the special orthogonal group on the sphere and gave

a bijection between the set of SO3(Z)-orbits of such points, if non-empty,

with the set of isomorphism classes of torsors under the stabilizer group.

This last set is a group, isomorphic to the group of isomorphism classes of

projective rank one modules over the ring Z[1/2,
√
−n]. This gives an affine

space structure on the set of SO3(Z)-orbits on the sphere.

In Chapter 3 we give a complete proof of Gauss’s theorem following

Edixhoven’s work and a new proof of Legendre’s theorem on the existence

of a primitive integer solution of the equation x2 + y2 + z2 = n by sheaf

theory. In Chapter 4 we make the action given by the sheaf method of the

Picard group on the set of SO3(Z)-orbits on the sphere explicit, in terms of

SO3(Q).
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Samenvatting

De stelling van Gauss over sommen van 3 kwadraten relateert het aantal

primitieve gehele punten op de bol van straal de vierkantswortel van n

aan het klassengetal van een bepaalde imaginaire kwadratisch orde. In

2011 schetste Edixhoven een ander bewijs van deze stelling van Gauss met

behulp van aritmetische meetkunde. Hij gebruikte de actie van de speciale

orthogonale groep op de bol en gaf een bijectie tussen de verzameling van

SO3(Z)-banen van dergelijke punten, als die niet leeg is, met de verzameling

van isomorfie klassen van torsors onder de stabilisator groep. Deze laatste

verzameling is een groep, isomorf met de groep van isomorfie klassen van

projectieve rang één modulen over de ring Z[1/2,
√
−n]. Dit geeft een affiene

ruimte structuur op de verzameling van SO3(Z)-banen op de bol.

In Hoofdstuk 3 geven we een volledig bewijs van de stelling van Gauss

zoals geschetst door Edixhoven, en een nieuw bewijs van Legendre’s stelling

over het bestaan van een primitieve gehele oplossing van de vergelijking

x2 + y2 + z2 = n met schoven theorie. In hoofdstuk 4 maken we de werking

gegeven door de schoven theorie van de Picard groep op de verzameling van

SO3(Z)-banen op de bol expliciet, in termen van SO3(Q).
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